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A C1 Anosov diffeomorphism with a horseshoe that
attracts almost any point ∗
C. Bonatti†, S. S. Minkov‡, A. V. Okunev§, I. S. Shilin¶
Abstract
We present an example of a C1 Anosov diffeomorphism of a two-torus with a physical
measure such that its basin has full Lebesgue measure and its support is a horseshoe
of zero measure.
1 Introduction
Consider a diffeomorphism F that preserves a probability measure ν. The basin of ν is the
set of all points x such that the sequence of measures
δnx :=
1
n
(δx + · · ·+ δFn−1(x))
converges to ν in the weak-∗ topology. A measure is called physical if its basin has posi-
tive Lebesgue measure. It is well known (see [BDV, §1.3]) that any transitive C2 Anosov
diffeomorphism (note that all known Anosov diffeomorphisms are transitive) has a unique
physical measure and
• the basin of this measure has full Lebesgue measure,
• the support of this measure coincides with the whole phase space.
However, in C1 dynamics there are many phenomena that are impossible in C2. For
instance, Bowen [Bow] has constructed an example of a C1 diffeomorphism of the plane
with a thick horseshoe (i.e., a horseshoe with positive Lebesgue measure) and Robinson and
Young [RY] have embedded a thick horseshoe in a C1 Anosov diffeomorphism of T2. Using
an analog of their constructions, we prove the following theorem.
Theorem 1. There exists a C1 Anosov diffeomorphism FH of the 2-torus T
2 that admits a
physical measure ν such that
• its basin has full Lebesgue measure,
• it is supported on a horseshoe H of zero Lebesgue measure,
• ω(x) = H for Lebesgue-a.e. x ∈ T2.
Note that FH is transitive, since by [New] any Anosov diffeomorphism of T
2 is transitive.
In our construction the horseshoeH will be semithick, i.e.,H will be a product of a Cantor
set with positive measure in the unstable direction and a Cantor set with zero measure in
the stable direction. The dynamics on H in the unstable direction will be as in Bowen’s
thick horseshoe, and in the stable direction as in a linear Smale’s horseshoe. Let us also
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remark that the last statement of the theorem is not a corollary of the former two. Indeed,
δnx → ν does not imply that ω(x) ⊂ supp ν, since the orbit of x can spend almost all the
time near supp ν but still be far from this set infinitely many times.
The last statement of Theorem 1 claims that, despite FH is transitive, the horseshoe
is the "attractor" of FH if we are interested in the behavior of typical (with respect to
the Lebesgue measure) points. This intuition corresponds to the definition of the Milnor
attractor ([Mil]), which we now recall.
Definition 1. Consider a diffeomorphism F : N → N of a compact riemannian manifold
N ; the metric induces the Lebesgue measure on N . The Milnor attractor of F (notation:
AM (F )) is the minimal by inclusion closed subset of N that contains ω(x) for a.e. x ∈ N
with respect to the Lebesgue measure.
The Milnor attractor always exists, as proved in [Mil]. In our case, AM (FH) = H, by
Theorem 1. Let us mention that another interesting example of a transitive map with
nontrivial Milnor attractor is the intermingled basins example ([BDV, §11.1.2]).
As mentioned above, any transitive C2 Anosov diffeomorphism has a unique physical
measure with full support, so its Milnor attractor is the whole manifold. This also holds for
C1 generic transitive Anosov diffeomorphisms, as the following remark claims. We will say
that some property is possessed by a generic diffeomorphism in some class if diffeomorphisms
with this property form a residual subset in this class.
Remark 2. For a generic transitive C1-smooth Anosov diffeomorphism, the set of points
whose positive semi-orbit is everywhere dense has full Lebesgue measure.
Proof. For a diffeomorphism F : M → M and an open set U ⊂ M , denote by A(U) =
U ∪F−1(U)∪ . . . the set of points whose positive semi-orbit intersects U . Let us show that
for any U and ε > 0 the set A(U, ε) of diffeomorphisms such that the Lebesgue measure of
A(U) is greater than 1−ε is an open and dense subset of the (open) set of transitive Anosov
diffeomorphisms.
Recall that any C2-smooth transitive Anosov diffeomorphism has a unique physical mea-
sure that attracts almost every point (w.r.t. the Lebesgue measure). So for such maps the
positive semi-orbit of almost any point is dense. Since C2-diffeomorphisms are dense in
Diff1(M), the set A(U, ε) is dense.
Let us show that A(U, ε) is open. Let F ∈ A(U, ε). Then for some number N the
measure of the set U ∪F−1(U)∪· · ·∪F−N (U) is greater than 1−ε. Since the set U is open,
the same is true for any diffeomorphism sufficiently close to F , which proves the openness.
Choose a countable base of topology (Un)n∈N on M . The set
⋂
n,mA(Un, 1m ) is residual,
and for every F ∈ ⋂n,mA(Un, 1m ) the positive semi-orbit of almost every point is dense.
Since the definition of the Milnor attractor uses the Lebesgue measure, the Milnor at-
tractor may be changed after conjugation by a homeomorphism. This often represents a big
technical difficulty. Consider, for example, partially hyperbolic skew products over Anosov
diffeomorphisms. A small perturbation of such skew product is conjugated to another skew
product by a homeomorphism (see [IN] and references therein). However, this conjugacy
can change the Milnor attractor.
Let us say that the Milnor attractor of a C1 diffeomorphism F is topologically invariant in
C1, if for any C1-diffeomorphism G such that G and F are conjugated by a homeomorphism
(G = H ◦F ◦H−1) we have AM (G) = H(AM (F )). The first example of a non topologically
invariant Milnor attractor was constructed by S. Minkov in his thesis and is similar to the
example from [KRM, §3]. Our construction gives an open set of such examples:
Corollary 3. For any C1-diffeomorphism that is sufficiently close to FH, the Milnor at-
tractor is not topologically invariant in C1.
Proof. Since FH is structurally stable, it has a C
1-neighborhood U such that all maps in
U are conjugate to each other. Since C2-diffeomorphisms are dense in the space of C1-
diffeomorphisms, one may find a C2 Anosov diffeomorphism G ∈ U . Any map F ∈ U
is conjugate to both FH and G. As discussed above, any Anosov diffeomorphism of T
2 is
transitive, and for any transitive C2 Anosov diffeomorphism the Milnor attractor is the whole
manifold. So AM (G) = T
2. Since AM (FH) = H, the attractor of F is not topologically
invariant in C1.
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2 Plan of the paper
The rest of the text is devoted to the proof of Theorem 1. To prove Theorem 1, we first
define a certain class C1 that consists of C1-smooth Anosov diffeomorphisms with a semi-
thick horseshoe and then prove that a generic diffeomorphism in C1 satisfies the conclusion
of Theorem 1. To construct the class C1, we will first describe a C1-smooth Anosov diffeo-
morphism Finit : T
2 → T2 that has an invariant semi-thick horseshoe H. This description is
done in section 3; we also state several properties of Finit and define certain subsets of the
torus (UK, S, R, . . . ) that will be needed to define the class C1. The proof of the existence
of a map Finit with required properties will be given in section 7.
Denote by S the local stable foliation of the semi-thick horseshoe H for the diffeomor-
phism Finit. The set S is a product of a thick Cantor set and a segment, and therefore it
has positive Lebesgue measure. One might expect that Lebesgue almost all points will have
their images inside S after a sufficient number of forward iterations and so will be attracted
to H. Unfortunately, this is not necessarily true: one could arrange a thick horseshoe far
from H — then every its point would not be attracted to H. However, it is still reasonable to
expect that almost every point gets inside S for a generic diffeomorphism with a semi-thick
horseshoe H. This motivates our genericity argument presented in section 4. We think that
presenting a constructive example would have led to far more technical difficulties.
The class C1 is introduced in section 4. For every map in the class C1 the dynamics on
the local stable foliation S of the semi-thick horseshoe is the same as for Finit. For F ∈ C1,
denote by B(F ) = ∪n≥0F−n(S) the basin of attraction of the semi-thick horseshoe H. In
section 4 we will show that any diffeomorphism F ∈ C1 such that B(F ) has full Lebesgue
measure has the three properties from Theorem 1. To prove that such diffeomorphisms
are generic in C1, we consider, for every ε > 0, the set A1ε ⊂ C1 of all F ∈ C1 such that
Leb(B(F )) > 1−ε, where Leb is the probability Lebesgue measure on T2. We will show that
these sets are open and dense in C1. Thus, the set A10 = ∩∞n=1A11/n is residual. But for any
F ∈ A10 one has Leb(B(F )) = 1, so every such F has the properties stated in Theorem 1.
In section 4 we also introduce an auxiliary class C ⊃ C1 of homeomorphisms of T2 and
the analogues Aε of the sets A
1
ε for this class. This class is used to prove that A
1
ε is dense in
C
1. It is convenient to begin section 4 with the definition of C, then define C1 using C, and
then prove the main theorem modulo the density and openness of the sets A1ε.
In sections 5 and 6 we prove that the set A1ε is open and dense, respectively. To obtain
the density we use two technical lemmas which are proved later in section 8.
3 Diffeomorphism Finit with a semi-thick horseshoe
In this section we will describe a C1-smooth Anosov diffeomorphism Finit : T
2 → T2 with a
semi-thick horseshoe H and define the following subsets of T2 which will play a crucial role
in our further construction:
UK is a small rectangle around the horseshoe H,
S ⊂ UK is the union of all local stable fibers of the points of H,
R is a neighborhood of UK such that outside R the diffeomorphism Finit coincides with a
linear Anosov diffeomorphism FLin.
The complete description of Finit and these subsets is a little cumbersome, because it con-
tains many technical properties.
3.1 Constructing UK
Consider a large number Ninit ∈ N. Let FLin be a linear Anosov diffeomorphism of T2 =
R
2/Z2 defined by the matrix
(
2 1
1 1
)Ninit
. Fix the metric on T2 = R2/Z2 that comes from
R
2. Let us call vertical the unstable direction of FLin; respectively, the stable direction will
be called horizontal. All maps of the torus which we consider in this paper preserve the
unstable foliation of the diffeomorphism FLin. We will call this foliation vertical as well. We
will use the following elementary property of linear Anosov diffeomorphisms of T2:
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Figure 1: The set UK. The vertical stripes of UK \K are depicted wider than they are.
Remark 4. For arbitrary ε > 0, if Ninit is large enough, the fixed points of FLin form an
ε-net on T2.
Proposition 5. There exists a rectangle K with vertical and horizontal edges such that the
following holds.
• The restriction of FLin to K is a linear Smale horseshoe map that takes two horizontal
stripes H0 and H1 (adjacent respectively to the lower and the upper horizontal edges
of the rectangle) to two vertical stripes V0 and V1.
• In the opposite corners of K there are two fixed points p0 and p1.
• FLin(K) ∩K = V0 ∪ V1.
• The diameter of K can be made arbitrarily small by choosing a large Ninit.
Proof. Choose two sufficiently close (make Ninit larger and use Remark 4 if necessary) fixed
points p0 and p1 of the map FLin so that there are no other fixed points in the rectangle K
with vertical and horizontal edges and with opposite vertices at p0 and p1. Then FLin(K)∩K
contains two vertical stripes V0 and V1 adjoint to the vertical edges of K. Set H0 = F
−1
Lin(V0)
and H1 = F
−1
Lin(V1). It suffices to show that FLin(K) ∩ K = V0 ∪ V1. Suppose there is
another connected component V of FLin(K) ∩ K. Then the horizontal stripe F−1Lin(V ) is
linearly mapped onto V , so there must be a fixed point inside V . This contradiction finishes
the proof.
Since Ninit is large, we can assume that the edges of the rectangle K are all shorter
than 0.01. Choose a fixed point q of FLin that lies at distance at least 0.3 from K. Let
us widen the rectangle K in the horizontal direction with ratio at most 1.01 so that both
vertical boundary segments of the new rectangle be on the unstable manifold of the point q.
Denote the new rectangle by UK.
3.2 Description of the map Finit
Let UHi be the continuations of the horizontal stripes Hi into UK \ K, and let UVi =
FLin(UHi) (see fig. 1). Let us construct the map FBow : UH0 ∪ UH1 → UV0 ∪ UV1 whose
maximal invariant set will be our semi-thick horseshoe H. The details will be postponed
until section 7, and here we give but a brief description.
The diffeomorphism FLin maps UH0 to UV0 and expands linearly in the vertical direction
while contracting linearly in the horizontal one. The new map FBow will map UH0 onto UV0
too and will also be a direct product of a vertical expansion and a horizontal contraction.
The horizontal contraction will be the same as for FLin, but the linear vertical expansion will
be replaced by a nonlinear one that comes from the Bowen’s thick horseshoe construction.
We define the restriction of FBow to UH1 analogously.
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The horseshoe H =
∞⋂
n=−∞
FnBow(UH0 ∪ UH1) is a product of a horizontal thin Cantor
set Cthin and a vertical thick Cantor set Cthick. The horseshoe H has two fixed points p0
and p1, the same as for the linear horseshoe. Denote by S the union of all local stable leaves
inside UK of the points of H. The set S is a product of a horizontal segment and the thick
Cantor set Cthick.
Now we introduce some notation required to describe Finit. In the neighborhood of every
point z ∈ T2 one can consider rectangular coordinates (x, y) where the vertical fibers are
parallel to Oy-axis and the horizontal ones are parallel to Ox. In each tangent plane the
lines dx = ±dy circumscribe a horizontal cone that we will denote CH(z).
Denote by R˜ the rectangle obtained by widening UK vertically and horizontally by 0.01
(center is preserved).
Proposition 6. For Ninit large enough, there exists a C
1-smooth Anosov diffeomorphism
Finit : T
2 → T2 such that:
1. Finit = FBow on UH0 ∪ UH1. Thus, Finit has a semi-thick horseshoe H.
2. Finit = FLin outside R˜.
3. Finit(UHi) = UVi.
4. Finit(UK) ∩ UK = UV0 ∪ UV1.
5. the unstable fibers of Finit are strictly vertical.
6. Finit expands the vertical fibers by a factor of at least 1.2.
7. For any point x ∈ T2 the image of the interior of the cone CH(x) under dFinit covers
the closure of the cone CH(Finit(x)).
The proof of this proposition is given in section 7 below.
3.3 Construction of the “frame” R
We will often consider curvilinear quadrilaterals whose boundary is formed by two vertical
segments and two curves transverse to the vertical foliation. We will call them “rectangles”.
For such a rectangle P we will call the union of its two vertical boundary segments the
vertical boundary (notation: ∂vP ) and the union of the other two boundary curves will be
called the horizontal boundary (notation: ∂hP ).
For the map Finit, we will cover the rectangle R˜ by a curvilinear rectangle R (see fig. 2)
such that
• ∂hR is contained in the stable fiber of the point p0,
• q 6∈ R.
Let us construct such rectangle R. The vertical boundary of R will consist of two vertical
segments obtained by extending the vertical boundary of R˜ up and down. The horizontal
boundary of R will be formed by two properly chosen pieces of the stable manifold of the
point p0 in-between the two segments of the vertical boundary. In order to choose the
former, we will need two facts: 1) the stable fiber of p0 is everywhere dense (because every
Anosov diffeomorphism of T2 is transitive [New]), and 2) stable directions of Finit lie inside
CH (because the preimage of the cone field CH is contained in CH).
Let us choose the upper boundary s of the frame R — the lower one is constructed
analogously. Recall that by construction both sides of the rectangle R˜ are shorter than 0.05.
Let us move up by 0.03 from the mid-point of the upper edge of R˜ and denote the resulting
point by w.
Take a point v on W s(q0) such that v is 0.001-close to w. Take as s the curvilinear
segment of W s(p0) that contains v and lies in-between the vertical boundary segments of R.
All tangents to s lie inside the cones of CH . Therefore, the curve s lies inside a cone with
center at v, horizontal axis and aperture pi/2. Thus, over each point of the upper boundary
of R˜ there is a point of the curve s (and s does not intersect the upper boundary of R˜).
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Wu(q)
R˜
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q
Figure 2: The “frame” R.
Therefore, R ⊃ R˜. On the other hand, the point of s over a point of the vertical boundary
of R˜ will be 0.06-close to it vertical-wise. Since q was chosen to be 0.3-far from K, this
implies q 6∈ R.
4 The Baire genericity argument
Instead of constructing an explicit example of a diffeomorphism with required properties,
we will consider a special class of diffeomorphisms of the torus and prove that a generic map
in this class can serve as our example. Let us assume that Finit, FLin, UK, UHi, UVi, S,
p0, p1, q, R are fixed as in section 3. Consider any sufficiently large number L ∈ N (we
will specify below how large it should be). The auxiliary class C of homeomorphisms
consists of homeomorphisms H : T2 → T2 such that
1. H |S = Finit|S ;
2. H preserves the vertical foliation;
3. H is L-bi-Lipschitz;
4. H = FLin outside R;
5. The restriction of H to any vertical fiber expands (nonuniformly) with a factor at least
1.1 and at most L;
6. H(intUK) ∩ intUK = intUV0 ∪ intUV1;
7. H−L = Finit
−L on ∂hUK.
Recall that for the map Finit the boundary ∂vUK is contained in the unstable fiber of the
point q and ∂hR is in the stable fiber of the point p0. Moreover, ∂hUK contains the point
p0 together with some segment of its stable fiber. Let us choose the number L to be so large
that
i The set ∂vUK is contained in a ball in the vertical fiber of the point q with radius L
and center at q;
ii The ball of radius L× 1.1−L centered at q lies outside R;
iii ∂hR ⊂ ∂hFinit−L(UK);
iv Finit is L/2-bi-Lipschitz.
Let us introduce several properties of maps from the class C that follow from the ones above.
8. For N ≥ L one has H−N (∂vUK) ⊂ T2 \R.
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Proof. Since H = FLin outside R, the point q is a fixed point of H . It follows from prop-
erties i and 5 that H−N∂vUK is contained in the ball in the vertical fiber of q with radius
L× 1.1−N and center at q. By property ii this ball is contained in T2 \R.
9. ∂hR ⊂ ∂hH−L(UK).
Proof. This follows straightforwardly from properties 7 and iii.
Let us now define the special class of diffeomorphisms C1. In order to do that, first
choose a small δinit ∈ (0, 0.1) such that
1. the inequality distC1(G,Finit) ≤ δinit implies that G is conjugate to Finit;
2. for any point x for any linear operator A : R2 → R2 that is δinit-close to dxFinit one
has:
||A|| < L, ‖A−1‖ < L, A(CH) ⊃ CH . (1)
It is obvious that Finit ∈ C. Now we can define the special class of diffeomorphisms C1
to be the intersection of C with the closed C1-ball of radius δinit centered at Finit.
We will need three auxiliary statements to prove Theorem 1.
Proposition 7. The space C1 is a nonempty complete metric space.
Proof. C1 is a closed subspace of a complete metric space Diff1(T2), therefore it is complete.
It is nonempty because it contains Finit.
Given F ∈ C, denote by B(F ) = ∪n≥0F−n(S) the basin of attraction of the semi-thick
horseshoe H. For ε > 0 define the set Aε ⊂ C as the set of all F ∈ C such that Leb(B(F )) >
1− ε, where Leb is the Lebesgue measure on T2. Also, let A1ε = Aε ∩ C1.
Lemma 8. For any ε > 0 the set Aε is open in the Homeo-topology on C.
Lemma 9. For any ε > 0 the set A1ε is dense in C
1 (in the C1-topology).
We will prove these two lemmas below in sections 5 and 6 respectively. Let us deduce
Theorem 1 from them.
Proof of Theorem 1. Consider the set A10 :=
⋂∞
n=1 A
1
1/n. By Lemmas 8 and 9 the set A
1
0
is a residual subset of C1. By the Baire theorem it is non-empty. Let us take as FH any
diffeomorphism in A10. It follows from the definition of A
1
0 that Leb(B(FH)) = 1.
Let us show that FH satisfies the conclusion of Theorem 1. The physical measure ν is
obtained as the image of the (1/2, 1/2)-Bernoulli measure under the symbolic encoding map
χ : {0, 1}Z → H for the horseshoe. Obviously, the support of ν is H. Denote the basin of
the measure ν by Bas. Let us prove that ν(Bas) = 1, i.e., that for a ν-a.e. point x ∈ H
the sequence δnx will ∗-weakly converge to ν. This statement is equivalent to the analogous
statement for the Bernoulli shift and the (1/2, 1/2)-Bernoulli measure. That latter statement
follows from the Birkhoff theorem.
Let LebS = Leb |S/Leb(S) be the probability Lebesgue measure on S and pi : S → Cthick
be the projection onto the vertical axis. From the construction of Cthick (see Proposition 26
in section 7.2) it follows that pi∗ν = pi∗ LebS . If the set Bas ∩ S intersects some horizontal
fiber of S, it contains this whole fiber, because the distance between the images of any two
points on this fiber tends to zero when we iterate the map. Therefore,
LebS(Bas ∩ S) = (pi∗ LebS)(pi(Bas ∩ S)) = (pi∗ν)(pi(Bas ∩ S)) = ν(Bas ∩ S) = 1.
We showed that the basin of ν contains almost all points of S. Iterating backwards, we
conclude that the basin of ν contains almost every point of F−nH (S) for any n, and therefore
almost every point of B(FH). Since Leb(B(FH)) = 1, this means that that the basin of ν
has full Lebesgue measure.
Let us prove that ω(x) = H for almost any x. Indeed, for any x in the basin of ν we
have ω(x) ⊃ H, while for any x in B(FH) we have ω(x) ⊂ H.
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5 Aε is open
In this section we will prove lemma 8.
Proposition 10. Suppose that F : T2 → T2 is a Lipschitz map. Then for any Borel subset
A ⊂ T2 one has µ(F (A)) ≤ Lip2(F ) · µ(A).
Proof. For any Borel set B ⊂ T2 the diameter of F (B) is at most Lip(F ) · diam(B). Ap-
plication of this inequality to the elements of any cover (from the definition of Hausdorff
measure) of an arbitrary Borel set A ⊂ T2 yields that for the two-dimensional Hausdorff
measure H2 the following inequality holds:
H2(F (A)) ≤ Lip2(F ) ·H2(A).
Now it suffices to observe that the Lebesgue measure µ differs from the Hausdorff measure
H2 by a constant factor.
Remark 11. For any δˆ > 0 the set S can be covered by a union Sˆ = Sˆ(δˆ) of finitely many
rectangles in such a way that µ(Sˆ \ S) < δˆ. Indeed, S is a Cartesian product of a “vertical”
thick Cantor set Cthick and a “horizontal” segment. A finite cover of Cthick by segments is
obtained when we take the convex hull of Cthick and remove finitely many intervals of its
complement starting from the largest ones. Then we can obtain the required cover of S by
multiplying this cover of Cthick by a horizontal segment.
Consider an arbitrary homeomorphism F ∈ Aε. By the definition of Aε, we have
µ(B(F )) > 1− ε. To prove Lemma 8, we will show that if G ∈ C is sufficiently close to
F in the Homeo-metric, then µ(B(G)) > 1− ε.
Let δ = µ(B(F ))− (1− ε) > 0. Recall that B(F ) = ∪∞j=0F−j(S). The sets F−j(S) form
an ascending sequence (by inclusion), therefore there is N ∈ N such that
µ
(
F−N (S)
)
> µ(B(F )) − δ/3. (2)
It suffices to prove that if F and G are sufficiently close to each other, then
µ
(
G−N (S)
)
> µ
(
F−N (S)
)− 2δ/3. (3)
Indeed, with (2) and (3) we could write the following estimate:
µ(B(G)) ≥ µ(G−N (S)) (3)> µ(F−N (S))− 2δ/3 (2)> µ(B(F )) − δ = 1− ε,
which yields G ∈ Aε.
To prove inequality (3), we will need several auxiliary propositions.
Proposition 12. For a fixed N there is δˆ > 0 such that for any G ∈ C one has
µ
(
G−N (S)
)
> µ
(
G−N (Sˆ(δˆ))
)
− δ/3.
Proof. Recall that S ⊂ Sˆ (see Remark 11) and that the homeomorphism G is bi-Lipschitz
with a constant L. Proposition 10 yields the following inequality:
µ(G−N (Sˆ \ S)) ≤ L2N · µ(Sˆ \ S) ≤ L2N · δˆ.
It suffices to take δˆ < δ
3L2N
.
Proposition 13. Let F ∈ C, Sˆ and N be fixed. Then for any homeomorphism G ∈ C that
is sufficiently close to F in the Homeo-metric the following inequality holds
µ
(
G−N (Sˆ)
)
> µ
(
F−N (Sˆ)
)
− δ/3.
8
Proof. Let Π be an arbitrary rectangle of the cover Sˆ. Consider the set FN ◦G−N (Π). This
set is a topological disk whose boundary is close to the one of the rectangle Π if G is close to
F . Therefore the measure of the symmetric difference (FN ◦G−N (Π)) △ Π is less than an
arbitrary ε1 > 0, provided that F and G are sufficiently close. Application of Proposition 10
yields
µ
(
G−N (Π) △ F−N (Π)) = µ(F−N(FN ◦G−N (Π) △ Π)) ≤ L2N · ε1.
Therefore
µ(G−N (Π)) ≥ µ(F−N (Π)) − L2N · ε1.
So, if F and G are sufficiently close, this inequality holds for any rectangle of the cover Sˆ.
Denote the number of rectangles in the cover Sˆ by P . Then we have
µ(G−N (Sˆ)) ≥ µ(F−N (Sˆ))− P · L2N · ε1.
If ε1 is small enough, we have obtained the required inequality.
To sum up, if F and G are sufficiently close to each other, we have:
µ
(
G−N (S)
) П.12
> µ
(
G−N (Sˆ)
)
− δ/3 П.13> µ
(
F−N (Sˆ)
)
− 2δ/3 > µ (F−N (S))− 2δ/3.
Therefore, we have obtained inequality (3), which finishes the proof of Lemma 8.
6 A1ε is dense
6.1 Segments of level n
This section is devoted to the proof of Lemma 9. We begin with the following important
definition.
Definition 2. For F ∈ C segments of level 0 are the connected components of the intersec-
tions of T2 \ UK with the vertical fibers. Segments of level n are their n-th preimages.
Let us give the plan of the proof of Lemma 9 first. Given a map F0 ∈ C1, we want
to obtain a map F ∈ Aε ∩ C1 by a small perturbation. First we perform the vertical
linearization (see. section 6.3 below) and obtain a map F∞ ∈ C which is linear in restriction
to all segments of levels greater than N for some fixed large N . In section 6.2 we use a
well-known argument with the Lebesgue density point theorem combined with distortion
control to show that for this new map Leb(B(F∞)) = 1. Thus F∞ ∈ Aε. Unfortunately,
the map F∞ is not in the class C
1 anymore. Therefore in section 6.4 we smooth this map
via a second perturbation to obtain the required F . This smoothing perturbation can be
made arbitrarily small in the Homeo-topology, which thanks to openness of Aε yields that
F ∈ Aε. Finally, we check that F turns out to be C1-close to F0 provided that N is large.
6.2 The density point argument
In this section we prove the following lemma.
Lemma 14. Suppose that the map H ∈ C is linear in restriction to all H-segments of level
greater than N for some N ∈ N. Then Leb(B(H)) = 1.
For this end we will need two auxiliary statements.
Proposition 15. For any map H ∈ C and any point x ∈ T2 \ S there exists an integer
m ≥ 0 such that Hm(x) ∈ T2 \ UK.
Proof. If x ∈ T2 \UK, there is nothing to prove. Suppose that x ∈ UK. Then x lies in some
connected component Π of the set UK \S. This connected component is a horizontal stripe.
Let Π0 be the middle stripe of UK \S. The dynamics on the horseshoe H is the same as for
the standard Smale horseshoe, so there exists n ≥ 0 such that Finitn(Π) ⊂ Π0. The stripe
Π is bounded by two horizontal segments of ∂hΠ and two vertical segments of ∂vΠ. Since
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∂hΠ ⊂ S, it follows from the property 1 of the class C that H and Finit coincide on ∂hΠ.
Since the vertical foliation is invariant for both maps, we have Hn(Π) = Finit
n(Π) ⊂ Π0.
By condition 6 from the definition of C we haveH(Π0) ⊂ T2\UK. Therefore,Hn+1(Π) ⊂
T
2 \ UK and, in particular, Hn+1(x) ∈ T2 \ UK.
Corollary 16. For any x ∈ T2 and any H ∈ C, if the positive orbit of x does not end up
in S, then it visits T2 \ UK infinitely many times.
Proof of Lemma 14. Assume the contrary. Then the set Z(H) = T2 \ B(H) has positive
measure and, therefore, its intersection with some vertical segment has a density point with
respect to the Lebesgue measure on this segment. Denote this point by x. Recall that
T
2 \UK is the union of vertical H-segments of level 0. By Corollary 16 the positive orbit of
x visits T2 \ UK infinitely many times. Hence, x belongs to H-segments of arbitrary large
levels. Since H−1 contracts the vertical segments (property 5 of the class C), the lengths
of these segments tend to zero, because the lengths of segments of level 0 are uniformly
bounded. Since x is a density point, the density of the set Z(H) in these segments is
arbitrarily close to one. Let us deduce a contradiction from this.
Since H is, by assumption, linear in restriction to H-segments of large levels, our segment
with high density of Z(H) linearly expands to a segment of level N . Then it takes N
iterations to non-linearly expand it to a segment of level 0. Since the distortion during these
N iterations is bounded (this follows from properties 5 and 3 of the class C), we may assume
that inside the segment of level 0 we still have density of Z(H) close to one. Finally, there
existsM ∈ N such that for any segment I of level 0 the image HM (I) cuts all the way trough
intUK. Such M exists because each fiber of the vertical foliation is an irrational winding of
T
2 and H uniformly expands the segments of vertical fibers. Then inside HM (I) the relative
measure of the points that belong to S is at least µ(S)|HM (I)| , where µ(S) is the one-dimensional
Lebesgue measure of the projection of S to a vertical fiber. Since the distortion during these
M iterations is bounded, the fraction of points of Z(H) inside HM (I) can be arbitrarily
close to one. Since Z(H) ∩ S = ∅, this leads to a contradiction.
6.3 Linearization
In this section for given F0 ∈ C1 and (large) N ∈ N we will construct a homeomorphism
F∞ ∈ C that is linear in restriction to every F∞-segment of level greater thanN and coincides
with F0 outside the union of these segments.
Consider H ∈ C and let J be an H-segment of level n. We define the linearization
procedure on J as follows: the restriction H |J is replaced by an affine map such that the
image of J stays the same. To obtain the map F∞, we first linearize F0 on all F0-segments of
level N +1. This yields a map FN+1 ∈ C that is linear on all FN+1-segments of level N +1.
Then we linearize FN+1 on all FN+1-segments of level N +2 and obtain a map FN+2 linear
on all FN+2-segments of level N + 2. We will prove that FN+2 is also linear on all FN+2-
segments of level N + 1. Continuing this process, we will obtain a sequence of maps and
then show that it C0-converges to the required map F∞.
6.3.1 Stripes of level n
Consider a homeomorphism H ∈ C and an integer n > L. Recall that H-segments of level 0
are the connected components of vertical fibers inside T2 \UK, whereas segments of level n
are the n-th preimages of segments of level zero. Thus, segments of level n are the connected
components of vertical fibers inside T2 \H−n(UK). Denote Wm := ∂hH−m(UK). Then we
have Wm = H
−m(∂hUK), where ∂hUK consists of two “local stable manifolds” of the two
fixed points p0 and p1 of our horseshoe. The set Wm consists of two curves W
0
m and W
1
m
which are two longer pieces of the “stable manifolds” of p0 and p1. It is easy to check that
the curvesW 0m andW
1
m locally are the graphs of (not necessarily smooth) functions from the
horizontal axis to the vertical one. Indeed, this is obvious for W0 and is checked inductively
for larger m, using that the vertical foliation is preserved. Since H(∂hUK) ⊂ ∂hUK, for
any m ≥ 0 we have
Wm+1 ⊃Wm.
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Since n > L, it follows from property 9 of class C that
∂hR ⊂Wn. (4)
Recall also property 8:
∂vH
−n(UK) ∩R = ∅. (5)
Since outside R the map H is already linear (property 4), we are interested only in
segments of level n that intersect intR. It follows from (4) that such segments are included
in R. Properties (4) and (5) imply that the setWn splits R into stripes that are more or less
horizontal. Let us call those stripes that are included in F−n(T2 \ UK) stripes of level n.
All this gives us the following statement.
Proposition 17. For any n > L and H ∈ C the union of all segments of level n that
intersect intR equals the union of all stripes of level n.
6.3.2 Properties of the stripes of level n
Proposition 18. Let Πl be a stripe of level l > L and Πk be a stripe of level k > l. Then
either Πk ⊂ Πl or the closures of Πk and Πl are disjoint.
Proof. Suppose that Πk 6⊂ Πl. Let us show first that the interiors of the two stripes are
disjoint. Suppose the contrary: intΠk ∩ intΠl 6= ∅. Then ∂hΠl intersects intΠk. But
∂hΠl ⊂ Wl ⊂ Wk. Hence Wk intersects intΠk, which contradicts the definition of the
stripes of level k.
Now, if the boundaries of the stripes intersect, then, since Πk 6⊂ Πl, the upper boundary
of Πk intersects the lower boundary of Πl (or vice versa, and in this case the argument is
analogous). Let assume that p0 is the upper one of the two fixed points of the horseshoe;
then the aforementioned boundaries are included into the curves W 0k and W
1
l , respectively.
But these curves do not intersect, because they are the pieces of the stable sets of the points
p0 and p1. This contradiction finishes the proof.
Given H ∈ C and n > L, denote by Ln(H) the map obtained from H by linearization on all
segments of level n.
Proposition 19. Let k > L and H ∈ C. Then for every l ∈ (L, k] the maps H and Lk(H)
have the same stripes of level l, and Wk(Lk(H)) =Wk(H).
Proof. Since the interiors of the stripes of level k do not cross Wk(H), we have H |Wk(H) =
Lk(H)|Wk(H). So, if we apply Lk(H) to Wk(H) k times, we get the horizontal boundary
of UK. Then we must have that Wk(H) = Wk(Lk(H)). Since Wl(H) ⊂ Wk(H), we
have Wl(H) = Wl(Lk(H)). This and preservation of the vertical foliation implies that
H−l(UK) = Lk(H)−l(UK). Thus Lk(H) has the same stripes of level l as H .
6.3.3 Roughly horizontal stripes
We will show that for the maps Fi, introduced in the beginning of section 6.3, all Fi-stripes
will be roughly horizontal in the following sense. Consider the coordinates (x, y) on R: the
axis y is vertical, and the axis x is horizontal. Denote by Jh and Jv the projections of R to
the horizontal and the vertical axes.
Definition 3. Consider two C1-smooth functions ϕ1, ϕ2 : Jh → Jv such that for every
x ∈ Jh
• (x, ϕ1(x)) ∈ R, (x, ϕ2(x)) ∈ R;
• |ϕ′1(x)| < 1, |ϕ′2(x)| < 1;
• ϕ1(x) < ϕ2(x).
A roughly horizontal stripe is a set of all points of R that lie between the graphs of such two
functions. The segments x× [ϕ1(x), ϕ2(x)] are called the vertical segments of this stripe.
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Consider a roughly horizontal stripe Π. Given two smooth maps G,H : Π→ T2 we denote
distΠ(G,H) = sup
x∈Π
‖dG(x)− dH(x)‖.
For H ∈ C denote by LΠ(H) : Π → H(Π) the map obtained from H after linearization
on all vertical segments of the stripe Π. It is easy to see that LΠ(H) is C1-smooth, since
the horizontal boundary of the stripe is defined by C1-smooth functions. For a roughly
horizontal stripe Π and H ∈ C1, we can estimate how close LΠ(H) is to H , as the following
lemma claims.
Lemma 20. Consider an arbitrary diffeomorphism F0 ∈ C1 and any roughly horizontal
stripe Π. Suppose that, for some δ > 0, for any two points p, q ∈ Π on the same vertical
fiber one has ‖dF0(p)− dF0(q)‖ < δ. Then distΠ(F0,LΠ(F0)) <
√
5δ.
This lemma will be proved in section 8.
Corollary 21. For any F0 ∈ C1 and δ > 0, for any sufficiently thin roughly horizontal
stripe Π (in particular, for an H-stripe of sufficiently large level for arbitrary H ∈ C) the
following holds: distC1(F0|Π,LΠ(F0)) < δ.
Proof. Since the stripe is thin, the derivative dF0 has small oscillation on its vertical seg-
ments, because of the uniform continuity, so the previous lemma is applicable (with δ re-
placed with δ/2
√
5). The lemma yields that dF0 and dLΠ(F0) are δ/2-close. Moreover, the
C0-closeness follows automatically, because the stripe is thin. Finally, we have the required
C1-closeness.
6.3.4 Induction
In the beginning of section 6.3 for a given F0 ∈ C1 and N > L we defined the sequence
(Fi)
∞
i=N in the following way: FN = F0, and Fi+1 = Li+1(Fi) for i ≥ N . For k > N and
H ∈ C, let us call the H-stripe of level k dependent if it is included into another H-stripe
of level in range from N + 1 to k − 1. Let us call the stripe independent otherwise. By
Proposition 18, the interiors of different independent stripes are disjoint.
Proposition 22. For any F0 ∈ C1 such that distC1(F0, Finit) < δinit there exists a num-
ber N0 ∈ N such that for any N > N0 the following holds for the sequence (Fi)∞i=N con-
structed above. For any i ≥ N :
1. Fi ∈ C;
2. The maps Fi and Fi−1 have the same stripes of levels from N + 1 to i;
3. Fi = F0 outside the (finite) union
⊔
j Πj of all independent Fi-stripes of levels from
N + 1 to i;
4. For any j we have Fi|Πj = LΠj (F0);
5. For any j the restriction of Fi to Πj is smooth and δinit-close to Finit in the sense of
the distΠj -metric;
6. For any m ≥ 0 the curves W 0m(Fi) and W 1m(Fi) are smooth, and their tangent vectors
are contained in the cones CH (therefore, for every m > N all Fi-stripes of level m
are roughly horizontal).
Proof. Choose N0 > L such that for any n > N0, for our F0 and any map H ∈ C, for any
H-stripe Π of level n one would have
distΠ(LΠ(F0), Finit) < δinit. (6)
Let us prove that this is possible. Since distC1(F0, Finit) < δinit, we have distΠ(F0, Finit) <
δinit. Define the width of the stripe as the maximal length of its vertical segments. Choose
h so that for any roughly horizontal stripe Π of width at most h we had distΠ(LΠ(F0), F0) <
δinit − distΠ(F0, Finit). Then, by the triangle inequality, for any such stripe we have (6).
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Now, let N0 be so large that for any n > N0 the width of any level n stripe Π of any map
H ∈ C be less than h. This is possible by property 5 of the class C.
Now we will prove the required properties using induction in i. For i = N we have
FN = F0, so there are no stripes Πj at all. Thus, we only need to prove the statement about
the cones in 6. The curves W 0,10 are strictly horizontal. Since dF
−1
0 (CH) ⊂ CH , the tangent
vectors to the curves W 0,1m = F
−m
0 (W
0,1
0 ) lie in the cones CH .
Assume that for some i ≥ N all the properties are established. Let us prove that they
hold for i + 1. The map Fi+1 is obtained from Fi by linearization on all Fi-stripes of
level i + 1. Since on all dependent stripes the restriction of Fi to any vertical segment is
already linear, linearization does not change the map on these stripes. Therefore Fi+1 is
obtained from Fi by linearization on all independent Fi-stripes of level i + 1. Since on the
vertical boundaries of these stripes the map is already linear by property 4 of the class C
(because these boundaries are in ∂vR), linearization does not create discontinuities on the
vertical boundaries of the stripes, and so the map Fi+1 will be a homeomorphism.
It follows from the choice of N0 (see inequality (6)) that on any independent Fi-stripe of
level i+1 the map Fi+1 is δinit-close to Finit in the distΠ-metric. Therefore property (1) (from
section 4) implies that inside every such stripe the homeomorphism Fi+1 is L-bi-Lipschitz.
Outside the union of those stripes the map Fi+1 coincides with Fi and is bi-Lipschitz by the
induction assumption. The triangle inequality allows to deduce now that Fi+1 is bi-Lipschitz
on the whole T2. Note that in this argument it is irrelevant whether we include the boundary
of the stripes under consideration into the stripes themselves or into their complement.
Let us check that Fi+1 satisfies the rest of the properties of the class C (provided that
Fi does).
1. Fi+1|S = Finit|S .
Note that (open) Fi-stripes of level i + 1 do not intersect S. Indeed, Fi(S) ⊂ S, so
S ⊂ F−(i+1)i (S), but since S ⊂ UK, we have S ⊂ F−(i+1)i (S) ⊂ F−(i+1)i (UK), but the
stripes are in the complement of the latter set by definition. Thus Fi+1|S = Fi|S =
Finit|S .
2. Fi+1 preserves the vertical foliation.
This follows from the fact that our linearization on the vertical fibers does not change
them.
3. H is L-bi-Lipschitz.
We have already proved that.
4. Fi+1 = FLin outside R.
Since all stripes are inside R, outside R we have Fi+1 = Fi = FLin.
5. The restriction of Fi+1 to any vertical fiber dilates by a factor at least 1.1 and at most
L.
When we linearize Fi on a vertical segment J , the map is replaced by the linear one
which dilates J so that the ratio of the length of J and its image is the same as for
Fi. Therefore the maximal dilation cannot become stronger and the minimal cannot
become weaker.
6. Fi+1(intUK) ∩ intUK = intUV0 ∪ intUV1.
Since ∂hUK = W0 ⊂ Wi+1, the set ∂hUK does not intersect the interiors of the
Fi-stripes of level i + 1. Therefore, Fi+1(∂hUK) = Fi(∂hUK). Since UK consists
of the segments of vertical fibers in-between its upper and lower boundaries and the
images of these vertical fibers are vertical fibers as well, we get Fi+1(UK) = Fi(UK).
Therefore, Fi+1(intUK) ∩ intUK = Fi(intUK) ∩ intUK = intUV0 ∪ intUV1. The
last equality holds by the induction assumption.
7. F−Li+1 = Finit
−L on ∂hUK.
F−Li (∂hUK) = WL(Fi) ⊂ Wi+1(Fi). This subset does not intersect the interior of
the Fi-stripes of level i + 1, so Fi+1 = Fi on WL(Fi). Since WL is forward-invariant,
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FLi+1 = F
L
i in restriction to this set. Thus, F
L
i+1(WL) = ∂hUK, and F
−L
i+1 = F
−L
i =
Finit
−L on ∂hUK.
So, we proved that Fi+1 ∈ C. Let us prove the rest of the claims.
2. The maps Fi and Fi+1 have the same stripes of levels from N + 1 to i+ 1.
This follows from Proposition 19.
3. Fi+1 = F0 outside the (finite) union
⊔
j Πj of all independent Fi-stripes of levels from
N + 1 to i;
By the induction assumption, outside the union of the independent stripes of levels
from N + 1 to i we have Fi = F0. Since Fi+1 is obtained by linearizing Fi on all
independent Fi-stripes of level i+ 1, we have the required statement.
4. For any j one has Fi+1|Πj = LΠj (F0);
For the stripes of levels from N +1 to i this follows from the induction assumption. If
Πj is an independent stripe of level i+1, then Fi|Πj = F0|Πj , so Fi+1|Πj = LΠj (Fi) =
LΠj (F0).
5. For any j the restriction of Fi+1 to Πj is smooth and δinit-close to Finit in the sense
of the distΠj -metric;
This follows from the previous claim (claim 4) and inequality (6).
6. For any m ≥ 0 the curves W 0m(Fi) and W 1m(Fi) are smooth and their tangent vectors
always lie in the cones CH (therefore, for any m > L all Fi-stripes of level m are
roughly horizontal).
For arbitrary j, let us write Wj and W
0,1
j instead of Wj(Fi+1) and W
0,1
j (Fi+1).
Since Wi+1 contains the horizontal boundaries of all the stripes Πj , the map Fi+1 is
smooth on T2 \Wi+1 (and also at the four endpoints of the curves W 0i+1 and W 1i+1).
By Proposition 19, W 0,1i+1(Fi+1) = W
0,1
i+1(Fi). By the induction assumption, these
curves are smooth and their tangent vectors are in the cones CH .
It is clear that
W 0i+2 \W 0i+1 = F−1i+1(W 0i+1 \W 0i ). (7)
Since the map Fi+1 is smooth on W
0
i+2 \W 0i+1, the map F−1i+1 is smooth on W 0i+1 \W 0i .
Thus (7) yields that W 0i+2 \ W 0i+1 is the union of two smooth curves. Since Fi+1
is smooth at the endpoints a and b of the curve W 0i+1 (which are in the boundary of
W 0i+2\W 0i+1), we can establish the smoothness of the curves obtained fromW 0i+2\W 0i+1
by adding two small pieces of W 0i+1 near the endpoints a and b. Therefore, W
0
i+2 =
(W 0i+2 \W 0i+1) ∪W 0i+1 is a smooth curve.
By claims 3 and 5, at any point x ∈ T2 \ W 0i+1 the derivative dxFi+1 is δinit-close
to dxFinit. By (1) we have dxFi+1(CH(x)) ⊃ CH(Fi+1(x)). Therefore, at any point
y ∈ W 0i+1 \W 0i we have dyF−1i+1(CH(y)) ⊂ CH(F−1i+1(y)). Using (7) and the fact that
the vectors tangent to W 0i+1 are in the cones CH , we obtain that the tangent vectors
of W 0i+2 \W 0i+1 also lie in the cones CH .
We proved both properties for the curve W 0i+2, using only the same properties for
W 0i+1. The transition from i+ 2 to i + 3 etc. is performed analogously, as well as the
argument for W 1m.
6.3.5 Construction of F∞
Let us deduce from Proposition 22 the following corollary.
Corollary 23. For any i > N the map Fi is linear in restriction to any segment of level
N + 1, . . . , i. Moreover, for any j > i the stripes of these levels are the same for Fi and Fj,
and Fj is obtained from Fi by applying linearization to all independent Fj-stripes of levels
from i+ 1 to j.
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Proof. By assertion 4 from Proposition 22, the map Fi is linear in restriction to any vertical
segment of any independent stripe of level N+1, . . . , i. Any dependent stripe lies inside some
independent stripe, so Fi is linear in restriction to its segments as well. By Proposition 17,
any segment of level i is included either into a stripe of level i or into the complement of R.
In any case, Fi is linear in restriction to this segment.
The second statement follows directly from assertion 2 of Proposition 22 and the third
follows from the first one and claims 3 and 4 of the aforementioned proposition.
Proposition 24. For any F0 ∈ C1 such that distC1(F0, Finit) < δinit there is an integer
N0 > L such that for any N > N0 one can construct a homeomorphism F∞ such that
1. F∞ ∈ C;
2. F∞ = F0 outside the (countable) union
⊔
j Πj of all independent F∞-stripes of levels
N + 1, N + 2, . . . ;
3. For any j we have F∞|Πj = LΠj (F0);
4. For any j the restriction of F∞ to Πj is smooth and δinit-close to Finit in the distΠj -
metric;
5. For any m > L all F∞-stripes of level m are roughly horizontal;
6. F∞ is linear in restriction to any its segment of level greater than N .
Proof. Take the number N0 from Proposition 22. For an arbitrary N > N0, consider
a sequence (Fi)
∞
i=N introduced in the beginning of section 6.3.4. Let us prove that this
sequence is fundamental in the space C endowed with the metric
distHomeo(F,G) = max(dC0(F,G), dC0 (F
−1, G−1)).
Consider two homeomorphisms Fk and Fl with l > k. By Corollary 22, Fk and Fl
coincide outside the union of all independent Fl-stripes of levels from k + 1 to l. Since on
the boundaries of these stripes we have Fk = Fl = F0, we see that distC0(Fk, Fl) is limited
from above by the maximal vertical width of the F0-images of these stripes. Analogously,
distC0(F
−1
k , F
−1
l ) is bounded by the maximal width of the stripes themselves. If k is large
enough, all these stripes are very thin by property 5 of the class C. Thus, for any ε > 0 one
can find an integer n such that for l > k > n the homeomorphisms Fk and Fl are ε-close in
our metric.
The set C is closed in Homeo(T2), because every condition in its definition is a closed
one. Therefore, C is a complete metric space, as a closed subset of a complete metric
space Homeo(T2). Thus, the sequence (Fi)
∞
i=N converges. Let F∞ be its limit. Then
F∞ ∈ C.
Properties 2− 6 that we need to establish follow from Proposition 22 and Corollary 23.
It should be noted that on the boundaries of the independent F∞-stripes of levels greater
than N all maps Fi coincide with F0, and therefore the same holds for the map F∞.
6.4 Smoothing
Now we can finally prove Lemma 9. For a given F0 ∈ C1 and an arbitrary δ > 0 we will
construct a diffeomorphism F ∈ Aε ∩ C1 such that distC1(F, F0) < Cδ, where the constant
C is independent of F0. We can assume that distC1(F0, Finit) < δinit: if distC1(F0, Finit) =
δinit, Lemma 22 cannot be applied, so we will replace F0 by another map F˜0 such that
distC1(F˜0, Finit) < δinit, distC1(F0, F˜0) < δ/2 and construct F for the new F˜0, with δ
replaced with δ/2.
Consider the number N0 from Proposition 24. By Corollary 21, we can take a large
N > N0 such that for the map F∞ from Proposition 24 the following holds: the restrictions
of F0 and F∞ to any F∞-stripe of level greater than N are δ-close in C
1.
It suffices to prove that arbitrarily close to the map F∞ in the Homeo-topology there is
a map F ∈ C1 such that distC1(F, F0) < Cδ. Then the proof of Lemma 9 goes as follows.
By Proposition 14, µ(B(F∞)) = 1. Thus, F∞ ∈ Aε. Since by Lemma 8 the set Aε is open
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in C0, whereas F is C0-close to F∞, we have F ∈ Aε. Since F is close to F0 in C1, this
finishes the proof of Lemma 9.
It remains to construct the map F , and for that matter we need the following lemma.
Lemma 25. There exists a universal constant C > 0 such that the following holds. Take
any F0 ∈ C1 and any roughly horizontal stripe Π. Then for any γ > 0 there exists an
F ∈ C1(T2,T2) such that
• F = F0 outside Π;
• distC1(F0|Π, F |Π) ≤ C · distC1(F0|Π,LΠ(F0));
• distC0(LΠ(F0), F |Π) < γ;
• F preserves the vertical foliation.
The proof of this lemma will be given in section 8. Now let us get back to the proof
of lemma 9. Let γ > 0 be so small that the γ-neighborhood of the map F∞ in C in the
Homeo-topology is included into Aε. Since the width of the F∞-stripes tends to zero as
their level grows, there is an integer N1 > N such that outside the union of all F∞-stripes
of levels N + 1, . . . , N1 − 1 the maps F∞ and F0 are γ-close in the Homeo-topology. Now,
if we change the map F0 in such a way that on the union of these stripes the new map be
close to F∞, then this new map will also lie in Aε.
Let us modify the map F0 in the following way: for every independent F∞-stripe Π of
level from N + 1 to N1, let us replace F0 inside this stripe by the map F from Lemma 25.
Denote the new map by F as well; then F = F0 outside the inion of the aforementioned
stripes by construction. Since independent stripes do not intersect,
• F is C1-smooth;
• distC1(F0, F ) ≤ C distC1(F0, F∞) < Cδ (due to the choice of N in the construction of
F0);
• distC0(F, F∞) < γ.
If δ is sufficiently small, the second property implies that F is a diffeomorphism (because
F0 is). Recall that distC1(F0, Finit) < δinit. Thus, for a small δ we have distC1(F, Finit) <
δinit. Due to the choice of δinit, the map F satisfies properties 3 and 5 from the definition
of the class C: property 3 follows from (1), whereas property 6 from Proposition 6 and the
fact that δinit < 0.1 imply that F dilates with a factor at least 1.1 in restriction to any
vertical segment, which, combined with property 3, yields property 5. Property 2 holds by
Lemma 25. Arguing as in the proof of Proposition 22, one can check that F satisfies the rest
of the conditions from the definition of the class C. Thus, F ∈ C1. The proof of Lemma 9
is complete.
7 Finit exists
In this section we will prove Proposition 6. Let us recall it for convenience.
Proposition 6. For Ninit large enough, there exists a C
1-smooth Anosov diffeomorphism
Finit : T
2 → T2 such that:
1. Finit = FBow on UH0 ∪ UH1. Thus, Finit has a semi-thick horseshoe H.
2. Finit = FLin outside R˜.
3. Finit(UHi) = UVi.
4. Finit(UK) ∩ UK = UV0 ∪ UV1.
5. the unstable fibers of Finit are strictly vertical.
6. Finit expands the vertical fibers by a factor of at least 1.2.
7. For any point x ∈ T2 the image of the interior of the cone CH(x) under dFinit covers
the closure of the cone CH(Finit(x)).
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7.1 Bowen’s map
On any segment a Cantor set can be constructed using the following procedure. At the first
step let us remove from our segment a concentric interval of length a1. Then, at step two,
remove from each of the remaining two segments a concentric interval of length a2/2. Given
a sequence (aj)j∈N, we continue this process to obtain a Cantor set in the limit: on step i
we remove 2i intervals of length 2−iai. This set will be called a symmetric Cantor set. We
will consider only Cantor sets such that, first,
∞∑
i=1
ai is less than the length of the original
segment (and therefore, the measure of our Cantor set will be positive), and second, the
sequence ai decreases and lim
n→∞
an/an+1 = 1. For example, one can take an =
C
n2 . We will
call symmetric Cantor sets with these two properties Bowen sets. We will need the following
elementary property of such sets:
Proposition 26. Let K be a Bowen set. Then the restriction LebK of the Lebesgue measure
on K, rescaled to be a probability measure, is equal to the image ν of the Bernoulli measure
on {0, 1}N under the natural encoding map χ : {0, 1}N → K.
Proof. Given any finite word of ones and zeroes w, set Iw ⊂ K to be a subset of K that
consists of points x such that χ−1(x) begins with w. Since K is symmetric, we have
LebK(Iw) = 2
−|w|. It is clear that ν(Iw) also equals 2
−|w|. Since the sets Iw generate
the Borel σ-algebra on K, we have LebK = ν.
Consider a Bowen set on [a, b]. Denote the first removed interval of the complement
by (x1, y1). Our Cantor set naturally splits into two halves: one to the left from the interval
(x1, y1) and another one to the right. Let the Bowen map from [a, x1] to [a, b] be defined
by the following conditions: it is C1-smooth and it maps the left half of the Cantor set
to the whole Cantor set and the intervals removed at step n (n > 1) from the left half to
the intervals removed from the whole Bowen set at step (n − 1), preserving the order and
orientation. Note that by defining the map at the endpoints of those intervals we define it
on the whole left half of the Cantor set by continuity, because the endpoints are dense in
the Cantor set. The Bowen map from [y1, b] to [a, b] is defined analogously.
From the Bowen thick horseshoe construction in [Bow] one can easily deduce the following
fact:
Proposition 27. For any Bowen set there is a Bowen map, and its derivative at the points
of the Bowen set equals 2. This map can be chosen so that at the points of the complement
the derivative be gretater than 2.
7.2 The map FBow
In section 3 we have briefly described the map FBow on the rectangles UH0 and UH1. In
the present section we will describe this map in detail. In order to construct our Finit we
will also need to extend FBow to the whole two-torus T
2.
Let us define the horizontal stripe RH0 (see fig. 3), such that UH0 ⊂ RH0 ⊂ R˜, in
the following way. First slightly enlarge UH0 upwards and downwards to obtain a stripe
R˜H0 ⊂ R˜. The vertical gap between the horizontal boundaries of R˜H0 and UH0 should be
less than κ, and the number κ will be specified below in section 7.4. To obtain RH0, we
continue R˜H0 to the left and to the right until we reach the vertical boundary of R˜. We
define the stripes R˜H1 ⊃ UH1 and RH1 ⊃ R˜H1 analogously.
The map FBow is going to coincide with FLin outside RH0 ∪RH1, and inside those two
stripes FBow is obtained from FLin by a certain surgery. We define FBow inside RH0, and
in RH1 the construction is fully analogous. In restriction to RH0 the map FLin is a direct
product of an affine horizontal contraction and an affine vertical dilation fL. The map FBow,
in restriction to RH0, will be a direct product of the same affine horizontal contraction and
a nonlinear vertical dilation fBow that will be described in a moment.
Denote by Q0 and Q1 the projections of UH0 and UH1 to the vertical axis, and let
Q be the convex hull of Q0 ∪ Q1. Let I1 = Q \ (Q0 ∪ Q1). Choose a Bowen set Cthick
of positive measure included into Q and such that the interval removed at the first step
coincides with I1. Then, by the previous section, there is a Bowen map fBow : Q0 → Q,
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Figure 3: R˜, UHi, R˜Hi, RHi.
constructed as above. Let RQ0 ⊃ Q0 be the projection of RH0 to the vertical axis. Continue
the map fBow to RQ0 in such a way that in a vicinity of the boundary of RQ0 it coincide
with fL. This ensures that FBow will be smooth on ∂hRH0. Since f
′
L > 2, we can assume
that f ′Bow ≥ 2 on RQ0.
The construction implies that
• FBow(UHi) = FLin(UHi) and FBow(RHi) = FLin(RHi) for i = 0, 1,
• FBow is a bijection,
• FBow has discontinuities on ∂vRH0 ∪ ∂vRH1 and is smooth everywhere else.
7.3 Construction of Finit
Were it smooth, the map FBow could play the role of Finit. So, we are going to obtain Finit
by smoothing FBow inside (RH0 \ R˜H0)∪(RH1 \ R˜H1) (that is, in the vicinity of the vertical
boundaries of the stripes on which the surgery has been performed to construct FBow).
Consider the coordinates Oxy on R˜ such that the x-axis is, as usual, horizontal and the y-
axis is vertical. Choose a smooth bump function ϕ(x) that equals zero on the horizontal pro-
jection of UK, equals one in the neighborhood of the boundary of the horizontal projection
of R˜, and satisfies |ϕ′| < 200. The last condition is satisfiable because pihor(R˜) \ pihor(UK)
consists of two segments of length 0.01; here pihor is the horizontal projection.
Define the map Finit inside RH0 ∪RH1 by the formula
Finit(x, y) = ϕ(x)FLin(x, y) + (1− ϕ(x))FBow(x, y), (8)
and set Finit = FLin outside this union. Inside RH0 ∪ RH1 our map is smooth, because
there both FBow and FLin are smooth and ϕ is smooth everywhere on its domain. Near the
boundary of the set RH0 ∪RH1 Finit equals FLin and therefore is smooth, too. The maps
FBow and FLin both take pieces of the vertical fibers cut out by R˜ monotonically into the
pieces of the vertical fibers cut out by FLin(R˜). Therefore, Finit is bijective in restriction to
any such fiber (as a convex combination of the restrictions of FBow and FLin), and hence,
in restriction to R˜. Since outside R˜ the map Finit coincides with FLin, it is bijective on the
whole torus T2.
In section 7.4 below we will check that Finit is an Anosov diffeomorphism and prove that
condition 7 from Proposition 6 holds for it. Condition 4 is satisfied because, by construction,
FLin(UK) = FBow(UK) = Finit(UK). The rest of the properties declared in Proposition 6
follow straightforwardly from the construction of Finit.
7.4 Finit is an Anosov diffeomorphism
Set ψ(x, y) = ϕ(x) inside R˜ and ψ(x, y) = 1 outside R˜. Then the Leibniz formula gives, at
every point in R˜,
dFinit = ψdFLin + (1− ψ)dFBow + (FLin − FBow)dψ.
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Here dψ is a row vector and FLin − FBow is a column vector, so their product is a 2 × 2
matrix.
Fix some point p ∈ R˜ and denote
A = ψ(p)dpFLin + (1− ψ(p))dpFBow, B = (FLin(p)− FBow(p))dpψ.
Then for large Ninit
• A = ( a1 00 a2 ), with a1 ∈ (0, 0.5), a2 ≥ 2;
• ‖B‖ < c, for some small number c independent of p, and B has the form ( 0 0δ 0 ).
Let us check the first claim. For FLin and FBow the vertical and horizontal directions
are eigendirections, and there is contraction in the horizontal direction and an expansion in
the vertical direction with a factor at least two. Therefore, the same is true for their convex
combination A.
Since in R˜ the maps FLin and FBow permute the vertical fibers in the same way, FLin−
FBow = ( 0∗ ). Since ψ(x, y) = ϕ(x), we have dψ = (∗ 0), so B =
(
0 0
∗ 0
)
. Let us show that
for a large Ninit we have ‖B‖ < c. By definition, B = (FLin − FBow)dψ. The factor dψ
is bounded by the construction of ψ: ψ does not depend on y, and |ψ′x| = |ϕ′| < 200, so
it suffices to estimate the difference FLin − FBow. The maps FLin and FBow preserve the
vertical foliation and permute the vertical fibers in the same way. Since they coincide on
∂hRHi, the factor FLin − FBow is bounded by the vertical size (that is, the diameter of the
projection to the vertical axis) of FLin(RHi). Since FLin(UHi) = UVi, the vertical size of
FLin(UHi) equals the vertical size of K. If the number κ introduced in section 7.2 (recall
that it is the size of the vertical gap between the boundaries of UHi и RHi) is small enough,
the vertical size of FLin(RHi) is smaller than the doubled vertical size of K. Since for a
large Ninit the rectangle K is very small, we have ‖B‖ < c.
Thus, we have dFinit(p) = A + B = (
a1 0
δ a2
). This lower triangular matrix is obviously
non-degenerate. One of its eigendirections is purely vertical, and another one is almost
horizontal: indeed, the eigenvector has the form (a2−a1, −δ), and δ is small, while |a2−a1| ≥
1.5.
Furthermore, it is straightforward to check that dpFinit takes the complement of the cone
CH(p) inside itself, so condition 7 from Proposition 6 holds at p. Indeed, dFinit(x)(u, v) =
(a1u, δu+ a2v), and if |u| < |v|, then we have
|a1u| < |a1v| < γ(|a2v| − |δv|) < γ|a2v + δu|,
for some γ ∈ (0, 1). Likewise, it is straightforward to show that for the vertical and the
horizontal cone fields Cα,V = {(u, v) | |u| ≤ α|v|} and Cα,H = {(u, v) | |v| ≤ α|u|} of some
small aperture α (however, δ should always be small relative to this α) the cone condition
holds, i.e., the cones are expanded and mapped inside the cones of the same field under
dFinit or dFinit
−1, respectively. Invertibility of dFinit outside R˜ is beyond doubt, as well as
the fact that the cones condition holds there for the same cone fields, because there we have
Finit = FLin. Thus we have established that Finit is an Anosov diffeomorphism.
8 Proofs of the two technical lemmas
In this section we will prove the two lemmas stated above.
Lemma 20. Consider an arbitrary homeomorphism F0 ∈ C1 and an arbitrary roughly hor-
izontal stripe Π. Suppose that for some δ > 0 for any points p, q ∈ Π that lie on the same
vertical segment we have ‖dF0(p)− dF0(q)‖ < δ. Then distΠ(F0,LΠ(F0)) <
√
5δ.
Proof. Denote LΠ(F0) by FL and the horizontal and the vertical components of F0 by g0
and f0 respectively:
F0 : (x, y) 7→ (g0(x, y), f0(x, y)).
Then for any p, q ∈ Π that lie on the same vertical interval we have ‖df0(p) − df0(q)‖ < δ.
Let fL be the vertical component of FL. Since the horizontal components of F0 and FL are
equal, we can write
‖dF0(p)− dFL(p)‖ = ‖df0(p)− dfL(p)‖.
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Let v and h be the vertical and horizontal unit (constant) vector fields on the neigh-
borhood of Π. Consider any vertical section I of the stripe Π. The derivative ∇v(fL)|I is
constant and equals the average value of ∇v(f0) on I. Hence, for any p ∈ I we have
|∇v(f0)(p)−∇v(fL)(p)| ≤ max
q∈I
‖df0(p)− df0(q)‖ < δ. (9)
Let a be the upper endpoint of I and w ∈ TaT2 be the unit vector tangent to the boundary
of Π. Since the restrictions of f0 and fL to ∂hΠ coincide, we see (extrapolating fL outside Π
linearly) that ∇w(fL)(a) = ∇w(f0)(a). Since the stripe is roughly horizontal, we may write
w = (cvv + chh)(a), where |ch| > 1/
√
2 > |cv|. Thus we have
ch∇h(fL)(a) + cv∇v(fL)(a) = ∇w(fL)(a) = ∇w(f0)(a) = ch∇h(f0)(a) + cv∇v(f0)(a).
Using inequality (9), we obtain the following estimate:
|∇h(fL)(a)−∇h(f0)(a)| = |cv||ch| |∇v(fL)(a)−∇v(f0)(a)| <
|cv|
|ch|δ < δ.
A similar inequality holds at the lower endpoint b of I. Take a number s such that
∇h(f0)(z) ∈ (s − δ/2, s + δ/2) for any z ∈ I. Then both ∇h(fL)(a) and ∇h(fL)(b) are
in (s− 3δ/2, s+ 3δ/2). Since the map fL is linear on vertical intervals, we may represent it
as
fL(x, y) = α(x)y + β(x),
∇h(fL)(x, y) = α′(x)y + β′(x).
Thus the function ∇h(fL)(x, y) is linear in y on I, and therefore, ∇h(fL)(I) ⊂ (s−3δ/2, s+
3δ/2). Thus,
∇h(f0)(I) ⊂ (s− δ/2, s+ δ/2), ∇h(fL)(I) ⊂ (s− 3δ/2, s+ 3δ/2),
which implies |∇h(f0)(p) −∇h(fL)(p)| < 2δ. Using (9), we obtain the required estimate:
‖dF0(p)− dFL(p)‖ = ‖df0(p)− dfL(p)‖ <
√
5δ.
Lemma 25. There exists a universal constant C > 0 such that the following holds. Consider
an arbitrary F0 ∈ C1 and an arbitrary roughly horizontal stripe Π. For any γ > 0 there exists
F ∈ C1(T2,T2) such that
• F = F0 outside Π;
• distC1(F0|Π, F |Π) ≤ C · distC1(F0|Π,LΠ(F0));
• distC0(LΠ(F0), F |Π) < γ;
• F preserves the vertical foliation.
Proof. Consider the map LΠ(F0). First, F0|∂hΠ = LΠ(F0)|∂hΠ, because LΠ(F0) is obtained
from F0 by linearization on Π. Second, F0|∂vΠ = LΠ(F0)|∂vΠ, because on ∂vΠ the map F0
is already linear. Since our stripe is roughly horizontal, in the (x, y) coordinates on R its
boundary consists of the graphs of two smooth functions ϕ1, ϕ2 : ϕ1(x) < ϕ2(x). Consider
a function ρ ∈ C∞(R) such that ρ(t) = 0 when t < 0, ρ(t) = 1 when t > 1, and ρ is
monotonically increasing on [0, 1]. Fix some small α > 0 and define F on Π as follows:
F (x, y) = ρ
(
ϕ2(x) − y
α
)
ρ
(
y − ϕ1(x)
α
)
LΠ(F0)+
(
1− ρ
(
ϕ2(x)− y
α
)
ρ
(
y − ϕ1(x)
α
))
F0.
Obviously, F preserves the vertical foliation. The map F |Π is C1-smaooth and coincides
with F0 on ∂Π. If the vertical distance from the point (x, y) ∈ Π to ∂hΠ is greater than α,
then F (x, y) = LΠ(F0)(x, y).
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Let us show that
distC1(F0|Π, F |Π) ≤ C · distC1(F0|Π,LΠ(F0)).
Consider δ such that ‖dF0 − dLΠ(F0)‖ < δ on Π; here δ is not necessarily small. First,
we will estimate the difference of y-derivatives for F0 and F . For short, let us use the
notation ρ1(x, y) = ρ
(
y−ϕ1(x)
α
)
, ρ2(x, y) = ρ
(
ϕ2(x)−y
α
)
. Outside Π set F = F0. Outside
the neighborhood of the set ∂hΠ we have ρ1 = ρ2 = 1 and
‖F ′y − (F0)′y‖ = ‖(LΠ(F0))′y − (F0)′y‖ < δ.
Inside the neighborhood of the upper boundary of Π we have ρ1 ≡ 1, and therefore, F =
ρ2LΠ(F0) + (1− ρ2)F0, which yields
‖F ′y − (F0)′y‖ = ‖(ρ2)′y(LΠ(F0)− F0) + ρ2 · ((LΠ(F0))′y − (F0)′y)‖ ≤
≤ 1
α
·max |ρ′| · ‖LΠ(F0)− F0‖+ ‖(LΠ(F0))′y − (F0)′y‖.
Yet again, ‖(LΠ(F0))′y− (F0)′y‖ ≤ δ. This inequality also implies that if the vertical distance
from the point (x, y) to the upper boundary of the stripe is less than α, we have the estimate
‖LΠ(F0)− F0‖ ≤ αδ. Thus, in the vicinity of the upper boundary we have ‖F ′y − (F0)′y‖ ≤
Cyδ, where Cy = max |ρ′|+1 is a constant independent of F0 and the choice of Π. Likewise
we can obtain an analogous estimate in the vicinity of the lower boundary of Π. Furthermore,
an analogous argument is applicable to the difference of the derivatives in x in the vicinity
of ∂hΠ, the only difference is that the derivatives of ϕj come into play:
‖F ′x − (F0)′x‖ ≤ (1 + max |ρ′| ·maxx (|ϕ
′
1(x)|, |ϕ′2(x)|)) · δ = Cx · δ.
Since the stripe Π is roughly horizontal, |ϕ′i(x)| ≤ 1, so we can take Cx = Cy. Thus,
inside the stripe Π we have an estimate ‖dF − dF0‖ ≤ Cxδ, where the constant Cx is fixed
and does not depend on the stripe Π or on the map F0. Since the width of the stripe is
bounded by the diameter of the torus and on the boundary of the stripe we have F = F0,
the distance between F and F0 in C
0 is also at most Cx · δ. Therefore, we get an estimate
distC1(F0|Π, F |Π) ≤ C · distC1(F0|Π,LΠ(F0)) with C = 2Cx.
Note now that by choosing α small enough we can make sure that the restrictions of F
and LΠ(F0) to Π are γ-close in C0.
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