Abstract-In order to develop a completely distributed resource allocation scheme to improve data rates and mitigate mutual interference across orthogonal frequency-division multiple access (OFDMA)-based femtocell networks, a space-bandwidth product (SBP) has been proposed as an effective measurement of network coverage. Intuitively, a femtocell minimizing its SBP tends to utilize subchannels experiencing less interference and will thus minimize its interference on other femtocells, which represents good self-organizing performance and enables a completely distributed resource allocation algorithm. However, for an OFDMAbased femtocell, most existing studies have applied the same weights on the bandwidth and the power without distinguishing the different significance on them. In this letter, we first formulate a weighted bandwidth-power product minimization problem for an OFDMA-based femtocell, applying different emphases on the consumed bandwidth and power while satisfying all users' data rate requirements. Then, in this direction, we further reformulate and iteratively solve this nonconvex problem via the Successive Convex Approximation for Low-complExity (SCALE) approach. Simulation results show that our proposed algorithm converges to stable solutions in a finite number of iterations.
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I. INTRODUCTION

D
EPLOYMENT of femtocells based on orthogonal frequency-division multiple access (OFDMA) technology has been viewed as a cost-effective solution to improve coverage and increase data rates in emerging wireless networks [1] . The unplanned deployment of femtocells, however, makes interference management and resource allocation more challenging as opposed to macrocell networks. Unlike macrocells, femtocell networks typically cannot deploy dedicated backhauls for signaling exchange [2] . Therefore, transmission delay usually exists when coordinating multiple femtocells, making the centralized algorithm challenging for femtocell networks. Thus, it is necessary to develop a distributed resource allocation algorithm to improve data rates and mitigate interference across OFDMA-based femtocell networks [3] .
For the distributed optimization per femtocell, the optimization metric should exhibit strong self-organizing characteristics. In [4] , the authors proposed space-bandwidth product (SBP) as an effective measurement of network coverage (i.e., footprint). On the one hand, given the same bandwidth, the femtocell with higher transmit power will consume more resources than that with lower power. On the other hand, the femtocell with more available bandwidth can serve more users within its coverage than that with less bandwidth, provided that the power spectral density is identical. [4] , [5] showed that such differences in resource utilization can exactly be quantified by SBP. As an extension, [6] proposed that SBP can be considered as an effective optimization objective in the case of cognitive radio networks (CRNs). Similar to the case where CRNs mitigate interference to protect primary networks, femtocells minimize interference imposed on neighboring macrocells or other femtocells likewise. Intuitively, a femtocell minimizing its SBP tends to utilize subchannels experiencing less interference, and thus will minimize its interference on other femtocells, which represents a good self-organizing performance and will enable a completely distributed resource allocation scheme. Moreover, applying different weights on bandwidth and power can flexibly regulate the resource composition (bandwidth or power) as required to satisfy users' data rate requirements and also reflect the scarcity of the resources of femtocells. More weights on bandwidth will lead to the less utilization of bandwidth, but higher power level on each occupied subchannel, and more weights on power just the opposite. Some studies have considered the optimization of SBP in the literature. In [5] , the authors addressed a joint sub-band division, scheduling and routing problem with the objective of minimizing the consumed network-wide radio spectrum resource, assuming the constant power spectral density on each node. In [6] , the authors minimized bandwidth-power product for OFDMA-based CRNs via a joint optimization of spectrum utilization and power allocation. However, all these studies apply same weights on both bandwidth and power, without distinguishing the significance on them. In [7] , the authors applied different emphases on bandwidth and power utilization in an OFDMA-based CRN rather than femtocell networks. Specially, to solve a non-convex mixed-integer programming problem, the authors in [7] proposed an iterative algorithm, which separates the problem into subchannel allocation and power optimization subproblems, respectively.
In this letter, we first formulate a weighted bandwidth-power product minimization (WBPPM) problem for an OFDMAbased femtocell, which gives different emphases on consumed bandwidth and power while satisfying all users' data rate requirements. Then, we reformulate and solve this non-convex problem iteratively via the successive convex approximation technique, which yields sub-optimal yet efficient solutions. Simulation results show that our proposed scheme converge to stable solutions in a finite number of iterations.
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II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the downlink resource allocation in an OFDMAbased femtocell. The parameters to describe the femtocell are as follows:
• N and n: subchannel set and subchannel index, • K and k: user set and user index, • p n : power imposed on subchannel n,
the channel gain between femto base station (FBS) and user k on subchannel n. In this paper, we assume that perfect channel state information (CSI) is available at FBS based on users' measurement reports [2] . In addition, we do not assume any information exchange between femtocells, since a completely distributed algorithm is desirable [3] .
We adopt a general method to cope with the binary subchannel allocation variables. In this letter, multiple users can share one subchannel via time-sharing in a TDMA manner (i.e., OFDM-TDMA) [8] , which can be interpreted as allocating different slots within the same resource allocation interval to users. Moreover, slow fading is assumed such that channel gain remains constant within one resource allocation interval. Thus, in practical implementation, we only need to concentrate on the time-sharing fraction mapping for each user, rather than the specific slot-by-slot scheduling.
Assuming that the bandwidth of each subchannel is B, the spectral footprint using the bandwidth-power product [6] can be stated as:
where F B and F P represent the total consumed bandwidth and power for a femtocell, respectively. In order to give different emphases on consumed bandwidth and power, we can further have the weighted bandwidth-power product metric, given as:
where w B and w P are the weights accounting for the emphases on bandwidth and power, respectively, and are normalized such that w B + w P = 1. Note that, optimizing (2) is equivalent to optimizing the logarithmic function of (2):
The so-called weighted bandwidth-power product minimization (WBPPM) problem can be formulated as:
where, constraint (4b) states that each subchannel can be shared among multiple users in a TDMA manner, (4c) enforces that the total consumed power on all subchannels should not exceed the total power budget P, and (4d) guarantees that each user obtains its minimum data rate requirement R k,min . Following the Shannon's formula, the data rate for user k, i.e., R k , is defined as
where, σ 2 is the noise power in Gaussian noise channel, and I n k is the interference experienced by user k on subchannel n. As in [3] , user k feedbacks periodically a channel quality indicator (CQI) (including g n k and I n k ) to the serving femtocell. Note that, the minimization problem (4) is not a convex problem, since the objective function (4a) is jointly concave with respect to (x, p) but not convex. Next, we solve this problem by firstly reformulating it.
III. PROBLEM REFORMULATION
A standard convex problem arises from the transformation x = expx and p = expp withx n k ,p n ∈ R, ∀ k, n, as well as the Successive Convex Approximation for Low-complExity (SCALE) approach [9] .
Note that, the transformation of variables result in a standard convex objective function in (x,p), i.e., 
since log-sum-exp function is convex and (6) is actually a sum of two convex terms. However, since R k in (5) is not concave in (x,p), the feasible set with respect to (5) is not convex, motivating us to account for a relaxation of (5). As in [9] , a lower bound inequality (which is exactly equal at z = z 0 ):
with a chosen constant z 0 , is applied to (5), resulting in the inequality:
where the term (5) is denoted by h n k for the sake of brevity. Note that, ifR k is concave, then its superlevel set {(x,p)|R k ≥ R k,min } is convex. However, for each k,R k is still not concave in (x,p) .
From (7) it follows that the term ex
Obviously, for a list of non-negative real numbers, the arithmetic mean is larger than or equal to the geometric mean, which can be applied toR k as follows:
Note here that, for simplicity of presentation, we denote R k N as the geometric mean of a series of terms ex
In conjunction with (5), we further make the lower bound R k no lower than R k,min , R k ≥ R k,min , ∀ k, which is equivalent to
By taking the logarithm of both sides of (10), we obtain the following
of which the function log( 
which can be efficiently solved by the interior-point method or directly in the dual domain by using the ellipsoid method [10] . The whole procedure for solving problem (4), which is named as WBPPM algorithm, is presented in Algorithm 1.
Algorithm 1 WBPPM Algorithm
1: Initialize L max and set l = 0 2: Initialize (x, p) according to (4) 3: Compute z 0 and initialize α, β as in (7) 4: repeat 5: Solve (12) to obtainx andp 6: Compute x = expx and p = expp 7: Compute z 0 and update α, β as in (7) 8: Set l = l + 1 9: until convergence or l = L max Next, for the convergence of the proposed algorithm, we present the following proposition:
Proposition 1: WBPPM algorithm decreases the objective value of problem (4) monotonically and converges.
Proof: Please refer to Appendix A.
IV. SIMULATION RESULTS
To evaluate the performance, we focus on the macro-femto heterogeneous networks scenario, where the distance between macro base station (MBS) and targeted FBS is set to 100 m and another 6 femtocells are randomly distributed within the macrocell's coverage. Macrocell has a radius of 150 m and each femtocell has a covering area of 12 m × 12 m. The maximum In addition, the worst-case interference level is considered. The simulation results are averaged over 1000 drops and 1000 resource allocation intervals. Then, depending on the empirical values over 1000 resource allocation intervals, we can pick up one worst-case interference level for each user on all subchannels.
To evaluate the performance of proposed WBPPM algorithm, we give different emphases (i.e., weights) on consumed bandwidth and power. In our simulation, two representative settings are considered: 1) w B = , where, Setting 1 indicates that more emphases are imposed on power while Setting 2 on bandwidth. As performance metric, bandwidth-power product and transmit power are considered. In addition, the convergence of the WBPPM algorithm is also demonstrated. Fig. 1 indicates the impact of user number (ranging from 1 to 5) per femtocell on the consumed bandwidth-power product when the data rate requirements are set to 200 Kbps. Fig. 1 shows that our algorithm at Setting 1 (more weights on power) can consume less bandwidth-power product compared to water-filling algorithm, while our algorithm at Setting 2 (more weights on bandwidth) just the opposite. Both two settings can acquire very close performance to the optimal algorithm. Fig. 2 compares the spectral efficiency achieved by proposed algorithm and water-filling algorithm. We note that the proposed algorithms and optimal ones achieve the maximum efficiency given 3 users per femtocell, while the efficiency of water-filling decreases with increasing user number. Fig. 3 demonstrates the convergence of WBPPM algorithm (5 users and 100 Kbps required data rate) under Setting 1 and Setting 2, respectively. It is observed both Setting 1 and Setting 2 converge to a stable solution monotonically within 8 iterations. 
V. CONCLUSION
In this letter, we first formulated a weighted bandwidthpower product minimization problem for an OFDMA-based femtocell, applying different weights on bandwidth and power. Then, we solved this non-convex problem iteratively via SCALE approach. Simulation results demonstrated that the performance of our proposed algorithm is close to that of optimal algorithm.
APPENDIX A PROOF OF PROPOSITION 1
Proof: For a given l, let x l = expx l and p l = expp l , respectively. α l , β l are specified constants after l iterations calculated as in (7), given that z l 0 = {p n h n k } ∀ k,n . Hence, it follows that
where, the equality (a) is because that the relaxation is tight at the updated SINR values as in (8) and the equality always holds in (7) for proper selected constant, the inequality (b) follows from the strictly convex property of problem (12), and the equality (c) holds is because that the data rate requirement constraint in (4) always holds since (8), (9) and (10) together provide an upper bound R k of R k calculated as in (11), thus always making constraint (4d) feasible. As for the equality (a), according to (8) , (x n k ) l+1 B log(1
] holds for each k and n, given that (α n k ) l+1 , (β n k ) l+1 are calculated as in (7) and z 0 = (p n ) l+1 h n k . In addition, we could obtain
holds for each k and n. Based on (11), we can have the following:
Thus, it is straightforward that (x l+1 ,p l+1 ) is feasible for problem (12) when α l , β l are calculated as in (7) and z l 0 = {p n h n k } ∀ k,n . Furthermore, since the total power for FBS and timesharing allocation for each subchannel n is finite, the weighted bandwidth-power product is bounded below, then the iterative process must converge [9] .
