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6 Metodología 
A continuación se presenta la metodología propuesta para realizar la optimización de 
modelación de procesos de flujo en formaciones geológicamente fracturadas, mediante la 
aproximación de redes de fracturas discretas. 
6.1 Definición de las DFN 
La definición de las DFN (redes de fracturas discretas) fue un proceso que conllevo una 
gran cantidad de pasos, que van desde el mapeo de campo hasta la implementación numérica 
de las mismas. Sin embargo, esta etapa fue abarcada dentro del proyecto el Berrocal [102], 
por lo que se dispone de dicha información. Se cuenta con cien generaciones de fracturas 
que representan todo el espacio volumétrico del macizo rocoso, estas fueron construidas con 
base en las pdf  (funciones de densidad de probabilidad) que se obtuvieron de la respectiva 
prospección geológica ejecutada en la zona de estudio. Se cuenta con el código TRANSIN el 
cual se detalla en la sección 5.4.1.1 del presente documento, el cual permite simular los 
procesos de flujo en este tipo de formaciones.  
6.1.1 Datos de entrada del TRANSIN 
TRANSIN hace uso de 6 archivos de entrada que se encuentran en formato plano (dado 
que fue desarrollado en lenguaje de programación FORTRAN) y serán descritos a 
continuación. 
 
El primero de ellos es el archivo de entrada DIM que contiene todos los parámetros 
dimensionales y condiciones de contorno de la red, en éste se define el tipo de régimen, 
número de elemento, número de familias, número de tiempo de observación, criterios de 
convergencia, entre otros (Figura N° 6-1). Si el lector desea una descripción detallada de 
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cada parámetro puede remitirse a [102], ya que esto no hace parte del presente trabajo de 
investigación. 
 
Figura N° 6-1 Datos de entrada del archivo DIM en TRANSIN para la DFN 21. 
 
En el archivo GRI se encuentra toda la caracterización geométrica de las fracturas, 
definiendo la localización espacial de los nodos en el sistema cartesiano (Figura N° 6-4). La 
ubicación de estos nodos sirve como base para la construcción de los elementos que 
representan el sistema de tuberías (Ver Figura N° 6-5 y Figura N° 6-6). Aquí se define el 
número del elemento, el nodo final y el nodo inicial del mismo y la zonificación a la que 
pertenece (familia). 
 
El archivo INI contiene las condiciones iniciales para la ecuación de flujo (Ver Figura N° 
6-2). Se definen los niveles piezométricos iniciales en los nodos. 
 
 
Figura N° 6-2 Condiciones iniciales para la ecuación de flujo. 
 
En el archivo OBS se especifica el abatimiento del nivel freático para los tiempos de 
observación dados, en nuestro caso se trata de las pruebas de bombeo realizadas en el sitio y 
que son descritas en la sección 5.1, de ahí se obtienen las curvas de abatimiento recuperación 
tanto para el pozo de bombeo como para los tres pozos de observación. El tiempo se 
encuentra en horas y descenso del nivel en metros (Ver Figura N° 6-3). 
 
En el archivo PAR (Ver Figura N° 6-7) se detalla el coeficiente de transmisividad y 
almacenamiento para cada elemento, el cual fue extraído en el proceso de generación de las  
pdf , en este mismo archivo se definen los parámetros de familia, los cuales van a ser 
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calibrados para lograr representar los datos de la prueba de abatimiento-recarga que se 
introducen en el archivo OBS.  
 
El archivo TIM contiene información concerniente a los tiempos de discretización y la 
función de tiempo. Este archivo consta de tres (3) grupos que son: (i) tiempo de observación, 
(ii) función de tiempo y (iii) peso temporal de los parámetros. 
 
Con estos seis archivos se definen todas las características geométricas e hidráulicas de la 
formación Batolítica objeto del presente estudio. 
 
 
Figura N° 6-3 Abatimiento piezométrico de los pozos. 
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Figura N° 6-4 Características geométricas de los elementos (número del nodo y 
coordenadas x,y,z) 
 
 
Figura N° 6-5 Características 
geométricas de los elementos 
 
Figura N° 6-6 Zonificación de los elementos  
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Figura N° 6-7 Coeficientes de transmisividad y almacenamiento para cada elemento. 
6.2 Datos de Salida 
El TRANSIN presenta cuatro (4) archivos de salida, que son: RES, PLT, MSH, MHH. 
De estos sólo se hace necesaria la atención a los dos (2) primeros, en los cuales se encuentra 
el valor de los parámetros calibrados por el algoritmo de Marquardt si es el caso, y el 
abatimiento del nivel freático simulado por el modelo para todos los pozos. Los datos que 
entrega el archivo PLT son los que se utilizan como un estimativo de buen ajuste, ya que 
deben coincidir con las pruebas hechas en campo, y si es el caso se podrá inferir que los 
parámetros obtenidos son los que gobiernan los patrones de flujo para la generación dada. 
Este punto es de vital cuidado ya se puede incurrir en varios errores, entre ellos, que el valor 
óptimo sea un mínimo local.  
 
Cuando se utiliza como método de calibración el algoritmo de Marquardt, en el archivo 
RES se presenta el proceso de convergencia iterativo, y los valores óptimos de los 
parámetros hidráulicos. 
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6.3 Definición de la función objetivo  
Como criterio de buen ajuste se empleó el coeficiente de correlación de Nash, que es el 
cociente entre la varianza de los residuos y los datos. Dado que estas formaciones se 
consideran prácticamente impermeables es de esperarse que el abatimiento en los pozos de 
observación sea muy bajo comparado con el pozo de bombeo, lo que resulto un 
inconveniente a la hora de definir un buen criterio de ajuste.  
 
Hubo la necesidad de dar el mismo peso a todos los datos, lo cual se logró a través de la 
normalización de los mismos, evitando que los algoritmos de calibración solo ajustaran el 
abatimiento en el pozo de bombeo, dado que éste presenta el mayor descenso, y si se desea 
reducir el error al mínimo se deben minimizar las mayores distancias entre datos medidos y 
observados. Lo anterior tiene como consecuencia que el ajuste en los pozos de observación 
fuese pobre. Con la normalización se forzó a que los algoritmos dieran la misma importancia 
a los cuatro pozos, y se obtuviera un buen criterio de ajuste en todos ellos. 
 
Cabe resaltar que este tipo de ajustes presentan múltiples mínimos, lo cual quiere decir 
que una gran cantidad de combinaciones de parámetros pueden representar de forma 
adecuada el medio. Sin embargo, no todos son válidos, muchos se pueden descartar de 
manera inmediata porque carecen de sentido físico o simplemente son pequeñas variaciones 
del mínimo global que se obtuvo.  
6.4 Implementación de los algoritmos de calibración 
Como objeto de ejemplo del presente estudio se utilizará la DFN 21 para ilustrar el 
procedimiento que se siguió a lo largo del documento, ésta se eligió por ser una red con 
pequeño ancho de banda por lo que los procesos numéricos tienen un menor tiempo de 
computo. 
 
La adecuada elección del algoritmo de calibración resulta fundamental, dado que los 
procesos numéricos son bastante demandantes y no se desea incurrir en gastos 
computacionales innecesarios. Cuatro (4) metodologías de calibración fueron 
implementadas, pero una de ellas se utilizó para realizar el respectivo análisis de sensibilidad 
paramétrico que es uno de los objetivos planteados en este trabajo.  
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El ideal del proceso descrito anteriormente, es lograr que la diferencia entre los datos 
medidos en las pruebas de campo y el modelo numérico sea la mínima posible, partiendo del 
supuesto que nunca a va a ser igual a cero por todos los errores numéricos y simplificaciones 
que se realizan durante la concepción del modelo. Sin embargo, se espera que la mayoría de 
la pruebas puedan lograr ajustes satisfactorios. 
 
El acople del método de diferencias finitas que resuelve la ecuación diferencial de flujo 
dentro del TRANSIN (algoritmo desarrollado en FORTRAN) fue implementado dentro de 
los algoritmos de calibración, requiriendo un código que vinculara las entradas y salidas 
desde y hacia los métodos de optimización que se encontraban desarrollados en el entorno 
de Matlab. 
 
Los procesos numéricos dentro de estos entornos con un alto nivel de complejidad 
resultan poco eficientes computacionalmente, presentan una gran desventaja debido a que 
muchas veces los tiempos de cómputo resultan demasiado altos y lo que se desea lograr es 
una relación óptima entre gasto computacional y ajuste logrado. 
 
A continuación se muestra en detalle la implementación numérica de los métodos de 
calibración empleados, resaltando sus bondades y desventajas,  
6.4.1 Algoritmo de Marquardt  
Esta metodología de calibración viene incorporada dentro del TRANSIN y es bastante 
eficiente en tiempos de cómputo. Sin embargo, en un alto porcentaje de la redes no se 
presentan buenas bondades de ajuste, comparado con las otras metodologías.  
 
Dado que la convergencia es bastante rápida se procedió a evaluar si la discretización en 
familias realmente resultaba representativa y conducía a un mejor ajuste. Esto se evaluó con 
la variación de las zonas a las que pertenecen las fracturas en el archivo de entrada GRI. Se 
hicieron cuatro aproximaciones y se compararon los resultados a fin de concluir si la 
zonificación resulta adecuada, o si la integración de todo el medio dentro de una sola zona 
sería suficiente y podría converger de manera apropiada, representando de manera adecuada 
las pruebas de campo. 
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Tres variaciones de zonificación fueron propuestas y para cada una de ellas se estimaron 
los parámetros hidrodinámicos representativos para las cien generaciones y con ellos se 
calculó un valor medio que hace referencia al valor de zona. En la primera variación se 
homogeneizo todo el medio, es decir, solo se estimó un parámetro de Transmisividad T  y 
almacenamiento S . En la segunda se regionalizó la Transmisividad pero se definió un único 
almacenamiento, en el tercer caso, se optó por definir un único valor de transmisividad y 
variar el almacenamiento. Por último, se evaluó el caso original en el cual ambos parámetros 
se encuentran zonificados en las cinco familias geológicas presentes. 
 
Lo anterior permite definir si el valor medio de los parámetros de flujo en los cuatro 
casos varía de manera significativa y con ello evaluar si la discretización en familias tiene 
algún beneficio. 
 
Se observa para el caso de ejemplo, como la zonificación trae con si mejoras en la 
estimación del modelo numérico. A medida que se discretiza, la respuesta del modelo 
converge a la representación de las pruebas de campo. Esto quiere decir que la suposición 
inicial, a mayor discretización mejor aproximación del modelo numérico, resulta cierta (Ver 
Figura N° 6-8). 
 
A pesar de la subdivisión en familias, el ajuste logrado no satisface lo que se espera de 
una buena metodología de calibración, claro está, sin llegar a subestimar las ventajas que 
este presenta sobre los otros métodos. El ideal es lograr una representación clara del sistema, 
donde las pruebas de campo y los datos simulados coincidan de manera adecuada.  
 
El TRANSIN resulta excelente para una primera aproximación, en casos donde se 
dispone de poco tiempo o poder de computo, ya que en alrededor de tres (3) simulaciones 
con diez (10) iteraciones en cada una, se puede obtener un valor que representa de manera 
cercana el sistema físico. 
 
En Tabla N° 6-1 se observan las propiedades estadísticas de las diferentes familias para 
los 4 escenarios de simulación propuestos, entre los que se destacan los valores medios y las 
desviaciones estándar de los ajustes de distribuciones obtenidas para las cien (100) 
generaciones. 
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Figura N° 6-8 Respuesta del sistema a la discretización en familias. 
 
Pocas variaciones se presentan en los valores medios de transmisividad y 
almacenamiento, sin embargo estas ocasionan grandes perturbaciones en la respuesta del 
modelo, lo que es un indicador de alto grado de sensibilidad numérica del sistema. 
 
Los ajustes de distribución de probabilidad de las familias para las transmisividades y 
almacenamientos fue de tipo Log-Normal y coincide con la utilizada para la generación de 
las DFN (Ver Figura N° 6-9 a la Figura N° 6-18). En el caso de las transmisividades se 
observa un claro ajuste en los valores obtenidos, las densidades de probabilidad están 
alrededor del 40% observándose una media claramente identificable, al igual que para los 
almacenamientos. 
 
 
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 
Pozo de Observación S 13.2 Pozo de Observación S 15.1 
 
 
73 
 
 
Figura N° 6-9 Ajuste de transmisividad de la familia 1. 
 
 
 
Figura N° 6-10 Ajuste de transmisividad de la familia 2. 
 
 74 
 
 
 
Figura N° 6-11 Ajuste de transmisividad de la familia 3. 
 
 
 
Figura N° 6-12 Ajuste de transmisividad de la familia 4. 
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Figura N° 6-13 Ajuste de transmisividad de la familia 5. 
 
 
 
Figura N° 6-14 Ajuste de almacenamiento de la familia 1. 
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Figura N° 6-15 Ajuste de almacenamiento de la familia 2. 
 
 
 
Figura N° 6-16 Ajuste de almacenamiento de la familia 3. 
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Figura N° 6-17 Ajuste de almacenamiento de la familia 4. 
 
 
 
Figura N° 6-18 Ajuste de almacenamiento de la familia 5. 
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Los parámetros considerados como representativos tras el proceso de calibración en 
algunas familias no se ven claramente identificables como es el caso de la familia 4, en 
donde las distribuciones de probabilidad no se ajustan de manera adecuada, poniendo en 
duda la veracidad de la información obtenida y por ello se plantea la utilización de técnicas 
de búsqueda más robustas. 
 
Tabla N° 6-1 Estadísticos de los ajustes de probabilidad para los diferentes parámetros 
hidrodinámicos de flujo. 
Media 
Parámetro 
 
T1 T2 T3 T4 T5 
5 Familias de T y S 0.0465 0.0745 0.1062 0.2991 0.062 
5 Familias de T y 1 de S 0.0504 0.0691 0.0821 0.3039 0.0678 
1 Familia de T y 5 de S 0.168 
1 Familia de T y 1 de S 0.2104 
Parámetro 
 
S1 S2 S3 S4 S5 
5 Familias de T y S 0.2885*10(-8) 0.2725*10(-8) 0.5327*10(-8) 0.3351*10(-8) 0.4048*10(-8) 
5 Familias de T y 1 de S 4.1233*10(-9) 
1 Familia de T y 5 de S 0.3378*10(-8) 0.3852*10(-8) 0.6275*10(-8) 0.3408*10(-8) 0.4251*10(-8) 
1 Familia de T y 1 de S 4.476*10(-9) 
Desviación Estándar 
Parámetro 
 
T1 T2 T3 T4 T5 
5 Familias de T y S 42.1414 17.9174 28.3977 14.5845 28.134 
5 Familias de T y 1 de S 47.5809 20.759 40.0621 16.2049 30.4706 
1 Familia de T y 5 de S 6.6995 
1 Familia de T y 1 de S 5.9301 
Parámetro 
 
S1 S2 S3 S4 S5 
5 Familias de T y S 9.264 13.6065 11.3834 3.0952 14.6919 
5 Familias de T y 1 de S 16.563 
1 Familia de T y 5 de S 6.9222 13.0504 8.3985 4.553 9.8446 
1 Familia de T y 1 de S 13.4202 
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6.4.2 SCE-UA (shuffled complex evolution) 
En la sección 5.4.2 se encuentra una descripción detallada del fundamento teórico del 
método. La implementación de este algoritmo requirió un elevado nivel de trabajo, para 
realizar un acople entre el TRANSIN y SCE-UA. Esto se realizó de forma individual para 
las cien generaciones ya que cada una de ella posee sus propias características geométricas 
particulares. 
 
El TRASIN se encarga de simular el flujo en la red de fracturas, mientras que el SCE-UA 
permite la calibración automática. Como resultado del ensamble se obtiene un algoritmo 
robusto capaz de realizar ajustes satisfactorios en tiempos computacionales aceptables. El 
SCE-UA permite definir los espacios de búsqueda paramétrica y los criterios de 
convergencia, los cuales son similares a los de la metodología de Marquardt (sección 5.4.1). 
El criterio de ajuste se fundamenta en comparar los datos simulados con los medidos, entre 
menor sea el error, mejor se considera el ajuste. 
 
Se modificó el archivo de entrada GRI de tal forma que los algoritmos de calibración 
sean capaces de actualizar los parámetros de familias a medida que la convergencia se 
realiza, modificación que resulta ideal cuando se trata de metodologías de búsqueda 
globales.  
 
A continuación se detalla en forma de diagrama de flujo la interfaz que se implementó 
para el acople de los códigos, (Figura N° 6-19 , Figura N° 6-20, y Figura N° 6-21). Las 
figuras presentadas permiten ver el elevado gasto computacional, ya que la función objetivo 
debe ser evaluada una gran cantidad de veces, y cada vez que esto se hace, se debe resolver 
la ecuación diferencial de flujo discretizada, lo cual ocasiona que se tengan que manejar gran 
cantidad de ciclos computacionales, que conllevan a que los procesos numéricos sean lentos. 
La optimización de estos procesos se propone como tema de otra investigación. 
 
A pesar que la convergencia numérica es lenta en algunas redes, esta metodología fue la 
que arrojó mejores resultados obteniendo ajustes similares a técnicas que requieren un 
tiempo computacional mucho mayor. A diferencia de la metodología PSO existen procesos 
evolutivos donde los mejores padres son los que trasfieren una mayor cantidad de 
información a sus descendientes y esto conduce a que la convergencia sea más rápida y con 
cada nueva generación la información se va depurando. 
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Figura N° 6-19 Algoritmo SCE 
Inicio 
Entradas 
𝑛=Dimensiones, 𝑎=Número de Subpoblaciones, 
𝑚= Número de puntos  en cada Sub Complex 
Compute: 𝐷 = 𝑎 × 𝑚 
Se genera una muestra de 𝐷 puntos aleatorios en el espacio 
𝛺. Se computa el valor de la función objetivo para cada 
punto.  
Se ordena 𝐷 puntos en orden de incrementos del valor de la 
función. Estos luego se almacenan en 𝐷.  
Se divide 𝐷 en le número de Subpoblaciones 𝑎 de 𝑚 
puntos, 𝐷 = (𝐴𝑘 ,𝑘 = 1, … . , 𝑎) 
Evoluciona cada Complex 𝐴𝑘 ,  𝑘 = 1, … 𝑎  
Remplaza 𝐴𝑘 ,𝑘 = 1, … . ,𝑚,dentro de 𝐷 
Se satisface el criterio de 
convergencia 
Se 
detiene 
SI 
NO 
Algoritmo CCE (Ver Figura N° 6-20) 
Se resuelve la ecuación de flujo 
(Ver Figura N° 6-21) 
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Figura N° 6-20 Algoritmo CCE 
De el SCE 
Dada la dimensión n, las Subpoblaciones A, y el número de puntos m en 
A. se selecciona 𝑞, ∝, 𝛽, donde 2≤ 𝑞 ≤ 𝑚, 𝛼 ≥ 1, 𝛽 ≥ 1 
Se asigna una distribución de probabilidad a 𝐴: 
𝑎𝑓 = 2(𝑚 + 1 − 𝐷)/(𝑚(𝑚 + 1)) i=1,…..m. 
Se selecciona puntos de 𝐴 de acuerdo a 𝑎𝑓 . Luego se almacena en 𝐵 y su 
posición relativa en A y en L. 
Se ordena B y L en orden creciente del valor de la función. Se compute le 
centroide de 𝐷1, … . . ,𝐷𝑞−1 y 𝐷𝑞 va a ser el peor punto en B.  
Se calcula 𝐷 = 2 ∗ 𝑙 − 𝐷𝑞 (paso de reflexión) 
r está dentro de 𝛺  
NO 
SI Se computa 𝑓𝑟 
Se genera un punto 𝑧 aleatorio en H. 
Se selecciona r=z (Paso de mutación) 
𝑓𝑟 < 𝑓𝑞 Se selecciona 𝐷𝑞 y 𝑓𝑞 = 𝑓𝑟 
Se computa 𝐷 = (𝑙 + 𝐷𝑞)/2 y 𝑓𝑐 (Paso 
de contracción) 
𝑓𝑐 < 𝑓𝑞 
Se selecciona 𝐷𝑞 = 𝐷 y 𝑓𝑞 = 𝑓𝑐 
𝐽 ≥∝ 
Se genera un punto 𝑧 aleatorio en H. Se calcula 𝑓𝑧, se 
selecciona 𝐷𝑞 = 𝑧 y 𝑓𝑞 = 𝑓𝑧 (paso de mutación) 
Se remplaza 𝐵 dentro de 𝐴 de acuerdo a 𝐿 y se ordena A en orden 
creciente del valor de la función 
L≥ 𝐵 
SI 
NO 
SI 
NO 
SI 
SI 
J=J+1 
NO 
NO 
SI 
L=L+1 
Regresamos al SCE 
Se resuelve la ecuación de flujo 
(Ver Figura N° 6-21) 
Se resuelve la ecuación de flujo 
(Ver Figura N° 6-21) 
Se resuelve la ecuación de flujo 
(Ver Figura N° 6-21) 
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Figura N° 6-21 Ecuación de flujo resuelta por diferencias finitas 
 
El SCE-UA es de lejos la mejor metodología de calibración con tiempos de cálculo 
manejables y ajustes más que satisfactorios con coeficientes cercanos a uno (1). Las 
metodologías de búsqueda global resultan la mejor elección para este tipo de problemas 
dada la gran correlación paramétrica y la existente multiplicidad de mínimos locales a lo 
largo del espacio paramétrico. Dicha metodología resulto idónea para abordar este tipo de 
problemas arrojando resultados similares a las metodologías basadas en dinámica 
comportamental como el PSO, las cuales son algoritmos de búsqueda mucho más 
demandantes en gasto computacional. 
 
Se observa la tendencia evolutiva del algoritmo hacia el óptimo en el espacio de 
búsqueda paramétrica. Solo en el caso de la transmisividad de la familia dos (2) y el 
Se resuelve la ecuación numérica 
Se actualiza el índice de tiempo 𝑘 = 𝑘 + 1  
 
Se calcula ℎ𝑘+1 
Se actualiza el número de la iteración 
𝑙 = 𝑙 + 1  
Se actualiza el estado del variable ∆ℎ𝑙  
Se actualiza el estado del variable ℎ𝑘+1,𝑙+1  
Convergencia o 
divergencia para ℎ 
Se actualiza el incremento ∆𝐷𝑘  
Se actualiza o corrige el tiempo actual 𝐷𝑘 
𝐷 > 𝐷𝑓𝑓𝑓𝑓𝑙 
Se calcula la función objetivo 
NO 
SI 
SI 
NO 
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almacenamiento de la familia cinco (5) se aprecia una tendencia clara hacia el mínimo, en el 
resto de los casos esta no se hace evidente (Ver Figura N° 6-22). 
 
 
Figura N° 6-22 Tendencia evolutiva del SCE-UA hacia el valor óptimo. 
 
La elevada correlación paramétrica en estas formaciones no permite la identificación de 
valores óptimos únicos, en vez de eso, se observan multiplicidad de los mismos. Sin 
embargo, existen algunas directrices que permiten identificar cuáles son las zonas en el 
espacio paramétrico con mejores ajustes. En la Figura N° 6-23 se puede apreciar claramente 
dicha directriz, se observa como la transmisividad de la familia dos es el parámetro 
gobernante. 
 
Con la ayuda de la metodología GLUE (Ver Figura N° 6-24) se puede identificar el 
intervalo de confianza del modelo, en el que se descartaron el 5% superior e inferior del 
mismo. Esto quiere decir que con un 90% de probabilidad se puede caer en el límite de 
confianza. Los datos de campo del pozo de observación S 13.2 caen por fuera del límite 
establecido, lo que significa que el modelo no representa de forma adecuada este punto. 
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Figura N° 6-23 Correlación paramétrica en el espacio de búsqueda (SCE-UA) 
 
 
 
Figura N° 6-24 Salidas del modelo SCE-UA asociadas a un límite de confianza 
 
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 Pozo de Observación S 13.2 Pozo de Observación S 15.1 
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6.4.2.1 Análisis estadístico  
El análisis estadístico permite la identificación de los parámetros representativos del 
sistema, a diferencia de los que se obtuvieron con el TRANSIN, se espera que los valores 
alcanzados con la utilización del SCE-UA sean mejores. Se desea lograr una clara 
identificación de una distribución de probabilidad, que en nuestro caso es una Log-Normal. 
 
Los parámetros que se obtengan de dichas distribuciones serán los que representarán de 
la mejor forma el sistema físico modelado. Sin embargo, estos valores no serán los efectivos 
del mismo, debido a la cercanía de los pozos y la gran extensión del medio físico. Para ello 
se hará un proceso de escalado con el objetivo de extrapolar los parámetros indicados que se 
calibraron para esta pequeña región a todo el medio, y con ello obtener un conjunto de 
valores efectivos. 
 
A continuación se presentan los ajustes de distribución para los parámetros de 
transmisividad y almacenamiento para las cinco familias geológicas 
 
 
Figura N° 6-25 Ajuste de Probabilidad para la trasmisividad de la familia 1 con el SCE-UA. 
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Figura N° 6-26 Ajuste de Probabilidad para la trasmisividad de la familia 2 con el SCE-UA. 
 
 
 
Figura N° 6-27 Ajuste de Probabilidad para la trasmisividad de la familia 3 con el SCE-UA. 
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Figura N° 6-28 Ajuste de Probabilidad para la trasmisividad de la familia 4 con el SCE-UA. 
 
 
Figura N° 6-29 Ajuste de Probabilidad para la trasmisividad de la familia 5 con el SCE-UA. 
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Figura N° 6-30 Ajuste de Probabilidad para el almacenamiento de la familia 1 con el SCE-
UA. 
 
 
Figura N° 6-31 Ajuste de Probabilidad para el almacenamiento de la familia 2 con el SCE-
UA. 
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Figura N° 6-32 Ajuste de Probabilidad para el almacenamiento de la familia 3 con el SCE-
UA. 
 
 
Figura N° 6-33 Ajuste de Probabilidad para el almacenamiento de la familia 4 con el SCE-
UA. 
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Figura N° 6-34 Ajuste de Probabilidad para el almacenamiento de la familia 5 con el SCE-
UA. 
De manera similar a los datos obtenidos con el TRANSIN los ajustes de distribución 
nuevamente tienen un arreglo de tipo Log-normal, sin embargo, a diferencia de los primeros 
estos resultan más identificables para todas las familias. Un ejemplo se presenta en el 
almacenamiento de la familia 4, que es un claro reflejo en las mejoras del ajuste. 
 
Tabla N° 6-2 Estadísticos de los ajustes de probabilidad para los diferentes parámetros 
hidrodinámico de flujo (SCE-UA). 
Media 
Parámetros 
 
T1 T2 T3 T4 T5 
5 Familias de T y S 0.0289 0.0545 0.2101 0.4166 0.0740 
Parámetros 
 
S1 S2 S3 S4 S5 
5 Familias de T y S 0.0236*10(-6) 0.0138*10(-6) 0.0446*10(-6) 0.1317*10(-6) 0.0153*10(-6) 
Desviación Estándar 
Parámetros 
 
T1 T2 T3 T4 T5 
5 Familias de T y S 208.5970 31.1881 22.6641 30.6133 40.8110 
Parámetros 
 
S1 S2 S3 S4 S5 
5 Familias de T y S 24.4921 27.7864 29.0186 17.0664 49.2248 
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6.4.2.2 Variación a la metodología  
Con el fin de definir una función de ajuste única para todo el medio, se plateó una 
modificación de la función objetivo, y se propuso una función multi-objetivo, en la cual se 
estimó además de un valor de transmisividad y almacenamiento para cada familia, un único 
valor regional para las cinco zonas geológicas claramente identificadas.  
 
La función multi-objetivo se construyó con la siguiente condición: obtener el mejor 
ajuste en catorce (14) parámetros, diez (10) de los cuales son las transmisividades y 
almacenamientos respetivos para cada familia y los otros cuatro (4) son factores 
multiplicadores y de potencia que se aplican a la productoria de las respectivas 
transmisividades y almacenamientos que arrojaron el mejor ajuste, con el fin de obtener un 
único valor para toda la zona. 
 
Se logra una función de la siguiente forma: 
 
 
5
1
* * 1......,5
B
i
i
T A T i
=
 
= = 
 
∏  
 
 
5
1
* * 1......,5
D
i
i
S C S i
=
 
= = 
 
∏  
 
Donde i iT y S son las respectivas transmisividades y almacenamientos de las familias, y 
* *T y S son transmisividades y almacenamientos regionales para todo el medio. Estos 
resultan de la combinatoria de las familias, afectadas cada una por dos factores que son los 
que se denominan , , ,A B C D , calibrados con el objetivo de obtener una serie de 
coeficientes que sean representativos del medio y permitan modelar la formación tan solo 
con dos parámetros que fueron denominados * *T y S . 
 
La función resultante a optimizar es la que logre representar el medio tanto a nivel de 
familias como a nivel de parámetros regionales, es decir la que minimice ambas funciones al 
tiempo. 
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Figura N° 6-35 Tendencia evolutiva de parámetros de familia y coeficientes. 
 
El algoritmo de búsqueda obtiene los diez parámetros óptimos y los coeficientes 
regionales (Ver Figura N° 6-35), los cuales dan la forma a la combinatoria con la que se 
estiman los parámetros regionales, es decir, tan solo con un par de valores (uno de 
transitividad y uno de almacenamiento) se pueden representar las pruebas de abatimiento y 
recarga, efectuadas en la formación en estudio. 
 
Figura N° 6-36 Contornos paramétricos de las transmisividades de la familia uno y dos. 
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Este par de valores no presentan ajustes tan buenos como parámetros de las familias, sin 
embargo se desea proponer una aproximación geométrica que permite caracterizar la 
formación. 
 
Tabla N° 6-3 Resultados obtenidos mediante la aproximación por coeficientes de 
zonificación. 
-R2 T1 T2 T3 T4 T5 S1 S2 S3 S4 S5 A B C D 
-0.6160 0.4821 0.1330 0.3139 0.5951 0.3556 3.80E-07 9.35E-08 5.13E-07 7.17E-07 7.27E-11 0.6187 0.1867 0.4830 0.1810 
 
Los resultados obtenidos varían de forma significativa con los obtenidos en la Tabla N° 
7-1, donde se encuentran resumidos los ajustes logrados por las diferentes metodologías. 
Esta gran diferencia indica que resulta una aproximación pobre intentar representar el medio 
con un solo valor regional. Sin embargo, el ajuste logrado no es despreciable y podría ser un 
buen estimativo de un valor regional de la DFN21. 
 
Los coeficientes de zonificación tienen una clara tendencia hacia un valor óptimo que se 
puede apreciar en las superficies y contornos paramétricos presentados en la Figura N° 6-37, 
así mismo se evidencia la densificación de mínimos (representadas por color azul) en ciertas 
regiones del espacio de búsqueda. 
 
Al garantizar el doble ajuste de las funciones objetivos, se puede proponer un conjunto de 
valores que represente el medio de forma individual y grupal a la vez, es decir, se obtienen 
los diez coeficientes que modelan el medio como familias y una productoria de ellos 
afectados por dos coeficientes regionales que se calibrarán produciendo una pareja de 
parámetros que logran representar la formación. Los ajustes logrados se puede apreciar en 
las Figura N° 6-38 y Figura N° 6-39.  
 
El ajuste logrado con los coeficientes regionales es poco satisfactorio si se compara con 
los parámetros de familias, siendo otra prueba de la gran heterogeneidad del medio, lo que 
implica que entre mayor sea el nivel de detalle, mejor será la representación del sistema 
físico. 
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Figura N° 6-37 Superficies y contornos paramétricos de coeficientes representativos del 
medio 
 
 
 
Figura N° 6-38 Ajuste logrado para con las transmisividades y almacenamientos de cada 
familia 
 
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 
Pozo de Observación S 13.2 Pozo de Observación S 15.1 
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Figura N° 6-39 Ajuste logrado con la transmisividad y almacenamiento regionales. 
6.4.3 PSO (particle swarm optimization) 
En la sección 5.4.3 se hace una descripción detallada de este método, el acople de la 
metodología es similar a la citada anteriormente por lo que no se hará énfasis en ello. El 
PSO es un algoritmo de optimización en el que se ha venido incursionando en los últimos 
años, dadas las grandes capacidades que tiene en la solución de problemas de optimización y 
su gran versatilidad en múltiples campos de la investigación. 
 
Esta técnica de optimización tiene excelentes bondades de ajuste, sin embargo, tiene la 
gran desventaja de un gasto computacional muy elevado, que en nuestro problema de 
optimización resulta inmanejable. Su implementación se hizo con el objetivo de proponer 
una alternativa en la utilización del SCE-UA y proponer un algoritmo que en los últimos 
años ha venido incursionando fuertemente en la solución del problema inverso en diversos 
campos de la investigación con excelentes resultados. 
 
El PSO presenta ajustes similares a los del SCE sin embargo requiere un tiempo de 
computo alrededor de siete (7) veces mayor en pruebas de rendimiento que se efectuaron. 
Para la DFN21 fue de 28561 segundos con el PSO y 4916 segundos con el SCE-UA, para un 
ajuste de 2 0.9R =  en ambos casos.  
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 
Pozo de Observación S 13.2 Pozo de Observación S 15.1 
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La gran cantidad de sobrecarga computacional no se ve reflejada en mejoras en el ajuste, 
por lo que ésta metodología sería viable en entornos donde se pudieran realizar cálculos 
apoyándose en programación multi-núcleo o procesamiento con GPU las cuales pueden 
manejar una gran cantidad cálculo numérico, pero esto no hace parte del alcance del actual 
trabajo. 
 
Figura N° 6-40 Tendencia evolutiva del PSO hacia el valor óptimo. 
 
En las transmisividades se observa una clara tendencia hacia un mínimo con una 
densificación de la nube de puntos sobre el mismo, a medida que el enjambre de partículas 
se mueve en el espacio de búsqueda (Ver Figura N° 6-40), en el caso de los 
almacenamientos dicha tendencia no resulta tan evidente.  
 
Nuevamente se observa una elevada correlación paramétrica, producto del alto nivel de 
complejidad de ese tipo de formaciones. Sin embargo se pueden ver claramente los sitios 
donde la función objetivo tiende al mínimo, presentando una coincidencia con los resultados 
del SCE-UA para los dos parámetros que se muestran en la Figura N° 6-41. 
 
El intervalo del 90% permite identificar la gran variabilidad del sistema a los cambios en 
los datos de entrada. Se excluyeron de los datos el 5% inferior y superior de los mismos, con 
el objetivo de eliminar los resultados con demasiada dispersión y poder establecer una franja 
de confianza adecuada. 
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Figura N° 6-41 Superficie paramétrica en el espacio de búsqueda (PSO) 
 
Las salidas del modelo asociadas a un límite de confianza, nuevamente reflejan la 
dificultad para lograr un ajuste satisfactorio en el pozo de observación (S 13.2), para el resto 
de los casos se logra una representación adecuada del sistema. 
 
 
Figura N° 6-42 Salidas del modelo PSO asociadas a un límite de confianza 
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 Pozo de Observación S 13.2 Pozo de Observación S 15.1 
 98 
 
6.4.4 Análisis de sensibilidad  
Uno de los principales productos es el análisis de sensibilidad paramétrica, el cual se 
efectuó con la ayuda del MCAT (Monte Carlo Analysis Tool) que es una metodología 
desarrollada en el Departamento de Ingeniería Civil y Ambiental del Imperial College 
London [147]. 
 
El algoritmo fue acoplado dentro de las metodologías de calibración, por lo que al final 
del mismo, se puede hacer de manera automática el análisis de sensibilidad en incertidumbre 
paramétrica sin la necesidad de realizar algún tipo de manipulación adicional de los datos. 
Sin embargo, cabe resaltar que este tipo de muestreos deben hacerse con datos que se basan 
en distribuciones uniformes, por lo que es necesario definir un espacio de búsqueda una vez 
se hayan encontrado los óptimos, por algunas de las metodologías de calibración descritas 
anteriormente. Si el lector desea una descripción detallada de las metodologías 
implementadas en el MCAT debe remitirse en la sección 5.4.4. 
 
Identificados los óptimos, se definen los espacios de búsqueda en cercanías al mismo con 
el propósito de identificar cuáles de los parámetros son los más sensibles y con ello 
establecer las familias geológicas que tienen mayor incidencia sobre la formación Batolítica 
objeto del presente estudio. 
 
Este espacio de búsqueda se construye sobre una distribución uniforme que garantice que 
la densidad de probabilidad a lo largo del mismo solo depende del ajuste, y no, de la 
variación de la densidad de la información sobre el espacio muestral, es decir con una 
distribución uniforme se garantiza que las zonas con mayor probabilidad son aquellas donde 
se encuentran los óptimos.  
 
El análisis de sensibilidad paramétrica permite establecer que parámetros son los que 
gobiernan el medio, es decir, cuáles de ellos son los que tienen mayor influencia en la 
conducción de flujo, que es el tema central de estudio. En la Figura N° 6-43 se puede 
apreciar como la transmisividad de la familia dos (T2) es la única que presenta una clara 
tendencia hacia el óptimo, se observa un claro abatimiento de la nube de puntos y por ello es 
el único parámetro que se considera identificable dentro de la DFN21. 
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Figura N° 6-43 Sensibilidad de los parámetros hidrodinámicos de flujo 
 
El análisis de la metodología GLUE (Ver Figura N° 6-44) permite establecer el límite de 
confianza asociada a una franja, que representa la incertidumbre en las salidas del modelo. 
En este caso la incertidumbre resulta bastante obvia a diferencia de las metodologías de 
calibración, donde, los datos de campo caen dentro de las franjas de confianza. Es claro que 
las metodologías de búsqueda a medida que convergen tienden a eliminar las zonas menos 
sensibles y por ello el límite de confianza es más definido y representa mejor el sistema. El 
hecho que una distribución uniforme no pueda evidenciar una franja de confianza adecuada 
se debe a la gran correlación paramétrica que no hace evidente la identificabilidad de 
óptimos para los diez parámetros. En conclusión, la metodología GLUE nuevamente sugiere 
que los métodos de búsqueda global son los que mejor representan el sistema. 
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Figura N° 6-44 Salidas del modelo asociadas a un límite de confianza. 
6.5 Escalado  
El proceso de escalado es el último paso del presente trabajo y consistió en la obtención 
de parámetros efectivos o promedios, que representen de manera homogénea o heterogénea 
el medio. Este paso se hizo mediante el respectivo análisis estadístico de cada uno de los 
parámetros hidrodinámicos de cada fractura; en este caso, ya no se trabaja solamente con el 
parámetro de familia, el cual es utilizado para afectar todas la propiedades de cada fractura 
perteneciente a cada una de las familias y con ellos definir un valor único para toda la zona 
geológica. 
 
Se proponen dos aproximaciones: (i) la primera es definir un valor de transmisividad y 
almacenamiento por familia, (ii) la segunda en definir un valor para todas las familias, es 
decir, modelar el medio con tan solo dos valores, producto de la suma de las funciones de 
densidad de probabilidad. 
 
Aproximación por familia 
 
Una vez se afectaron todas las fracturas de cada familia por su parámetro óptimo 
producto de la calibración, se procedió a evaluar los ajustes de distribución de cada una de 
Pozo de Bombeo S 2.1 Pozo de Observación S 13.1 Pozo de Observación S 13.2 Pozo de Observación S 15.1 
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las familias para las cien generaciones. A manera de ejemplo se realizó el análisis de 
distribución de la transmisividad de la familia uno, teniendo en cuenta las cien generaciones, 
este valor se ajusta a una distribución de tipo Log normal y el valor medio del ajuste es 
considerado como efectivo para esa familia, este único valor es capaz de representar toda la 
familia geológica en cualquiera de las generaciones, sin embargo, no en todos los casos se 
espera un ajuste satisfactorio como en el proceso de calibración.  
 
 
Figura N° 6-45 Densidad de Probabilidad de transmisividades de Familia 1. 
 
De manera análoga se obtuvieron los otros nueve valores efectivos. En todos los casos 
los ajustes fueron satisfactorios, a continuación se presenta en forma resumida los ajustes de 
distribución (Ver Figura N° 6-46). 
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Figura N° 6-46 Densidad de Probabilidad de parámetros efectivos de familias.  
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El hecho de poder representar el medio con tan solo diez valores sin la necesidad de 
requerir parámetros de familias y parámetros de fracturas, permitirá estudiar procesos de 
transporte de contaminantes en el mismo. 
 
Con el fin de validar los parámetros efectivos obtenidos durante el proceso de escalado, 
se utilizaron las redes que poseen un elevado número de fracturas y que durante el proceso 
de calibración el tiempo de cómputo no era viable y tuvieron que ser interrumpidas. 
 
Tabla N° 6-4 Parámetros efectivos del sistema de manera heterogénea. 
T1 T2 T3 T4 T5 S1 S2 S3 S4 S5 
0.2650 0.4152 2.1784 3.6606 0.8053 1.6418*10-06 1.0757*10-06 3.4664*10-06 6.5470*10-006 8.0309*10-007 
 
Aproximación global 
 
Estos valores serán un estimativo regional de los parámetros hidrodinámicos, 
permitiendo realizar la modelación del mismo sin la necesidad de entrar a discretizar. La 
aproximación que se presenta tiene la ventaja que elimina la necesidad de saber en qué zona 
geológica nos encontramos y dada la extensión del macizo rocoso es bastante conveniente. 
 
Las transmisividades y almacenamientos producto de las cinco familias geológicas 
permiten realizar un upscaling de los parámetros de flujo (Ver Figura N° 6-47 Figura N° 
6-48), en donde todas la fracturas tienen las mismas características hidrodinámicas (Ver 
Tabla N° 6-5). Se suman las distribuciones de probabilidad y el valor medio es el parámetro 
efectivo global. 
 
De forma similar que en la aproximación por familias se procede a evaluar como estos 
parámetros modelan el sistema y para ello se simuló el abatimiento para las redes que no 
participaron en el proceso de calibración. 
 
Tabla N° 6-5 Parámetros efectivos del sistema de manera homogénea. 
T S 
0.6176 1.4355*10-06 
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Figura N° 6-47 UpScaling de las Transmisividades (Parámetro Efectivo). 
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Figura N° 6-48 UpScaling de Almacenamientos (Parámetro Efectivo). 
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7 Análisis de resultados 
A lo largo de la implementación de las diferentes técnicas de calibración se pudo 
observar las ventajas y desventajas de las mismas, la primera aproximación donde se utilizó 
el método de Marquardt es un buen estimativo, pero los ajustes de probabilidad para los diez 
parámetros hidrodinámicos de flujo obtenidos para las cien DFN no son claramente 
identificables en algunos casos. Esto fue corregido cuando se realizó la calibración con la 
ayuda del SCE-UA en donde tanto la transmisividades como los almacenamientos de las 
cinco familias geológicas se ajustan claramente a esta distribución, lo cual es un claro 
ejemplo de la capacidad del algoritmo para realizar este tipo de calibraciones en entornos tan 
complejos, donde la metodología de Marquart no tiene tan buenos resultados dado su 
fundamento teórico. 
 
La utilización del PSO solo se aplicó a la DFN21 dado el tiempo de cómputo tan elevado, 
sin embargo, se obtuvo que no difiere de los resultados del SCE-UA, en ambos casos los 
parámetros de familia de la DFN 21 dieron similares y el ajuste de correlación NASH estuvo 
alrededor de 0.9 siendo 1 un ajuste perfecto. Este de alguna forma de un parte de 
tranquilidad en los valores que se obtuvieron. Desafortunadamente no se pudo realizar la 
calibración de las cien DFN por esta metodología y con ellos comparar los valores efectivos 
que se lograron por el SCE-UA. 
 
El resultado de las metodologías de calibración resulta bastante prometedor, el PSO y el 
SCE-UA, son sin duda las mejores técnicas, las dos (2) presentan ajustes más que 
satisfactorios con coeficientes que superan 2 0.9R = .Para el SCE-UA y el PSO se observa 
un tendencia a la unicidad en los puntos identificados como óptimos en el espacio maestral 
de búsqueda. Esto ofrece una gran certeza en los resultados obtenidos, donde ambos 
algoritmos convergen de forma similar, a pesar de las grandes diferencias en la metodología 
de búsqueda. 
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En la Tabla N° 7-1 se observan los resultados tras el proceso de calibración para la DFN 
21 y el valor óptimo que se obtuvo por cada metodología de ajuste. El TRANSIN que utiliza 
el algoritmo de Marquardt, dista bastante tanto en el criterio de ajuste como de los valores de 
transmisividades y almacenamientos. 
 
Tabla N° 7-1 Resultados obtenidos por las diferentes metodologías de calibración con sus 
bondades de ajuste 
 TRANSIN 
-R2 T1 T2 T3 T4 T5 S1 S2 S3 S4 S5 
-0.6012 13.0085 0.0714 0.2425 7.9204 8.2237 0.4473*10-08 0.7341*10-08 0.7601*10-06 0.4299*10-08 0.5989*10-08 
 SCE-UA 
-R2 T1 T2 T3 T4 T5 S1 S2 S3 S4 S5 
-0.9030 0.9712 0.1465 0.3667 0.9979 0.0748 8.8916*10-09 5.9435*10-08 9.5781*10-07 1.9889*10-07 1.0471*10-11 
 PSO 
1-R2 T1 T2 T3 T4 T5 S1 S2 S3 S4 S5 
0.0986 3.1382 0.1569 0.3154 0.7840 0.0693 1.6453*10-13 5.4002*10-08 9.5359*10-07 9.9999*10-07 1.4266*10-11 
 
De este cotejo de resultado se puede concluir que el SCE-UA es la metodología ideal a 
utilizar en este tipo de problemas, dados los ajustes obtenidos y tiempos de cómputo 
reportados tras la convergencia (Ver sección 6.4.3). 
 
Los métodos de búsqueda global son capaces de representar de forma adecuada las 
pruebas de campo, se trae a colación la DFN 21 que es el caso de ejemplo, aquí se pueden 
comparar los ajustes por las diferentes metodologías en donde es claro las notables mejoras 
tras la implementación de los algoritmos de búsqueda global. Esto sin duda crea una nueva 
ventana a la hora de abordar este tipo de problemas, permitiendo modelar estos macizos con 
un elevado nivel de detalle. 
 
Dentro de las 5 familias geológicas presentes en el sistema solo la transmisividad de la 2 
resulta identificable, esto quiere decir que la mayoría de los procesos de flujo acurren al 
interior de esta. El análisis de sensibilidad paramétrica realizado con la ayuda de las 
simulaciones Monte Carlo permitió evidenciar la influencia de cada familia geológica. A 
excepción de la transmisividad de la familia 2 el resto de parámetros no tienen mayor 
influencia, esto se ve reflejado en la forma en que se comporta la nube de puntos, donde no 
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se observa un cono de identificabilidad y la probabilidad la largo del espacio de búsqueda 
permanece constante. 
 
 
Figura N° 7-1 Ajuste de la DFN 21 por las distintas metodologías. 
 
 
Figura N° 7-2 Análisis de sensibilidad regional de los parámetros hidrodinámicos 
 
La variación de la sensibilidad a lo largo del proceso de búsqueda del óptimo, muestra 
que la transmisividad de la familia dos (T2) es el parámetro sensible. A medida que las 
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curvas pasan de color azuloso a rojizo se alcanza la convergencia y se evidencia la 
sensibilidad de los parámetros a lo largo de este proceso (Ver Figura N° 7-2). 
 
El proceso de escalado permitió obtener un conjunto de valores efectivos del sistema para 
dos aproximaciones propuesta, sin embargo, no se puede precisar con claridad cuál de la dos 
tiene un mejor ajuste, en algunos casos la discretización en familias parece funcionar mejor 
como es el caso de la DFN 6 (Ver Figura N° 7-3) pero en otros no resulta tan claro un 
ejemplo es la DFN 68 donde ambas metodologías representan el sistema de manera similar. 
Estos resultados son la evidencia de la gran complejidad geométrica de este tipo de 
formaciones, donde múltiples combinaciones de parámetros pueden dar un resultado similar, 
aquí se aprecia que el sistema puede responder de manera similar modelándolo en familias o 
asumiendo un grado de isotropía. 
 
El resultado de este proceso de Upscaling fue satisfactorio, se muestra que es posible 
modelar el sistema partiendo de una discretización en fracturas, hasta obtener un parámetro 
representativo de todo el medio, capaz de compensar todo la anisotropía hidráulica del 
sistema.  
 
Estos resultados sugieren que la representación por DFN es la mejor aproximación 
geométrica sobre este tipo de formaciones, y partiendo de allí es posible definir un grado de 
isotropía y con ello obtener parámetros del modelo efectivos para todo el medio, sin la 
necesidad de realizar discretizaciones hidráulicas o geológicas, volviendo el problema 
dependiente únicamente de la geométrica la cual es inferida de la prospecciones geológica.
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Figura N° 7-3 Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 6]. 
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Figura N° 7-4 Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 8]. 
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Figura N° 7-5 Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 68]. 
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Figura N° 7-6 Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 69]. 
 
 114 
 
 
Figura N° 7-7 Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 77]. 
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Figura N° 7-8Validación del modelo utilizando parámetros efectivos de familias y globales [DFN 86]. 
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8 Conclusiones 
La complejidad geométrica de estos macizos, sumada a las múltiples simplificaciones del 
problema físico, hace imposible la caracterización de estos con tan solo un par de 
parámetros, es necesario mantener la discretización geología con el fin de poder representar 
el sistema de la forma más real posible. La aproximación por DFN, a diferencia de la 
aproximación clásica continua, en donde se asume un grado de isotropía, modela los 
procesos de flujo de forma individual en cada fractura, esto sin duda es un gran adelanto en 
la caracterización hidráulica de este tipo de formaciones. 
 
La exploración geológica y caracterización geométrica en este tipo de formaciones es 
bastante dispendiosa y el muestreo solo puede hacerse en zonas limitadas, razón por la cual 
se tiene un elevado grado de incertidumbre y es necesario trabajar en un entorno estocástico, 
donde la generación de la geometría se basa en funciones de densidad de probabilidad 
producto de la exploración geológica. 
 
El acople entre el TRANSIN programa que simula el flujo en redes de fracturas por 
diferencias finitas y los algoritmos de búsqueda global como el SCE-UA y el PSO permiten 
la calibración automática de este tipo de formaciones, logrando evadir los problemas de 
espacios paramétricos complejos en donde se presentan múltiples mínimos locales, zonas 
con baja sensibilidad y superficies paramétricas no convexas. 
 
Se pudo identificar claramente que si se desea una adecuada representación de este 
sistema es necesario realizar la mayor discretización posible. Es decir, el trabajar con las 
cinco familias geológicas identificadas resultó fundamental en la obtención de resultados 
satisfactorios. Sin embargo, para fines prácticos se deseaba obtener diez parámetros 
efectivos de familias o dos globales que pudieran reproducir la formación en estudio de la 
mejor forma posible y esto se logró tras el proceso de escalado. 
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La optimización de parámetros del modelo resultó exitosa si se tiene en cuenta el elevado 
nivel de complejidad geométrico. Los parámetros considerados como efectivos permiten 
analizar los procesos de flujo en la formación Batolítica de manera sencilla, sin la necesidad 
de recurrir a un elevado nivel de discretización. Este aporte es de vital importancia si se 
desea realizar el estudio de migración de contaminantes, que claramente requiere del 
conocimiento de los patrones hidrodinámicos de flujo en esta formación. 
 
Las técnicas de optimización global SCE-UA y PSO resultaron idóneas para este tipo de 
problemas, dada la gran versatilidad en entornos con multiplicidad de mínimos y superficies 
paramétricas complejas, que es nuestro tema particular. Como propuesta para la solución de 
este tipo de casos se sugiere el uso del SCE-UA, debido a sus bondades de ajustes, tiempo 
de cómputo manejable y excelentes resultados en la convergencia. 
  
Los ajustes de distribución en todos los casos fueron de tipo Log normal, lo que resulta 
un buen indicador, debido a que las pdf  utilizadas en la generación de las DFN tienen esta 
distribución, que es representativa del medio según todo el proceso de prospección geología 
que se realizó dentro del marco del proyecto HIDROBAP-II. 
 
Con el análisis de sensibilidad paramétrica se pudo identificar claramente la influencia de 
las familias geológicas, y con ello evaluar cuáles de los parámetros son los que gobiernan la 
formación. En todos los casos la transmisividad de la familia II resultó el parámetro más 
identificable, esto quiere decir que la mayoría de los procesos de flujo se llevan a cabo a 
través de ella y por eso gobierna la mayor parte de los descensos en los niveles delos pozos. 
 
El Upscaling permitió simplificar la complejidad hidrodinámica del medio, logrando 
pasar de caracterizar los parámetros de flujo en cada fractura, a tener un conjunto de diez 
valores efectivos en el caso de familias y un par de valores en el caso global. Estos conjuntos 
de parámetros pueden representar el sistema, sin embargo se sabe que las formas en que 
fueron generadas la pdf de las fracturas tiene un alto grado de incertidumbre dada la 
estocacidad del medio y esto hace que al pasar de una DFN a otra la respuesta del sistema 
sea bastante variable, sin embargo estos valores resultan representativos dentro de las cien 
generaciones o DFN. 
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En general la modelación de procesos de flujo en este tipo de formaciones es muy 
compleja, se deben tener en cuenta demasiadas variables que resultan imposibles de 
representar dentro de un modelo matemático, todo esto sumado a la limitada información 
dada la dificultad del muestreo en campo, hace que la aplicabilidad del problema inverso 
sobre este tipo de formaciones sea muy dispendiosa y demandante en cálculo numérico. Esta 
metodología que se propuso en el presente trabajo es sin duda la mejor aproximación que 
puede tener en la caracterización hidráulica en este tipo de medios. 
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