We give a new take on the error analysis of approximations of stochastic differential equations (SDEs), utilising the stochastic sewing lemma [Lê ]. This approach allows one to exploit regularisation by noise effects in obtaining convergence rates. In our first application we show convergence (to our knowledge for the first time) of the Euler-Maruyama scheme for SDEs driven by fractional Brownian motions with non-regular drift. When the Hurst parameter is H ∈ (0, 1) and the drift is C α , α > 2 − 1/H, we show the strong L p and almost sure rates of convergence to be 1/2 + α(1/2 ∧ H) − ε, for any ε > 0. As another application we consider the approximation of SDEs driven by multiplicative standard Brownian noise where we derive the almost optimal rate of convergence 1/2 − ε of the Euler-Maruyama scheme for C α drift, for any ε, α > 0.
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Introduction
We present a new approach to study rate of convergence of approximations of stochastic differential equations, which is particularly suited to handle irregular drift. Our method builds on [DG ] but significantly improves several of its steps via the stochastic sewing lemma of Lê [Lê ] . Before the formal setup of Section . , let us informally overview the results. First consider the equation
where B H is a d-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1). The well-posedness of ( . ) with irregular drift coefficient b has been well studied [NO , NO , CG , BNP , Lê ] . To our best knowledge, however, no simple construction of the solution through discrete approximations is known. One exception is the standard Brownian case H = 1/2, where the seminal work of Gyöngy and Krylov [GK ] established the convergence in probability of the Euler-Maruyama scheme.
with κ n (t) = ⌊nt⌋/n. In the present paper, further to establishing the convergence for all H, we do so in a stronger (L p (Ω) and almost sure) sense, and we also obtain the rate of convergence.
More precisely, in Theorem . we show that if b is bounded and Hölder-continuous with exponent α > 2 − 1/H, then the Euler-Maruyama scheme converges with rate 1/2 + α(H ∧ (1/2)) − ε for any ε > 0. In particular, for H < 1/2, one needs not require any continuity from b to obtain a convergence rate 1/2 − ε. In the H > 1/2 regime our continuity requirement is stronger than what is required to guarantee uniqueness of strong solutions [NO , CG ] , which is α > 1 − 1/(2H).
Optimising this condition is left for future work. Concerning approximations of SDEs driven by fractional Brownian motions with regular coefficients, we refer the reader to the recent works [FR , HLN ] and their references.
Our second application is to study equations with multiplicative noise in the standard Brownian case:
dX t = b(X t ) dt + σ(X t ) dB t , X 0 = x 0 ( . ) and their discretisations dX n t = b(X n κn(t) ) dt + σ(X n κn(t) ) dB t , X n 0 = x n 0 .
To ensure well-posedness, a nondegeneracy assumption on σ has to be assumed. In the standard Brownian case the rate of convergence for irregular b has been recently actively studied, see among many others [MX , LS , MY , PT , BHY ] and their references. However, the obtained rate deteriorates as b becomes more irregular: in the setting of ( . )- ( . ) it is only proven to be (at least) α/2 for b ∈ C α , for α > 0 in [BHY ] .
It was first shown in [DG ] that, at least for additive noise, the strong rate does not vanish as the regularity α approaches 0, and one in fact recovers the rate 1/2 − ε for arbitrary ε > 0, for all α > 0. In the present paper we establish the same for multiplicative noise, in which case the rate 1/2 is well-known to be optimal. Our proof offers several other improvements to earlier results: all moments of the error can be treated in the same way, the scalar and multidimensional cases are also not distinguished, and the main error bound ( . ) is uniform in time, showing that X · and X n · are close as paths. The topology (in time) where the error is measured is in fact even stronger, see Remark . .
also called 'occupation time functional', by the natural discretisation
our results not only imply pointwise error estimates on |Γ T − Γ n T |, but also on the error of the whole path Γ · − Γ n · C β measured in a Hölder norm C β with some β > 1/2. This is an immediate consequence of the bounds ( . ) in combination with Kolmogorov's continuity theorem.
The rest of the article is structured as follows. In the remainder of this section we set up the notations, formulate our main results, and recall the stochastic sewing lemma in the form that we repeatedly use later. Section is devoted to the error analysis in the additive fractional noise case and in the multiplicative standard Brownian noise case. In Section we prove an auxiliary bound on the probability distribution of the Euler-Maruyama approximation of certain sufficiently nice SDEs.
. Formulation
We consider a probability space (Ω, F, P) carrying a d-dimensional two-sided Brownian motion (W t ) t∈R . We denote by F = (F t ) t∈R the filtration generated by the increments of W . The conditional expectation given F s is denoted by E s . For H ∈ (0, 1) we define the fractional Brownian motion with Hurst parameter H by the Mandelbrot-van Ness representation
For α ∈ (0, 1] and f : Q → V with some set Q ⊂ R k and with some normed space (V, | · |) we set
For α ∈ [0, ∞) and f : Q → V having derivatives up to any order ℓ with |ℓ| < α, we set
In some cases we use shorthands: if Q = R d , and/or V = R d or V = R d×d , they are omitted from the notation. For instance, the reader understands that requiring the drift coefficient σ of ( . ) to be of class C α is to require it to have finite ) . We emphasise that in our notation elements of C 0 need not be continuous.
By N we denote constants that may change from line to line during proofs, its dependence is always specified in the corresponding statement.
Main result -additive fractional noise Recall from [NO , CG ] ( . ) admits a unique strong solution, which we denote by X. For any n ∈ N we take x n 0 ∈ R d and denote the solution of ( . ) by X n . For a given α ∈ [0, 1] and H ∈ (0, 1), we set γ = γ(α, H) = 1/2 + α(H ∧ (1/2)).
The first main result then reads as follows, its proof is the content of Section .
Suppose b ∈ C α , let ε > 0 and p ≥ 2. Then there exists a τ = τ (α, H, ε) > 1/2 such that for all n ∈ N the following bound holds
Remark . . From ( . ) , Kolmogorov's continuity theorem, and Jensen's inequality, one gets the bound
for any ε ′ > 0 (with N also depending on ε ′ ). In the literature it is more common to derive error estimates in supremum norm, which of course follows:
is quite a bit stronger.
Remark . . The fact that the error is well-controlled even between the gridpoints is related to the choice of how we extend X n to continuous time from the points X n 0 , X n 1/n , . . .. For other type of extensions and their limitations we refer the reader to [Neu ] . ( . ) , assume x 0 = x n 0 for all n ∈ N, suppose b ∈ C α , and let ε > 0. Then for a sufficiently small δ > 0, there exists an almost surely finite random variable η such that almost surely for all n ∈ N the following bound holds
Proof. An immediate consequence of ( . ), Proposition . , and the fact that τ > 1/2.
I
Main result -multiplicative Brownian noise
In the multiplicative case we work under the ellipticity and regularity condition
in the sense of positive definite matrices, with some λ > 0. This, together with b ∈ C 0 , is more than enough to guarantee the strong well-posedness of equations ( . ) and ( . ) , whose solutions we denote by X and X n , respectively. The second main result then reads as follows, its proof is the content of Section . ( . ) . Then for all n ∈ N the following bound holds
Corollary . . Let α ∈ (0, 1], assume x 0 = x n 0 for all n ∈ N, suppose b ∈ C α , and suppose σ satisfies ( . ) . Let ε > 0, τ ∈ [0, 1/2). Then there exists an almost surely finite random variable η such that almost surely for all n ∈ N the following bound holds
Proof. An immediate consequence of ( . ), Kolmogorov's continuity theorem, and Proposition . .
Let us conclude by invoking a simple fact used in the proof of Corollaries . -. , which goes back to at least [Gyö ] .
Proposition . . Let γ > 0 and let (Z n ) n∈N be a sequence of random variables such that for all p > 0 and all n ∈ N one has the bound Z n Lp(Ω) ≤ N n −γ for some N = N (p). Then for all ε > 0 there exists an almost surely random variable η such that almost surely for all n ∈ N |Z n | ≤ ηn −γ+ε .
Choosing q = 2/ε, the above sum is finite, so by the Borel-Cantelli lemma there exists an almost surely finite N-valued random variable n 0 such that |Z n | ≤ n −γ+ε for all n > n 0 . This yields the claim, with setting η := 1 ∨ max n≤n 0 (|Z n |n γ−ε ).
A .
The stochastic sewing lemma We will apply the stochastic sewing lemma of Lê repeatedly, so let us state it here in the generality that is sufficient for our purposes. We define for 0
hold for all S ≤ s ≤ u ≤ t ≤ T . Then there exists a unique (up to modification) F-adapted right-continuous process A : [S, T ] → L p (Ω) that satisfies A S = 0 and satisfies the bounds
for all (s, t) ∈ [S, T ] ≤ , with some constants N 1 , N 2 . Moreover, there exists an N depending only on p, ε 1 , ε 2 such that A satisfies the bounds ) Additive fractional noise .
Preliminaries
Fix an arbitrary H ∈ (0, 1). We define the function, for 0 ≤ s ≤ t ≤ 1, c(s, t) = (2H) −1 |t − s| 2H .
We will frequently use the Gaussian density: for t > 0, x ∈ R d we denote
).
We also use the convention P t f = P t * f , and occasionally we denote by P 0 the Dirac-delta.
Proposition . . The process B H · satisfies the following:
By the Burkholder-Gundy-Davis inequality one has
while using also Newton-Leibniz formula and Minkowski's inequality,
(ii): It suffices to notice that the random variable
(iii): One can simply write by the Newton-Leibniz formula
since by our assumption on s, r, t, for all u ∈ [r, t] one has |u − s| ≤ |t − s| ≤ 2|u − s|.
(iv): Similarly to the estimate ( . ) , one has
where the last inequality follows from the same argument as for (iii) above.
The following heat kernel bounds are standard.
and for fixed r the map s → E s f r is continuous almost surely since by the martingale representation theorem there is a predictable process g r ∈ L 2 (Ω × R) such for all s, almost surely,
The continuity of the map (s, t) → A s,t then follows from Lebesgue's theorem on dominated convergence.
Quadrature estimates
with some N = N (p, d, α, ε 1 , H) and with γ as in ( . ) .
Proof.
It clearly suffices to prove the bound for p ≥ 2, and, as in [DG ] , for f ∈ C ∞ . We define
Then, clearly, for any 0
Let us check that all the conditions of the stochastic sewing lemma Theorem . are satisfied. The continuity of A s,t follows from Remark . . Next, note that E s δA s,u,t = 0, and so condition ( . ) trivially holds, with C 2 = 0. As for ( . ) ,
For I 2 we write, with the use of Proposition . (ii)
For I 21 we use the bound ( . ) and Proposition . (iii)
For I 22 we use the bound ( . ) and Proposition . (iv)
Hence, since n −1 ≤ |t − s|, for any δ ≥ 0 one has
When H > 1/2 we take δ = 0, and for H ≤ 1/2, we take δ = α − 2Hα + 2ε 1 > 0. This yields, using also n −1 ≤ |t − s|,
The bound for I 1 is straightforward: by conditional Jensen's inequality and Proposition . (i),
It remains to show the same bound for t ∈ (s, (k + 4)/n]. Similarly to the above we write
A Thus all the conditions of the stochastic sewing lemma are satisfied. The process
is also continuous, F-adapted, satisfies ( . ) trivially (the left-hand side is 0), and
which shows that it also satisfies ( . ) . Therefore by uniqueness A t =Ã t . The bound ( . ) then yields precisely ( . ).
. . Girsanov transform
, p > 0, take ε 1 as in Lemma . , and take ε 2 ∈ (0, 1 ∧ (1/p)). Let b ∈ C α and X n be the solution of ( . ) .
Let us recall the following fact, one can easily check by a change of variables: If a, b > −1,
with some c = c(a, b).
Proof. Without loss of generality, we assume α < 1. We use the operators K H on L 2 ([0, 1]) from [NO , Eq. , ] . Their exact form does not matter for us, for all their relevant properties we will use results of [NO ] .
,W is a standard Wiener process. Let us set
By Girsanov's theorem for fractional Brownian motions [NO , Thm ] we have that Y n := X n − x n 0 is a fractional H-Brownian motion on [0, 1] under the measure dP n = ρ n dP. Notice furthermore that while in our setup we defined fractional Brownian motions through the representation ( . ) , the statement of Lemma . only depends on the distribution of the process, in particular it applies to Y n . Therefore,
Therefore it remains to show that E ρ λ n ≤ N for all λ ∈ R. By Novikov's condition this is equivalent to
for all λ > 0. The H = 1/2 case is contained in [DG ] . Denote by h t = t 0 b(X n κn(s) ) ds the drift of X n s . For H < 1/2, by [NO , Eq. ] we have with some constant c = c(H)
where the last equality follows from ( . ) . This clearly implies ( . ) .
Notice that the definition of v By our assumption on α, we have αH − H − 1/2 > −1, so we can choose δ small enough so that β := α(H − δ) − H + 1/2 > 0. In this case the integral above is finite and by ( . ) we see that it equals to a constant times s β+1/2−H . Therefore |v (31) s | ≤ NḠ α , and the exponential integrabiliy ofḠ 2α yields ( . ) for v (31) 
By our assumption on α, for sufficiently small δ the exponent of n is negative, and so ( . ) holds for v (32) in place of v as well.
. 
A regularisation lemma
Let ψ and ϕ be two adapted processes such that []ψ[] C 1 ∞ ,[0,1] is finite. Then there exist ε 3 , ε 4 > 0 such that for all f ∈ C α , 0 ≤ s ≤ t ≤ 1, and p > 0, one has the bound
Let us check the conditions of the stochastic sewing lemma. We have
where we used Proposition ii to get the second equality. Invoking ( . ), we can write
The conditions ( . ) and ( . ) imply that for some ε 3 > 0, one has
Therefore, ( . ) 
The condition ( . ) implies αH − H > −1/2, so after integration with respect to r, we get the bound, for some ε 4 > 0,
As in the proof of Lemma . , it is easy to see that the process A necessarily coincides with
The bound ( . ) of Theorem . then yields precisely ( . ).
Proof of Theorem .
Proof. Let us denote
Choose ε 1 ∈ (0, 1/2) and ε 2 > 0 sufficiently small such that (γ − ε 1 )(1 − ε 2 ) ≥ γ − ε and 1/2 < (1/2 + ε 1 )(1 − ε 2 ) =: 1/2 + ε 5 . Then, taking into account ( . ) , for any S ≤ s ≤ t ≤ T we have
We wish to apply Lemma . . To this end, first note that []ψ[] C 1 ∞ ,[0,1] ≤ b L∞ . By ( . ) , one has H − αH < 1/2, so for any ε 6 ≥ 0, τ =: 1/2 + ε 6 satisfies ( . ) . For the rest of the argument we fix ε 6 ∈ (0, ε 3 ∧ ε 4 ). Therefore
Using this in ( . ) , dividing by |t − s| τ and taking supremum over S ≤ s ≤ t ≤ T , we get
with some ε 7 > 0. Fix an m ∈ N (not depending on n) so that N m −1/2−ε 7 ≤ 1/2. One gets
and thus also ψ S+1/m − ψ n S+1/m Lp(Ω) ≤ N ψ S − ψ n S Lp(Ω) + N n −γ+ε .
Starting from S = 0 and repeating k times, one can conclude
for any k = 1, . . . , m. Substituting back to ( . ) and since X − X n = ψ − ψ n , we arrive to the required bound ( . ) .
Malliavin calculus for the Euler-Maruyama scheme
In the multiplicative standard Brownian case, we first consider Euler-Maruyama schemes without drift: for any y ∈ R d define the processX n (y) by dX n t (y) = σ(X n κn(t) (y)) dB t ,X n 0 = y.
This process will play a similar role as B H in the previous section. Similarly to the proof Lemma . , we need sharp bounds on the conditional distribution ofX n t given F s , which can be obtained from bounds of the density ofX n t . A trivial induction argument yields that for t > 0,X n t indeed M E -M admits a density, but to our knowledge such inductive argument can not be used to obtain useful quantitative information.
While the densities of Euler-Maruyama approximations have been studied in the literature, see e.g. [GK , BT ] , none of the available estimates suited well for our purposes. Therefore our goal is to establish the following bounds.
Theorem . . Let σ satisfy ( . ) ,X n be the solution of ( . ) , and let G ∈ C 1 . Then for all t = 1/n, 2/n, . . . , 1 and k = 1, . . . , d one has ( . ) with some constant N = N (d, λ, σ C 2 ) and c = c(d, σ C 2 ) > 0.
We will prove Theorem . via Malliavin calculus. In our discrete situation, of course this could be translated to finite dimensional standard calculus, but we find it more instructive to follow the basic terminology of [Nua ] , which we base on the lecture notes [Hai ] .
Definitions
One can obtain a scalar product from · H , which we denote by ·, · H . Let us also denote I = {1, . . . , n} × {1, . . . , d}. One can of course view H as a copy of R I , with a rescaled version of the usual ℓ 2 norm. We denote by e (i,k) the element of H whose elements are zero apart from the i-th one, which is the k-th unit vector of R d . Set ∆W (i,k) = W k i/n − W k (i−1)/n . Then for any R-valued random variable X of the form
where F is a differentiable function, with at most polynomially growing derivative, the Malliavin derivative of X is defined as the H-valued random variable
In the sequel we also use the matrix norm on R d×d defined in the usual way M = sup x∈R d ,|x|=1 |M x|.
Recall that if M is positive semidefinite, then one has M = sup x∈R d ,|x|=1 x * M x. It follows that · is monotone increasing with respect to the usual order on the positive semidefinite matrices.
The following few properties are true in far larger generality, for the proofs we refer to [Hai ] . One easily sees that the derivative D satisfies the chain rule DG(X) = ∇G(X) · DX. The operator D is closable, and its closure will also be denoted by D, whose domain we denote by W ⊂ L 2 (Ω). The adjoint of D is denoted by δ. One then has that the domain of δ is included in W(H) and the following identity holds:
Stochastic difference equations
First let us remark that the equation ( . ) does not define an invertible stochastic flow: indeed, for any t > 0, y →X n t (y) may not even be one-to-one. Therefore in order to invoke arguments from the Malliavin calculus for diffusion processes, we consider a modified process equation that does define an invertible flow. Unfortunately, this new process will not have a density, but its singular part (as well as its difference from the original process) is exponentially small.
Take a smooth function ̺ : R → R such that ̺(r) = 1 for |r| ≤ (4 σ C 1 d 2 ) −1 , ̺(r) = 0 for |r| ≥ (2 σ C 1 d 2 ) −1 , and that satisfies |∂ k ̺| ≤ N for k = 0, . . . , 3 with some N = N (d, σ C 1 ) . Define the recursion, for x ∈ R d and j = 1, . . . , n
By our definition of ̺, for any j, ( . ) defines a diffeomorphism from R d to R d by x → X j (x). It is easy to see that its Jacobian J j (
It is also clear that D k i X m j = 0 for j < i, while for j > i we have the recursion
From now on we will usually suppress the dependence on x in the notation. Save for the initial conditions, the two recursions coincide for the matrix-valued processes J · and D i X · . Since the recursion is furthermore linear, j → J −1 j D i X j is constant in time. In particular, for j ≥ i ≥ 1, m) ), or, with the notation J i,j = J j J −1 i ,
Let us now define the eventΩ ⊂ Ω bŷ
as well as the (matrix-valued) random variables D i,j by
Clearly, onΩ, D i,j = D i X j . Note that for fixed m one may view D ·,m ·,j as an element of H, while for fixed i one may view D i,j as a d × d matrix. One furthermore has the following exponential bound onΩ. Proof. For each (i, k) ∈ I, since ∆W (i,k) is zero mean Gaussian with variance n −1 , one has
with some N ′ and c ′ > 0 depending only on d and σ C 1 , by the standard properties of the Gaussian distribution. Therefore,
We now fix (j, k) ∈ I, G ∈ C ∞ c , and we aim to bound |E∂ k G(X j )| in terms of t := j/n and G 0 , and some additional exponentially small error term. To this end, we define the Malliavin matrix M
As we will momentarily see (see ( . ) 
One then has by the chain rule that onΩ, ∂ k G(X j ) = DG(X j ), Y H . Therefore,
Recalling ( . ) , one has
Theorem . will then follow easily once we have the appropriate moment bounds of the objects above. Recall the notation t = j/n. Lemma . . Assume the above notations and let σ satisfy ( . ) . Then for any p > 0, one has the bounds
for all x ∈ R d , with some N = N (p, d, λ, σ C 2 ).
M E -M
Proof. As we before we omit the dependence on x ∈ R d in order to ease the notation. We first bound the moments of sup j J j . Recall that we have the recursion
where the matrix Γ t = (Γ t ) d q,k=1 is given by
By Itô's formula it follows that
Consequently, for j = 0, . . . , n we have that J j = Z j/n , where the matrix-valued process Z t satisfies
with matrices A s = (A q,k s ) d q,k=1 and B ℓ s = (B ℓ,q,k s ) d q,k=1 given by
Notice that there exists a constant N = N ( σ C 1 , ̺ C 2 ) such that almost surely, for all (t, x)
This bound combined with the fact that Z t satisfies ( . ) imply the bounds
We now bound the moments of sup j J −1 j . By ( . ) we get
Recall that for t ∈ [(j − 1)/n, j/n]
and that by the definition of ̺ and ( . ) , for all t ∈ [0, T ], the matrix I + Γ t is invertible. Hence, by Itô's formula, we have for t ∈ [(j − 1)/n, j/n]
Moreover, by definition or ̺, almost surely, for all (t, x) ∈ [0, T ] × R d one has
By ( . ) and ( . ) , for j = 1, ..., n we have that J −1 j =Z j/n , where the matrix valued process Z t is defined by
By this and the bounds ( . ) we have the bounds
Finally, from ( . ) and ( . ) we obtain ( . ) . The bound ( . ) immediately follows from ( . ) and the boundedness of σ.
Next, we show ( . ) . On the set of positive definite matrices we have that on one hand, matrix inversion is a convex mapping, and on the other hand, the function · p is a convex increasing mapping for p ≥ 1. It is also an elementary fact that if B λI, then (ABA * ) −1 ≤ λ −1 (AA * ) −1 . One then writes
Therefore ( . ) follows from ( . ) We now move to the proof of ( . ) . First of all, notice that the above argument yields
for all p > 0. Indeed, the proof of this is identical to the proof of ( . ) since (D i X j ) j≥i has the same dynamics as (J j ) j≥0 and initial condition
We start with a bound for sup r D i D r,j . By definition of D i,j we have that
where for A ∈ (R d ) ⊗2 , B ∈ (R d ) ⊗3 , the product AB or BA is an element of (R d ) ⊗3 that arises by considering B as a d × d matrix whose entries are elements of R d . We estimate the term D i J j .
As before, we have that D i J j = D i Z j/n , where Z is given by ( . ) . We have that D i Z t = 0 for t < i/n while for t ≥ i/n the process D i Z t =: Z i t satisfies
By the chain rule and ( . ) it follows that for p > 0 there exists
This combined with ( . ) shows that for the free-terms of ( . ) we have
The last one along with ( . ) and ( . ) imply that
By ( . ) , ( . ) , ( . ) , and the boundedness of σ, we see that
Finally, from ( . ) , ( . ) , the boundedness of ∇σ, and ( . ) we get
Recalling ( . ), we obtain
which combined with ( . ) gives
We proceed by obtaining a similar bound for the second term at the right hand side of ( . 
Then, notice that onΩ, for ℓ > j we have D ℓ,j = D ℓ X j = 0. Hence, by taking into account ( . ) and ( . ) we get
Summation over m, q gives
Therefore, we get
which by virtue of ( . ), ( . ) , and ( . ) gives
This combined with ( . ) , by virtue of ( . ), proves ( . ) . This finishes the proof. Proof of Theorem . Proof. Recalling that Y i = 0 for i > j, we can write, using ( . ) and ( . ) ,
One also has
Therefore, by ( . ) , we have the following bound on the main (first) term on the right-hand side of ( . )
As for the other two terms, Proposition . immediately yields
while for I 2 we can write
Therefore, by ( . ) , we obtain
and since onΩ, one has X j =X n j/n =X n t , the bound ( . ) follows.
Multiplicative Brownian noise
Quadrature estimates
Lemma . . Let y ∈ R d , ε 1 ∈ (0, 1/2), α ∈ (0, 1), p > 0. Suppose that σ satisfies ( . ) and thatX n :=X n (y) is the solution of ( . ) .
with some N = N (α, p, d, ε 1 , λ, σ C 2 ).
Proof. It clearly suffices to prove the bound for p ≥ 2, and, as in [DG ] , for f ∈ C ∞ . We put for 0 ≤ s ≤ t ≤ T A s,t := E s t s (f (X n r ) − f (X n κn(r) )) dr.
M B
Let us check that all the conditions ( . )-( . ) of the stochastic sewing lemma are satisfied. Note that E s δA s,u,t = 0, and so condition ( . ) trivially holds, with C 2 = 0. As for ( . ) , let s ∈ [k/n, (k + 1)/n) for some k ∈ N 0 . Suppose first that t ∈ [(k + 4)/n, 1]. We write
For I 2 we write,
We have E kn(r) f X n kn(r) + (W r − W kn(r) )σ(X n kn(r) ) = P σ(X n kn(r) )(r−kn(r)) f (X n kn(r) ), so with g(x) := g n r (x) := f (x) − P σ(x)(r−κn(r)) f (x) we have I 2 = E s t (k+4)/n E (k+1)/n g n r (X n κn(r) ) dr.
Moreover, notice that by ( . ) we have for a constant N = ( σ C 1 , α)
First we focus on bounding g in a negative regularity space. To this end, let us define, for β ∈ [−1, 0) , the norm
We also use the shorthand δ = r − κ n (r) ≤ n −1 . We can then write 
with summation over i implied. It is well known that |∂ z i P ε (z)| ≤ N |z|ε −1 P ε (z).
Furthermore,
Since σ satisfies ( . ) , by ( . ) , ( . ) , and ( . ) we see that
ε −1 |z| + δ −1 |y| 2 + 1 |y|P ε (z)P σ(x−z)δ (y) dy dz ≤ N |f L∞ (ε −1/2 δ 1/2 + δ 1/2 ) ≤ N f L∞ ε −1/2 n −1/2 .
One also has the trivial estimate P ε g L∞ ≤ 2 f L∞ , and combining these two bounds yields
for all β ∈ [−1, 0). Note that the restriction ofX n t (·) to the gridpoints t = 0, 1/n, . . . , 1 is a Markov process with state space R d . Therefore we can write |E (k+1)/n g(X n κn(r) (y))| = |Eg(X n κn(r)−(k+1)/n (x))| x=X n (k+1)/n (y) ≤ sup x∈R d |Eg(X n κn(r)−(k+1)/n (x))|.
Since g ∈ C α/2 we have that (I + ∆)u = g where u ∈ C 2+(α/2) and u C 2+(α/2) ≤ N g C α/2 , u C 1+2ε 1 ≤ N g C−1+2ε 1 .
Hence, by combining ( . ) , ( . ) , ( . ) , ( . ) , and ( . ), we get |E (k+1)/n g(X n κn(r) (y))| ≤ sup x∈R d |E(u + ∆u)(X n κn(r)−(k+1)/n (x))| ≤ N u C 1 |κ n (r) − (k + 1)/n| −1/2 + N u C 2 e −cn ≤ N u C 1+2ε 1 |κ n (r) − (k + 1)/n| −1/2 + N u C 2 e −cn ≤ N g C −1+2ε 1 |κ n (r) − (k + 1)/n| −1/2 + N g C α/2 e −cn ≤ N f C α n −1/2+ε 1 |κ n (r) − (k + 1)/n| −1/2
Putting this back into ( . ) one obtains I 2 Lp(Ω) ≤ N f L∞ n −1/2+ε 1 t (k+4)/n |κ n (r) − (k + 1)/n| −1/2 dr ≤ N f C α |t − s| 1/2 n −1/2+ε 1 ≤ N f C α |t − s| 1/2+ε 1 n −1/2+2ε 1 ,
where we have used that n −1 ≤ |t − s|. The bound for I 1 is straightforward: Therefore, A s,t Lp(Ω) ≤ N f C α n −1/2+2ε 1 |t − s| 1/2+ε 1 .
It remains to show the same bound for t ∈ (s, (k + 4)/n]. Similarly to the above we write A s,t Lp(Ω) ≤ t s f (X r ) − f (X kn(r) ) Lp(Ω) dr ≤ N f L∞ |t − s| ≤ N f L∞ n −1/2+ε 1 |t − s| 1/2+ε 1 .
using that |t − s| ≤ 4n −1 and ε 1 < 1/2. Thus, ( . ) holds with C 1 = N f C α n −1/2+2ε 1 . From here we conclude the bound ( . ) exactly as is Lemma . .
. . Girsanov transform
Lemma . . Let α ∈ [0, 1], take ε 1 ∈ (0, 1/2), ε 2 ∈ (0, 1). Let b ∈ L ∞ , σ satisfy ( . ) , and X n be the solution of ( . ) . Then for all f ∈ C α , 0 s t 1, n ∈ N, and p > 0, one has the bound t s (f (X n r ) − f (X n κn(r) )) dr Lp(Ω) N f C α (n −1/2+2ε 1 |t − s| 1/2+ε 1 ) 1−ε 2 ( . ) with some N = N ( b L∞ , p, d, α, ε 1 , ε 2 , λ, σ C 2 ).
Proof. Let us set ρ = exp − 1 0 (σ −1 b)(X n κn(r) ) dB r − 1 2 1 0 |(σ −1 b)(X n κn(r) )| 2 dr and define the measureP by dP = ρdP. By Girsanov's theorem, X n solves ( . ) with aP-Wiener processB in place of B. Since Lemma . only depends on the distribution ofX n , we can apply it to X n , to bound the desired moments with respect to the measureP. Going back to the measure P can then be done precisely as in [DG ] : the only property needed is that ρ has finite moments of any order, which follows easily from the boundedness of b and ( . ).
A regularisation lemma
The replacement for the heat kernel bounds from Proposition . is the following estimate on the transition kernelP of ( . ) . Similarly to before, we denoteP t f (x) = Ef (X t (x)), where X t (x) is the solution of ( . ) with initial condition X 0 (x) = x. The following bound then follows from [Fri , Theorem / / ].
Proposition . .
Assume b ∈ C α , α > 0 and f ∈ C α ′ , α ′ ∈ [0, 1]. Then for all 0 < t ≤ 1, x, y ∈ R d one has the bounds ) with some N = N (d, α, λ, b C α , σ C 1 ).
