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Abstract
Verifying identity documents from a large Central Identity Database(CIDB) is always challenging and it
get more challenging when we need to verify a large number of documents at the same time. Usually
most of the time we setup a gateway server connected to the CIDB and it serve all the identity document
verification requests. Though it work well, there are still chances that this model will collapse in high
traffic. We obviously can tune the system to be sustainable, but the process is economically expensive.
In this paper we propose an economically cheaper way to verify ID documents with private BitTorrent
network and hash function.
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i. Introduction
When verifying an individual identity(ID) document from a large Central Identity Database or
CIDB we mostly prefer traditional gateway server based client-server model. Though it work well,
the system may face some issues if the load get highly increased. In that case it may need certain
upgrades to scale it’s operations. But these upgrades are economically quite expensive and
resource consuming too. Besides, these public gateway servers has some security concerns too.
Like, these open API gateway servers are often a subject to massive DDoS[1] attacks. Obviously
by taking some counter measures we can defeat these, but still these measures are expensive.
BitTorrent[2], a distributed file sharing system which can efficiently share large files over a peer-
to-peer network. Facebook[3] and Twitter[4] has made their deployment fast and efficient with it.
Even UK Government[5] is using it to distribute their datasets. Our idea is to use this BitTorrent[2]
technology to build a private peer-to-peer grid of nodes where every node will have an encrypted
version of CIDB in it, which will be referred as Distributable Identity Database or DIDB. Thus,
each of these nodes with DIDB will be able to act as an identity document verification server
on demand. As the DIDB will be encrypted, extracting data from DIDB would be impossible.
Moreover, we will make it fairly small by encryption and therefore we will be able to store them in
average machines. Then these machines will enter the private network as nodes. This will largely
cut the expense of setting up and running this identity verification system with no compromise
at the other end. Machines outside of the private network, will not be allowed to have the DIDB.
But they will be able to send verification requests to the private nodes directly by IP addresses.
This distributed identity verification system will also ensure the isolation of the CIDB form the
outside world. Hereby, security strength of CIDB will be enhanced. Furthermore, this system
will barely need human interactions like security or maintenance, means high autonomy and
less chance of human error.
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ii. Hash Function
Hash function[6] is a special type of cryptography mechanism which generate the output from
the input by algorithm only, no key is involved in the process. The length of output is always
fixed and the hashing process can not be reversed. Thus, these functions often called One Way
Hash Function[7]. Usually in a hash function, hundreds of one way hashing operations get done
sequentially and the results from earlier operations get used in generating the later ones. So, to
reverse the hashing process one need to guess hundred percent correct pieces for all the way back.
A single wrong piece will give a totally different output and finding these with trial and error
has a very large number of combinations to guess. Therefore, we can say these hash functions
are completely irreversible. In this paper, we will evaluate our concept with SHA-256(truncate
mode)[8]. We choose SHA-256[9] cause it is battle tested for hash collision with some very good
use cases in history, like Bitcoin[10], the oldest blockchain network which is doing excellent even
though it has reached 4 quadrillion hashes per second[11] by 2014.
iii. System Design
In our concept we will take a portion of CIDB data and put it in DIDB after encryption. Then
the DIDB will be distributed over our private peer-to-peer network. ID document verification
requests will be served on demand basis from these peers. And the nodes who will host the
DIDB, can do the verification inside them by querying the DIDB clone they have. Now we will
explore the technical facts to achieve that.
a. Data Type Selection
The CIDB store various types of data. For example, there are 46 fields in a new voter registration
form[12] of Bangladesh Election Commission. But for ID document verification we will use only
some common information found in a standard ID document. Like, in a smart NID card[13],
provided by Bangladesh Election Commission, we see these information, (1)ID Serial, (2)Name,
(3)Date of Birth, (4)Blood Group, (5)Place of Birth and (6)Issue Date. We will use these to evaluate
our concept.
Figure 1: Process of creating data hash with multiple types of data
We can get these data from the chip or the barcode in the smart card or we can input them
manually. Anyway, we will first bundle these data together and then by SHA-256(truncate mode)[8]
we will turn the bundled data into hash. This will secure the data and save a lot of space as well.
But for indexing them in order to enhance query speed, the hash will be prefixed with birth
year-month before going to DIDB.
b. Disk Space Management
We are storing 6 characters of birth year-month with 40 characters of data hash. So each block of
data will be,
2
( 40+6 ) bytes = 46 bytes
Therefore, if the number of identities in a CIDB is n then total disk space required for DIDB is,
( n × 46 ) bytes
For example, the population of Bangladesh is now a little less than 170 million[14]. Then for
Bangladesh we need,
170000000×46
1024×1024×1024 = 7.28294253349 ≈ 7.30 gigabytes
On average 2.7 million[15, 16, 17] voters get enlisted each year in Bangladesh. Here we have added
an extra 0.3 million to this value to minimize any hypothetical error. Then for 3 million increase in
the CIDB each year, our DIDB will grow,
3000000×46
1024×1024 = 131.607055664 ≈ 132 megabytes/year
So after 10 years the DIDB will grow,
132×10
1024 = 1.2890625 ≈ 1.29 gigabytes
As machines with less than 500GB storage capacity is almost a myth now, this 1.29GB increase in
the DIDB data volume is the very last thing to worry about.
c. DIDB Architecture
As our application is more performance driven and we have a very low variety of data to store,
thus we will put all the ID data one by one like a long string.
yyyymm︷ ︸︸ ︷
198012
Identity Data Hash︷ ︸︸ ︷
aa f 4c61ddcc5e8a2dabede0 f 3b482cd9aea9434d︸ ︷︷ ︸
Single Idenity Record
And the DIDB engine will know that every 46 characters represent a single ID data, of which the
first 6 characters are the birth year-month and the rest 40 characters are the data hash. But storing
all the records in a single file has some performance drawbacks. Therefore, it is better to split the
DIDB into small chunks and splitting 7.30GB in 4.9MB of chunk will give-
7.30×1024 MB
4.9 MB = 1525.55102041 ≈ 1526 files
Here, we will use LevelDB[18] to index those files by birth year-month which will enhance the
query speed. To get an idea of the process we can explore Bitcoin core file system[19] a bit.
d. Data Validation
We will validate DIDB files by SHA-256[20] checksum. For Bangladesh there would 1526 chunks of
files and each file will be 64 bytes then,
1526×64
1024×1024 = 0.09313964843 ≈ 0.094 megabytes
e. Network Architecture
Outside machines will be able to send verification requests to private nodes directly by IP
addresses. Either by a server or DHT[21] the IP addresses can be relayed outside.
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Figure 2: A diagram of distributed ID document verification network
In a private node client there would be three modules, (1)DIDB, (2)Private BitTorrent[2] Client and
(3)Integrated Server. The BitTorrent[2] module will synchronize the DIDB and the integrated server
will serve the verification requests.
f. Managing DIDB Updates
We can auto generate DIDB after a specific time period and if the new DIDB is 10GB then to get
it with 1MB/s we may need,
10 GB
1 MB/s =
10240 MB
1 MB/s =
10240
60×60 = 2.844 ≈ 3.0 hours
So all the private nodes will get it within 3 hours on average. For individual updates like a
correction of an ID data in CIDB, the DIDB file updated in the main node will be identified by
checksum and hereby will be updated.
g. Verification Requests From Outside
First, a machine outside of the private network, will generate the parameter by hashing all the
inputs and prefixing it with the birth year-month. Then it will ask the trusted server for the list
of private nodes IP addresses if it does not have it already.
Figure 3: A verification request life-cycle
After that it will send the verification request with the parameter to a private node IP address
selected from the list. On failure of the private node we may try any other IP from the list.
h. Concept Implementation
Our concept is quite easy to implement. We just need the client application and the DIDB gener-
ation module to generate the DIDB form CIDB. No further network or hardware modifications
are necessary. Moreover, a fairly large portion of our needed software can be found in open
source[22, 23, 24, 25] which will reduce needed resource to implement or test this concept.
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iv. Cost Benefits Analysis
Here we presented the number of branches of only the state-owned banks, Bangladesh Election
Commission and public universities of Bangladesh with a hypothetically least number of machines
they run everyday. By machine we are referring to a computer with at least 2GB RAM, 500GB
HDD and an average CPU. Servers or big machines are not included here.
Institutions Branches PCs Total
Bangladesh Bank[26] 10 50 500
Janata Bank Limited[27] 914 5 4570
Agrani Bank Limited[28] 956 5 4780
Rupali Bank Limited[29] 672 5 3360
Sonali Bank Limited[30] 1218 5 6090
Bangladesh Krishi Bank[31] 1038 5 5190
Election Commission[32] 500 5 2500
Public Universities[33] 45 10 450
Total 27440
This above number represent a tiny portion of machines run each day in government offices
of Bangladesh. Most of these are mainly used to browse web or do some word processing or
spreadsheet things. So, if one percent of these machines join our ID document verification private
network, then we have,
27440 × 1% = 274.40 ≈ 274 nodes
And if each node serve 100 requests/second then together this network of nodes can handle,
274 × 100 = 27400 requests/second
We admit that current Oracle Exadata Database Machine[34, 35] based ID data management system
of Bangladesh Election Commission is more feature rich than our DIDB based system and we will
not compare them. Rather we will analyze here the benefits of running them jointly.
a. Economic Benefits
As these nodes are consuming electricity anyway either we use hundred percent of them or not.
So, we can run our ID verification system in background of these nodes with no extra cost. On
the other hand by running it this way will make using ID document verification gateway like
Porichoy[36] obsolete.
b. Offline Verification
This offline verification is a quite interesting benefit of this system. In this network the nodes can
go offline as they need. But they must need to get synced with the latest DIDB after coming
online. As we said earlier, every node will response to verification requests by querying their
local DIDB clone, hereby they will be able to do so in offline mode too when they get requests
internally or from another node connected by LAN. Sometime we may need to verify identity
document in a remote place or just after a natural disaster where communication is disrupted
or at a place where getting internet is very difficult. In those cases we can use this system to
verify the identity documents offline. But where ever we use this offline feature, we must need
to ensure proper security and take counter measures that the DIDB inside the offline device does
not get manipulated.
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c. Faster Verification
As the data will be replicated in a number nodes, the verification will be much faster with almost
no cost. And if any node is busy or unable to process the request, then the verification request
can be forwarded to other private nodes.
d. High Sustainability
In the gateway server model, if the gateway server or CIDB is busy or unable to serve requests,
then nobody will get served. But in our DIDB based distributed system, these peers can act as
server. Thus ,the probability of getting served all the time is very high. If any node is unable
to handle request we can ask another node by choosing another IP address, which proves the
sustainability of this distributed system.
e. Isolation of CIDB
This system will make the use of CIDB for ordinary identity document verification obsolete.
Therefore isolation of this central identity database or CIDB can be possible, which will enhance
the security of the CIDB as well as the save the resource which would be needed for validating
the ordinary identity document verification.
v. Conclusion
Usually in Bangladesh, people need to submit copy of an identity document where it is required.
But verifying the content of that copied document while receiving it, often never done. It mostly
happen because of either general practice or lake of a sustainable system. Thus there is still a
probability left for fraud. By verifying the copy of ID documents at the time of receiving we can
reduce this chance of fraud a lot. However, though we described this concept for ID document
verification, it will work for verifying other identity documents like passport or driver’s license
or tax certificates too.
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