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Abstract—Reachability analysis provides formal guarantees for
performance and safety properties of nonlinear control systems.
Here, one aims to compute the backward reachable set (BRS)
or tube (BRT) – the set of states from which the system can
be driven into a target set at a particular time or within
a time interval, respectively. The computational complexity of
current approaches scales exponentially, making application to
high-dimensional systems intractable. We propose a technique
that decomposes the dynamics of a general class of nonlinear
systems into subsystems which may be coupled through common
states, controls, and disturbances. Despite this coupling, BRSs
and BRTs can be computed efficiently using our technique
without incurring additional approximation errors and without
the need for linearizing dynamics or approximating sets as
polytopes. Computations of BRSs and BRTs now become orders
of magnitude faster, and for the first time BRSs and BRTs
for many high-dimensional nonlinear control systems can be
computed using the Hamilton-Jacobi (HJ) formulation. In situa-
tions involving bounded adversarial disturbances, our proposed
method can obtain slightly conservative results. We demonstrate
our theory by numerically computing BRSs and BRTs using the
HJ formulation for several systems, including the 6D Acrobatic
Quadrotor and the 10D Near-Hover Quadrotor.
I. INTRODUCTION
Many important real-world systems are described by com-
plex nonlinear models whose behavior can be non-intuitive
and difficult to predict. These systems include power [2], [3],
biological [4], [5], and robotic systems such as autonomous
cars and unmanned aerial vehicles [6], [7]. With the recent
advancements of sophisticated system modeling in these areas,
the dimensionality of system models has grown significantly.
Many of these systems are also safety-critical, making their
verification extremely important. As a result, computation-
ally tractable tools for the analysis of these nonlinear, high-
dimensional, and safety-critical systems are urgently needed.
Verification of systems is challenging for many reasons.
First, all possible system behaviors must be accounted for.
This makes most simulation-based approaches insufficient,
and thus formal verification methods are needed. Second,
many practical systems are affected by disturbances in the
environment. In addition, the systems evolve in continuous
time with complex, nonlinear dynamics. Lastly, perhaps the
most difficult challenge of all is that these systems often have
high-dimensional state spaces.
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Theorem 2 of this paper is partially taken from our conference paper [1].
Reachability analysis is an important formal verification
method for guaranteeing performance and safety properties
of systems. However, current methods do not simultaneously
address all of the above challenges. For example, [8], [9] excel
in determining whether system trajectories from a small set
of initial conditions could potentially enter a set of unsafe
states, but do not provide the backward reachable set (BRS)
or tube (BRT) – the set of all initial states from which
entering some target set is inevitable. Due to the challenges of
computing BRSs and BRTs, the state-of-the-art methods need
to make trade offs on different axes of considerations such as
computational scalability, generality of system dynamics, ex-
istence of control and/or disturbance variables, and flexibility
in representation of sets.
For example, the methods presented in [10]–[14] have
had success in analyzing relatively high-dimensional affine
systems using sets of pre-specified shapes, such as polytopes
or hyperplanes. Other potentially less scalable methods are
able to handle systems with the more complex dynamics
[11], [15]–[18]. Computational scalability varies among these
different methods, with the most scalable methods requiring
that the system dynamics do not involve control and distur-
bance variables. The work in [19] accounts for both control
and disturbances, but is only applicable to linear systems.
Methods that can account for general nonlinear systems such
as [20] also sometimes represent sets using simple shapes such
as polytopes, potentially sacrificing representation fidelity in
favor of the other aspects mentioned earlier. Hamilton-Jacobi
(HJ) formulations [21]–[24] excel in handling general nonlin-
ear dynamics, control and disturbance variables, and flexible
set representations via a grid-based approach; however, these
methods are the least computationally scalable. Still other
methods make a variety of other assumptions to make desirable
trade offs [25]–[27]. In addition, under some special scenarios,
it may be possible to obtain small computational benefits
while minimizing trade offs in other axes of consideration by
exploiting system structure [28]–[33].
In this paper, we present a system decomposition method
for computing BRSs and BRTs of a class of nonlinear sys-
tems. Our method drastically reduces dimensionality without
making any other trade offs. Our method first computes
BRSs for lower-dimensional subsystems, and then reconstructs
the full-dimensional BRS without incurring additional ap-
proximation errors other than those arising from the lower-
dimensional computations. Crucially, the subsystems can be
coupled through common states, controls, and disturbances.
The treatment of this coupling distinguishes our method from
others which consider completely decoupled subsystems, po-
tentially obtained through transformations [34], [35]. Since
BRTs are also of great interest in many situations, we prove
conditions under which BRTs can also be decomposed.
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The theory we present in this paper is compatible with any
methods that compute BRSs and BRTs, such as [11], [15],
[16], [28], [31] and others mentioned earlier. In addition, when
different decomposition methods are combined together, even
more dimensionality reduction can be achieved. This paper
will be presented as follows:
• In Sections II and III we introduce the basic concept of
reachability, and all the definitions needed for our proposed
decomposition technique.
• In Sections IV and V we present our theoretical results re-
lated to decomposing BRSs for systems involving a control
variable, but not involving a disturbance variable.
• In Section VI we show how BRTs can be decomposed.
• In Section VII we demonstrate our decomposition method
on high-dimensional systems.
• In Section VIII we discuss how the presence of disturbances
affects the above theoretical results.
• We will also present numerical results obtained through
the Hamilton-Jacobi (HJ) reachability formulation in [22]
throughout the paper to validate our theory.
II. BACKGROUND
There are various formulations for computing the BRS and
BRT when the system dimensionality is low. In this section,
we give the basic mathematical problem setup to provide a
foundation on which we build the new proposed theory.
A. System Dynamics
Let z ∈ Rn be the system state, which evolves according
to the ordinary differential equation (ODE)
dz(s)
ds
= z˙(s) = f(z(s), u(s)), s ∈ [t, 0], u(s) ∈ U (1)
In general, the theory we present is applicable when some
states are periodic dimensions (such as angles), but for sim-
plicity we will consider Rn. The control is denoted by u(s),
with the control function u(·) ∈ U being drawn from the set
of measurable functions.
The control signal u ∈ U ⊂ Rnu is compact and t < 0.
The system dynamics, or flow field, f : Rn × U → Rn is
assumed to be uniformly continuous, bounded, and Lipschitz
continuous in1 z for fixed u. Therefore, given u(·) ∈ U, there
exists a unique trajectory solving (1) [36]. We will denote
solutions, or trajectories of (1) starting from state z at time t
under control u(·) as ζ(s; z, t, u(·)) : [t, 0] → Rn. ζ satisfies
(1) with an initial condition almost everywhere:
d
ds
ζ(s; z, t, u(·)) = f(ζ(s; z, t, u(·)), u(s))
ζ(t; z, t, u(·)) = z
(2)
Since the dynamics (1) is time-invariant, the time variables
in trajectories can also be shifted by some constant2 τ :
ζ(s; z, t, u(·)) = ζ(s+ τ ; z, t+ τ, u(·)),∀z ∈ Rn (3)
1For the remainder of the paper, we will omit the notation “(s)” from
variables such as z and u when referring to function values.
2In this case, it is implicit that the control function u(·) is also time-shifted
by the same amount τ .
B. Backward Reachable Sets and Tubes
We consider two different definitions of the BRS and two
different definitions of the BRT.
Intuitively, a BRS represents the set of states z ∈ Rn from
which the system can be driven into some set T ⊆ Rn at the
end of a time horizon of duration |t|. We call T the “target set”.
First we define the “Maximal BRS”; in this case the system
seeks to enter T using some control function. We can think
of T as a set of goal states. The Maximal BRS represents the
set of states from which the system is guaranteed to reach T .
The second definition is for the “Minimal BRS”; in this case
the BRS is the set of states that will lead to T for all possible
controls. Here we often consider T to be an unsafe set such
as an obstacle. The Minimal BRS represents the set of states
that leads to violation of safety requirements. Formally, the
two definitions of BRSs are below3:
Definition 1: Maximal BRS.
R(t) = {z : ∃u(·) ∈ U, ζ(0; z, t, u(·)) ∈ T }
Definition 2: Minimal BRS.
A(t) = {z : ∀u(·) ∈ U, ζ(0; z, t, u(·)) ∈ T }
While BRSs indicate whether a system can be driven into
T at the end of a time horizon, BRTs indicate whether a
system can be driven into T at some time during the time
horizon of duration |t|. Figure 1 demonstrates the difference.
BRTs are very important notions especially in safety-critical
applications, in which we are interested in determining the
“Minimal BRT”: the set of states that could lead to danger at
some time within a specified time horizon. Formally, the two
definitions of BRTs are as follows:
Definition 3: Maximal BRT.
R¯(t) = {z : ∃u(·) ∈ U,∃s ∈ [t, 0], ζ(s; z, t, u(·)) ∈ T }
Definition 4: Minimal BRT.
A¯(t) = {z : ∀u(·) ∈ U,∃s ∈ [t, 0], ζ(s; z, t, u(·)) ∈ T }
The terms “maximal” and “minimal” refer to the role of the
optimal control [37]. In the maximal (or minimal) case, the
control causes the BRS or BRT to contain as many (or few)
states as possible – to have maximal (or minimal) size.
While BRSs and BRTs indicate sets of states of interest,
from a practical implementation perspective controller syn-
thesis based on the reachable sets is extremely important.
Much of the prior work on reachable set computations also
include controller synthesis, which is usually done by casting
the reachability problem as an optimal control or optimization
problem, often with a functional representation of BRSs and
BRTs. The controller is given as decision variables in the
optimization [17], [21], [22], [24], [38], [39]. We will not
delve into the details of controller synthesis, since the theory
we present in this paper is agnostic to these details.
3Sometimes in the literature, the argument of R, A, R¯, or A¯ is some non-
negative number τ = −t; however, for simplicity we will use the non-positive
number t to refer to the time horizon of the BRS and BRT.
Fig. 1: The difference between a BRS and a BRT. The dashed
trajectory starts at z1 and passes through T during the period
[t, 0], but exits T by the end of the time period. Therefore the
z1 is in the BRT, but not in the BRS. The solid trajectory
starting from z2 is in T at the end of the time period.
Therefore, z2 is in both the BRS and the BRT.
III. PROBLEM FORMULATION
In this paper, we seek to obtain the BRSs and BRTs in
Definitions 1 to 4 via computations in lower-dimensional
subspaces under the assumption that the system (1) can be
decomposed into self-contained subsystems (SCS) (5). Such a
decomposition is common, since many systems involve com-
ponents that are loosely coupled. In particular, the evolution of
position variables in vehicle dynamics is often weakly coupled
though other variables such as heading.
A. Definitions
1) Subsystem Dynamics: Let the state z ∈ Rn be parti-
tioned as z = (z1, z2, zc), with z1 ∈ Rn1 , z2 ∈ Rn2 , zc ∈
Rnc , n1, n2 > 0, nc ≥ 0, n1+n2+nc = n. Note that nc could
be zero. We call z1, z2, zc “state partitions” of the system.
Intuitively, z1 and z2, are states belonging to subsystems 1
and 2, respectively, and zc states belong to both subsystems.
Under the above notation, the system dynamics (1) become
z˙1 = f1(z1, z2, zc, u)
z˙2 = f2(z1, z2, zc, u)
z˙c = fc(z1, z2, zc, u)
(4)
In general, depending on how the dynamics f depend on u,
some state partitions may be independent of the control.
We group these states into subsystems by defining the SCS
states x1 = (z1, zc) ∈ Rn1+nc and x2 = (z2, zc) ∈ Rn2+nc ,
where x1 and x2 in general share the “common” states in
zc. Note that our theory is applicable to any finite number of
subsystems defined in the analogous way, with xi = (zi, zc);
however, without loss of generality (WLOG), we assume that
there are just two subsystems.
Definition 5: Self-contained subsystem. Consider the fol-
lowing special case of (4):
z˙1 = f1(z1, zc, u)
z˙2 = f2(z2, zc, u)
z˙c = fc(zc, u)
(5)
We call each of the subsystems with states defined as
xi = (zi, zc) a “self-contained subsystem” (SCS), or just
“subsystem” for short. Intuitively (5) means that the evolution
of each subsystem depends only on the subsystem states: x˙i
depends only on xi = (zi, zc). Explicitly, the dynamics of the
two subsystems are as follows:
z˙1 = f1(z1, zc, u) z˙2 = f2(z2, zc, u)
z˙c = fc(zc, u) z˙c = fc(zc, u)
(Subsystem 1) (Subsystem 2)
Note that the two subsystems are coupled through the
common state partition zc and control u. When the subsystems
are coupled through u, we say that the subsystems have
“shared control”.
An example of a system that can be decomposed into SCSs
is the Dubins Car with constant speed v: p˙xp˙y
θ˙
 =
 v cos θv sin θ
ω
 , ω ∈ U (6)
with state z = (px, py, θ) representing the x position, y
position, and heading, and control u = ω representing the
turn rate. The state partitions are simply the system states:
z1 = px, z2 = py, zc = θ. The subsystem states xi and the
subsystem controls wi are
x˙1 =
[
z˙1
z˙c
]
=
[
p˙x
θ˙
]
=
[
v cos θ
ω
]
x˙2 =
[
z˙2
z˙c
]
=
[
p˙y
θ˙
]
=
[
v sin θ
ω
]
u = ω
(7)
where the overlapping state is θ, and the subsystem controls
and their shared component is the control u itself. The control
partitions u1, u2 do not exist, since the state partitions z1, z2
do not depend on the control. For more examples of systems
decomposed into SCSs, see (59), (60) and other numerical
examples in this paper.
Although there may be common or overlapping states in x1
and x2, the evolution of each subsystem does not depend on
the other explicitly. In fact, if we for example entirely ignore
the subsystem x2, the evolution of the subsystem x1 is well-
defined and can be considered a full system on its own; hence,
each subsystem is self-contained.
2) Projection Operators: For the projection operators, it
will be helpful to refer to Fig. 2. Define the projection of a
state z = (z1, z2, zc) onto a subsystem state space Rni+nc as
proji(z) = xi = (zi, zc) (8)
This projects a point in the full dimensional state space
onto a point in the subsystem state space. Also define the
back-projection operator to be
proj−1(xi) = {z ∈ Z : (zi, zc) = xi} (9)
This back-projection lifts a point from the subsystem state
space to a set in the full dimensional state space. We will
also need the ability to apply the back-projection operator
on subsystems set to full dimensional sets. In this case, we
overload the back-projection operator:
proj−1(Si) = {z ∈ Z : ∃xi ∈ Si, (zi, zc) = xi} (10)
Fig. 2: This figure shows the back-projection of sets in the
z1-zc plane S1 and the z2-zc plane (S2) to the 3D space to
form the intersection shown as the black cube (S). The figure
also shows projection of a point z onto the lower-dimensional
subspaces in the z1-zc and z2-zc planes.
3) Subsystem Trajectories: Since each subsystem in (5)
is self-contained, we can denote the subsystem trajectories
ξi(s;xi, t, u(·)). When needed, we will write the subsystem
trajectories more explicitly in terms of the state partitions
as ξi(s; zi, zc, t, u(·)). The subsystem trajectories satisfy the
subsystem dynamics and initial condition:
d
ds
ξi(s;xi, t, u(·)) = gi(ξi(s;xi, t, u(s))
ξi(t;xi, t, u(·)) = xi
(11)
where gi(xi, u) = (fi(zi, zc, u), fc(zc, u)), and the full system
trajectory and subsystem trajectories are simply related to each
other via the projection operator:
proji
(
ζ(s; z, t, u(·))) = ξi(s;xi, t, u(·)) (12)
where xi = proji(z).
B. Goals of This Paper
We assume that the full system target set T can be written
in terms of the subsystem target sets T1 ⊆ X1, T2 ⊆ X2 in
one of the following ways:
T = proj−1(T1) ∩ proj−1(T2) (13)
where the full target set is the intersection of the back-
projections of subsystem target sets, or
T = proj−1(T1) ∪ proj−1(T2) (14)
where the full target set is the union of the back-projections
of subsystem target sets. Fig. 2 helps provide intuition for
these concepts: applying (13) to S1 and S2 results in the
black cube. Applying (14) would result in the cross-shaped
set encompassing both proj−1(S1) and proj−1(S2).
In practice, this is not a strong assumption, since T1 and T2
share the common variables zc. Relatively complex shapes, for
example those in Fig. 4 and 6, can be represented by an inter-
section or union of back-projections of lower-dimensional sets
that share common variables. In addition, such an assumption
is reasonable since the full system target set should at least be
representable in some way in the lower-dimensional spaces.
Next, we define the subsystem BRSs Ri,Ai the same way
as in Definitions 1 and 2, but with the subsystems in (5) and
subsystem target sets Ti, i = 1, 2, respectively:
Ri(t) = {xi : ∃u(·), ξi(0;xi, t, u(·)) ∈ Ti}
Ai(t) = {xi : ∀u(·), ξi(0;xi, t, u(·)) ∈ Ti}
(15)
Subsystem BRTs are defined analogously:
R¯i(t) = {xi : ∃u(·),∃s ∈ [t, 0], ξi(s;xi, t, u(·)) ∈ Ti}
A¯i(t) = {xi : ∀u(·),∃s ∈ [t, 0], ξi(s;xi, t, u(·)) ∈ Ti}
(16)
Given a system in the form of (5) with target set that can
be represented by (13) or (14), our goals are as follows.
• Decomposition of BRSs. First, we would like to com-
pute full-dimensional BRSs by performing computations in
lower-dimensional subspaces. Specifically, we would like to
first compute the subsystem BRSs Ri(t) or Ai(t), and then
reconstruct the full system BRS R(t) or A(t). This process
greatly reduces computation burden by decomposing the full
system into two lower-dimensional subsystems. Formally,
we would like to investigate the situations in which the
following four cases is true:
(13)⇒ R(t) = proj−1(R1(t)) ∩ proj−1(R2(t))
(13)⇒ A(t) = proj−1(A1(t)) ∩ proj−1(A2(t))
(14)⇒ R(t) = proj−1(R1(t)) ∪ proj−1(R2(t))
(14)⇒ A(t) = proj−1(A1(t)) ∪ proj−1(A2(t))
(17)
Results related to BRSs are outlined for SCSs in Theorems
1 and 2. In the case that the subsystem controls do not share
any components, Propositions 1 and 2 state stronger results.
• Decomposition of BRTs. BRTs are useful since they pro-
vide guarantees over a time horizon as opposed to at a
particular time. However, often BRTs cannot be decomposed
the same way as BRSs. Therefore, our second goal is to
propose how BRTs can be decomposed. These results are
stated in Propositions 3 and 4, and Theorem 3.
• Treatment of disturbances. Finally, we investigate how
the above theoretical results change in the presence of
disturbances. In Section VIII, we will show that slightly
conservative BRSs and BRTs can still be obtained using
our decomposition technique.
Tables I and ?? summarize our theoretical results and where
details of each result can be found.
IV. SELF-CONTAINED SUBSYSTEMS
Suppose the full system (1) can be decomposed into SCSs
given in (5). Then, the full-dimensional BRS can be re-
constructed without incurring additional approximation errors
from lower-dimensional BRSs in the situations stated in The-
orem 1 and 2.
Remark 1: If T represents states the system aims to reach,
then R(t) represents the set of states from which T can be
reached. If the system goal states are the union of subsystem
goal states, then it suffices for any subsystem to reach its
subsystem goal states, regardless of any coupling that exists
between the subsystems. Theorem 1 states this intuitive result.
TABLE I: Backward Reachable Set Decomposition
Section IV V VIII-A VIII-B
Shared Controls Yes No Yes No
Shared Disturbance No No Yes Yes
Target Intersection Union Intersection Union Intersection Union Intersection Union
Recover Max. BRS? No Yes, exact Yes, exact Yes, exact No Yes, consrv Yes, consrv Yes, consrv
Recover Min. BRS? Yes, exact No Yes, exact Yes, exact Yes, consrv No Yes, consrv Yes, consrv
Locations & Equation(s) Thm 2, (19) Thm 1, (18) Prop 1, (34)Thm 2, (19)
Thm 1, (18)
Prop 2, (35) Cor 4, (70) Cor 3, (68) Cor 5, (71) Cor 6, (73)
Summary of possible decompositions of the BRS, whether they are possible, and if so whether they are exact or conservative. Exact means that no
additional approximation errors are introduced. Note that in the cases marked “no” for shared control (or shared disturbance), the results hold for both
decoupled control (or disturbance) and for no control (or disturbance). All cases shown are for scenarios with shared states, with the shared states being zc
in (5); in the case that there are no shared states this becomes a straightforward decoupled system.
TABLE II: BRT Results for Reconstruction from Tubes
Section VI-A VIII-C
Shared Controls Yes No Yes No
Shared Disturbance No No Yes Yes
Target Intersection Union Intersection Union Intersection Union Intersection Union
Recover Max. BRT? No Yes, exact No Yes, exact No Yes, conserv No Yes, conserv
Recover Min. BRT? No No No Yes, exact No No No Yes, conserv
Equation(s) N/A Prop 3, (40) N/A Prop 3, (40)Prop 3, (41) N/A Cor 7, (74) N/A
Cor 7, (74)
Cor 8, (75)
TABLE III: BRT Results for Reconstruction from Sets
Section VI-B VIII-C
Shared Controls Yes No Yes No
Shared Disturbance No No Yes Yes
Target Intersection Union Intersection Union Intersection Union Intersection Union
Recover Max. BRT? Yes, exact Yes, conserv
Recover Min. BRT? Yes, exact* Yes, exact*
Equation(s) Prop 4, (42)Thm 3, (44)
Cor 9, (76)
Thm 3, (44)
Summary of possible decompositions of the BRT, whether they are possible, and if so whether they are exact or conservative. Exact means that no
additional approximation errors are introduced. Note that in the cases marked “no” for shared control (or shared disturbance), the results hold for both
decoupled control (or disturbance) and for no control (or disturbance). All cases shown are for scenarios with shared states, with the shared states being zc
in (5); in the case that there are no shared states this becomes a straightforward decoupled system. We assume that exact sets are available to compute those
BRTs that require the union of sets.
* the solution here can be found only if the minimum BRSs are non-empty for the entire time period.
Theorem 1: Suppose that the full system in (1) can be
decomposed into the form of (5), then
T = proj−1(T1) ∪ proj−1(T2)
⇒ R(t) = proj−1(R1(t)) ∪ proj−1(R2(t))
(18)
Remark 2: If T represents the set of unsafe states, then
A(t) is the set of states from which the system will be driven
into danger. Thus outside of A(t), there exists a control for
the system to avoid the unsafe states. For the system to avoid
T , it suffices to avoid the unsafe states in either subsystem,
regardless of any coupling that exists between the subsystems.
Theorem 2 formally states this intuitive result.
Theorem 2: Suppose that the full system in (1) can be
decomposed into the form of (5), then
T = proj−1(T1) ∩ proj−1(T2)
⇒ A(t) = proj−1(A1(t)) ∩ proj−1(A2(t))
(19)
To prove the theorems, we need some intermediate results.
Lemma 1: Let z¯ ∈ Z, x¯i = proji(z¯),Si ⊆ Xi. Then,
x¯i ∈ Si ⇔ z¯ ∈ proj−1(Si) (20)
Proof of Lemma 1: Forward direction: Suppose x¯i ∈ Si,
then trivially ∃xi ∈ Si, proji(z¯) = xi. By the definition of
back-projection in (10), we have z¯ ∈ proj−1(Si).
Backward direction: Suppose z¯ ∈ proj−1(Si), then by (10)
we have ∃xi ∈ Si, proji(z¯) = xi. Denote such an xi to be xˆi,
and suppose x¯i /∈ Si. Then, we have xˆi 6= x¯i, a contradiction,
since x¯i = proji(z¯) = xˆi.
Corollary 1: If S = proj−1(S1) ∪ proj−1(S2), then
z¯ ∈ S ⇔ x¯1 ∈ S1 ∨ x¯2 ∈ S2, where x¯i = proji(z¯)
Corollary 2: If S = proj−1(S1) ∩ proj−1(S2), then
z¯ ∈ S ⇔ x¯1 ∈ S1 ∧ x¯2 ∈ S2, where x¯i = proji(z¯)
A. Proof of Theorem 1
We will prove the following equivalent statement:
z¯ ∈ R(t)⇔ z¯ ∈ proj−1(R1(t)) ∪ proj−1(R2(t)) (21)
Consider the relationship between the full system trajectory
and subsystem trajectory in (12). Define x¯i = proji(z¯) and
ξi(0; x¯i, t, u(·)) = proji(ζ(0; z¯, t, u(·))).
We first prove the backward direction. By Corollary 1, (21)
is equivalent to
x¯1 ∈ R1(t) ∨ x¯2 ∈ R2(t) (22)
WLOG, assume x¯1 ∈ R1(t). By the subsystem BRS
definition in (15), this is equivalent to
∃u(·), ξ1(0; x¯1, t, u(·)) ∈ T1 (23)
By Lemma 1, we equivalently have z¯ ∈ proj−1(R1(t)).
This proves the backward direction.
For the forward direction, we begin with z¯ ∈ R(t), which
by Definition 1 is equivalent to ∃u(·), ζ(0; z¯, t, u(·)) ∈ T . By
Corollary 1, we then have
∃u(·), ξ1(0; x¯1, t, u(·)) ∈ T1 ∨ ξ2(0; x¯2, t, u(·)) ∈ T2 (24)
Finally, distributing “∃u(·)” gives (22).
B. Proof of Theorem 2
We will prove the following equivalent statement:
z¯ /∈ A(t)⇔ z¯ /∈ proj−1(A1(t)) ∩ proj−1(A2(t)) (25)
The above statement is equivalent to
z¯ ∈ Ac(t)⇔ z¯ ∈ [proj−1(A1(t))]c ∪ [proj−1(A2(t))]c (26)
By the Definition 2 (minimal BRS), we have that z¯ ∈ Ac(t)
is equivalent to ∃u(·) ∈ U, ζ(0; z¯, t, u(·)) ∈ T c. Also,
z¯ ∈ [proj−1(A1(t))]c ∪ [proj−1(A2(t))]c
is equivalent to x¯1 ∈ Ac1(t) ∨ x¯2 ∈ Ac2(t).
From here, we can proceed in the same fashion as the
proof of Theorem 1, with “R(t)” replaced with “Ac(t)”,
“proj−1(Ri(t))” replaced with “
[
proj−1(Ai(t))
]c
”, and “T ”,
“Ti” replaced with “T c”, “T ci ”, respectively.
The conditions for reconstruction the maximal BRS for an
intersection of targets, as well as the minimal BRS for a union
of targets, are more complicated and beyond the scope of this
paper. Table IV summarizes the results from this section.
TABLE IV: BRS Results from Section IV
Shared Controls Yes
Shared Disturbance No
Target Intersection Union
Recover Max. BRS? No Yes, exact
Recover Min. BRS? Yes, exact No
Equation(s) Thm 2, (19) Thm 1, (18)
Fig. 3: Comparison of the Dubins Car BRS A(t = −0.5)
computed using the full formulation and via decomposition.
Left top: BRSs in the lower-dimensional subspaces and how
they are combined to form the full-dimensional BRS. Top
right: BRS computed via decomposition. Bottom left: BRSs
computed using both methods, superimposed, showing that
they are indistinguishable. Bottom right: BRS computed using
the full formulation.
C. Numerical Example: The Dubins Car
The Dubins Car is a well-known system whose dynamics
are given by (6). This system is only 3D, and its BRS can
be tractably computed in the full-dimensional space, so we
use it to compare the full formulation with our decomposition
method. The Dubins Car dynamics can be decomposed ac-
cording to (7). For this example, we computed the BRS from
the target set representing positions near the origin in both the
px and py dimensions:
T = {(px, py, θ) : |px|, |py| ≤ 0.5} (27)
Such a target set T can be used to model an obstacle that
the vehicle must avoid. Given T , the interpretation of the
BRS A(t) is the set of states from which a collision with
the obstacle may occur after a duration of |t|. From T , we
computed the BRS A(t) at t = −0.5. The resulting full
formulation BRS is shown in Fig. 3 as the red surface which
appears in the bottom subplots. To compute the BRS using
our decomposition method, we write the unsafe set T as
T1 = {(px, θ) : |px| ≤ 0.5}, T2 = {(py, θ) : |py| ≤ 0.5}
T = proj−1(T1) ∩ proj−1(T2)
(28)
From T1 and T2, we computed the lower-dimensional BRSs
A1(t) and A2(t), and then reconstructed the full-dimensional
BRS A(t) using Theorem 2: A(t) = proj−1(A1(t)) ∩
proj−1(A2(t)). The subsystem BRSs and their back-
projections are shown in magenta and green in the top left
subplot of Fig. 3. The reconstructed BRS is shown in the top
left, top right, and bottom left subplots of Fig. 3 (black mesh).
Fig. 4: The Dubins Car BRS A(t = −0.5) computed using
the full formulation and via decomposition, other view angles.
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Fig. 5: Computation times of the two methods in log scale for
the Dubins Car. The time of the direct computation in 3D in-
creases rapidly with the number of grid points per dimension.
In contrast, computation times in 2D with decomposition are
negligible in comparison.
In the bottom left subplot of Fig. 3, we superimpose the full-
dimensional BRS computed using the two methods. We show
the comparison of the computation results viewed from two
different angles in Fig. 4. The results are indistinguishable.
Theorem 2 allows the computation to be performed in
lower-dimensional subspaces, which is significantly faster.
Another benefit of the decompositino method is that in the
numerical methods for solving the HJ PDE, the amount of
numerical dissipation increases with the number of state di-
mensions. Thus, computations in lower-dimensional subspaces
lead to a slightly more accurate numerical solution.
The computation benefits of using our decomposition
method can be seen from Fig. 5. The plot shows, in log-
log scale, the computation time in seconds versus the number
of grid points per dimension in the numerical computation.
One can see that the direct computation of the BRS in
3D becomes very time-consuming as the number of grid
points per dimension is increased, while the computation via
decomposition hardly takes any time in comparison. Directly
computing the BRS with 251 grid points per dimension in 3D
took approximately 80 minutes, while computing the BRS via
decomposition in 2D only took approximately 30 seconds! The
computations were timed on a computer with an Intel Core i7-
2600K processor and 16GB of random-access memory.
Fig. 6 illustrates Theorem 1. We chose the target set to be
T = {(px, py, θ) : px ≤ 0.5 ∨ py ≤ 0.5}, and computed
the BRS R(t), t = −0.5 via decomposition. No additional
approximation error is incurred in the reconstruction process.
The target set can be written as T = proj−1(T1)∪ proj−1(T1)
where T1 = {(px, θ) : px ≤ 0.5}, T2 = {(py, θ) : py ≤ 0.5}.
Fig. 6: Comparison of the R(t) computed using our decom-
position method and the full formulation. The computation
results are indistinguishable. Note that the surface shows the
boundary of the set; the set itself is on the “near” side of the
left subplot, and the left side of the right subplot.
V. SCSS WITH DECOUPLED CONTROL
In this section, we consider a special case of (5) in which
the subsystem controls do not have any shared components.
The results from IV still hold, and in addition we can state
the results in Propositions 1 and 2. The special case of (5) is
as follows:
z˙1 = f1(z1, zc, u1)
z˙2 = f2(z2, zc, u2)
z˙c = fc(zc)
(29)
where the subsystem controls do not have any shared com-
ponents, so that we have u = (u1, u2). Furthermore, we can
define the trajectory of zc as η(s; zc, t)), which satisfies
d
ds
ηc(s; zc, t) = fc(ηc(s; zc, t))
ηc(t; zc, t)) = zc
(30)
Note that since the trajectory ηc(s; zc, t) does not depend
on the control, we can treat ηc(s; zc, t) as a constant when
given zc and s. Therefore, given zc, the other state partitions
also become self-contained, with dynamics
z˙i = fi(zi, zc, ui) = fi(zi, ui; ηc(s; zc, t)) (31)
and with trajectories ηi(s; zi, zc, t, ui(·)) satisfying
d
ds
ηi(s; zi, zc, t, ui(·))
= fi(ηi(s; zi, zc, t, ui(·)), ui(s); ηc(s; zc, t))
ηi(t; zi, zc, t, ui(·)) = zi
(32)
Therefore, the subsystem trajectories can be written as
ξi(s;xi, t, ui(·)) =
(
ηi(s; zi, zc, t, ui(·)), ηc(s; zc, t)
)
(33)
Proposition 1: Suppose that the full system in (1) can be
decomposed into the form of (29). Then,
T = proj−1(T1) ∩ proj−1(T2)
⇒ R(t) = proj−1(R1(t)) ∩ proj−1(R2(t))
(34)
Proposition 2: Suppose that the full system in (1) can be
decomposed into the form of (29). Then,
T = proj−1(T1) ∪ proj−1(T2)
⇒ A(t) = proj−1(A1(t)) ∪ proj−1(A2(t))
(35)
Remark 3: Systems with fully decoupled subsystems in the
form of x1 = z1, x2 = z2 are a special case of (29). A
numerical example illustrating this case will be presented in
the 10D Near-Hover Quadrotor example in Section VII-B.
A. Proof of Proposition 1
We will prove the following equivalent statement:
z¯ ∈ R(t)⇔ z¯ ∈ proj−1(R1(t)) ∩ proj−1(R2(t)) (36)
By Definition 1 (maximal BRS), we have
z¯ ∈ R(t)⇔ ∃u(·), ζ(0; z¯, t, u(·)) ∈ T (37)
Consider the relationship between the full system trajectory
and subsystem trajectory in (12). Define
x¯i = (z¯i, z¯c) = proji(z¯), and
ξi(s; x¯i, t, ui(·)) = proji(ζ(0; z¯, t, u(·)))
By (33) we can write
(
ηi(s; z¯i, z¯c, t, ui(·)), ηc(s; z¯c, t)
)
= proji(ζ(0; z¯, t, u(·)))
Since T = proj−1(T1) ∩ proj−1(T2), (37) is equivalent to
∃ (u1(·), u2(·)) ,(
η1(s; z¯1, z¯c, t, u1(·)), ηc(s; z¯c, t)
) ∈ T1∧(
η2(s; z¯2, z¯c, t, u2(·)), ηc(s; z¯c, t)
) ∈ T2
(by Corollary 2)
(38)
⇔ ∃u1(·),
(
η1(s; z¯1, z¯c, t, u1(·)), ηc(s; z¯c, t)
) ∈ T1∧
∃u2(·),
(
η2(s; z¯2, z¯c, t, u2(·)), ηc(s; z¯c, t)
) ∈ T2
(since subsystem controls do not share components)
(39)
⇔ x1 ∈ R1(t) ∧ x2 ∈ R2(t)
(by definition of subsystem BRS in (15))
⇔ z¯ ∈ proj−1(R1(t)) ∩ proj−1(R2(t))
(by Corollary 2)
B. Proof of Proposition 2
This proof follows the same arguments as 1, but with “R”,
“∩”, “∃” replaced with “A”, “∪”, “∀”, respectively.
Remark 4: When the subsystem controls have shared com-
ponents, the control chosen by each subsystem may not agree
with the other. This is the intuition behind why the results of
Propositions 1 and 2 only hold true when there are no shared
components in the subsystem controls. Note that the theorems
hold despite the state coupling between the subsystems.
The results from this section are summarized in Table V.
TABLE V: BRS Results from Section V
Shared Controls No
Shared Disturbance No
Target Intersection Union
Recover Max. BRS? Yes, exact Yes, exact
Recover Min. BRS? Yes, exact Yes, exact
Equation(s) Prop 1, (34)Thm 2, (19)
Thm 1, (18)
Prop 2, (35)
VI. DECOMPOSITION OF REACHABLE TUBES
Sometimes, BRTs are desired; for example, in safety anal-
ysis, the computation of the BRT A¯(t) in Definition 2 is quite
important, since if the target set T represents an unsafe set of
states, then A¯(t) contains all states that would lead to some
unsafe state at some time within a duration of length |t|.
We now first discuss a special case where the full system
BRT can be directly reconstructed from subsystem BRTs in
Section VI-A, and then present a general method in which a
BRT can be obtained via the union of BRSs in Section VI-B.
A. Full System BRTs From Subsystem BRTs
Intuitively, it may seem like the results related to BRSs
outlined in Sections IV and V trivially carry over to BRTs,
and the relationship between BRSs and BRTs are relatively
simple; however, this is only partially true. The results related
to BRSs presented so far in this paper only easily carry over
for BRTs if T = proj−1(T1) ∪ proj−1(T2). This is formally
stated in the following Proposition:
Proposition 3: Suppose (14) holds, that is,
T = proj−1(T1) ∪ proj−1(T2)
Then, the full-dimensional BRT can be reconstructed from
the lower-dimensional BRTs without incurring additional ap-
proximation errors. For systems with SCSs as in (5), we have
R¯(t) = proj−1(R¯1(t)) ∪ proj−1(R¯2(t)) (40)
This can be proven by starting the proof of Theorem 1 with
Definition 3 for the BRT R¯(t) instead of Definition 1 for the
BRS R(t).
For systems with subsystem controls that do not share any
components, we in addition have
A¯(t) = proj−1(A¯1(t)) ∪ proj−1(A¯2(t)) (41)
This can be proven by starting the proof of Proposition 2
from Definition 4 for the BRT A¯(t) instead of Definition 2
for the BRS A(t). Note that (41) does not necessarily hold
for systems with shared controls.
B. BRTs From Union of BRSs
If T = proj−1(T1)∩proj−1(T2), the BRT cannot be directly
reconstructed from lower-dimensional BRTs because when
computing with BRTs, we lose information about the exact
time that a trajectory enters a set. Instead, we provide a
general method of obtaining the BRT that can also be used
in the case of Section VI-A: We first compute the BRSs, and
then take their union to obtain the BRT. For this case, we
show that R¯(t) = ⋃s∈[t,0]R(s), and A¯(t) = ⋃s∈[t,0]A(s)
when A(s) 6= ∅ ∀s ∈ [t, 0]. These results related to the
indirect reconstruction of BRTs are given in Proposition 4 and
Theorem 3
Proposition 4: ⋃
s∈[t,0]
R(s) = R¯(t) (42)
Theorem 3: ⋃
s∈[t,0]
A(s) ⊆ A¯(t) (43)
In addition, if ∀s ∈ [t, 0],A(s) 6= ∅, then⋃
s∈[t,0]
A(s) = A¯(t). (44)
Propositions 4 and the first part of Theorem 3 are known
[37], but we present them in our paper in greater detail for
clarity and completeness. The second part of Theorem 3 is
the main new result related to obtaining the BRT from BRSs.
Remark 5: The reason the theorems in Sections IV and V
trivially carry over when T = proj−1(T1) ∪ proj−1(T2) is
that in this case, any subsystem trajectory that reaches the
corresponding subsystem target set implies that the full system
trajectory reaches the full system target set.
In contrast, in the case T = proj−1(T1) ∩ proj−1(T2),
both subsystem trajectories must be in the corresponding
subsystem target sets at the same time. Mathematically, recall
the definitions of subsystem BRTs in (16):
A¯i(t) = {xi : ∀u(·),∃s ∈ [t, 0], ξi(s;xi, t, u(·)) ∈ Ti}
R¯i(t) = {xi : ∃u(·),∃s ∈ [t, 0], ξi(s;xi, t, u(·)) ∈ Ti}
The set of “s” during which each subsystem trajectory is
in Ti may not overlap for the different subsystems. In this
case, we can still first compute the BRSs in lower-dimensional
subspaces, and then convert the BRSs to the BRT using
Propositions 4 and Theorem 3.
C. Proof of Proposition 4
We start with Definition 1 (maximal BRS):
R(t) = {z : ∃u(·) ∈ U, ζ(0; z, t, u(·)) ∈ T }
If some state z is in the union
⋃
s∈[t,0]R(s), then there is
some s ∈ [t, 0] such that z ∈ R(s). Therefore, the union can
be written as
⋃
s∈[t,0]
R(s) = {z : ∃s ∈ [t, 0],∃u(·), ζ(0; z, s, u(·)) ∈ T }
(45)
Suppose z ∈ ⋃s∈[t,0]R(s), then equivalently
∃s ∈ [t, 0],∃u(·) ∈ U, ζ(0; z, s, u(·)) ∈ T (46)
Using (3), the time-invariance of the system, we can shift
the trajectory time arguments by t− s to get
∃s ∈ [t, 0],∃u(·) ∈ U, ζ(t− s; z, t, u(·)) ∈ T (47)
Since s ∈ [t, 0]⇔ t− s ∈ [t, 0], we can equivalently write
∃s ∈ [t, 0],∃u(·) ∈ U, ζ(s; z, t, u(·)) ∈ T (48)
We can swap the expressions ∃s ∈ [t, 0] and ∃u(·) ∈ U
without changing meaning since both quantifiers are the same:
∃u(·) ∈ U,∃s ∈ [t, 0], ζ(s; z, t, u(·)) ∈ T (49)
which is equivalent to z ∈ R¯(t) by Definition 3 (maximal
BRT).
D. Proof of Theorem 3
We first establish
⋃
s∈[t,0]A(s) ⊆ A¯(t). Consider Definition
2 (minimal BRS):
A(t) = {z : ∀u(·) ∈ U, ζ(0; z, t, u(·)) ∈ T }
If some state z is in the union
⋃
s∈[t,0]A(s), then ∃s ∈ [t, 0]
such that z ∈ A(s). Thus, the union can be written as
⋃
s∈[t,0]
A(s) = {z : ∃s ∈ [t, 0],∀u(·), ζ(0; z, s, u(·)) ∈ T }
(50)
Suppose z ∈ ⋃s∈[t,0]A(s), then
∃s ∈ [t, 0],∀u(·) ∈ U, ζ(0; z, s, u(·)) ∈ T (51)
Using (3), the time-invariance of the system, we can shift
the trajectory time arguments by t− s to get
∃s ∈ [t, 0],∀u(·) ∈ U, ζ(t− s; z, t, u(·)) ∈ T (52)
Since s ∈ [t, 0]⇔ t− s ∈ [t, 0], we can equivalently write
∃s ∈ [t, 0],∀u(·) ∈ U, ζ(s; z, t, u(·)) ∈ T (53)
Let such an s ∈ [t, 0] be denoted s¯, then
∀u(·) ∈ U, ζ(s¯; z, t, u(·)) ∈ T
⇒ ∀u(·) ∈ U,∃s ∈ [t, 0], ζ(s; z, t, u(·)) ∈ T (54)
By Definition 4, we have z ∈ A¯(t).
Next, given ∀s ∈ [t, 0],A(s) 6= ∅, we show ⋃s∈[t,0]A(s) ⊇
A¯(t). Equivalently, we show
z /∈
⋃
s∈[t,0]
A(s)⇒ z /∈ A¯(t) (55)
First, observe that by the definition of minimal BRS, we
have that if any state z¯ ∈ A(t), then
∀s ∈ [t, 0],∀u(·) ∈ U, ζ(s; z¯, t, u(·)) ∈ A(s) (56)
since otherwise, we would have for some s¯ ∈ [t, 0],
∃u(·) ∈ U, ζ(s¯; z¯, t, u(·)) /∈ A(s¯)
⇒ ∃u(·) ∈ U, ζ(0; ζ(s¯; z¯, t, u(·)), s¯, u(·)) /∈ T
⇔ ∃u(·) ∈ U, ζ(0; z¯, t, u(·)) /∈ T
(57)
which contradicts z¯ ∈ A(t).
Given z /∈ A(t), there exists some control u¯(·) such that
ζ(0; z, t, u¯(·)) /∈ T = A(0). Moreover, we must have ∀s ∈
[t, 0], ζ(s; z, t, u¯(·)) /∈ T , since otherwise, we would have ∃sˆ
such that
ζ(sˆ; z, t, u¯(·)) ∈ T = A(0)
⇒ z = ζ(t; z, t, u¯(·)) ∈ A(t− sˆ) (58)
which contradicts z /∈ ⋃s∈(t,0)A(s).
Using time-invariance of the system dynamics, we have
∀s ∈ [t, 0], ζ(0; z, t − s, u¯(·)) /∈ T , which is equivalent to
∀s ∈ [t, 0], ζ(0; z, s, u¯(·)) /∈ T . Therefore, ∃u(·) ∈ U,∀s ∈
[t, 0], ζ(0; z, s, u¯(·)) /∈ T ⇔ z /∈ A¯(t).
Remark 6: When ∃s ∈ [t, 0],A(s) = ∅, it is currently not
known whether the union of the BRSs A(s) will be equal
to the BRT A¯(t) or a proper subset of the BRT A¯(t). Both
are possibilities. Finding a weaker condition under which the
union of BRSs equals to the BRT is an important future
direction that we plan to investigate.
Remark 7: Note that Proposition 4 and Theorem 3 also hold
for decoupled control.
TABLE VI: BRT Results for Reconstruction from Tubes
Shared Controls Yes No
Shared Dstb. No No
Target Intersection Union Intersection Union
Recover
Max. BRT? No Yes, exact No Yes, exact
Recover
Min. BRT? No No No Yes, exact
Equation(s) N/A, seeTable VII
Prop 3,
(40)
N/A, see
Table VII
Prop 3, (40)
Prop 3, (41)
TABLE VII: BRT Results for Reconstruction from Sets
Shared Controls Yes No
Shared Disturbance No No
Target Intersection Union Intersection Union
Recover Max. BRT? Yes, exact
Recover Min. BRT? Yes, exact*
Equation(s) Prop 4, (42)Thm 3, (44)
E. Numerical Results
Fig. 7: The BRT computed directly in 3D (red surface)
and computed via decomposition in 2D (black mesh). Using
our decomposition techinque, we first compute the BRSs
A(s), s ∈ [−0.5, 0], and then obtained the BRT by taking
their union.
We now revisit the Dubins Car, whose full system and
subsystem dynamics are given in (6) and (7) respectively.
Using the target set T given in (27) and writing T in the
form of (28), we computed the BRT A¯(t), t = −0.5 by first
computing A(s), s ∈ [−0.5, 0], and then taking their union.
Fig. 7 shows the BRT A¯(t), t = −0.5 computed directly in
3D and via decomposition. Since A(s) 6= ∅ ∀s ∈ [−0.5, 0],
the reconstruction does not incur any additional approximation
errors.
VII. HIGH-DIMENSIONAL NUMERICAL RESULTS
In this section, we show numerical results for the 6D
Acrobatic Quadrotor and the 10D Near-Hover Quadrotor, two
systems whose exact BRSs and BRTs were intractable to
compute with previous methods to the best of our knowledge.
A. The 6D Acrobatic Quadrotor
In [40], a 6D quadrotor model used to perform backflips
was simplified into a series of smaller models linked to-
gether in a hybrid system. The Quadrotor has state z =
(px, vx, py, vy, φ, ω), and dynamics

p˙x
v˙x
p˙y
v˙y
φ˙
ω˙
 =

vx
− 1mCvDvx − T1m sinφ− T2m sinφ
vy
− 1m (mg + CvDvy) + T1m cosφ+ T2m cosφ
ω
− 1IyyC
φ
Dω − lIyy T1 + lIyy T2

(59)
where x, y, and φ represent the quadrotor’s horizontal, ver-
tical, and rotational positions, respectively. Their derivatives
represent the velocity with respect to each state. The control
inputs T1 and T2 represent the thrust exerted on either end
of the quadrotor, and the constant system parameters are m
for mass, CvD for translational drag, C
φ
D for rotational drag,
g for acceleration due to gravity, l for the length from the
quadrotor’s center to an edge, and Iyy for moment of inertia.
We decompose the system into the following subsystems:
x1 = (px, vx, φ, ω), x2 = (py, vy, φ, ω) (60)
For this example we will compute A(t) and A¯(t), which
describe the set of initial conditions from which the system
may enter the target set despite the best possible control to
avoid the target. We define the target set as a square of
length 2 centered at (px, py) = (0, 0) described by T =
{(px, vx, py, vy, φ, ω) : |px|, |py| ≤ 1}. This can be interpreted
as a positional box centered at the origin that must be avoided
for all angles and velocities. From the target set, we define
l(z) such that l(z) ≤ 0 ⇔ z ∈ T . This target set is then
decomposed as follows:
T1 = {(px, vx, φ, ω) : |px| ≤ 1}
T2 = {(py, vy, φ, ω) : |py| ≤ 1}
The BRS of each 4D subsystem is computed and then re-
combined into the 6D BRS. To visually depict the 6D BRS,
3D slices of the BRS along the positional and velocity axes
were computed. The left image in Fig. 8 shows a 3D slice
in (px, py, φ) space at vx = vy = 1, ω = 0. The yellow
Fig. 8: Left: 3D positional slices of the reconstructed 6D BRSs
at vx = vy = 1, ω = 0 at different points in time. The BRT
cannot be seen in this image because it encompasses the entire
union of BRSs. Right: 3D velocity slices of the reconstructed
6D BRSs at x, y = 1.5, φ = 1.5 at different points in time.
The BRT can be seen as the transparent gray surface that
encompasses the sets.
set represents the target set T , with the BRS in other colors.
Shown on the right in Fig. 8 are 3D slices in (vx, vy, ω) space
at px, py = 1.5, φ = 1.5 through different points in time. The
sets grow darker as time propagates backward. The union of
the BRSs is the BRT, shown as the gray surface.
B. The 10D Near-Hover Quadrotor
The 10D Near-Hover Quadrotor was used for experiments
involving learning-based MPC [41]. Its dynamics are
p˙x
v˙x
θ˙x
ω˙x
p˙y
v˙y
θ˙y
ω˙y
p˙z
v˙z

=

vx + dx
g tan θx
−d1θx + ωx
−d0θx + n0Sx
vy + dy
g tan θy
−d1θy + ωy
−d0θy + n0Sy
vz + dz
kTTz − g

(61)
where (px, py, pz) denotes the position, (vx, vy, vz) denotes
the velocity, (θx, θy) denotes the pitch and roll, and (ωx, ωy)
denotes the pitch and roll rates. The controls of the system
are (Sx, Sy), which respectively represent the desired pitch
and roll angle, and Tz , which represents the vertical thrust.
The system experiences the disturbance (dx, dy, dz) which
represents wind in the three axes. g denotes the acceleration
due to gravity. The parameters d0, d1, n0, kT , as well as
the control bounds U , that we used were d0 = 10, d1 =
8, n0 = 10, kT = 0.91, |ux|, |uy| ≤ 10 degrees, 0 ≤ uz ≤
2g, |dx|, dy ≤ 0.5 m/s, |dz| ≤ 1 m/s. The system can be
fully decoupled into three subsystems of 4D, 4D, and 2D,
respectively:
x1 = (px, vx, θx, ωx), x2 = (py, vy, θy, ωy), x3 = (pz, vz)
(62)
The target set is chosen to be
T = {(px, vx, θx, ωx, py, vy, θy, ωy, pz, vz) :
|px|, |py| ≤ 1, |pz| ≤ 2.5}
(63)
This target set can be written as T = ⋂3i=1 proj−1(Txi),
where proj−1(Txi), i = 1, 2, 3 are given by
T1 = {(px, vx, θx, ωx) : |px| ≤ 1}
T2 = {(py, vy, θy, ωy) : |py| ≤ 1}
T3 = {(pz, vz) : |pz| ≤ 2.5}
(64)
Since the subsystems do not have any common controls or
disturbances, and T = ⋂3i=1 proj−1(Txi), we can compute
the full-dimensional R(t) and R¯(t) by reconstructing lower-
dimensional BRSs and BRTs. A discussion of disturbances
can be found in Section VIII.
Fig. 9: 3D slices of the 10D BRSs over time (colored surfaces)
and BRT (black surface) for the Near-Hover Quadrotor. The
slices are taken at the indicated 7D point.
From the target set, we computed the 10D BRS and BRT,
R(s), R¯(s), s ∈ [−1, 0]. In the left subplot of Fig. 9, we
show a 3D slice of the BRS and BRT sliced at (vx, vy, vz) =
(−1.5,−1.8, 1.2), θx = θy = ωx = ωy = 0. The colored sets
show the slice of the BRSs R(s), s ∈ [−1, 0], with the times
color-coded according to the legend. The slice of the BRT is
shown as the black surface; the BRT is the union of BRSs by
Proposition 4.
The right subplot of Fig. 9 shows the BRS and
BRT in (θx, θy, vz) space, sliced at (px, py, pz) =
(−1.5, 0, 1), (vx, vy) = (1.2,−0.6), ωx = ωy = −0.5. To the
best of our knowledge, such a slice of the exact BRS and BRT
is not possible to obtain using previous methods, since a high-
dimensional system model like (61) is needed for analyzing
the angular behavior of the system.
VIII. HANDLING DISTURBANCES
Under the presence of disturbances, the full system dynam-
ics changes from (1) to
dz
ds
= z˙ = f(z, u, d), s ∈ [t, 0], u ∈ U , d ∈ D (65)
where d ∈ D represents the disturbance, with d(·) ∈ D drawn
from the set of measurable functions.
In addition, we assume that the disturbance function d(·) is
drawn from the set of non-anticipative strategies [22], denoted
Γ(t). We denote the mapping from u(·) to d(·) as γ[u](·) as
in [22]. The subsystems in (5) are now written as
z˙1 = f1(z1, zc, u, d)
z˙2 = f2(z2, zc, u, d)
z˙c = fc(zc, u, d)
(66)
In general, subsystem disturbances may have shared com-
ponents. Whether this is the case is very important, as some of
the results involving disturbances become stronger when the
subsystem disturbances do not have shared components.
Trajectories of the system and subsystems are now denoted
ζ(s; z, t, u(·), d(·)), ξi(s;xi, t, u(·), d(·)), and satisfy condi-
tions analogous to (2) and (11) respectively. We also need to
incorporate the disturbance into the BRS and BRT definitions:
A¯(t) = {z : ∃γ[u](·),∀u(·),∃s ∈ [t, 0],
ζ(s; z, t, u(·), γ[u](·)) ∈ T }
R¯(t) = {z : ∀γ[u](·),∃u(·),∃s ∈ [t, 0],
ζ(s; z, t, γ[u](·), d(·)) ∈ T }
A(t) = {z : ∃γ[u](·),∀u(·), ζ(0; z, t, u(·), γ[u](·)) ∈ T }
R(t) = {z : ∀γ[u](·),∃u(·), ζ(0; z, t, u(·), γ[u](·)) ∈ T }
(67)
Subsystem BRSs Ri,Ai, i = 1, 2 are defined analogously.
A. Self-Contained Subsystems
Under the presence of disturbances, the results from Section
IV carry over with some modifications. Theorems 1 and 2 need
to be changed slightly, and the reconstructed BRS is now an
approximation conservative in the right direction.
Corollary 3: Suppose that the full system in (1) can be
decomposed into the form of (66), then
T = proj−1(T1) ∪ proj−1(T2)
⇒ R(t) ⊇ proj−1(R1(t)) ∪ proj−1(R2(t))
(68)
To solve this, in the proof of Theorem 1, (24) becomes
∀γ[u](·),∃u(·), ξ1(0; x¯1, t, u(·), d(·)) ∈ T1∨
ξ2(0; x¯2, t, u(·), d(·)) ∈ T2
(69)
The expression “∀γ[u](·),∃u(·)” can no longer be dis-
tributed, thus making the reconstructed BRS a conservative
approximation of the true BRS in the right direction. By
conservative in the right direction, we mean that a state z
in the reconstructed BRS is guaranteed to be able to reach the
target.
Corollary 4: Suppose that the full system in (1) can be
decomposed into the form of (66), then
T = proj−1(T1) ∩ proj−1(T2)
⇒ A(t) ⊆ proj−1(A1(t)) ∩ proj−1(A2(t))
(70)
The proof of Theorem 2 makes the same arguments except
that it involves complements of sets instead. Again, the re-
constructed BRS is a conservative approximation of the true
BRS in the right direction, meaning that a state z outside of
the reconstructed BRS is guaranteed to be able to avoid the
target.
If the subsystem disturbances have no shared components,
then (69) becomes
∀ (γ1[u](·), γ2[u](·)) ,∃u(·), ξ1(0; x¯1, t, u(·), γ1[u](·)) ∈ T1∨
ξ2(0; x¯2, t, u(·), γ2[u](·)) ∈ T2
where γ[u](·) is written as (γ1[u](·), γ2[u](·)).
In this case, the expression “∀ (γ1[u](·), γ2[u](·)) ,∃u(·)”
can be distributed. Therefore, in this case Theorems 1 and
2 still hold.
B. Subsystems with Decoupled Control
For systems with decoupled control, but shared disturbance
in the subsystems, results from Section VIII-A still hold since
the system dynamics structure is a special case of that in
Section VIII-A. In addition, results from Section V hold with
some modifications. Propositions 1 and 2 need to be modified,
and again the reconstructed BRS is now an approximation
conservative in the right direction.
Corollary 5: Suppose that the full system in (1) can be
decomposed into the form of (29), with the addition of shared
disturbances. Then,
T = proj−1(T1) ∩ proj−1(T2)
⇒ R(t) ⊇ proj−1(R1(t)) ∩ proj−1(R2(t))
(71)
To prove this, we modify Proposition 1 by changing (38) to
∀γ[u](·),∃ (u1(·), u2(·))(
η1(s; z¯1, z¯c, t, u1(·), γ[u](·)), ηc(s; z¯c, t)
) ∈ T1∧(
η2(s; z¯2, z¯c, t, u2(·), γ[u](·)), ηc(s; z¯c, t)
) ∈ T2 (72)
The expression “∀γ[u](·),∃ (u1(·), u2(·))” cannot be dis-
tributed to lead to a statement analogous to (39). Hence,
the forward direction of Proposition 1 does not hold, and
conservativeness is introduced.
By the same reasoning, the result of Proposition 2 changes
to the following.
Corollary 6:
T = proj−1(T1) ∪ proj−1(T2)
⇒ A(t) ⊆ proj−1(A1(t)) ∪ proj−1(A2(t))
(73)
In both cases, conservative approximations of the BRS can
still be obtained.
TABLE VIII: BRS Results from Subsections VIII-A & VIII-B
Shared Controls Yes No
Shared Dstb. Yes Yes
Target Intersection Union Intersection Union
Recover
Max. BRT? No Yes, consrv Yes, consrv Yes, consrv
Recover
Min. BRT? Yes, consrv No Yes, consrv Yes, consrv
Equation(s) Cor 4, (70) Cor 3, (68) Cor 5, (71) Cor 6, (73)
C. Decomposition of Reachable Tubes
Under disturbances, the results from Section VI carry over
with modifications. For reconstruction from other BRTs, the
arguments in Proposition 3 do not change. However, in the
case where there are overlapping components in the subsystem
disturbances, the reconstructed BRTs become conservative
approximations:
Corollary 7: Suppose our system has coupled control and
disturbance as in (66), then
T = proj−1(T1) ∪ proj−1(T2)
⇒ R¯(t) ⊇ proj−1(R¯1(t)) ∪ proj−1(R¯2(t))
(74)
Corollary 8: Suppose our system has subsystem controls
that do not share any components, then
T = proj−1(T1) ∪ proj−1(T2)
⇒ A¯(t) ⊆ proj−1(A¯1(t)) ∪ proj−1(A¯2(t))
(75)
For Proposition 4, the union of the BRSs now becomes an
under-approximation of the BRT in general:
Corollary 9: Suppose our system has coupled control and
disturbance as in (66), then
T = proj−1(T1) ∩ proj−1(T2)
⇒
⋃
s∈[t,0]
R(s) ⊆ R¯(t) (76)
To show this, all arguments in the proof of Proposition 4
remain the same, except (45) no longer implies (49). Instead,
the implication is unidirectional:
∃s ∈ [t, 0],∀γ[u](·),∃u(·), ζ(0; z, s, u(·), γ[u](·)) ∈ T
⇒ ∀γ[u](·),∃u(·),∃s ∈ [t, 0], ζ(s; z, t, u(·), γ[u](·)) ∈ T
(77)
This is due to the switching of the order of the expressions
“∃s ∈ [t, 0]” and “γ[u](·)”. Therefore, the union of the BRSs
becomes an under-approximation of the BRT, a conservatism
in the right direction: a state in the under-approximated BRT
is still guaranteed to be able to reach the target.
In contrast to Proposition 4, all the arguments of Theorem 3
hold, since there no change of order of expressions involving
existential and universal quantifiers.
TABLE IX: BRT Results for Reconstruction from Tubes
Shared Controls Yes No
Shared Dstb. Yes Yes
Target Intersection Union Intersection Union
Recover
Max. BRT? No Yes, consrv No Yes, consrv
Recover
Min. BRT? No No No Yes, consrv
Equation(s) N/A Cor 7, (74) N/A Cor 7, (74)Cor 8, (75)
D. Dubins Car with Disturbances
Under disturbances, the Dubins Car dynamics are given by p˙xp˙y
θ˙
 =
 v cos θ + dxv sin θ + dy
ω + dθ

ω ∈ U , (dx, dy, dθ) ∈ D
(78)
TABLE X: BRT Results for Reconstruction from Sets
Shared Controls Yes No
Shared Disturbance Yes Yes
Target Intersection Union Intersection Union
Recover Max. BRT? Yes, conserv
Recover Min. BRT? Yes, exact*
Equation(s) Cor 9, (76)Thm 3, (44)
* the solution here can be found only if the minimum BRSs are non-empty
for the entire time period.
with state z = (px, py, θ), control u = ω, and disturbances d =
(dx, dy, dθ). The state partitions are z1 = px, z2 = py, zc = θ.
The subsystems states xi, controls wi, and disturbances bi are
x˙1 =
[
z˙1
z˙c
]
=
[
p˙x
θ˙
]
=
[
v cos θ + dx
ω + dθ
]
x˙2 =
[
z˙2
z˙c
]
=
[
p˙y
θ˙
]
=
[
v sin θ + dy
ω + dθ
]
uc = ω = u
d1 = dx, d2 = dy, dc = dθ
(79)
where the overlapping state is θ = zc. We assume that each
component of disturbance is bounded in some interval centered
at zero: |dx| ≤ d¯x, |dy| ≤ d¯y, |dθ| ≤ d¯θ. The subsystem
disturbances b1 and b2 have the shared component dθ.
Fig. 10: Minimal BRTs computed directly in 3D and via
decomposition in 2D for the Dubins Car under disturbances
with shared components. The reconstructed BRT is an over-
approximation of the true BRT. The over-approximated regions
of the reconstruction are indicated by the arrows.
Fig. 11: Minimal BRTs computed directly in 3D and via
decomposition in 2D for the Dubins Car under disturbances
without shared components. In this case, the BRT computed
using decomposition matches the true BRT.
Fig. 10 compares the BRT A¯(t), t = −0.5 computed di-
rectly from the target set in (27), and using our decomposition
technique from the subsystem target sets in (28). For this
computation, we chose d¯x, d¯y = 1, d¯θ = 5.
Since there is a shared component in the disturbances, the
BRT computed using our decomposition technique becomes
an over-approximation of the true BRT. One can see the over-
approximation by noting that the black set is not flush against
the red set, as marked by the arrows in Fig. 10.
Fig. 11 shows the same computation with d¯θ = 0, so
that subsystem disturbances effectively have no shared com-
ponents. In this case, one can see that the BRTs computed
directly in 3D and via decomposition in 2D are the same.
IX. CONCLUSIONS AND FUTURE WORK
In this paper, we presented a general system decomposition
method for efficiently computing BRSs and BRTs in several
scenarios. By performing computations in lower-dimensional
subspaces, computation burden is substantially reduced, allow-
ing currently tractable computations to be orders of magnitude
more faster, and currently intractable computations to become
tractable. Unlike related work on computation of BRSs and
BRTs, our method can significantly reduce dimensionality
without sacrificing any optimality.
Under disturbances, the reconstructed BRSs and BRTs
sometimes become slightly conservative approximations which
are still useful for providing performance and safety guaran-
tees. To the best of our knowledge, such guarantees for high-
dimensional systems are now possible for the first time. Our
decomposition technique can also be used in combination with
other dimensionality reduction or approximation techniques,
further alleviating the curse of dimensionality.
We are currently extending our decomposition technique
to other scenarios, including more representations of full-
dimensional sets in lower-dimensional subspaces and more
families of system dynamics. In addition, we look forward to
combining our technique with other related techniques such as
reinforcement learning and machine learning, automating the
system decomposition process, and demonstrating our theory
in hardware experiments.
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