The orthogonality of the cyclic prefix orthogonal frequency division multiplexing (CP-OFDM) modulation is ensured as long as the channel can be assumed constant across the duration of one CP-OFDM symbol period. Unfortunately, this assumption may not hold anymore for a large variety of emerging scenarios with mobility, high carrier frequency and multiple carrier frequency offsets. To tackle this issue, we propose a novel equalization structure. In contrast to existing works in the literature, the equalizer is obtained by considering a Taylor approximation of the ideal time-varying channel equalizer function. This results in an extremely simple implementation only consisting of per-subcarrier multiplications and FFT/IFFT operations. The general form of the equalizer is particularized to two specific cases: zero forcing and linear minimum mean squared error. Furthermore, the implementation complexity of the equalizers is computed and an analytical formula is proposed to efficiently evaluate their performance. Finally, numerical results demonstrate the efficiency of the proposed receivers as compared to the ideal one and previous works.
I. INTRODUCTION
W IRELESS communication channels are inherently selective in both frequency and time domains, i.e., multipath propagation leads to frequency selectivity whereas mobility and carrier frequency offset (CFO) inherently results in time selectivity. Frequency selectivity is conventionally addressed by the use of multicarrier modulations, which typically accept simple per-subcarrier equalization. This is the case of cyclic prefix based orthogonal frequency division multiplexing (CP-OFDM), which is the waveform universally employed in most recent wireless communications standards. The effect of time selectivity is usually neglected in this type of modulations, mainly because the channel can typically be assumed constant across the duration of a CP-OFDM symbol period.
These assumptions are no longer valid in recently considered high mobility scenarios, such as high speed trains or satellite extensions of the terrestrial components wireless systems. Additionally, the upcoming New Radio (NR) 5G standard introduces high frequency transmissions at millimeter waves (mmWave), for which the Doppler effects are much more significant than in conventional bands below 6 GHz. Furthermore, the recent development of massive MIMO architectures poses important challenges in the compensation of multiple CFOs. In the uplink, a large scale antenna array must demodulate the superposed transmission from multiple user equipments (UE), each one experimenting a different CFO. In the downlink, the use of cooperative communication architectures such as COoperative Multi-Point (COMP) require the demodulation of different symbol streams coming from multiple base stations (BS), which typically experiment different CFOs. Finally, the IEEE 802.11ax WiFi standard is expected to be released in 2019. While multiuser (MU) MIMO techniques were only available in downlink in previous IEEE 802.11ac standard, IEEE 802.11ax will allow to use MU MIMO in the uplink as well, which again leads to challenges in terms of CFO compensation. All these scenarios pose important challenges in terms of CP-OFDM signal demodulation under strong channel time selectivity.
There exist today a large body of literature that specifically targets the equalization of CP-OFDM signals in time selective channels. Most of the proposed solutions try to compensate the inter-carrier interference (ICI) that channel time variations originate in the frequency domain. In the presence of time selectivity, the equivalent channel matrix response after cyclic prefix removal and Fast Fourier Transform (FFT) is no longer diagonal, and this fact clearly leads to ICI. If the channel variations are mild enough, this matrix can be approximated as banded, and some specific methods that rely on this structure have been proposed in the literature. For example, [1] proposes to transform the approximate banded matrix into an extended block diagonal one, whereas [2] proposes an LDL factorization for band matrices in combination with a linear minimum mean squared error (LMMSE) equalizer. A variant of this method but implemented in the time domain is presented in [3] (see also [4] for a similar approach), whereas [5] proposes to use a time domain processor to enhance the band structure of the equivalent channel matrix after the receive FFT. This last approach is complemented in [6] with a low complexity block turbo-equalizer that exploits the banded nature of the equivalent channel matrix. An alternative approximation is given in [7] , where a self-interference cancellation scheme is proposed to equalize the CP-OFDM signal for general doubly selective channels.
There exists a number of approaches that model the time variations of the channel by truncating its representation in terms of a certain basis expansion. For example, [8] proposed the use of discrete prolate sequences in combination with an LMMSE equalizer, whereas [9] employed a complex exponential basis function in combination with the Viterbi or the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithms. On the other hand, [10] considered a general basis expansion and proposed an equalizer based on iterative methods that are commonly used to numerically solve systems of linear equations, whereas [11] and [12] respectively proposed a Cosine and Legendre basis expansion models for joint channel estimation and equalization using the Space Alternating Generalized Expectation Maximization (SAGE) algorithm. Other approaches try to approximate the channel variations using some parametric model. For example, the authors in [13] use a polynomial model to estimate the channel variations and then apply successive interference cancellation to remove the induced ICI.
A very interesting approach was proposed in [14] and later extended in [15] , where a truncated Taylor series expansion is used for the time-varying channel frequency response. Using this truncated expansion in combination with a banded approximation of the channel matrix, [15] proposed a simplified LMMSE equalizer that could be complemented by a decision-feedback receiver. Very similar approaches also exploiting the Taylor expansion of the channel frequency response were given in [16] and [17] . Recently, some equalizer structures for time varying channels have been proposed in [18] , [19] , which are based on the so-called partial FFT demodulation. The idea here consists in dividing the OFDM symbol time into shorter periods so that the channel can be approximated as constant on these shorter time spans. Then, a reduced size FFT is performed in these shorter time periods, and the result is properly combined by a linear processor, the coefficients of which are fixed to optimize the equalizer performance.
The above channel equalization algorithms have the problem that they are either based on ad-hoc approximations of the channel matrix (which is assumed to be essentially banded) or present a significant computational complexity (because they need matrix inversion, decoding, interference cancellation, etc.). In this paper, we propose an alternative approach that is somewhat similar to the Taylor series approximation in [15] . However, instead of considering the Taylor approximation of the channel frequency response, we propose to consider the Taylor approximation of the ideal time-varying channel equalizer. We will show that this will naturally lead to a family of CP-OFDM equalizers that are extremely simple to implement, mainly because they only require per-subcarrier processing and FFT/IFFT operations. Furthermore, our method offers a very simple way of controlling the quality of the equalizer output in terms of the number of terms of the Taylor approximation, so that one can a priori fix the number of stages so as to achieve a certain equalizer performance.
The rest of the paper is organized as follows. Section II presents the signal and channel model and introduces the Taylor approximation of the channel matrix. Section III presents the proposed channel equalizer in its general form, and particularizes its structure to some specific cases like ideal LMMSE and zero forcing (ZF). This section also presents a complexity analysis of the presented algorithms, in terms of both computation of the equalizer coefficients and complexity of its implementation. Section IV then provides a theoretical analysis of the performance of the proposed algorithm that can be used to fix the number of equalizer stages in order to achieve a certain link quality. Finally, Section V presents a numerical validation of the proposed method and Section VI concludes the paper.
A. Notations
Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively. Superscripts * , T and H stand for conjugate, transpose and Hermitian transpose operators. The symbols tr, E, and denote the trace, expectation, imaginary and real parts, respectively. j is the imaginary unit. The norm A is the Frobenius norm, i.e., A = √ tr(A H A).
O(x) denotes a quantity that decays to zero at least as the same rate as x. I N denotes the identity matrix of order N . ⊗ stands for the Kronecker product and δ n is the Kronecker delta. The diag(.) operator applied to a vector returns a diagonal matrix whose k−th diagonal entry is equal to the k−th entry of the argument vector.
II. SYSTEM MODEL

A. Transmission Model
Let us denote by M , N R and N T the number of subcarriers, the number of transmit and receive antennas respectively. We assume pure spatial multiplexing so that the number of spatial streams is equal to N T with N R ≥ N T . We assume that the cyclic prefix length is longer than the delay spread of the channel L, implying that successive OFDM multicarrier symbols are not interfering. For the sake of clarity and without loss of generality, we only consider the transmission of a single OFDM multicarrier symbol. In the same idea, we omit the effect of additive noise to focus on the interference induced by the time variations of the channel. Since the noise samples are not correlated with the data symbols, their effect can be studied independently, as will be shown in Section IV.
The OFDM symbol at antenna j, corresponding to one multicarrier symbol and before cyclic prefix insertion, is denoted by s j ∈ C M ×1 and is equal to
where F ∈ C M ×M is the unitary discrete Fourier transform matrix and d j ∈ C M ×1 is the vector of transmitted symbols corresponding to spatial stream j. The transmit signal at each antenna is obtained after inserting the cyclic prefix.
We denote by c i,j [l, n] the time-varying channel impulse response between transmit antenna j, receive antenna i, corresponding to sampling time index n and delay tap l with l = 0, . . . , L − 1. As a convention, we define the time samples n = 0 and n = M − 1 as the first and last samples of the multicarrier symbol before cyclic prefix insertion and after cyclic prefix removal. The received signal, after cyclic prefix removal, is defined as r i [n] for n = 0, . . . , M − 1 and for receive antenna i = 1, . . . , N R . Omitting the additive noise effect, we can write
where s j [n] is the n-th entry of vector s j and mod(M ) is the modulo operator. Defining
The structure of the matrix C i,j ∈ C M ×M is described in (1) shown at the bottom of this page, for the particular case L = 3 and for arbitrary transmit and receive antennas j and i. One should note that, unlike conventional OFDM under timeinvariant channel, the matrix C i,j is not circulant. Hence, taking the FFT at the receiver is not sufficient to convert the effect of the channel into a set of M parallel frequency flat MIMO channels, free from inter-carrier interference. This is critical as conventional receiver operations need to be revisited.
The demodulated symbols, after the FFT, at receive antenna i are given by z i = Fr i ∈ C M ×1 . Stacking the vectors r i and z i for i = 1, . . . , N R gives
where we defined the notations
B. Channel Model
A conventional OFDM processing, taking an FFT of the received signals at each antenna and performing per-subcarrier equalization, is not sufficient to compensate for the doubly selective nature of the channel. Instead, one could directly try to equalize the received signal r by equalizing the channel matrix C. However, this would have a prohibitive complexity burden as matrix C is of dimension N R M × N T M . Here, we propose an alternative representation of matrix C that will prove useful in Section III to derive the structure of the proposed equalizer, leveraging the computational efficiency of FFT's and IFFT's and resulting in a much lower complexity of implementation. To do this, we first need to make assumptions on the channel variations in time, which will allow us to derive rigorous bounds on the residual error of the proposed approximations in Section III and IV.
(As1): The time-varying channel c i,j [l, n] comes from the evaluation of the analog channelc i,j,l (t) at sampling time t = (n − M 2 ) T M , where T is the OFDM symbol period and the time t = 0 is chosen as the middle of the OFDM symbol. The Doppler spectrum of each channel tap, defined as φ i,j,l (ν), is assumed to be compactly supported in
One can note that the assumption of a compactly supported Doppler spectrum makes sense in practice. Indeed, channel variations are in practice bounded by physical constraints. When caused by CFOs, the channel Doppler spectrum is an atom at the corresponding frequency f d , which is compactly supported by definition. The same can be said if the channel variations are caused by scatterer, transmitter or receiver mobility. As an example, denoting by V the difference of speed between transmitter and receiver for static scatterers, the maximal Doppler shift is given by
where f c is the carrier frequency and c is the speed of light [20] . Since V , c and f c are finite, it makes sense to assume that the Doppler spectrum has a limited support. As an example, the classical Jakes spectrum, defined as
Structure of matrix C i,j ∈ C M ×M for the particular case L = 3.
satisfies (As1). Let us further define the vector c
where the coefficient c
is the r-th time derivative of the analog channelc i,j,l (t) evaluated at time t = 0. We are now in the position to introduce the main result of this section.
Proposition 1: Under (As1) and for a certain OFDM symbol period T , matrix C can be written as C =C(T ), with functioñ C(T ) defined as
where matrix D ∈ R M ×M is a real diagonal matrix whose n-th diagonal entry is given by (
Each block matrix C (r) i,j ∈ C M ×M is circulant and has vector Σc (r) i,j as its first column, where Σ ∈ R M ×L is a zero padding matrix that appends M − L zeros to c
Proof: The proof relies on a Taylor expansion of the channel with respect to its variations in time. See Appendix A.
Proposition 1 introduces a dependence ofC(T ) in an auxiliary variableT , even though C was obtained for a specific OFDM period T , i.e., C =C(T ). The reason for introducing the dependence inT will become clearer in Section III. Note that, for a fixed number of subcarriers M , a variation of the OFDM periodT influences how the channel will have varied from the beginning to the end of the OFDM block. In other words, it quantifies how much the entries of each diagonal of C i,j differ from one another. In the extreme theoretic caseT = 0, the OFDM symbol is concentrated in time, it does not suffer from the time variations of the channel and matrix C i,j becomes circulant again, as in the time-invariant OFDM case. Another motivation for introducing the notationC(T ) is that it will allow us to define the derivatives of the channel with respect to the variableT in Section III.
Moreover, one of the big advantages of using the Taylor expansion in Proposition 1 is that, as opposed to C i,j described in (1), matrices C (r) i,j have a circulant structure, which can be exploited for efficient processing using combination of FFT's and IFFT's. As a consequence, we can write the eigenvalue decomposition of matrix C
i,j ). Using this and the result of Proposition 1, we can rewrite C as
We can also rewrite the demodulated symbols in (2) as
The expression in (7) gives an intuition of the impact of timevarying channels on the demodulated symbols z. If the channel was time-invariant, we would have Λ (r) = δ r Λ (0) and only the first term of the sum would be present, i.e., z = Λ (0) d. This is the conventional result of OFDM systems under static channel conditions. The demodulated symbols at each subcarrier propagate through a frequency flat MIMO channel. Note that the same result would be obtained as T → 0. On the other hand, as the OFDM symbol duration T increases or the channel varies faster in time (meaning that the amplitude of the entries of Λ (r) are amplified for r > 0), the demodulated symbols suffer from inter-carrier interference through the circulant mixing matrix FD r F H and the channel derivatives in time Λ (r) , r > 0.
Note that we here chose T as the fundamental varying parameter. The impact of varying other system parameters can be inferred through the corresponding change of T . As an example, if, for a fixed bandwidth, M increases, it will induce a smaller subcarrier spacing 1/T and hence a larger T . As a result, the system would be more sensitive to time variations of the channel.
III. PROPOSED EQUALIZATION STRUCTURE
Examining (2) and (7), one can define the end-to-end transfer function
so that z = Hd. In order to recover the information symbol vector d, one can use a linear equalizer B ∈ C N T M ×N R M and obtain a symbol estimate asd = Bz. Different criteria may be used to design the equalizer B. For instance, the choice
gives the ZF equalizer if λ = 0 and the MMSE equalizer if λ is chosen as the inverse of the signal-to-noise ratio. It is clear that using this type of equalizer would be prohibitive in terms of complexity as it scales as O(N 3 T M 3 ) due to the matrix inversion. Furthermore, one would have to implement a large matrix multiplication to equalize the received samples. Therefore, we propose an approximation of the ideal equalizer B, leveraging the efficiency of FFT's and IFFT's and allowing for MIMO processing at the subcarrier level.
A. Equalizer Structure
Following the same formalism that we used to define the channel functionC(T ), we first define the functionH(T ) as the end-to-end transfer function from the transmitted symbols d to the demodulated symbols z for the auxiliary symbol period T and so that H =H(T ), i.e.,
Secondly, we can define the equalizer functionB(T ) which depends onH(T ) and hence, on the auxiliary variableT . The ideal equalizer B can be viewed as the evaluation ofB(T ) atT = T , i.e., B =B(T ). Furthermore, we introduce the following assumption on the smoothness of the equalizer functionB(T ).
(As2):
We denote by B (r) the r-th order derivative ofB(T ) evaluated atT = 0, i.e.,
.
Note that (As2) implies that the R + 1 first derivatives are bounded. We can now write the expression of the proposed equalizer. Theorem 1: Under (As2), an approximation of the ideal equalizer B =B(T ) of order R with respect to the channel variations in time is given bŷ
and, as T → 0, the approximation error can be bounded as
Proof: The proof is given in Appendix B. Theorem 1 provides an approximation of the transmitted symbols of order R with respect to the channel variations in time. Let us denote these estimated symbols asd R , defined aŝ d R =B R z.
B. Practical Implementation
This section aims at showing how to efficiently implement the proposed equalizers. To do this, we need to make a choice for the structure of the ideal equalizerB(T ). However, one should note that other general equalizer forms are also possible. Furthermore, we introduce the following notation that will prove useful to derive the expression of the equalizers
1) SISO, Zero Forcing: Let us first focus on the SISO case, N R = N T = 1 and the zero forcing case, λ = 0 so that the ideal equalizer function is set toB(T ) = (H(T )) −1 ∈ C M ×M and matrix Λ (r) is a M × M diagonal matrix. Using Theorem 1, the definition in (11) and the derivative rule dY −1 dt = −Y −1 dY dt Y −1 , we can find the different orders of approximation of the ideal equalizer B = H −1 .
The zero order approximation is simply given bŷ
which corresponds to the conventional single-tap per-subcarrier OFDM equalization. The first order approximation is given bŷ
and the second order approximation can be similarly obtained asB
The great advantage of the proposed equalizerB R is that it is extremely simple to implement. Indeed, the expression of the equalizers is only composed of diagonal matrices, which can be applied as scalar multiplications at the subcarrier level and FFT-IFFT pairs which only require O(M log(M )) operations. Furthermore, no matrix inversions are necessary even though the proposed equalizer approximates the ideal channel inverting equalizer B = H −1 . Fig. 1 shows the block diagram of the proposed equalizer for R = 0 (conventional OFDM receiver), R = 1 and R = 2. Note that the proposed equalizer was efficiently implemented combining the intermediate outputs of previous stages.
2) MIMO, MMSE:
Let us now consider the ideal MIMO equalizer given in (9) so that the ideal equalizer functionB(T ) is given bỹ
One should note that in the MIMO case, the matrix Λ (r) ∈ C N R M ×N T M defined in (6) is not diagonal. However, it has a N R × N T block structure where each submatrix Λ
m,i,j as the m-th diagonal element of i,j , we also define the matrix Λ (r)
which corresponds to the r-th derivative with respect to time of the MIMO channel frequency response evaluated at subcarrier m. One can relate matrices Λ (r) , Λ 
where e n,N ∈ R N ×1 is the n-th vector of the canonical basis. The expression (13) is very useful as it shows that a multiplication by the large matrix Λ (r) can be efficiently implemented on a subcarrier basis using Λ (r) m . The zero order approximation of the equalizer is given bŷ
which again corresponds to the conventional OFDM receiver with per-subcarrier MIMO channel equalization. Indeed, we can show that the large matrix inversion can actually be performed efficiently at the subcarrier level. Let us define
Using (13) One can note that the permuted matrix is block diagonal and hence, its inverse is given by another block diagonal matrix composed of the inverse of each block, i.e.,
The latter expression shows that the large matrix inversion X −1 can be efficiently computed and implemented at the subcarrier level using X −1 m . Let us define Ψ = (I N R ⊗ FDF H ), which corresponds to N R parallel weighted FFT-IFFT pairs. Using Theorem 1 and the definition in (11), the first order approximation of the ideal receiver is given bŷ The block diagram of this equalizer is depicted in Fig. 2 . As in the SISO case, the equalizer structure only consists in per-subcarrier multiplications and weighted-FFT-IFFT pairs.
C. Complexity Analysis
Two types of complexity for an equalizer can be distinguished: 1) the complexity of computing its coefficients and 2) the complexity of its implementation.
1) Coefficients Computation: The main advantage of the proposed equalizer is that the complexity of computing its coefficients is similar to that of the conventional single-tap OFDM receiver. Indeed, looking at Fig. 1 and Fig. 2 , we can see that the proposed equalizers use the same channel depending quantities as conventional OFDM: the channel frequency response at each subcarrier Λ (0) m and the regularized inverse of its Gram matrix X −1 m . The proposed equalizer only requires the additional computation of the time derivatives of the channel frequency response Λ (r) m at each subcarrier m and for 0 < r ≤ R. In this paper, we assumed that the receiver has perfect knowledge of the channel. In practice, this is of course not the case and the channel frequency response and its derivatives need to be estimated based on pilots scattered in time and frequency. Different options are possible to estimate the derivatives Λ (r) m for 0 < r ≤ R. A first option is to estimate them by finite difference between channel estimates Λ (0) m at successive OFDM symbols. Another option is to estimate the Doppler support of the channel and derive the time derivatives by computing an inverse Fourier transform. Note that, due to the time selectivity, pilot tones might suffer from ICI and proper schemes need to be used to avoid this issue [21] , [22] .
2) Implementation Complexity: On the other hand, the complexity of implementation of the proposed equalizers obviously requires more operations than conventional single-tap OFDM receivers. However, the additional operations only consist of FFT's and IFFT's and per-subcarrier matrix multiplications, which result in a low additional complexity burden. Table I shows the complexity of implementation of the proposed equalizer in terms of real-valued multiplications. For the calculation, we assumed that the number of subcarriers is a power of two and that an FFT/IFFT of size M requires M (log 2 (M ) − 3) + 4 real-valued multiplications using the split-radix algorithm [23] .
In the ZF N R = N T case, the channel matrix is square and this can leveraged to decrease the implementation complexity of the equalizer. For the R = 1 and R = 2, it respectively requires around three and seven times more real-valued multiplications than for the conventional single-tap OFDM equalizer. For the MMSE equalizer or the ZF equalizer with N R > N T , the equalizer is around six times more complex to implement than the conventional one for R = 1 and around 17 times more complex for R = 2. We will show in the simulation section that the R = 1 order of the proposed equalizer is already very efficient to compensate for the distortion implying that increasing the order R might not be necessary in conventional applications.
Note that the low implementation complexity of the presented equalizer is not achieved by most of the proposed solutions in the literature. As a comparison, in the SISO case, [13] would require O(M 2 ) multiplications to compute the channel matrix and perform interference cancellation. On the other hand, the serial and block equalizers studied in [2] , relying on a banded approximation of the channel matrix H and using LDL H factorization, would require O(MQ 2 ) multiplications with Q being the upper and lower bandwidth.
IV. PERFORMANCE ANALYSIS
We are interested in a practical expression for computing the performance of the proposed equalizer. This could for instance help the receiver to fix the value of R as a function of a I  IMPLEMENTATION COMPLEXITY OF THE EQUALIZER IN TERMS OF REAL-VALUED MULTIPLICATIONS performance target. In the following, we assume that the entries of the symbol vector d are i.i.d. random variables with zero mean and variance E S /N T .
We now also consider the effect of additive noise that we neglected so far. The equalized symbols are then given bŷ
where the vector w ∈ C N R M ×1 contains the noise samples. The figure of merit that we study is the NMSE of the equalized symbols, which correlation matrix is given by
where the expectation is taken over the transmitted symbols and the additive noise samples, for one specific channel realization C. Note that E R is a N T M × N T M correlation matrix. The variance of the NMSE associated to the k-th stream and to the m-th subcarrier is given by its m + kM diagonal entry for k = 0, . . . , N T − 1 while its trace gives the total aggregated NMSE. We assume that the noise is not correlated with the data symbols. If the received signal at each antenna is impacted by additive circularly-symmetric white Gaussian noise, with zero mean and variance N 0 , we find that
The additive noise contribution is easy to evaluate as the equal-izerB R is composed of low complexity operations such as FFT, IFFT and per-subcarrier multiplications. On the other hand, the distortion term E R,d , defined as
is composed of inter-carrier and inter-antenna interference and results from the fact that the channel is not perfectly inverted. This term is more complex to evaluate as it requires to perform the multiplication of large matrices and no a priori known structure of matrix H that can be exploited to simplify the computation. Therefore, we propose in the following an approximation of the distortion term E R,d , which can be efficiently computed and will prove very accurate in practical situations.
A. General Expression of the Distortion
Quite naturally, we define the R-th order approximation of H as the R-th order Taylor expansion ofH(T ) aroundT = 0 and evaluated atT = T givinĝ
We also define the following approximation of B R Ĥ
Theorem 2: An approximation of E R,d is given bŷ
and, under (As1)-(As2) and as T → 0, the error is bounded as
Proof: The proof is given in Appendix C. Theorem 2 gives a practical expression for evaluating the performance of the system. The main benefit of usingΨ R is that it only consists of basic operations such as per-subcarrier multiplications and FFT-IFFT pairs, which allows for low complexity computations. In the simulation section, we will see that the approximationÊ R,d is very close to the actual performance metric E R,d .
B. Zero Forcing Case
We now introduce additional assumptions, required by Corollary 1. The following theorem gives a compact approximation for the distortion E R,d in the case where the ideal equalizer functioñ B(T ) inverts the channel at the receiver (As3).
Corollary 1: Under (As1), (As2b) and (As3), the expression ofÊ R,d proposed in Theorem 2 simplifies tô
and, as T → 0, the error is bounded as
Proof: The proof is given in Appendix D.
The corollary shows that, under (As3), many terms related to the fact that the channel is not completely inverted are canceled, which greatly simplifies the expression ofÊ R,d . Note that, for instance,Ê 0,d may give the expression of the performance of the conventional OFDM receiver (R = 0). Indeed, the expression for the performance of a SISO zero forcing equalizer, as considered in Section III-B1, is 1
V. SIMULATION RESULTS
This section aims at demonstrating the performance of the proposed designs and approximations through simulations. Most results of this paper are derived using an asymptotic argument, meaning that they become true as the OFDM symbol period T goes to zero. We will show in the following that, even for highly time-varying channels, the symbol period T can be considered low enough so that the approximations are valid and match the simulation results. To quantify the amount of time selectivity relatively to the symbol period, we will use the product f d T in the following simulations.
We consider an OFDM system with M = 512 subcarriers and a channel length L = M 8 = 64. As previously explained, the parameter T is the fundamental parameter related to the system robustness to channel time variations. In this sense, varying the number of subcarriers M does not impact the system robustness as long as the product f d T remains constant. We assume that the cyclic prefix length is longer than L. Each channel tap φ i,j,l (ν) follows a Rayleigh distribution with an exponentially decaying power delay profile. We assume no spatial correlation between antennas. We consider two types of time-varying channels: either each tap has a Jakes Doppler spectrum (3) or the taps are static in time but each transmit antenna is impacted by a different carrier frequency offset, which models a typical MU MIMO scenario.
A. SISO Scenario 1) Performance of the Proposed Equalizer and Accuracy of the NMSE Approximation for One Channel Realization: Let us consider the SISO case first. In Fig. 3 , we consider one channel realization. For this realization, we plotted the NMSE at one OFDM multicarrier symbol as a function of the subcarrier index for a SNR E S N 0 = 25 dB and a product f d T = 0.1. We used a high SNR regime to highlight the gain of the proposed equalizers. Indeed, at low SNR's, the distortion power becomes negligible compared to the noise power. Different versions of the proposed equalizers are plotted: R = 1 and R = 2. The conventional OFDM implementation corresponds to single-tap per-subcarrier equalization (R = 0) and the ideal equalizer is given in (9) . A zero forcing is here considered, i.e., λ = 0. "block banded equalizer," which is obtained by approximating the ideal equalizer in (9) as
where the band matrix H Banded is obtained by selecting the main diagonal, the Q superdiagonals and Q subdiagonals of H, including its upper right and lower left elements. We chose the value Q = 2 as in [2] . We chose to compare to this type of equalizer as it is a well known reference in the literature and provides a good trade-off between performance and complexity of implementation. One can first see a clear gain of the proposed equalizers versus both the conventional receiver and the block banded equalizer. The gain becomes larger as R increases and gets close to the ideal equalizer curve. Furthermore, the simulated performance of the proposed receivers, plotted with crosses, matches the lines that represent the proposed approximation of the NMSE in Section IV, which imply that the proposed expressions are very accurate in practice. For the sake of clarity of the following figures, we will only plot the simulated performance of the proposed equalizers.
2) Cumulative Density Function of the NMSE: In Fig. 4 , the cumulative density function of the NMSE at each subcarrier is evaluated over 100 channel realizations, for an MMSE type of receiver and different values of the ratio E S N 0 . One can see that the proposed design outperforms the block banded equalizer for more than 90% of channel realizations. In the top region of the graph, their performance converge for low values of the NMSE.
B. MIMO Scenario
Let us now consider a MIMO scenario with N R = 3 and N T = 2 and a MMSE receiver. Fig. 5 shows the cumulative density function of the NMSE evaluated at each subcarrier and spatial stream and estimated over 100 channel realizations for two E S N 0 ratios. Again, the same conclusions as in the SISO case hold and the proposed equalizers outperform the MIMO block banded equalizer which was defined as
where the matrix H Banded ∈ C N R M ×N T M can be decomposed in N R × N T submatrices of size M × M . Each of these submatrices is approximated as a banded matrix by selecting from the corresponding submatrix of H its main diagonal, the Q superdiagonals and Q subdiagonals, including its upper right and lower left elements. We chose here again the value Q = 2. Fig. 6 addresses an uplink MU MIMO scenarios. Each transmit antenna is affected by a different carrier frequency offset uniformly drawn between −0.25/T and 0.25/T . We can see that the conventional OFDM receiver saturates as the SNR increases due to the inter-carrier interference induced by the carrier frequency offsets. On the other hand, the proposed equalization structures are very efficient to compensate for the carrier frequency offset and outperform the MIMO block banded equalizer.
C. Multi-User MIMO Scenario
VI. CONCLUSIONS
We investigated the compensation of time-varying channels in MIMO OFDM systems. We proposed a novel equalization structure obtained by Taylor approximation of the ideal channel equalizer function. The obtained approximations were shown to result in very efficient implementation. On the one hand, the complexity of computing the equalizer coefficients only require the knowledge of the derivatives of the channel frequency response. On the other hand, the complexity of implementing the equalizer was shown to be very low as the equalizer can be efficiently implemented through per-subcarrier processing and FFT/IFFT operations. The performance of the proposed equalizers was both analytically and numerically validated, which showed that they are extremely efficient to compensate for time-varying channels or multiple CFOs.
APPENDIX A PROOF OF PROPOSITION 1
Under (As1), using the fact that the convergence radius of the exponential function is infinite, we can obtain that the functioñ c i,j,l (t) is analytic . Hence, its Taylor expansion converges for any t. Let us expressc i,j,l (t) as its Taylor expansion around the time instant t = 0 that we evaluate at t n = (n − M 2 ) T M , which gives c i,j [l, n] =c i,j,l (t n )
where c (r) i,j [l] was defined in (4) . We can thus rewrite matrix C i,j , which structure is shown in (1), as
where matrices D, C i,j and C (r) were defined in Proposition 1. Note that this derivation could have been done for an arbitrary T . To avoid ambiguity, we define the functionC(T ) valid for anyT and such that C =C(T ), as defined in Proposition 1. This completes the proof.
APPENDIX B PROOF OF THEOREM 1
The equalizerB R is obtained as the Taylor expansion ofB(T ) around T = 0, evaluated atT = T and truncated to its R + 1 first order terms. Using the Lagrange expression of the remainder of a Taylor expansion [24] , we can write that, for someT ∈ [0, T ], we have
Taking the norm and using the fact that, under (As2), the R + 1-th derivative ofB(T ) is bounded, we find the result of Theorem 1. Coming back to (18), using the above definitions and the triangular inequality, we can write
We define ξ = L−1 l=0 f d −f d Φ l (ν) dν, which is bounded as the channel has a finite energy. Replacing in (17), we finally find that
This concludes the proof of Lemma 1.
Lemma 2:
Under (As1)-(As2) and as T → 0, we have
whereΨ R is defined in (16) . Proof: Using the definition ofB R in Theorem 1 and the result of Lemma 1, we can writê
as T → 0. Identifying the expression ofΨ R , we conclude that
using the fact that, under (As2), the derivatives of the equalizer are bounded.
We are now in the position of demonstrating Theorem 2. Let us define the error matrix Θ R =B R H −Ψ R . We have
Using Lemma 2, we have that, as T → 0, Θ R = O(T R+1 ). Under (As1) and (As2), matrix (Ψ R − I N T M ) is bounded. Hence, we can conclude that
