The innovative developments in the field of machine intelligence have paved way to the growth of tools for assisting physicians in disease diagnosis. Early diagnosis and prognosis of stroke are crucial for timely prevention and cure. This research work focuses on the design of a stroke prediction system by investigating the various physiological parameters that are used as risk factors. Features extracted from various risk parameters carry vital information for the prediction of stroke. Classification algorithm that has been used with the number of attributes for prediction are support vector machines (SVM) and artificial neural network. Data collected from international stroke trial database was successfully trained and tested using both classifiers. The predictive models discussed here are based on different supervised machine learning techniques as well as on different input features and data samples. SVM gave an accuracy of 91% while neural network outperforms SVM by providing an accuracy of 98.1%.
Introduction
Cerebrovascular accident (CVA) or stroke is the leading cause of death, next to ischaemic heart disease and the leading cause of adult disability worldwide. Developing countries like India are facing an issue of communicable and non-communicable diseases. Stroke is the fourth major cause of death in India. In India, almost 2,000,000 strokes are reported a year. Nearly 20% of the victims are under 50 years of age. Mortality rate from stroke is 22 times higher than that of malaria and 1.4 times of tuberculosis. In Trivandrum, the capital of the Indian state Kerala, the incidence rate of stroke per year is 135.0 and 138.0 (per 1,00,000 inhabitants) in urban and rural community, respectively as per published (Sridharan et al., 2009; p.1213 ) WHO estimates that 15 million people suffer strokes a year of which 5 million people die.
Stroke is a physical condition that occurs due to insufficient supply of blood to the brain cells. This damages the brain cells ultimately leading to their death. A clot in the blood vessel or a blood vessel rupture can interrupt the blood supply to brain. Stroke caused due to a clot in the blood vessel is Ischaemic stroke (Barry, p.220) or cerebral infarction and that due to a rupture of blood vessel is haemorrhagic stroke. The insufficiency of oxygen and nutrients to the brain cells is referred to as ischaemia which ultimately leads to their death. Ischaemic stroke accounts for around 80% of the cases. It can be due to large-vessel atheroscelorosis, aorto cardioembolism and blood vessel occlusion. The clinical impact of a stroke depends largely on the position of stroke in brain, whether it is ischaemic or haemorrhagic. Its frequency is increasing in developing countries like India due to unhealthy lifestyles. Early identification of stroke is still a challenge and is very much significant in medical field.
Machine learning techniques are indeed worth exploring in predicting the probability of stroke. Machine learning is a method of data analysis that automates methodical model building. The iterative phase of machine learning is crucial because as models are exposed to new data samples, they are able to independently adapt. They learn from previous computations to produce consistent results. When an algorithm achieves a suitable level of performance, learning stops. Due to the brisk development of machine intelligence techniques based on various mathematical approaches, it is possible to implement artificial intelligence significantly in medical decision-making. The artificial neural network (ANN) models and support vector machines (SVM) are extensively used in classification tasks for their ability to model the complex system. Among several medical-oriented algorithms, application of ANN seems to be promising solution.
Cerebrovascular diseases occur by enduring combined effects of risk factors. It is enhanced by the increasing rate of modifiable risk factors. An overview of risk factors is given in Section 1.1.
Risk factors
A risk factor is any attribute or characteristic of an individual that increases the possibility of developing a disease. There exist a number of risk factors that enhances the risk of stroke; lifestyle risk factors (Subha et al., 2015; p.19 ) which include diet, cigarette smoking habits, overweight and obesity, physical inactivity, alcohol consumption (Camargo, 1989; p.1613) family and genetic factors, age, sex, drug use , race, oral contraceptive use, geographic location, season, climate and socioeconomic factors whereas medical conditions consist of cardiovascular disorders (atrial fibrillation, heart attack, arrhythmia) (Benjamin et al., 1994; p.842), blood pressure (MacMahon and Rodgers, 1994; p.25) diabetes mellitus, cholesterol, mitral valve disease, elevated fibrinogen concentration, Sickle cell disease, hyperlipidaemia, Transient ischaemic attack (TIA), migraine headaches and migraine equivalents. High blood pressure, heart disease and diabetes often do not cause symptoms in their earlier stages. Some of the common risk factors are explained here.
Blood pressure
Blood pressure is a major risk factor in 50-70% of stroke cases. The long-term effects of increased pressure damage the walls of arteries, making them more susceptible to thickening or narrowing or rupture. Clogged blood vessels in the brain cut off the blood flow to brain cells. Since high blood pressure damages arteries throughout the body, it is very crucial to keep our blood pressure within tolerable ranges to protect our brain from this fatal event. About 13% of strokes are haemorrhagic strokes which normally occur when a blood vessel ruptures in or near the brain. Rupturing of blood vessel causes bleeding into the profound tissue in the brain or in the space between the brain and the skull. High blood pressure damages the arteries and can create weak areas that rupture easily or thin spots that fill up with blood and balloon out from the artery wall, aneurysm. Chronic high blood pressure is one of the main causes of this type of stroke. If blood pressure can be reduced through lifestyle changes and medicines, the risk of occurrence of stroke can definitely be reduced.
Heart disease
Heart disease is a strong risk factor for ischaemic stroke. Damage to the heart may make it more likely that clots will form within the heart. These clots can travel to brain, causing a cardioembolic stroke. Atrial fibrillation (AF) can increase our risk of stroke by four to five times. AF enhances the risk of a blood clot forming inside the chambers of our heart. This clot can travel through our bloodstream and block the blood supply to our brain, which ultimately leads to stroke. Heart disease and stroke are also associated, because they are both manifestations of atherosclerotic disease in blood vessels.
Diabetes mellitus
Persons with diabetes have an increased vulnerability to atherosclerosis and an increased frequency of atherogenic risk factors, particularly hypertension, obesity and abnormal blood lipids. The connection between diabetes and stroke is related to the way in which body handles blood glucose to make energy. Most of the food we eat is broken down into glucose to provide energy. Glucose enters the bloodstream and travels to cells throughout the body after food is digested. For the glucose to enter the cells and provide energy, it needs a hormone named insulin. It is the job of pancreas to produce this insulin in required proportion. For type 1 diabetes, the pancreas does not make insulin or it makes too little insulin or the cells in the muscles, liver and fat do not use insulin the right way in type 2 diabetes. Then people with diabetes end up with too much glucose in their blood, while their cells don't obtain enough energy. In due course, this glucose leads to increased fatty deposits or clots on the inside of the blood vessel walls. These clots formed can narrow or block the blood vessels in the brain or neck, stopping oxygen from entering the brain and cause a stroke.
Cholesterol
According to National Heart, Lung and Blood Institute, for persons over age 18, total cholesterol is considered high, if it is more than 200 mg/dL. If the total cholesterol is more than 200 or if the high-density lipoproteins (HDL) level is less than 40, risk of stroke and heart disease is more. Plaque build-up in the arteries from high levels of cholesterol also can block blood flow to the brain and cause a stroke. Since cholesterol does not dissolve in the blood on its own, it must be delivered to and from cells by certain particles termed as lipoproteins. Low-density lipoproteins (LDL) and HDL are the two types of lipoproteins that have a direct effect on cholesterol levels. Due to its arteryclogging properties, LDL cholesterol is often referred to as bad cholesterol as it can carry cholesterol into the blood stream and to tissues where our body can store it. This type of cholesterol can cause plaque build-up. Plague is a thick, hard material that can clog arteries. Eventually, the plaque cause narrowing of the arteries or block them completely, causing stroke.
Smoking
The carbon monoxide we inhale from cigarette smoke increases cholesterol levels in our blood making it more likely for artery walls to become damaged. The chemicals we inhale also affect the stickiness of our blood and production of a type of blood cell called a platelet. This increases the tendency of blood to form clots. These factors increase smokers' risk of developing atherosclerosis whereby arteries become narrower. Eventually, the blood flow through the arteries reduces resulting in ischaemic stroke.
Transient ischaemic attack
A TIA, or ministroke, happens when a part of the brain experiences a temporary shortage of blood flow. This causes stroke-like symptoms that resolve within 24 h. Researchers have investigated that these ministrokes may be the most reliable warning of a forthcoming full stroke. Unlike a stroke, a TIA does not kill brain tissue or cause permanent disabilities.
Alcohol
Research shows that drinking large amounts of alcohol can greatly increase our risk of having a stroke. This is because alcohol contributes to a number of medical conditions that are risk factors for stroke. Reasonable consumption of alcohol may reduce cardiovascular disease, including stroke. Current epidemiological studies have shown a U-shaped curve for consumption of alcohol and cardiovascular disease mortality, with low to reasonable alcohol consumption associated with lower overall mortality. In an overview analysis of stroke studies, a J-shaped association curve was recommended for the relation of reasonable customary alcohol consumption and ischaemic stroke.
Other risk factors
Age, gender, race, ethnicity and heredity have been recognised as markers of risk for stroke disease. Although these factors cannot be modified, their presence helps to identify those at greatest risk, enabling vigorous treatment of those risk factors that can be modified. These factors play a vital role in the occurrence of stroke. Several genetic disorders can cause a stroke, including sickle cell disease. It also is likely that people with a relation history of stroke share common environments and other probable factors that increase their risk. Various lifestyle factors have been associated with increased stroke risk. These consist of obesity, physical idleness, diet and sharp triggers like emotional stress. Obesity has been related with higher levels of blood pressure, blood glucose and atherogenic serum lipids, which are independent risk attributes for stroke.
The more risk factors you have, the more liable you are to have a stroke. Risk factors independently increase the probability of stroke and may also interact to increase the probability of stroke. Furthermore, many people have multiple borderline elevations of risk attribute levels. There are several research studies showing the evidences of using physiological parameters as risk factors for predicting the risk of stroke. Using various regression models, the statistical connection between a risk factor and the output can be tested.
Related works
A predictive model for cerebrovascular disease using data mining proposed by Yeh et al. (2011; p.8971) implements classification methods like decision trees, Bayesian classifier and neural network. It comprises of attributes containing the medical history of patient and symptoms. The records with inconsistent data are removed from database before data mining process occurs. This model used 493 input valid samples with eight important attributes of patient's data. These attributes include their physical exam results, blood test results and diagnoses. Performance is computed by evaluating the sensitivity and accuracy. Decision tree achieves 95.29% of sensitivity and 98.01% of accuracy. Bayesian classifier achieves 87.10 and 91.30%, respectively; backpropagation neural network (BPNN) achieves 94.82 and 97.87%, respectively. Decision tree was chosen as the best classification algorithm in this study for predicting cerebrovascular diseases after comparing it with other classification algorithms.
Artificial neural networks is used for the prediction of thrombo-embolic stroke disease (Shanthi et al., 2008; p.11) . Database of patients who have the symptoms of stroke disease is used in this work. For input feature selection, backward stepwise method is used in this work. Performance of neural network is achieved by removal of insignificant inputs. The research work demonstrates ANN-based prediction of stroke disease by improving the accuracy to 89%.
Vaitsekhovich (2013; p.1) addressed a neural network model for the recognition of ischaemic attacks. This approach is based on integration of NPCA neural network and multilayer perceptron (MLP). Chowdhury et al. (2011) applied a BPNN in predicting neonatal disease diagnosis. Method proposed in this work is used to identify a pattern for the diagnosis and prediction of neonatal diseases. Backpropagation algorithm has been applied to train a neural network on various categories of neonatal diseases. The accuracy of the proposed work seems to be 75% with higher stability. Kumari and Godara (2011) suggested solution using various data mining algorithms such as SVM, ANNs, decision tree and RIPPER classifier. The authors analyse the performance of these algorithms through several statistical parameters like sensitivity, specificity, accuracy, error rate, true positive rate and false positive rate. Accuracy of RIPPER was estimated to be 81.08% that of decision tree was found to be 79.05, 80.06% for ANN and 84.12% for SVM. The estimates error rates for RIPPER, decision tree, ANN and SVM are 2.756, 0.2755, 0.2248 and 0.1588, respectively. From the analysis, it is made clear that out of these four classification models, SVM predicts cardiovascular disease with least error rate and highest accuracy.
A decision support system for diagnosis of cardiovascular disease has been proposed by Vanisree and Singaraju (2011) The heart of the proposed system is based on BPNN (multilayered feed forward neural network). Signs, symptoms and the results of physical assessment of a patient are the benchmarks used in this work. The proposed system achieved an accuracy of 90%. Guru et al. (2007) applied a neural network for prediction of three important conditions which include heart disease, blood pressure and diabetes. The benchmark consists of 78 sample inputs with 13 attributes that are used for training and testing the data. The author used a supervised algorithm for diagnosis of heart disease and trained it using back propagation algorithm. On the basis of unidentified data entered by doctor, the system will find that unidentified data from training data and generate list of probable disease from which patient can suffer.
Palaniappan and Awang (2013) proposed a prototype intelligent heart disease prediction system based on data mining methods. Decision trees, naive Bayes and neural network are the major techniques used in this work. The benchmark data set has several attributes such as age, sex, blood pressure and blood sugar which are used to predict the probability of patients getting a heart disease. Patil and Kumaraswamy (2009; p.643 ) applied a proficient methodology for the extraction of noteworthy patterns from the heart disease datahouse for heart attack prediction. K-mean clustering algorithm has been applied for clustering the heart disease warehouse. Accordingly, the normal patterns applicable to heart disease are data mined with the help of the MAximal Frequent Itemset Algorithm (MAFIA) algorithm from the extracted data. In addition, the patterns vital to heart attack prediction are identified on the basis of the computed significant weight age. The neural network is trained with the chosen significant patterns for the effective prediction of heart attack. Uhmn et al. (2007; p.82) have presented the machine learning techniques, SVM, decision tree and decision rule to predict the vulnerability of the liver disease, chronic hepatitis from single nucleotide polymorphism data. The experimental results have shown that decision rule is able to distinguish chronic hepatitis from normal with the maximum accuracy of 73.20%, whereas SVM with 67.53% and decision tree with 72.68%. Ozyilmaz and Yildirim (2003; p.587) have presented three neural network algorithms for the diagnosis of hepatitis diseases. The results obtained were compared with some statistical techniques used in a previous work. Radial basis function (RBF) gives hopeful results. Still, conic section function neural network (CSFNN) has the best classification accuracy for hepatitis diagnosis. Results show that using a hybrid network CSFNN that combines MLP and RBF is more trustworthy for the diagnosis. Bhatia et al. (2008; p.35) proposed a method for heart disease classification using SVM and integer-coded genetic algorithm (GA). Simple SVM algorithm was used to find the support vectors in a fast, iterative and efficient way. Cleveland heart disease database was used in this work. For selecting the significant and relevant features and discarding the inconsistent and redundant ones, an integer-coded genetic algorithm was applied. Xing et al. (2007; p.867 ) conducted a survey of 1,000 patients, the results show that SVM gives an accuracy of 92.1%, ANNs gives an accuracy of 91.0% and decision trees give 89.6% accuracy. TNF, IL6, IL8, HICRP, MPO1, TNI2, sex, age, smoke, hypertension, diabetes and survival are the attributes used in this work.
Similarly, Chen et al. (2007; p.130 ) compared the accuracy of SVM, neural networks, Bayesian classification, decision tree and logistic regression. Considering 102 input samples, SVM had the highest accuracy of 90.5%, neural networks 88.9%, Bayesian 82.2%, decision tree 77.9% and logistic regression 73.9%.
The work by Alexopoulos et al. (1999; p.20) was focused on the application of inductive ML methods in medical diagnosis of stroke. This approach showed the ability to learn from examples and to handle missing data by constructing a decision tree, which was possible to be changed to IF/THEN rules. Special consideration was given to the determination of the complexity and comprehensibility of the acquired decision rules, in association with medical experts. Ashfaq Ahmed et.al. (2013; p.13) have presented a work using machine learning techniques, using SVM and random forest as classifiers. These were used to classify and compare three major data sets for cancer, liver and heart disease with varying kernels and kernel parameters. Random forest and SVM were compared for various data sets like breast cancer disease data set, liver disease data set and heart disease dataset. The results obtained by implementing different kernels were tuned with proper parameter identification. Results were analysed to establish better learning methods for predictions. The varying results were observed with SVM classification methods for linear, polynomial and quadratic kernel functions. Kara et al. (2006; p.428) investigated the diagnosis of optic nerve disease by analysing pattern electroretinography signals with the help of ANN. Multilayer feed forward model was developed and training was done using Levenberg-Marquart backpropagation algorithm. The final results were classified as either healthy or diseased. The stated results show that the proposed method could make a successful analysis in the field of medical diagnosis.
Proposed work
This work focuses on the development of a stroke prediction system. The design of such a system usually entails the repetition of a number of various activities: data collection, feature choice, model choice and training and finally evaluation. Data collection can account for surprisingly large part of the cost of developing a prediction system. It may be possible to perform a preliminary feasibility study with a small set of samples, but much more data will usually be needed to assure better performance in the fielded system. Data must be collected both to train and test the system. The choice of distinguishing features is a critical design step and depends on the characteristics of the problem domain. Feature selection algorithms attempt to directly prune out redundant or irrelevant features. Features selected should be easy to extract, invariant to irrelevant transformations, insensitive to noise and useful in distinguishing patterns in various categories. The characteristics of data collected affect both the choice of suitable discriminating features and the choice of models for various categories. There are four basic models followed in pattern recognition. They are statistical model, syntactical or structural model, template matching model and neural network-based model. The process of using data to determine the classifier is referred to as training. The training process uses a few or all of the input data to decide the system parameters. The set of training samples is referred to as the training set. Pattern recognition problems involve two phases: training phase and testing phase. The training samples are trained by a suitable classifier and given to the testing phase. The results of evaluation may call for repetition of different steps in this process in order to attain satisfactory results. To compute the performance of the system and to recognise the need for expansion in its components, evaluation is required. Figure 1 shows the design model of the proposed system. Data set for this work is taken from Sandercock et al. (2011) Database includes patient information, patient history, hospital details, date of admission in hospital, Country, risk factors and symptoms. Preprocessing was done to remove missing and inconsistent data. After preprocessing, 350 samples are taken in this work. 12 features are selected for training and testing purpose. Selection of features is done based on their priority in stroke occurrence. Features having least priority in the stroke database are not considered in this work. The data set consists of both male and female patients of different age groups ranging from 35 to 90 years. Atrial fibrillation and blood pressure, the major risk factors of stroke are included here. Table 1 shows the symptoms and risk factors (12 features) given as input to the model for training. In this work, a MLP feed forward neural network with 12 input nodes, a hidden layer with 10 hidden nodes and two output nodes has been designed for the prediction of stroke. Training of the network is done using Levenberg-Marquardt algorithm in ANN. Another powerful classifier, SVM has also been implemented for prediction of stroke. A comparative analysis of the classifiers has been made on the basis of the evaluated performance metrics. An overview of ANN is given in Section 3.1 and SVM is given in Section 3.2. Performance evaluation is given in Section 3.3. Finally conclusion is presented in Section 4.
Artificial neural network
A branch of artificial intelligence that has been developed so as to assist the replica of human reasoning and intelligence is called ANN. Similar to the brain, ANNs (Haykin, 1999) can recognise patterns, manage data and learn from sample patterns. It is an interconnected network of a group of artificial neurons. An artificial neuron can be considered as a computational model which is inspired by the natural neurons present in human brain. These neurons basically consist of inputs (like synapses) which are further multiplied by a parameter known as weights (strength of each signals), and then computed by a mathematical function which determines the activation of the neuron.
After this, there is another function that computes the output of the artificial neuron (sometimes in dependence of a certain threshold). Thus the artificial networks are formed by combining these artificial neurons to process information.
Neural network (NN) is made up of input layer, hidden layers and output layer. The input layer has patient attributes as inputs to the network units, connected to hidden layer units. The hidden units are then interconnected to output units. The units in hidden layers learn complex features from data that allow the output layer to be able to better discern one class from another, to generate more accurate decision boundaries.
If the input vector is x, the hidden layer activation function is h and the output activation is y and we have some function f that maps from x to h and another function g that maps from h to y. So the hidden layer's activation is f(x) and the output of the network is g (f(x) ).
The most useful neural networks in function approximation are MLP and RBF networks.
Basically a MLP consists of an input layer, several hidden layers and an output layer. Node i, also called a neuron, in a MLP network is shown in Figure 2 . It includes a summer and a nonlinear activation function g. 
Note: MLP, multilayer perceptron
The inputs to the neuron are multiplied by weights w and summed up together with the constant bias term θ i . The resulting value is the input to the activation function g. The activation function was originally chosen to be a relay function, but for mathematical convenience a hyberbolic tangent or a sigmoid function is most commonly used. Sigmoid function is used in this work.
The output of node i becomes
A MLP network is formed by connecting several nodes in parallel and series. Figure 3 shows the model of a MLP network with one hidden layer. The number of input nodes is determined by the finalised input data, the number of hidden nodes is determined through trial and error method and the output nodes determine the number of output classes. Many algorithms exist for determining the network parameters. In neural network literature, the algorithms are called learning algorithms. Learning is performed in a neural network by modifying the weights and biases of the network. This is done so as to minimise a cost function. The cost function always includes an error term to compute the closeness of network's predictions to the class labels for the examples in the training set. Backpropagation (Yu and Bin-Da, 2002 ) is a gradient-based algorithm, which has many variants. The most commonly used learning algorithms are Levenberg-Marquardt (LM), Quasi Newton, resilient backpropagation, scaled conjugate gradient, variable learning backpropagation and scaled conjugate gradient with Powell/Beale restarts.
A comparative analysis of the above algorithms has been done and decided to implement Levenberg-Marquardt (LM) because of its low mean squared error (MSE) and rapid convergence. LM algorithm is explained in Section 3.1.1. Table 2 shows the MSE for the above-mentioned algorithms. 
LM algorithm
The Levenberg-Marquardt (LM) algorithm is the most widely used optimisation algorithm. It outperforms simple gradient descent and other conjugate gradient methods in an extensive range of problems. The LM algorithm is a blend of vanilla gradient descent and Gauss-Newton iteration. The objective of the LM algorithm is to approach second-order training speed without computing the Hessian matrix (More, 1997; p.110) . When the performance function has the form of a sum of squares, the Hessian matrix can be approximated as:
J is the Jacobian matrix that contains first derivatives of network errors with respect to parameters, weights and bias and e is the vector representing network errors. Jacobian matrix can be calculated through a standard backpropagation method that is less computational complex than computing Hessian matrix. LM algorithm uses this approximation to the Hessian matrix in the following Newton-like update:
When scalar µ takes the value zero, it behaves just like Newton's method. It turns to be gradient descent with a small step size when µ turns to be large. µ is decreased after each successful step and is increased only when a tentative step would improve the performance function. So the performance function will be reduced at each iteration of the algorithm. The Levenberg algorithm can be summarised as:
1 Do an update as directed by Eq. (4).
2 Evaluate the error at the new parameter vector.
3 If the error has increased as a result the update, then retract the step and increase µ by a factor of 10 or some such significant factor. Then go to (1) and try an update again.
4 If the error has decreased as a result of the update, then accept the step and decrease µ by a factor of 10 or so.
Levenberg-Marquardt algorithm seems to be more powerful and promising than the conventional gradient descent methods.
Support vector machine
Support vector machine is a widely used supervised machine learning algorithm for classification developed by Vapnik and the current standard incarnation (soft margin) was proposed by Cortes and Vapnik (1995; p.273 ). An in-depth discussion on SVM classification can be found in Lewis (2004) . In pattern classification, given a set of input samples and the corresponding class labels, the aim is to confine the inherent relation among the patterns of the same class, so that when a test sample data is given, the corresponding output class label can be retrieved. SVM is a supervised learning method which can be used for multi classification problems. It merges linear algorithms with linear or non-linear kernel functions that make it a dominant tool in data mining and medical imaging applications. It outperforms other classifiers even with small numbers of training samples. The data points are identified as either positive or negative, and the ultimate aim is to find a hyper-plane that separates the data points by a maximal margin. Figure 4 only shows the 2-dimensional case where the data points are linearly separable. The identification of the each data point x i is y i , which can take a value of +1 or −1 (representing positive or negative, respectively).
In many applications a non-linear classifier provides better accuracy. When we require non-linear separators, a solution is to map the data points into higher dimension (depending on the non-linearity characteristics required) so that the problem is linear in this high dimension. This is the feature space and mapping is done by a discriminant function which is defined as,
f(x) is linear in the feature space defined by the mapping φ; but when viewed in the original input space it is a nonlinear function of x if φ(x) is a nonlinear function. This approach of explicitly evaluating non-linear features does not scale well with the number of input features. If monomials of degree d rather than degree 2 monomials are used, the dimensionality would be exponential in d, resulting in a considerable increase in memory usage and the time required to evaluate the discriminant function. If data are highdimensional to begin with, as in the case of gene expression data, this is not adequate. Kernel methods avoid this complexity by completely avoiding the step of explicitly mapping the data to a high dimensional feature-space. Using kernel function, instead of directly mapping a pair of data points (x i , y j ) into higher dimensions, we can simply evaluate the kernel K(x , y).
This mapping is defined by the Kernel:
It is possible to define a similarity measure on the basis of the dot product since the data is transformed into a feature space. If the feature space is chosen suitably, pattern recognition can be easy.
Steps involved in kernel trick are given in the published papers (Cristianini and Shawe-Taylor, 2000) . i
The algorithm is expressed using only the inner products of data sets.
ii To form new data with respect to new dimensions, original data are passed through nonlinear maps by adding a pair wise product of some of the original data dimension to each data vector.
iii Rather than an inner product on these new, larger vectors and storing in tables and later doing a table lookup, a dot product of the data can be represented after performing nonlinear mapping on them.
There are different kernel functions, some of which are listed below (Scholkopf, 1998) . The polynomial kernel and the Gaussian kernel are the most commonly used kernel functions for real-valued data.
a Polynomial kernel
A polynomial mapping is a popular method for non-linear modelling. Polynomial of second degree is usually preferable as it avoids problems with the hessian becoming zero. The flexibility of the resulting classifier is controlled by the degree of the polynomial kernel. The lowest degree polynomial is the linear kernel, which is not sufficient when a non-linear relationship between features exists.
γ is a hyper parameter, also called the kernel bandwidth. It controls the width of the Gaussian. It plays a similar role as the degree of the polynomial kernel plays in controlling the flexibility of the resulting classifier. The RBF kernel corresponds to an infinite dimensional feature space. The Gaussian kernel is essentially zero if the squared distance ║x − z║ 2 is much larger than γ.
c Linear kernel
d Multilayer perceptron (neural network) For positive numbers p1 and p2,
Initially, SVM needs to be trained and then the classifier is cross validated. The trained machine can be used to classify (predict) new data. To obtain satisfactory predictive accuracy, various SVM kernel functions can be used. The parameters of the kernel functions can also be tuned. Leave-one-out cross validation, which is a special case of leave-p-out cross validation is used for cross validation purpose.
The steps adopted are:
Step 1: Out of the N samples with ground truth, N − 1 were chosen as the training set and remaining one was chosen as the test data. Using this set of training data, both classification models were generated and using these models, the test data was classified based on the SVM score. Depending on the classification output and the ground truth, one of TP, TN, FP or FN was incremented.
Step 2: In the next iteration, a different sample was chosen as the test data and Step 1 is repeated.
Step 3: This process is continued until all the samples have been used as a test data once.
An overview of the software used for stroke training and prediction in SVM is given in Section 3.2.1.
SVM training software
The popularity of SVMs has led to the development of a large number of special purpose solvers for the SVM optimisation problem (Burges, 1998) Library for Support Vector Machine (LIBSVM) is a popular example of this class of software. LIBSVM is integrated software for support vector classification, regression and distribution estimation. It supports multi class classification. Also it is possible to evaluate likelihood measures, i.e. either scores or posterior probabilities.
Performance analysis
Efficiency of the classifier has been analysed based on the error rate. 
The ability of the method to identify stroke cases is given by sensitivity. Specificity measures the ability of the technique to identify non stroke cases. The fraction of correct classifications to the total number of classifications is given by accuracy. Precision is the likelihood that a retrieved case is relevant. F1 score gives the harmonic mean of precision and recall (sensitivity). Fowlkes-Mallows index (G measure) is an external evaluation method that is used to determine the similarity between two clusterings. This measure of similarity could be either between two hierarchical clusterings or a clustering. In this work, the statistical parameters sensitivity, specificity, accuracy, precision, F1 score and G-measure are computed to evaluate the performance of the classifiers. Number of samples in the training set was taken as 300 and number of samples in the testing set was chosen to be 50. This work has been implemented in MATLAB.
In ANN-based classification, a confusion matrix is computed for evaluating all the statistical parameters. Performance of such systems is commonly evaluated using the data present in the form of a matrix. A confusion matrix holds information regarding actual and predicted classifications done by a classifier. It is basically a table that is often used to explain the performance of a classifier on a set of test data for which the actual values are known. Table 3 shows the confusion matrix for a two class classifier.
Table 3
Confusion matrix (see online version for colours)
The performance plot of a multilayered feed forward ANN is depicted in Figure 5 . Best validation performance obtained is 4.364e −09 at epoch 11. Statistical parameters computed using ANN is given in Table 4 . In this work, SVM has also been implemented with different kernel functions and the appropriate choice of kernel function for detection of stroke has been investigated. Polynomial, quadratic, RBF and linear functions are applied and all give different accuracy. A comparison has been made between classification accuracy of various kernel functions. Table 5 shows the performance metrics for various kernel functions of a SVM classifier. All the kernel functions displays satisfactory level of accuracy, but the linear kernel function is a better choice due to better accuracy level. Linear function provides a greater accuracy of 91% which can be used as a standard function in SVM for stroke prediction. A plot of the performance measures is depicted in Figure 6 . A comparison of both ANN and SVM classifiers has been made and the results are analysed. Table 6 gives the comparison of statistical parameters evaluated for multilayer feed forward network using ANN and SVM (linear kernel function). Observation shows that ANN outperforms SVM in predicting the probability of stroke occurrence as it was able to give an accuracy of 98.1%.
Conclusion
Machine intelligence can be projected as one of the significant tools in decision-making in the field of medicine. The system extracts hidden knowledge from a stroke database. A machine learning-based approach based on ANN and SVM is proposed in this work to predict the possibility of stroke from a group of healthy and stroke patients of age ranging from 35 to 90 years. Predictions from the proposed method using ANN gave an accuracy of 98.1% while SVM was able to provide an accuracy of only 91%. Early prognosis and diagnosis of stroke can be made possible by implementing this model which can assist the physicians for providing better medication. Further research is required based on the construction of more public databases that would collect large valid stroke data set of all patients that have been diagnosed with the disease. Their exploitation by the researchers would facilitate their modelling studies resulting in more valid results and integrated clinical decision-making.
