We show how an application of central importance to computational biochemistry can be implemented efficiently on an FPGA. This requires reformulating the algorithm and taking advantage of application characteristics to maximize device utilization.
Introduction
The modeling of interactions between molecules forms the basis of rational drug design, in silico toxicity predictions, and other processes of medical, industrial, and national security interest. Detailed analyses, based on quantum mechanical or other low-level models, give the most precise predictions, but are computationally exorbitant. Initial interaction predictions are commonly based on rigid approximations of molecule geometry and on simplified force-field interactions (see e.g. [1] for an example and bibliography). Several of these techniques digitize the models into 3D voxel grids, then use correlation to find relative positions and rotational orientations worth the effort of more detailed analysis.
These simplified models generally require 3D correlation (convolution) of two grids, each on the order of 100 × 100 × 100 (10 6 ) voxels. The convolution must be repeated in each of thousands of rotated orientations, defined by unique pitch, yaw, and roll (or equivalent) angles -a set of computations that takes hours on modern PCs, and may need to be repeated for each of several thousand drug candidates in typical screenings. Runs can take weeks on clusters with hundreds of nodes [3] , making this application a prime candidate for acceleration.
The most common technique is based on the 3D Fourier Transform of complex floating point numbers. Although this method plays to the strengths of vector supercomputers, it is impractical on current FPGAs. We use a different approach: direct convolution in the spatial domain. This enables an implementation based on a very long pipeline, broadcast, and low precision arithmetic, all FPGA strengths. We also use a novel indexing scheme that allows us to examine each orientation without an computing an explicit rotation.
The basic result is that can use the whole FPGA at full efficiency entirely for the convolutions. With very low precision arithmetic we can achieve several thousand-fold parallelism. The primary significance is that when this implementation is integrated into a docking program as planned, there is likely to be a substantial speed-up. Other advantages of direct convolution beyond the scope of this abstract relate to its flexibility and therefore support for changes of resolution, focus of interest, and conformation.
Useful Application Details
In an extremely simplified view, a pair of molecules interacts at a single binding site that has two properties: the shapes fit and there is a sufficient net force attraction. These properties can be examined separately. To determine shape matching, only a bit or two per voxel is required to indicate interior, exterior, and surface. To determine attraction, only two or three more bits are required to represent force. As a consequence, only low-precision or even single bit arithmetic is required.
Another useful characteristic of the application is that one can often determine quickly whether a relative pose is implausible: if large numbers of intersecting voxels are both "interior," then the pose cannot possibly occur. The consequence here is that we can use saturating arithmetic and restrict the precision of the accumulators to a plausibility threshold.
FPGA Algorithm
Convolution (Y k = X * H = n i=0 X i H k−i ) has been very well studied; see e.g. [2] for systolic arrays, [4] for FPGAs, and [5] for two-dimensional systolic structures. Extensions to 3-D cases are straightforward: we still broadcast one element at a time, but raster scan the output from each plane into the next plane after the appropriate delay. See Figure 1 . Before entering the convolution array, a three-axis rotation must be applied to the input model. We observe that the (i, j, k) indices of the rotated model are an invertible linear transformation of the (x, y, z) unrotated model. Given a transformation matrix M ,
Since the (i, j, k) scanning order is highly regular, standard strength reductions convert the multiplications to additions. We implement this in fixed point arithmetic, and add range checks to handle (i, j, k) indices that map to (x, y, z) values outside of the unrotated grid. It is then straightforward to round the (x, y, z) result and convert it into the memory address containing the voxel. Using a suitable pipeline for addressing arithmetic, this performs the rotation with no overhead in access time or buffer space.
FPGA Implementation
We assume a high-end chip such as in the Virtex Pro series [6] . The efficient FPGA implementation depends on the application characteristics and algorithm just described and also on typical implementation methods. The latter include using FIFOs to synchronize the computation, pipelining operations to minimize the operating frequency, and, for off-chip transfers, buying latency with pipelining and bandwidth. Some issues of interest are as follows.
1. In general, we cannot fit either molecule entirely on chip. The fixed molecule is loaded one part at a time, the rotated molecule is loaded block-at-a-time, but still broadcast element-by-element. We also need to stream the accumulators off chip with the appropriate delay.
2. Index computation, retrieval, and broadcast of the voxels in the rotated molecule are pipelined.
3. The pipeline units (multiply and accumulate) require only a small number of bits. There are actually two accumulators, one each for the steric and force computations. When the steric accumulator reaches the implausibility threshold, it saturates. If the final steric result indicates plausibility, then the force accumulator indicates the quality of the result.
Extensions and Status
The primary extension of this work is its integration into a production docking program. This will require additional features such as varying resolution and supporting the focus of interest on promising regions.
We have implemented the core of this algorithm using the Xilinx tool set, with design parameters suited to in silico screening of drug candidates. The implementation includes all critical features of this design: systolic 3D convolution, arithmetic using multiple saturating accumulators, and zero-overhead rotation in three axes. Timing estimates based on the Xilinx XC2VP100 show roughly a 200× speedup over a serial implementation on a 3GHz PC.
