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Turbulent flows play a dominant role in most technical applications, for instance in the automo-
bile industry or in aviation. Therefore, the correct prediction of these flows is a very important
task. The understanding of turbulent flows can help to control and optimize the flow parameters
for technical fields, what leading to, among others things, more efficient use of technologies in
terms of energy and time, as well as leading to safety improvement. Despite the essential role
of turbulence, a concrete definition of this phenomenon is missing. One of the most complete
descriptions of turbulence was framed by Bradshaw in 1971 [17]:
“Turbulence is a three dimensional time dependent motion in which vortex stretching
causes velocity fluctuations to spread to all wavelengths between a minimum deter-
mined by viscous forces and a maximum determined by the boundary conditions. It
is the usual state of fluid motion except at low Reynolds numbers.”
This definition recognizes, that turbulence phenomena are very complex, and therefore the nu-
merical simulation of these flows is very challenging, due to the wide range of eddy structures
with different length and time scales.
In the last 60 years, with the rapid increase of computational power, the application of numerical
simulations for the prediction of turbulent flows has grown continuously. Computational fluid
dynamics provides the possibility to predict different kinds of flows and demonstrates advantages
over time-consuming and expensive experiments.
The most exact technique for the prediction of turbulent flows is a direct numerical simulation
(DNS), which allows resolution of the complete range of turbulent scales. However, the predic-
tion of complex unsteady flows with DNS is very expensive in terms of computational effort, due
to the required high-grid refinement for the complete resolution of turbulent structures. There-
fore, nowadays the DNS can be applied only to flows with very simple geometries and small
Reynolds numbers. By contrast, with the Reynolds-average Navier-Stokes (RANS) approach
all of the turbulent vortices, also called eddies, are modeled. The broader scope of this approach
leads to a significant reduction in computational time. However, this approach shows weaknesses
in the simulation of some types of turbulent flows, especially flows with massive separations,
for instance in aerodynamic or rotation flows. An alternative to these two techniques is large
eddy simulation (LES). On this approach large, energy-containing turbulent scales are resolved,
while the small, universal eddies are modeled. In this case, the results are more accurate than
in RANS simulations, and computational effort is less than in DNS; nevertheless computational
time grows rapidly with increasing Reynolds numbers and is still too high for the simulation of
1
1 Introduction
industrial flows. Therefore in the last two decades, so-called hybrid turbulence techniques have
become especially popular. Such models combine the advantages of the basic modeling methods
outlined in the beginning with an aim to produce accurate results with reduced computational
time.
The problems of computational cost become especially demanding in the case of coupled prob-
lems, such as fluid-structure interaction (FSI) tasks. One of the reasons for the increase of the
computational effort in simulations with a coupling between fluid and structure is additional
equations of motion for the structural part, which have to be solved per iteration. FSI problems
occur in different applications, for instance in the design of wind turbines, and consideration
of these problems can help to increase the efficiency of a construction. In biomechanics, FSI
simulations can be applied in the modeling of optimized artificial heart valves, whereas in civil
engineering they are used in the calculation of the dynamic response of bridges or buildings to
excitation by wind or water. The simulation of multiphysics problems is a challenging task.
Difficulties occur primarily in the coupling of two different problems with different background
foundations. In case of FSI, these nackground foundations are the finite volume method (FVM)
regarding the fluid and the finite elements method (FEM) in the description of the structure.
Each has different numerical fundamentals: for instance, the additional interpolation between
the nodal values in FEM codes and the cell-centered values in FVM programs have to be real-
ized. Therefore, in the investigation of multiphysics problems, the main focus lies on coupling
algorithms and moving grids, while the fluid element is often neglected by means of applying
laminar flows in such problem configurations. The important aspect of turbulence is often hardly
considered, and the turbulent FSI is currently not an established research subject, although most
FSI effects occur in turbulent flows. Therefore, the study of turbulent phenomena in context of
FSI is of special interest. The potential for hybrid modeling in this context is quite promising.
Most FSI flow configurations have massive separation regions. The RANS model is not able
to capture the main behavior of such turbulent flows, contrary to the hybrid approaches, which
additionally provide a reduction of computational time, as compared to LES. Another important
reason for the investigation of turbulence modeling techniques on moving structures is a lack of
information about the behavior of turbulent methods in this context, while a variety of studies
and best-practice-guidelines are available for the turbulence models on stationary grids.
1.2 Goals of this work
The focus of the present study lies in the investigation of a relatively new hybrid modeling tech-
nique, the so-called very large eddy simulation (VLES) strategy, in the context of FSI. This in-
vestigation requires an extension of the turbulence modeling part in the in-house code FASTEST,
from the Institute of Numerical Methods in Mechanical Engineering at the TU Darmstadt, with
the new turbulent technique VLES. The next step is a systematic investigation of the imple-
mented VLES model for the examination of this model’s capabilities and a demonstration of the
advantages of this approach over other turbulence modeling techniques. Firstly, simulations on
stationary grids with different test cases are performed, which cover a variety of flow configura-
tions and demonstrate the capability of the VLES model to predict different kinds of turbulent
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flows occurring in technical applications. Afterwards, an investigation of the VLES model in
the context of moving grids is undertaken, which is necessary for the subsequent enhancement
of this study on FSI problems and for the demonstration of the ability of the VLES model to
produce satisfactory results in challenging multiphysics cases.
1.3 Outline of this work
The present work begins by outlining theoretical fundamentals for fluid dynamics, fluid-structure
coupling and turbulence phenomena. The second chapter deals with the foundations of turbu-
lence modeling, including the introduction of the VLES model, which is of central interest in
this study. Chapter 4 introduces numerical methods essential to this work (e.g. spatial and time
discretization). Moreover, the in-house code FASTEST is briefly introduced. The results of the
verification procedure for the RANS models, which are the basis of the VLES method, are pre-
sented in Chapter 5. Afterwards, Chapter 6 applies the VLES model to the simulation of three
different flow configurations on stationary grids and includes an investigation of the influence
of different filter widths in the formulation of the VLES approach. In Chapter 7, the simulation
results of the VLES model on moving grids for two different cases are presented and discussed.
Afterwards, the VLES method is applied in the context of FSI problems and compared to other
turbulence modeling techniques.This dissertation concludes with a summary of its results and
recommendations for future study of this subject.
1.4 State of the art
This section presents an overview of current techniques, methods and results in FSI, in turbulence
modeling, and in the turbulent FSI.
Fluid-structure interaction (FSI)
In FSI problems, the deformation of the computational domain plays a central role, along with
the resulting the deformation of the grid, caused by the distortion of structure and fluid. The
Eulerian system used for the Navier-Stokes equation and the Lagrangian formulation applied
to the structural component of FSI problems are not suited in the case of fluid-structure cou-
pling. One of the methods to manage the dynamics of the fluid and the structure is the arbi-
trary Lagrangian-Eulerian (ALE) formulation, introduced by Hirt et al. [67] and belonging to
the group of boundary-fitted methods. The idea behind this technique is a combination of the
Eulerian and Lagrangian formulations that incorporate the grid velocity in the Navier-Stokes
equation for the description of the fluid component, while the structure part is described in a
Lagrangian framework. The ALE method is based on the space conservation law formulated,
e.g. by Demirdžic´ and Peric´ [33], where mass conservation by grid deformation is required. The
application of the ALE formulation in FSI problems was first suggested by Donea et al. [35].
In the ALE formulation, the fluid grid and the structure mesh have the same deformation at the
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coupling interface. This sameness is the source of this method’s main advantage: the possibility
to construct an appropriately fine mesh in the vicinity of the structural surface to resolve the flow
phenomena around solid boundaries. As a result, fluid quantities can be calculated with better
accuracy. Another benefit of the ALE method is the relative ease of its implementation. How-
ever, this technique demonstrates disadvantages for large structural deformations. Furthermore
the re-meshing required in each time step leads to an increase of computational effort. Despite
these drawbacks, the ALE formulation is widely used in the numerical simulation of FSI systems.
For application examples and a more detailed description of the ALE method in fluid-structure
coupling the reader is referred to [10], [71] and [46].
Alternatives to the ALE method include interface-capturing approaches (i.e. fixed-grid meth-
ods), where the fluid grid does not move in every time step together with the structure. The most
commonly applied of these techniques is an immersed boundary method introduced by Peskin
[117], [118] for numerical investigations in hemodynamics. The discretization of the founda-
tion equations is realized by assuming a Eulerian grid for the fluid part and representing the
immersed surface as a set of elastic fibers in a Lagrangian coordinate system, which moves with
the fluid velocity. Fluid velocities on the fictitious subdomain are interpolated into the structure
domain to evaluate the structural deformation and structural forces are interpolated back into
the fluid domain. The forces arising from the structural side are incorporated into the Navier-
Stokes equations by means of an additional source term. A benefit of this method over the ALE
formulation is the elimination of the re-meshing and therefore the reduction of computational
time. Variations of this basic approach have been widely investigated [90], [109], [81], [134]
and applied to different FSI problems [26], [11], [15], [145]. Another technique belonging to
the fixed-grid approaches is the fiction domain method (distributed Lagrange multiplier method)
developed by Baaijens [5]. Fluid and solid meshes are generated independently from each other
and both domains are coupled by means of a Lagrange multiplier along the solid boundary. The
solid deformed under the acting fluid forces is described in Lagrangian way, while the Eulerian
fluid mesh does not require updating. This method has been applied in the biomechanics field
by De Hart et al. [29]. Fixed-grid approaches are often unsuitable for FSI calculations, since
FSI problems require an accurate resolution of the flow feature in the vicinity of the solid in-
terface between fluid and structure, which is hardly feasible with such techniques. Therefore
fixed-grid techniques are rarely applied for complex FSI problems. As mentioned in [165], the
ALE-formulation is preferred over the other approaches if the problem formulation permits. An
overview over the current techniques and algorithms can be found in [68].
The second essential aspect of FSI applications is a coupling between fluid and structure. Dif-
ferent coupling techniques can be grouped into two categories: the monolithic approach and
partitioned approach. In the monolithic method, fluid and structure equations are solved in one
global system of equations simultaneously with implicitly given interface conditions. This strat-
egy leads to improved solution stability and to better convergence behaviors [32], [69]. However
the implementation of this method is costly in terms of software engineering [68]. The mono-
lithic approach is detailed in the works of Michler et al. [107], Blom [14], Heil et al. [66] and
Hübner et al. [70].
Due to the benefit in realization (from the software point of view), the partitioned approaches
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are widely used in FSI problems. With this method, the fluid and the structure are treated sep-
arately on independent meshes and in different codes. Therefore, well-established software,
which offers a variety of numerical methods, can be applied for calculations relating to the fluid
and structure components. The realization effort is restricted by the development of the cou-
pling and communication algorithms for the interaction procedure. The partitioned approaches
are subdivided into implicit and explicit methods. In the last group the fluid-structure coupling
is performed only once in each time step. Explicit methods have been successfully applied in
simulation of aeroelasticity problems, which occur in compressible flows [43]. The application
of such methods frequently leads to unstable behavior, and as a result a strong limitation on the
used time step size [100] is imposed. In the implicit approach the coupling between structure and
fluid is performed in every time step repeatedly until a convergent solution is found. In contrast
to the explicit method, this technique demonstrates more robustness and improved convergence
behavior [135], [111]. Different numerical methods have been developed to increase the conver-
gence rate and reduce the computational time, for instance the fixed-point method with dynamic
relaxation [167] or vector extrapolation methods [166], [108].
In the present work for the simulation of FSI problems, the ALE technique and the implicit
portioned approach are applied.
Turbulence modeling
The foundation for the modeling of turbulent flows was expressed by Richardson in 1922 in
lyrical form [129]:
"Big whorls have little whorls
Which feed on their velocity,
And little whorls have lesser whorls
And so on to viscosity."
This mechanism is denoted as energy cascade and has been investigated in detail by Kolmogorov
[84]. He formulated three hypotheses for the description of the turbulence phenomenon and
moreover introduced the concept of the energy spectrum. The simulation of turbulence is based
on this idea until today.
Turbulence models can be subdivided into four groups: DNS, LES, RANS and hybrid models.
Since the DNS is not of essential interest for the present work, the review of this model is not
presented here. Nevertheless, the idea of this concept is briefly outlined in chapter 3.
The formulation of RANS models is based on the idea of a decomposition of main flow quantities
into a mean part and a fluctuating part, as proposed by Reynolds [128] in 1895. RANS models
produce a statistical representation of turbulent features that is sufficient for many engineering
applications. Due to the relatively low computational effort that they requiere, RANS models are
widely used in the industrial field. By inserting the Reynolds decomposition in the Navier-Stokes
equation and subsequent averaging, new unknown term arise, the so-called Reynolds stress ten-
sor. As a result, the closure problem emerges. Depending on the how these unknown terms are
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modeled, RANS models can be categorized into two groups: the Reynolds stress models (RSMs)
and eddy-viscosity models (EVMs).
In RMS an individual differential equation is formulated for each Reynolds stress component.
This idea was first mentioned in the works of Hanjalic and Launder [62] and Launder et al. [89].
Subsequent investigations of this class of turbulence models have been published in Speziale
et al. [153], Durbin [37] and Jakirlic and Hanjalic [74]. One of the advantages such models is
their ability to capture the influence of the Reynolds stress anisotropy in the velocity field. Nev-
ertheless the solution of additional equations is required, and as a consequence the computational
time increases.
In the eddy-viscosity concept, the Reynolds stress tensor is presented as a product of the turbulent
viscosity and the mean rate of strain in accordance with the hypothesis of Boussinesq [16].
This approach is based on the idea of the similarity of the average turbulent flow field and the
corresponding laminar flow. A wide range of turbulence models based on this concept has been
developed. Depending on the number of additional transport equations that have to be solved to
compute the eddy viscosity, the zero-, one-, two- or four-equations models are distinguished.
The zero-equation turbulence model was introduced by Prandtl in 1925. In the Prandtl mixing-
length model, the effective viscosity is expressed as the product of a turbulent velocity scale and
a characteristic length (mixing length) scale. Other formulations of zero-equation models can be
found in Baldwin and Lomax [6] and Johnson and King [78]. Such models are often too simple
for usage in general situations. The commonly used one-equation model with the objective of
numerical efficiency and robustness is the Spalart-Allmaras approach [148]. This model includes
the transport equation for turbulent eddy viscosity. Although this model demonstrates the ability
to predict attached wall-bounded flows and flows with mild separation or recirculation, it is weak
in the simulation of the free shear or massively separated flows. The Spalart-Allmaras method is
generally applied in aerodynamic problems and in turbo-machinery applications
Two-equation models have become the preferred model type in different industrial application
fields. The most frequently applied method is the k − ε approach. Although the earliest ideas
of this model have been mentioned in [64] and [61], the complete formulation of this model is
presented in Jones and Launder [79]. The main idea of the k − ε RANS method is to solve
additional transport equations for turbulent kinetic energy and for dissipation, for closure of
the problem. However, this model demonstrates weaknesses in the near-wall region; therefore
several modifications of this model have been developed, the most popular being introduced in
Launder and Sharma [88] and Chien [25]. Another commonly applied two-equation model, the
k − ω approach, has been developed by Wilcox [169]. In this method, for the calculation of the
turbulent viscosity, one must solve transport equations for the turbulent kinetic energy and for the
specific dissipation rate. The introduction of the specific dissipation rate provides advantages in
wall treatment. as compared to the k − ε model. However, this approach suffers from problems
with respect to the separation region. Menter [106] suggested the shear stress transport (SST)
k − ω model, which combines these two approaches. Menter’s model switches to the k − ω
method in the inner parts of the boundary layer and to a k − ε formulation in the free-stream.
In the immediate vicinity of the wall, the modeling of turbulence is a difficult task due to its
physical complexity. To improve the prediction in the near-wall region, Durbin [39] suggested to
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use the transport equation for the normal-to-the-wall stress component v2 in addition to the equa-
tions for k and ε. This strategy allows one to improve the reproduction of wall-near anisotropy
and non-local pressure-strain effects. To improve the stability of this model Hanjalic´ et al. [63]
formulated the ζ − f RANS model with the new variable ζ = v2/k instead of v2. This improve-
ment leads to a weaker dependency of the model equations on wall distance. These nonlinear
eddy viscosity models demonstrate significant improvements in capturing the influence of the
near-wall anisotropy into the turbulent viscosity. However, the influence of the Reynolds stress
anisotropy on the velocity field remains a weakness of these models. Although EVMs are com-
monly used in practical applications, they exhibit limitation in the prediction of some types of
flows, for instance the flows with the dominance of large-scale anisotropic structures or rotational
flows (for more information about the application of RANS models for different uses, see Frost
[50] or Dervieux et al. [34]).
According to Leonard [91], most information on turbulent flows can be obtained from simulat-
ing the motion of large scales. For this reason, the scales can be separated by means of the filter
operation, which is the main idea of the LES technique. Here, the instantaneous flow quantities
are decomposed into resolved and unresolved (sub-grid) scales by introducing a spatial filter-
ing. This general concept is based on the idea of self similarity suggested by Kolmogorov. This
concept maintains that the large, energy-containing eddies are mostly determined by the geo-
metric boundary conditions, while the smaller scales are more universal and can therefore be
more easily modeled. A detailed overview of LES modeling is presented in Sagaut [136] and
in Fröhlich [48]. Smagorinsky model, from 1963 [144], is among the most commonly applied
and simplest of LES approaches. Following to Prandtl’s idea, the sub-grid turbulent length scale
in Smagorinsky model is set proportional to the grid spacing, and the relevant velocity scale is
set proportional to the resolved velocity gradient. From this assumption follows the calculation
without additional transport equations, and follows a simple implementation procedure. This
model demonstrates quite good results for rather simple flow configurations, whereas for more
complex scenarios, the modeling constant becomes flow dependent. Therefore Germano et al.
[52] have suggested the so-called dynamic sub-grid scale, which is a modification of the simplest
LES method with a variation of the Smagorinsky constant in space and time based on the filtering
of flow quantities. This method has been widely investigated and extended in [96], [102]. The
problem of applying the LES technique in the simulation of turbulent flows is a requirement of
the very fine grid resolution in the wall vicinity, since the size of turbulent eddies is correspond-
ingly reduced by approaching the solid surface. To reduce this impact, Nicoud and Ducros [115]
proposed a wall-adapting local eddy-viscosity model (WALE). This model is capable of captur-
ing the effects of the smallest resolved turbulent fluctuations in the near-wall region by means
of the square of the velocity gradient tensor. In 1985, Yoshizawa and Horiuti [175] suggested a
one-equation LES model. In this approach the transport equation for sub-grid turbulent kinetic
energy is used to estimate the properties of the corresponding turbulent velocity scale. Although
different LES models demonstrate the ability to predict correctly the different types of flows,
the computational effort is by a factor from ten to 100 times larger than in RANS simulations,
depending on the problem configuration. This high computational effort generally limits the ap-
plication of LES techniques to an academic field. For instance, the simulation of complex flows,
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like a flow around a full aircraft model, will remain out of reach for the next 30 years according
to [147].
The limits of application for the LES techniques due to the required fine spatial and tempo-
ral resolution and the weaknesses of RANS methods in capturing the behavior of some kind
of turbulent flows have led to the development of a new group of turbulence models, hybrid
LES-RANS methods. These RANS-based models imitate the behavior of sub-grid-scale models
generally by means of the introduction of the grid-spacing as a model parameter. Thereby, these
approaches, denoted as eddy-resolving (ER) models, combine the advantages of the LES and
RANS models and reduce the drawbacks of each. As a result, ER methods are able to capture
the main turbulent flow behavior on a rather coarse mesh. The hybrid models suggested about
20 years ago are one of the central points in turbulence modeling research today.
The detached eddy simulation (DES) model, first proposed by Spalart et al. [149] for the sim-
ulation of massively separated flows, is the most popular hybrid turbulence model. The DES
method has been successfully used for many complex turbulent flow tasks. In this approach, a
RANS mode is applied near the solid boundaries, whereas in separated flow regions and regions
far from the wall, the method switches to LES mode. In the beginning, this model was based on
the Spalart-Allmaras approach [148], where the wall distance is replaced by a newly introduced
length scale depending on the grid spacing and on the shear stress tensor. Since the switching
has been realized depending on the grid and not on the flow, some modifications have been in-
troduced in this hybrid model. These modifications led to the formation of delayed detached
eddy simulation (DDES) [150] and improved delayed detached eddy simulation (IDDES) mod-
els [143]. The crucial issue in the application of DES-based methods is the so-called “gray area“,
in which an undefined modeling zone exists. In this region the solution is neither pure RANS
nor pure LES [60].
One of the new hybrid models, the VLES, has been provided by Speziale [151]. This hybrid
turbulence approach switches seamlessly between fully modeled RANS and fully resolved DNS
modes depending on the numerical grid resolution. This method is also called flow simulation
methodology [44], [73]. Johansen et al. [77] have proposed the application of a built-in function
for the modification of the sub-grid scale turbulent viscosity. Since the original VLES model
damped the Reynolds stress too much and required a rather fine mesh resolution, Han and Kra-
jnovic´ [60] suggested a new VLES approach by means of the modification of the built-in function
(i.e. the resolution control function). This new hybrid model shows high efficiency and robust-
ness in many applications already on relatively coarse grids [60], [59]. In these works, the k − ε
and k−ω based VLES methods have been investigated. In 2014, Chang et al. [24] suggested the
modification of a built-in function by means of the introduction of the cut-off length scale, and
they formulated the ζ − f based VLES method. This modification led to further improvement of
the results obtained by the VLES model.
Other popular hybrid models include the scale adaptive simulation (SAS) model introduced by
Menter and Egorov [104] and the partially averaging Navier-Stokes (PANS) method proposed by
Girimaji [53]. The concept of the SAS method, which is an improved unsteady Reynolds-average
Navier-Stokes (URANS) formulation presents the introduction of the von-Karman length scale
into the turbulence scale equation (i.e. the ratio of the first to the second derivative of the velocity
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field). This length scale allows the SAS approach to adapt dynamically to resolved structures in
an URANS simulation, and as a result the LES-like behavior in unsteady regions. The idea
behind the PANS method is to seamlessly switch between RANS and DNS, by means of the
introduced ratio modeled to total turbulent properties.
Turbulence in fluid-structure interaction (FSI) problems
As mentioned at the beginning of this chapter, investigation of the turbulence phenomena in the
context of FSI, especially with hybrid modeling techniques, is quite limited in comparison to
research focusing on coupling algorithms and moving grid techniques.
A variety of publications from the work groups of Bazilevs et al. [8], Takizawa et al. [157] and
Tezduyar and Sathe [160] are available. In these studies, different FSI applications are inves-
tigated in the field of aerodynamics. These groups most commonly apply special space-time
computational techniques for simulations of wind turbines, flapping wings or parachutes. How-
ever the focus of these investigations lies on the numerical methods, and the aspect of turbulence
is not a major issue.
The working group of Breuer et al. [20] has applied the LES model with an efficiently partitioned
coupling scheme based on a predictor–corrector method to simulate different FSI problems [19],
[21]. The application of DES hybrid modeling techniques has been discussed by this group in
Münsch and Breuer [113]. They also performed different experiments suited for the validation
of FSI codes and simulated them with the LES approach [80], [31], [30]. The LES method has
demonstrated quite good agreement with the experimental data in these flow configurations.
Golshan et al. [54] have applied LES and RANS approaches for the simulation of wind- and
wave-forced oceanic turbulence in unstratified shallow water. In this work, the influence of wall-
modeling on the results is investigated in detail. In Das [27], FSI-URANS simulation results in
marine applications being presented. Due to the small deformation of the investigated metallic
propeller, the RANS method has demonstrated very good coincidence with measurement data.
From 2013-2016, the number of investigations of DES-based models in the context of FSI in-
creased, although it remains small. The DES and LES based on the experiments from Breuer’s
group have been performed in [2], [124], [125]. Both models reproduce an acceptable agree-
ment with the experimental data. Türk [163] has been studying a flow over the Lambie airfoil
characterized by a mechanical coupling between the leading and trailing edge, with X-LES and
URANS models. The hybrid X-LES model demonstrates the ability to capture the different
turbulent structures. The investigation results for unsteady loads in a tube bundle by means
of DES and URANS modeling techniques are reported in [142]. In [141] the k − ω SST and
Spalart–Allmaras RANS models, as well as the modified DES approach, have been applied for
the prediction of an aeroelastic phenomenon (namely turbulent flow over an Onera M6 wing at
different angles of attack). The hybrid turbulence model has shown quite good results for all flow
configurations, whereas the presented RANS models mainly failed to capture the separation at
higher angles of attack.
Chang et al. [24] investigated the VLES model on a moving structure for the study of an internal
combustion engine system. In this work, the capability of the VLES approach to capture the
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swirling properties and the anisotropy of turbulent characteristics has been determined. To the
best of the author’s knowledge, the investigation of the VLES model in the context of fluid-
structure interaction has not yet been presented in any publication.
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In the following chapter, the essential theoretical foundations for this work are introduced. The
first part outlines the foundation equations of fluid mechanics, which describe the behavior of
the fluids. They are based on the mass, momentum and energy conservation laws. Together with
the material law, the initial and the boundary conditions build the required basis for the com-
putational fluid simulation. Subsequently, the arbitrary Lagrangian-Eulerian approach, together
with the idea of the fluid-structure coupling, is sketched. Finally, at the end of this chapter, the
properties of turbulent flows are summarized. General and deeper theories of fluid dynamics can
be found in the textbook of Spurk [154] and Schäfer [138]. For a detailed review of the turbulent
flows, please refer to the textbook of Pope [121] and Piquet [119].
2.1 Governing equations of fluid dynamics
2.1.1 Conservation of mass
According to the law of conservation of mass, the mass m of the material volumes V in the





ρ dV = 0 . (2.1)






= 0 , (2.2)
with ρ being the density and ui the velocity components in the i-direction.
The fluid considered in the present work can be assumed as incompressible. This meansDρ/Dt =





< 0.3 , (2.3)
where U is the characteristic flow velocity and a is the speed of sound.
Under this condition the continuity equation (2.2) takes the following simplified form:
∂ui
∂xi
= 0 . (2.4)
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In contrast to the calculation of compressible fluids, no energy equations have to be solved for
the simulation of incompressible flows. The reason for that lies in the idealized assumption that
the viscosity of incompressible fluids is independent from temperature. Therefore, the flow field
and the temperature field are decoupled.
2.1.2 Conservation of linear momentum
The law of momentum conservation states that in an inertial frame, the temporal change of the















ρfi dV︸ ︷︷ ︸
volume forces
, (2.5)
with fi being the volume forces, nj the normal vector and Tij the components of the Cauchy










+ ρfi . (2.6)
2.1.3 Navier-Stokes equation
The Cauchy stress tensor Tij included in equation (2.6) depends on the material quantities of the
medium. As a linear viscous isotropic medium (Newtonian fluid) is used in the present work, the
stress tensor Tij in consideration of the incompressibility takes the following form:
Tij = 2µSij − pδij , (2.7)
where µ is the dynamic viscosity, δij denotes the Kronecker delta, p is the pressure that arose as













After substituting the Cauchy stress tensor T in the conservation equation of linear momentum





















+ ρfi . (2.9)
Equation (2.9) together with (2.4) builds the incompressible Navier-Stokes equation for the New-
tonian fluids. This system serves as the foundation for the calculation of the fluid quantities, for
example, pressure and velocity.
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2.2 Arbitrary Lagrangian-Eulerian approach
The equations in the prior sections are formulated in the Eulerian system, which is commonly
applied in the description of fluids, while the Lagrangian formulation is normally used for the
description of motion in structural mechanics.
Both of the descriptions are not suitable in the case of the fluid-structure coupling. In the La-
grangian approach nodes of a computational grid move together with the appropriate material
particles (Figure 2.1, top). Because of the large deformations of the fluid, this formulation is not
optimal for FSI problems, as the large grid distortions lead to the destruction of the mesh in the
Lagrangian algorithm. In the Eulerian description the grid is linked to the spatial coordinates
(Figure 2.1, center), allowing for the handling of large distortions with the cost of the exact inter-
face definition and the resolution of the flow details. However, for the FSI problem, the Eulerian
formulations lose accuracy when applied to solids.
To solve this problem the arbitrary Lagrangian-Eulerian (ALE) approach is used, which is a
combination of the prior described formulations. The idea of the ALE method is that the mesh
is fixed on neither a spatial coordinate nor a material particle. Therefore, by the deformation,
the computational grid has qualities of both formulations and moves in an arbitrarily specified
manner (Figure 2.1, bottom). This formulation allows handling cases with great distortions of
the continuum [35].
The ALE formulation enables the representation of the Navier-Stokes equations by the optional
motion of the computational domain. For this, the fluid velocities ui in the convective term of
























+ ρfi . (2.10)
with ugi denoting the velocity of the moving grid.
Together with continuity equation (2.4), expression 2.10 builds the Navier-Stokes equations in
the ALE formulation, which returns to the Eulerian formulation, if the system is not moved
(ugi = 0) and to the Lagrangian approach, if ui becomes the material velocity.










To guarantee that equation (2.10) holds for a non-moving fluid in every time step, this condition
2.11 must be fulfilled by the numerical scheme [33]. For detailed information concerning the
formulation of the foundation equations in the arbitrary system, refer to Warsi [168].
2.3 Fluid-structure coupling
Let Ω be a computational FSI domain described in the ALE framework, which consists of the
structure domain Ωs and the fluid domain Ωf . These two domains have a common boundary
ΓFSI = Ωs ∩ Ωf (Figure 2.2). Subscript f refers to the fluid and subscript s to the structure.
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Figure 2.1: Lagrangian, Eulerian and ALE formulation [35].






ij ni = τ
f
ij ni. (2.12)
For a mathematical description of the FSI phenomena, the fluid and the structure continuum
mechanical problems have to be combined. The basic fluid dynamics equations (Section 2.1)
and the basic structure equations (see [172]) are extended with additional terms, which contain
the values arising from the interactions with the respective fields. This can be expressed in the














2.4 Foundation of turbulent flows
Figure 2.2: Schematic presentation of FSI domain.
In this system, the flow unknowns are denoted with φf and the structure unknowns with φs.
The Afs and Asf are the new terms arising from the effect of the fluid on the structure and
the structure on the fluid, respectively. Different coupling techniques for solving the system of
equations (2.3) are described in Chapter 1. Detailed information to this topic can be found in [7]
and [146].
2.4 Foundation of turbulent flows
This section describes the phenomenon of turbulence in flows. All well-known flows can be
subdivided into two groups. The first group contains the laminar flows, where the fluid flows
regularly in parallel layers. The second group contains the turbulent flows, which are character-
ized by instationarity, three-dimensionality and rapid movement of fluid particles. This behavior
is caused by irregular field gradients in the fluid field, for example, velocity gradient. These two
flows can be distinguished by means of the Reynolds number Re [126], which is defined as the





with the characteristic velocity U , the characteristic linear dimension L, the density ρ and the
dynamic viscosity of the fluid µ. The laminar regime occurs below a certain problem-dependent
critical Reynolds number Recr, where the viscous forces are dominant and damp the small dis-
turbances. Above the critical Reynolds number, the inertial forces are dominant and the turbu-
lent regime occurs. For a pipe flow, as investigated by Reynolds [127], the value of the crit-
ical Reynolds number is Recr ≈ 2300. In experiments, laminar flows can be achieved up to
Recr ≈ 40, 000 by means of a carefully calmed inflow [154]. Biswas and Eswaran [13], David-
son [28] or Pope [121] provides detailed information about turbulent flows.
2.4.1 Turbulence energy cascade
The basic concept for the understanding of the phenomenon of turbulence is the energy cascade,
which was first expressed by Lewis F. Richardson in the 1920s [129]. According to this concept,
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turbulent flow consists of three-dimensional vortices, also called eddies, of various sizes. The
large vortices, which contain the main part of the kinetic energy, decay into smaller eddies by the
process of vortex stretching. As a result, the energy is continuously transferred from the large
vortices to the smallest turbulent scales, where the kinetic energy of turbulent motion dissipates.
Figure 2.3: Schematic diagram of the energy transfer and regions of the turbulent energy cascade.
This continuous decay of the eddies towards smaller eddies was investigated in detail by Kol-
mogorov and was formulated into three hypotheses ([84]). The schematic diagram of the energy
cascade is given in Figure 2.3. All of the turbulent structures can be subdivided into three groups.
The first one consists of vortices which are influenced by the order of the characteristic length of
the problem domain. The eddies in this range are determined only through the boundary condi-
tion and are thereby anisotropic and inhomogeneous. As the large structures hold a substantial
part of the energy, they have an enormous influence on the flow. The second part, denoted as
inertial range, includes the turbulent structures, which are no longer dependent on the boundary
conditions at a sufficiently large Reynolds number. The smallest eddies are located in the dissi-
pation range. Turbulent structures in this part are determined by the dissipation of the flow and
the viscosity; they can be treated as locally isotropic and homogeneous. In contrast to the large
anisotropic eddies, the small structure can be modeled due to this local universality. These three
ranges can be distinguished through the typical scales, which are described in more detail in the
next section.
2.4.2 Turbulent scales
The length and time scales play an important role in the description of different ranges of the
energy cascade. The length scale l0, time scale τ0 and velocity scale u0 of large energy-containing
eddies can be estimated by means of k and ε:
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l0 = k
3/2/ε , u0 = k
1/2 , τ0 = k/ε . (2.15)
In considering Kolmogorov’s theory, the movement of the small scales is locally isotropic and
homogeneous at high Reynolds numbers. The statistic of this movement has a universal character
and can be described only through the kinematic viscosity ν and the dissipation ε. From a
dimension analysis, it can be observed that the smallest eddies are characterized by following






, uη = (νε)





where η is a length scale, uη is a velocity scale and τη is a time scale. The Reynolds number
formed from these scales is equal to one: (ηuη)/ν = 1. This illustrates that, on the smallest
scale, the Reynolds number is small enough for dissipation to be effective.
From the ratio of the smallest (η, uη, τη) to the largest scales (l0, u0, τ0), it can be observed that
the smallest scales reduce in size compared to the largest ones if the Reynolds number of the
flow increases:
η/l0 ∝ Re−3/4 , uη/u0 ∝ Re−1/4 , τη/τ0 ∝ Re−1/2 , (2.17)
The Taylor microscale falls in between the large scale and small scale eddies. Its characteristic






, uλ = k





Taylor scales are related to the dissipation energy, but do not have an exact relation to the size
of the small eddies. The ratio of the Taylor scale to the Kolmogorov’s dissipation scale can be
estimated as follows:
λ/η ≈ Re1/4 . (2.19)
2.4.3 Energy spectrum
Based on the idea of the energy cascade, Kolmogorov ([84]) theoretically derived the energy
spectrum, which allows one to investigate of the distribution of energy over the different scales.
Therefore, the energy spectrum E(κ) is considered as a function of a so-called wavenumber,
where the wavenumber of a particular length scale κ is defined as κ = 2pi/l. Figure 2.4 schemat-
ically demonstrates the energy spectrum. In accordance with the concept described in Section
2.4.1 the energy spectrum can be subdivided into three ranges. Each of them is characterized by
corresponding scales, which are listed in the previous section. For a detailed description of the
turbulent spectrum, see [121].
Kolmogorov also derived the shape of the spectrum in the inertial range using the dimensional




Figure 2.4: Schematic diagram of the energy spectrum.
Figure 2.5: Energy spectra for varying turbulence Reynolds number [110].
For higher Reynolds numbers, the span of the wavenumbers over which the κ−5/3 law holds is
broader. As result of an overlap of the energy-containing range and dissipation range at lower
Reynolds numbers, this κ−5/3 law region being eliminated. Figure 2.5 demonstrates this influ-
ence of different Reynolds numbers on the energy spectra.
The concept of the energy cascade and the energy spectrum are a basis for the turbulence mod-
eling (see Chapter 3).
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2.4.4 Wall treatment
Many typical flow problems in engineering are bounded by solid interfaces, for example, the flow
through pipes or the flow around airfoils. Consequently, the wall treatment is a very important
aspect in turbulence modeling.
The effect, which occurs in a turbulent flow in the near of boundaries, is a damping of the
fluctuations in the wall-normal direction and an amplification of these in the tangential direction.
As the viscous effects are dominant in the vicinity of solid surface, the wall shear stress τw
together with the molecular viscosity ν plays an important role in the wall-bounded flows. The
description of the turbulence near the wall can be determined using these two quantities. The









The non-dimensional values for the wall distance y+ and the mean velocity u+ are formulated








From this formulation, a similarity of y+ to the definition of the Reynolds number is well rec-
ognized. With y+ ≈ 1, the local Reynolds number corresponds to the Kolmogorov scales (see
Equation 2.4.2).
Figure 2.6: Velocity profiles in the near-wall region. Linear region, log-law region and the pro-
files from van Driest [164].
By means of the non-dimensional wall distance y+, the near-wall region can be subdivided into
three different layers, which are characterized by different physical phenomena:
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• Viscous sublayer: 0 < y+ < 5. In comparison to the viscous stress the Reynolds stresses
are negligible. The non-dimensional mean velocity profile is determined as u+ = y+.
• Buffer layer: 5 < y+ < 30. The transition region. The viscous and turbulent effects are of
the same order.




ln y+ +B, (2.22)
whereκ is the von Karman constant and B = 5.2.
The form of the mean velocity profiles in the different boundary regions is illustrated in Figure
2.6.
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Turbulence is a continuum mechanical phenomenon and therefore can be described and resolved
with the Navier-Stokes equations without further modeling. This method is denoted as a direct
numerical simulation (DNS) (Figure 3.1 [a]). The DNS requires a resolution of the computational
domain, which lies below the smallest eddy size. To estimate the order of computational cost, the
number of required grid cells should be determined. This is done by calculating the scales ratio of
the smallest turbulence structures to the elements of the integration region (Section 2.4.2). From
this estimation, it can be determined that the required number of grid points N is proportional to
Re3/4 and that the computational cost is proportional to Re11/4. Consequently, the current use of
DNS is limited to problems with low Reynolds numbers and simple geometry.
To reduce the computational cost, different modeling techniques have been developed.For exam-
ple, the large eddy simulation (LES) model was initially proposed in 1963 by Joseph Smagorin-
sky [144]. In this approach, only the large, energy containing anisotropic scales are simulated,
while the small universal eddies are modeled (figure 3.1 [b]). For the subdivision of the scales
into large and small, spatial filtering is applied [48]. This concept allows for a reduction of the
computational cost in comparison to the DNS (Section 3.2).
For industrial applications, it is often sufficient to utilize a statistical description of turbulent
flows, which takes the average impact of the turbulence into consideration. To calculate the
mean values of unknowns, it is sufficient to model all turbulent structures (Figure 3.1 [d]). The
corresponding models are denoted as the Reynolds-average Navier-Stokes (RANS) model [121].
This approach allows for a significant reduction of the computational time. However, the result-
ing accuracy is inadequate for describing some types of turbulent flows. The RANS models are
explained in detail in Section 3.1.
In the last fifteen years, hybrid models have become extremely popular. They combine the ad-
vantages of the basic models described above in order to obtain sufficient results with limited
computational cost [49] (Figure 3.1 [c]). The most popular hybrid turbulence model, which has
also been successfully used for many complex turbulent flow tasks, is the detached eddy simu-
lation (DES). First proposed by Spalart et al. [149], this model combines a RANS mode in the
attached boundary layers with LES in separated regions and in regions far from the wall. The
complication of applying the DES is that it creates a "gray area", in which an undefined modeling
zone exists, where the solution is neither pure RANS nor pure LES [60].
Another kind of hybrid methodology, the so-called very large eddy simulation (VLES), was pro-
posed by Speziale [151]. This model provides a seamless change from RANS to DNS depending
on the numerical resolution. However, the original VLES model damped the Reynolds stress
excessively and required a fine mesh resolution. Therefore, modifications were proposed in [60]
or [24]; after these changes the VLES model demonstrated high efficiency and a robustness in
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many applications [59], [58], [24].
(a) (b) (c) (d)
Figure 3.1: Schematic presentation of turbulent models by means of energy cascade.
In the beginning of this chapter, the description of the RANS concept is sketched and three types
of RANS models are presented in detail. A brief overview of the LES can be found in Section 3.2
in order to understand the idea of the VLES approach. As the VLES model is of central interest
for this work, it is presented in detail at the end of this chapter.
3.1 Reynolds-averaged Navier-Stokes equation models
As mentioned in the introduction to this chapter, instead of the complete unsteady information,
the behavior of the statistical means of the flow is sufficient for many technical applications.
To model the flow in such a way, statistical turbulence models, referred to as Reynolds-average
Navier-Stokes (RANS), are utilized. In the statistical modeling, all turbulent structures, along
with large anisotropic vortices, are treated as isotropic, which is in contrast to the physics de-
scribed in Section 2.4.1. This can lead to unsatisfactory results in some kinds of flows, especially
in flows with separations [173].
3.1.1 Averaging of the foundation equations
For averaging the foundation equations described in Chapter 2, a stochastic approach is used,
which means that, apart from the averaged part φ(x, t), a fluctuating part φ′(x, t) of a quantity
exists. This separation was suggested by Reynolds [128] and is valid for the velocities as well as
for the pressure and other field quantities in the following form:
φ(x, t) = φ(x, t) + φ′(x, t) , (3.1)
where the average value φ(x, t) is determined by means of the ensemble averaging






φk(x, t) . (3.2)
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For this, the experiment is conducted n-times and the values are measured n-times in the same
place over a sufficiently long time period (Figure 3.2).
Figure 3.2: Stochastic steady and unsteady averaging of the flow [45].








φ(x, t)dt . (3.3)
The insertion of the Reynolds decomposition (3.1) in the Navier-Stokes equations (2.2), (2.9)






















+ ρfi . (3.5)
By averaging, a new unknown term ρu′iu′j , which is denoted as the Reynolds stress, arises from
the non-linear convective term in the equation (2.9). Due to the additional term the system of
equations (3.4) and (3.5) contains more unknowns than equations, whereby the system is no
longer closed. The goal of turbulence modeling is an approximation of the unknown terms and
thereby the closure of the problem.
There are two classes of models, which are approximations of the Reynolds stresses: the Reynolds
stress equation (RSM) and the eddy viscosity models. In the first group of models, the further
transport equations for the unknown terms ρu′iu′j are solved and the Reynolds stresses are directly
computed. Eddy viscosity models, on the other hand, are based on the modeling of the ρu′iu′j
term by means of the Boussinesq approximation [16]:
τ turbij = −ρu′iu′j = 2µtSij −
2
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where k = 1/2 u′iu′i is the turbulent kinetic energy, which characterizes the intensity of turbulent
flows.
The consequence of the Boussinesq hypothesis is a changed viscosity, which consists of a molec-
ular and a turbulent part (eddy viscosity). While the molecular viscosity is a thermodynamic
property of a fluid, the eddy viscosity is dependent on the local flow characteristic. The model-
ing of the turbulent viscosity is a central task of the corresponding turbulence model. Depending
on the number of equations solved for the computation of the eddy viscosity, the models are zero,
one or two equation models. Within this study, only different kinds of two equation models are
applied, which are described in detail in the following subsections.
3.1.2 The Chien low Reynolds number k− ε model
Two equation models are commonly used in different application fields. The most popular two
equation model is the k − ε model. It was developed by Jones and Launder [79] and uses addi-
tional transport equations for the turbulent kinetic energy k and the dissipation of the turbulent
kinetic energy ε to represent the turbulent properties of the flow. In many cases, the k− ε model
shows numerical instability and inaccuracy, since the numerical control of the stability in the
near wall region for this approach is difficult. To provide the prediction of the flow down to the
solid wall, Chien [25] modified the standard k− ε model of Jones and Launder [79], resulting in



















































with the production term
Pk = 2µtSijSji (3.9)
and the damping function








, fµ = 1− e−0.0115y+ . (3.11)
The function fµ helps to improve the results in the near wall region.
The values of constants can be found in Table 3.1.
This modification of the standard model leads to a reduction of the computational time, by means
of the better convergence behavior in the wall near region. However in the case of complex
geometries, the application of this model can lead to inaccuracies, as the correct detection of the
wall distance y is problematic to determine [83].
24
3.1 Reynolds-averaged Navier-Stokes equation models
σk σε Cµ Cε1 Cε2
1.0 1.3 0.09 1.36 1.80
Table 3.1: Model constants for the Chien k − ε model [25]
.
3.1.3 The Wilcox k− ω model
Apart from many variations of the k−εmodel a wide range of other methods has been developed
to improve the modeling in a physical and numerical sense [103]. A successful alternative to the
k− ε model is the k−ω approach, which was mentioned by Kolmogorov [85] and was modified
by Wilcox [169], [170]. In contrast to the k−ε approach, this model does not require the damping
function near the wall and can therefore be integrated down to the viscous layer. However the
k − ω approach demonstrates the weakness in the simulation of the flows with pressure induced
separations [105].
In the Wilcox k − ω model, transport equations are solved for two turbulent quantities: the





































The relation between the dissipation ε and the specific dissipation ω or rather the time scale τ−10




= τ−10 . (3.15)




0, 5 0, 5 0, 09 3/40 5/9
Table 3.2: Model constants for the Wilcox k − ω model [169]
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3.1.4 The k− ε− ζ − f model
The k − ε − ζ − f RANS model (further ζ − f model) was developed by Hanjalic et al. [63].
The concept of this four equation model is based on the v2 − f model of Durbin [39]. Besides
the transport equations for k and ε, a transport equation for the velocity scale ratio ζ = v2/k and




































































Equation (3.18) for function f is formulated by means of the pressure-strain model of Speziale
et al. [153] and is used to adjust the wall reflection term of the pressure-strain correlation.
The corresponding turbulent viscosity in this eddy-viscosity-based model is modified through the
introduction of the quantity ζ , which can be interpreted as the ratio of the wall-normal turbulent




Since the velocity scale ratio contains the Reynolds stress component perpendicular to the wall,
the near wall anisotropy is partially incorporated. This modification improves the determination
of the viscosity [122]. And, as a result, the ζ − f model yields better results for wall-bounded
flows in comparison to the models with damping functions, for example, the Chien k − ε model
[59].
The model is completed by limiting the time and length scales with the Kolmogorov scales as a
































The model coefficients are listed in Table 3.3.
3.2 Large eddy simulation
The idea of the large eddy simulation (LES) model arises from the Kolmogorov hypotheses (see
Section 2.4.3). In this approach, the large three-dimensional anisotropic structures (grid scale)
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Cµ Cε1 Cε2 c1 C
′
2 σk σε σζ Cτ CL Cη
0.22 1.4 (1 + 0.012/ζ) 1.9 0.4 0.65 1 1.3 1.2 6.0 0.36 85
Table 3.3: Model constants for the ζ − f model.
are resolved, while the small isotropic eddies (sub-grid scale) are modeled. The distinction be-
tween the large and small eddies is accomplished by the spatial filtering procedure. The filtering




G(r, xi,∆)f(xi − r, t)dr , (3.23)
where ∆ is a spatial dependent filter width, which in order is set equivalent to the numerical grid
size. The filter width indicates the size of smallest resolved eddies and has explicit dependency
on the filter function. The most commonly used explicit filter functions are the Gaussian and
top-hat filters. It is important to mention, that the filtering operator has a different properties
than the averaging operator in the RANS formulation. Detailed information about the filtering is
found in [121].
To derive the transport equations for the LES approach, the flow quantities are decomposed into
the resolved (filtered) part f˜i and the modeled (sub-grid scale) part f ′ :
φi = φ˜i + φ
′
i , (3.24)
After inserting this decomposition into the Navier-Stokes equations (2.9) and (2.2), and filtering
these equations, the filtered Navier-Stokes equations are obtained:
∂u˜i
∂xi
























It is recognized that the LES equations (3.25) and (3.26) have a similar form to the RANS equa-
tions (3.4) and (3.5). The term τ˜ij is an analog to the Reynolds stress tensor (3.6) and in LES
case is denoted as a sub-grid-stress tensor:
τ˜ij = u˜iu˜j − u˜iuj . (3.27)
As in the case of the RANS equations (see Section 3.1), a closure problem arises for the LES
equations (3.25) and (3.26). The task of the LES method is the modeling of the sub-grid stress
term (3.27) in order to solve this problem. A detailed description of the theory concerning the
LES and the filter operator can be found in Fröhlich [48].
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It is important to notice, that the filtering procedure in the large eddy simulation can be implicit
or explicit. Implicit filtering is carried out by the grid itself and the grid is assumed as a LES
filter. In explicit filtering, one of mentioned spatial filtering operators is used. In some LES
models it is required to compute the sub-grid stress tensor [52].
The most common and easiest fine structure model was formulated by Smagorinsky [144] and is
the basis for many other LES approaches [121]. The first SGS model assumes, that the energy
production and dissipation of the small scales are in equilibrium. Based on this idea, the eddy
viscosity approach is defined as following:
τ˜ij = −2νtS˜ij , (3.28)
with the turbulent viscosity directly proportional to the filter width (corresponding conventionally








where Cs is a case-depending constant, S˜ij describes the large scale strain-rate tensor and lLES
is the Smagorinsky length scale. The equations of this SGS model can be solved without the
explicit specification of the filtering operator.
For the filter width ∆, one of the following definitions can be used:
∆ = (∆x∆y∆z)
1/3 or (3.30)
∆ = max(∆x; ∆y; ∆z), (3.31)
where ∆x,∆y and ∆z denote the grid width in the corresponding spatial direction.
3.3 Very large eddy simulation
In this study the very large eddy simulation (VLES) approach is investigated. The general name
flow simulation methodology is used in some papers for this model. This model belongs to hybrid
eddy-resolving or RANS-based sub-scale methods and are based on a very similar equation as in
the RANS approach. Although a coincidence they realize the main concept of the LES approach,
where the scale and consequently physical properties are filtered by an appropriate filter function.
This idea is feasible due to the similarity of the LES and the RANS equations (see Sections 3.1
and 3.2). The VLES model was first mentioned by Speziale [152] and he outlined three basic
properties which a hybrid turbulence method should posses [151]:
• the turbulence model transforms into the RANS model on the coarse grid region
• DNS should be recovered on the fine mesh region
• the application of explicit filtering (see Section 3.2) or averaging is not desirable.
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The approach of Speziale is neither classical RANS nor LES. However, the idea of this method
is very similar to the LES concept: the large scales in the VLES model are simulated, while
the small ones are modeled. The VLES approach provides a transition from the fully modeled
RANS to the fully resolved DNS modes depending on the numerical grid resolution. The main
difference to the traditional LES is the replacement of the sub-grid scale stress τ˜ij through the





In the original VLES model the Fr function depends on two length scales: the turbulent length
scale lc related to the spectral cut-off and the Kolmogorov length scale η. The first formulation
of the VLES model has a weakness in the near wall region, since the resolution control function
damps the Reynolds stress too strongly. Therefore, some modifications of the resolution control
function are proposed. For example, Zhang et al. [176], Han and Krajnovic´ [60] improve the
definition of Fr with the introduction of a third length scale: the integral length scale l0 (∝
k
3/2
us /εus). The modified method recovers the RANS in the near wall region and the LES approach
can be reached between the RANS and the DNS limits. The new very large eddy simulation
method is validated with different turbulent flow configurations and show the efficiency in the
resolving of the large flow structures together with the high efficiency and robustness in many
applications already on relatively coarse grids [58], [59].
In 2014, Chang et al. [24] suggested the modification of the VLES model and defined the Fr








where C denotes the “cut-off ”and K - the Kolmogorov scales; the area between κC and κK is
related to the unresolved scale (see Figure 3.3).











The modified Fr function depends only on the integral length scale l0= k3/2/ε and the turbulent
length scale related to the spectral cut-off lc= Cx∆. In Chang et al. [24], a detailed derivation of
the resolution control function Fr can be found.
According to this definition, Fr takes a value between one and zero. When the resolution control
function approaches zero, all of the scales are (theoretically) resolved and the VLES model
behaves similar to a DNS. In regions, where Fr → 1, as in the case of a coarser mesh, the higher
fraction of the modeled turbulence is expected and the method works as a RANS model, similar
to the DES concept. Between these two modes, the VLES behaves like a LES. The filter width
applied in this hybrid eddy-resolving model is in order larger compared to the LES filters, which
is defined by the grid size (see Figure 3.3). Consequently, the dependency of numerical results
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Figure 3.3: Schematic view of energy spectrum with characteristic cut-offs corresponding to un-
resolved κC(LES) and unsteady κC(VLES) scales [24].
on the grid resolution is not explicit. Therefore, the new VLES model fulfills the requirements
of Speziale.
The VLES method is well compatible with different RANS turbulence models. In this study,
a VLES approach based on three different RANS models is used: the VLES model based on
the Chien k − ε model (Section 3.1.2), on the Wilcox k − ω model (Section 3.1.3) and on the
elliptic-relaxation eddy-viscosity ζ − f VLES model (Section 3.1.4).




















































with the index us characterizing the "unsteady" RANS regime and the production term Pkus
Pkus = 2νu
∣∣∣S˜ij∣∣∣ ∣∣∣S˜ij∣∣∣ .
Due to the similarity of the equations for the k −  and k − ω RANS models, the equations for
the last one are not presented here for the VLES formulation.
Since the predictive accuracy of VLES depends on the specific RANS turbulence model [58], the
application of the ζ−f model as a background RANS model for VLES appears to be promising.
The reason is, that this model demonstrates advantages in a prediction of anisotropy effects in
the wall near region in comparison to two other investigated models.
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with the turbulent length and time scales






















Compared to basic RANS models, in the VLES approach, the formulation of the turbulent vis-




µζuskusτζ, us , (3.43)











In order to simulate turbulent flows, the Navier-Stokes equations described in Chapter 3 are
solved using numerical techniques. There are various kinds of approximation methods to solve
this system of partial differential equations by means of numerical methods, such as the finite
difference (FD), the finite element (FE) and the finite volume (FV) methods. For fluid dynamic
problems, it is advantageous to use the finite volume method (FVM), because with this numerical
technique, discretized equations fulfill the conservation principles also in their discrete forms.
The fundamental principle of the method is the subdivision of the problem area in a finite number
of control volumes. Subsequently, the conservation equations are evaluated in the center of the
control volumes and an approximation system of the algebraic differential equations is created.
After solving this system of equations, a solution of the flow problem is available. A detailed
description of the FVM can be found in the textbook of Schäfer [138].
This chapter gives a short overview of the numerical methods applied in this work. Firstly, the
general idea of FVM is presented. In Sections 4.2 and 4.3, employed spatial and time discretiza-
tion methods are introduced. Following that the concept of the pressure correction method is
outlined. Finally, a short description of the in-house code FASTEST, together with the multi-
grid method and a technique for the grid deformation which is realized in FASTEST, are briefly
presented.
4.1 General strategy of finite volume method
In the following section, the concept of the FVM is presented on the basis of a general transport





















with Γφ being a diffusion coefficient for the quantity φ.
The starting point of the FVM is the subdivision of the problem area by means of a numerical grid
in a finite number of control volumes (CVs). Subsequently, for each CV, the transport equation
in integral form is formulated. After applying the Gauss’ integral theorem, the equation (4.1)

































with the faces of the control volumes Sc.
For the numerical solution of equation (4.2), an approximation of the volume and surface inte-
grals is required. For this, the second order midpoint rule is used. For example, for the east side




















where m˙e is a mass flux through the east face Se and the ∂Se is the surface area. After applying
the three-dimensional midpoint rule on the volume integral, the source term takes the following
form: ∫
V
qφdV ≈ (qφ)P ∂V , (4.5)
with index p denoting the value in the center of the CV and ∂V being the volume of the current
CV.
The approximation of the diffusive and convective terms with the midpoint rule requires the
values on the control volume sites. As these values are not known, further linear interpolation
from the values on the center of the CV must be used.
4.2 Spatial discretization
Each of the terms in equation (4.2) requires specific discretization methods. For the diffusive
and convective terms, the spatial discretization techniques described in this section are applied.
Generally, for an approximation of the diffusive flux, a second order central differencing scheme
(CDS) is used, while for the convective flux, the first order upwind differencing scheme (UDS) as
well as CDS can be applied. These two commonly used techniques as well as the flux-blending
approximation and the high-resolution (HR) methods are outlined in this section.
To simplify the description of the discretization methods, the problem is reduced to two dimen-
sions. Furthermore, for demonstration of the spatial discretization principles, a control volume
(index P) with four neighboring CVs (W-west, E-east, N-north, S-south) for a Cartesian grid is
defined (see Figure 4.1).
4.2.1 Upwind differencing scheme
The concept of the upwind differencing scheme (UDS) is based on the idea, that in convection-
dominated flows, the flow quantities on control volume sites are more influenced by the upstream
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Figure 4.1: Control volume with its neighbor nodes for two-dimensional case.
than by the downstream cell center. Therefore, the first order UDS is formulated as:
φe = φP , for m˙e ≥ 0 , (4.6)
φe = φE, for m˙e ≤ 0 . (4.7)
This scheme is unconditionally bounded and robust; however, due to the low order, this dis-
cretization method has a high level of numerical diffusion. Therefore, the scheme requires a very
fine grid to yield satisfactory results.
4.2.2 Central differencing scheme
Another possibility to approximate φ(x, t) in the neighboring control volumes is the central dif-
ferencing scheme (CDS). In this method the flow quantities on control volume sites are defined
over the interpolation between the centers of the neighboring cells:
φe ≈ φEγe + φP (1− γe) , (4.8)
where γe is the linear interpolation factor:
γe = (xe − xP )/(xE − xP ). (4.9)
The CDS method has a second order accuracy on Cartesian grids. However, in contrast to the
UDS, in this method non-physical oscillations can appear in the solution in regions of strong
convection. This happens if the boundedness of the method is no longer ensured. In this case,








For the LES simulation, the central differencing scheme (CDS) is commonly used due to the
required negligible numerical dissipation and very fine grid resolution. However, in the RANS
models, difficulties arise by using the CDS method at high Reynolds numbers due to the coarse
mesh resolution, which leads to the high Pe.
4.2.3 Flux-blending
The flux-blending approximation combines the advantages of methods with low order (UDS),
such as robustness and boundedness, with the exacter approximation of methods with higher
order accuracy (CDS). Both schemes are weighted by the factor β, which takes a value between
0 and 1:
φe = βφe,CDS + (1− β)φe,UDS , (4.11)
This approximation yields very good results for moderate Péclet numbers.
4.2.4 High-resolution schemes
The schemes described in the sections above have severe weaknesses, such as the poor accu-
racy due to the numerical diffusion and instability. This shortcoming can be solved by using
higher order schemes, including a quadratic upstream interpolation for convective kinematics
(QUICK) by Leonard [92] or the upwind-scheme third order. However, despite the significant
improvement, the problems with the boundedness and accuracy are not solved completely. High-
resolution (HR) schemes provide reliable techniques to suppress the formation of the undesirable
oscillations.
There are two numerical tools that transform the linear unbounded high-order scheme into a
bounded non-linear high-resolution scheme. The first technique for developing HR-schemes is
total variation diminishing (TVD) approach, introduced by Harten [65]. As the name indicates,
this method uses the idea of a total variation (TV). In systems described by partial differential




| φi+1 − φi | . (4.12)




) ≤ TV (φn) . (4.13)
To construct a HR scheme in the TVD approach a so-called flux limiter function should be
proposed. For example, according to Sweby [156], the TVD can be transferred on the higher
order schemes by means of the introduction of the following limiting function Φ(r):
φf = φC +
1
2
Φ(r) (φD − φC) , r = φC − φU
φC − φD . (4.14)
with indexes C - center, D - downwind, U - upwind and F - face.
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The condition (4.13) is fulfilled, if the following criterion for the limiting function is valid:
Φ(r) =
{
min(2r , 2) r > 0
0 r ≤ 0 (4.15)
The full mathematical derivation of this methodology can be found in [156].
An additional framework for the description and analyses of HR schemes is the normalized
variable formulation (NVF) introduced by Leonard [93]. This approach ensures the boundedness
if the convection boundedness criterion (CBC) [51] is fulfilled. According to the NVF, the
normalized variable is defined as:
φ˜ =
φ− φU
φD − φU . (4.16)





because the normalized values are φ˜U = 0 and φ˜D = 1. The CBC is then formulated as:
φ˜C < φ˜f < 1, if 0 < φ˜C < 1 , (4.17)
φ˜f = φ˜C , otherwise . (4.18)
Various high resolution schemes have been developed based on this concept, such as Gamma
[75], AVLSMART [123] or the convergent and universally bounded interpolation scheme for the
treatment of advection (CUBISTA) [4]. All of these schemes were implemented in the in-house
code FASTEST by Reimann [124] in the formulation of Ng et al. [114]. For the numerical and
implementation details, these two sources are included for reference.
An additional HR-scheme implemented in FASTEST is the technique of Xue [174], which be-
longs to TVD schemes and is based on the MUSCL-scheme [95]. The starting point of this
scheme is the definition of φf by means of the TVD approach:
φf = φU +
1
2




















Following the normalization the Xue-MUSCL scheme is presented in the following form:
φ˜Xf =

















4−2κ < φ˜C < 1 ,





As the turbulent flows investigated in the present work are unsteady, a temporal discretization
is required in addition to a spatial discretization. After applying the spatial discretization tech-
niques described in the prior section, the problem (4.1) results in a system of ordinary differential
equations. These approximated equations can be transformed in the form, where all terms of the
spatial discretization remain on the right side and are summarized with the operator L(φ):
∂φ
∂t
= L(φ) . (4.22)
The discretization is performed by subdividing the entire time interval [t0, t′] into separate inter-
vals ∆tn:
tn+1 = tn + ∆t . (4.23)
Two different types of time discretization are distinguished: implicit and explicit.
4.3.1 Explicit methods
In the explicit methods, the solution in the time step n + 1 is calculated with already known
quantities from the previous time step:
φn+1 = F(φn, φn−1, . . .) . (4.24)
Here and in the following, the simplified term φ(tn) = φn is used.
This method is easy to apply and implement, but due to stability reasons, the maximal time
step length is strongly limited by the Courant–Friedrichs–Lewy (CFL) condition: CFL =
u∆t/∆x ≤ CFLmax, where Cmax is a constant dependent on the discretization method.
4.3.2 Implicit methods
Contrary to the explicit techniques, the implicit methods include values calculated in the current
time step in their formulation [138]:
φn+1 = F(φn+1, φn, φn−1, . . .) . (4.25)
By using implicit methods, additional memory space and longer computational times are re-
quired, since an additional system of equation must be solved in each time step. Nevertheless,
because of their flexible time step choice, which is determined by physics and not by numerics,
the implicit methods are commonly used.
Within this work the second order fully implicit method (SOFI), which is also known as the















4.4 Solving resulting system
4.4 Solving resulting system
After accomplishing the spatial and time discretization presented above, the discretized transport




acφc = bP . (4.27)
with the index of adjacent cell centers c. This equation is valid for every control volume. Subse-
quent to the assembling, a system of linear equations for all of the control volumes appears. This
system can be written in the matrix form:
Aijφi = bj . (4.28)
In order to solve this linear system, one of the direct or iterative methods can be applied [138].
In the present work, the strongly implicit procedure (SIP) [155] belonging to iterative methods
is used to solve the sparse linear system of equations. This is an iterative method based on
an incomplete LU decomposition and has been specially developed for the system of algebraic
equation, which arises from the discretization of partial differential equations. The main idea of
the SIP method is the modification of the system matrix A to improve the resulting upper and
lower matrices and, therefore, the efficiency of the solution method. The SIP method, as other
iterative methods, performs well for the high frequency errors. Therefore, this technique is often
applied as a smoother in a multigrid method, which is briefly presented in the following section.
4.5 Pressure correction method
As mentioned in Chapter 2, the Navier-Stokes equations (2.4) and (2.9) represent a coupled
equations system. Due to the incompressibility assumption, the calculation of the pressure is a
major difficulty in the numerical solution of these equations; because the pressure is linked to the
velocities only in the momentum equations (2.9). There are different methods for the coupling
of the pressure and the velocities. The technique used in this work is the semi-implicit method
for pressure linked equations (SIMPLE) algorithm.
Initially, within the pressure correction method, the velocity components are calculated with an
estimated (or well-known) pressure field on the basis of the momentum equations (2.9). Then, the
calculated velocity field is inserted into the continuity equation (2.4). However, these velocities
do not fulfill the equation of mass conservation. Therefore, a mass source arises through the
incorrect pressure field. A suitable pressure can be calculated by means of the transformation
of the equations. For the balance of this mass difference, a velocity correction is calculated and
performed in the subsequent correction step. In the case of convergence, the next time step is
calculated. Otherwise the next iteration within the pressure correction is performed. Detailed




In the present work the in-house code of the Department of Numerical Methods in Mechanical
Engineering at the TU Darmstadt FASTEST (flow analysis by solving of transport equations
simulating turbulence) is used. FASTEST is a boundary-fitter, block-structured incompressible
flow solver based on a finite volume discretization with the pressure velocity coupling.
To solve the system of linear equations arising from the discretization of differential equa-
tions, the SIP algorithm together with the pressure-correction method SIMPLE is realized in
FASTEST. The iterative solvers, such as SIP, produce smooth errors, which are reduced very
slowly. This problem can be solved by applying the multigrid method, which is available in
FASTEST. The purpose of this method is to define a coarser grid on which a low frequency error
will be seen as a high frequency and thus will be reduced more quickly. More details on the
multigrid method can be found in the textbook of McCormick [101]. The multigrid technique
provides an effective method for various kinds of flows; however, Alkishriwi et al. [3] demon-
strated that the benefit of a multigrid method is reduced for highly convective, time dependent
problems, such as turbulent flows.
In the block-structured code FASTEST, a grid deformation technique is realized within three
steps for the calculation of FSI problems or cases with moving structures. First, the edges of
each block are calculated using a linear interpolation or cubic spline approximation. In the
second step, the faces of the blocks are moved accordingly by linear interpolation, a transfinite
interpolation (TFI) [56] or an elliptic method. Finally, the inner grid points of the blocks are
modified using one of the prior methods. This process is repeated for every block until the
entire grid is updated. The linear interpolation is the simplest technique, which is applied for
the deformation of edges or faces. As the name indicates, the grid points are modified by means
of the linear interpolation. In the TFI technique, which belongs to the algebraic approaches,
the distribution of the inside grid points is calculated by means of the bi-linear interpolation of
the grid points on the boundary. In the elliptic grid movement the grid points are distributed by
solving the elliptic equation (Poisson equation). For details on the implementation of different
techniques please refer to [120].
For the simulation of fluid-structure coupling problems, the total FSI problem is divided into a
fluid and a structural part, which are solved separately in the fluid solver FASTEST, and into
a structure solver (partitioned approach). The coupling between the two sets of equations is
realized by the exchange of the values at the common boundary interface.
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For this research the very large eddy simulation (more details in Section 3.3) is implemented in
the in-house code FASTEST (Section 4.6). As the RANS equations are applied in the formulation
of the VLES approach, the verification of the basic statistical turbulence models is required
to ensure the correct performance of the VLES model. The goal of a verification procedure
is the examination of the correct implementation of equations and boundary conditions within
software. As the verification is a pure mathematical procedure, it is unnecessary for the results
of the verification to be physically correct.
This chapter begins with the description of the method of the manufactured solution (MMS),
which is applied in this research for the verification of the implemented RANS models. Follow-
ing that, the concept of verification of turbulence models is introduced. Then, the configuration of
the verification test case and the manufactured solution for the turbulent quantities are presented.
Finally, the results of the verification are summarized at the end of this chapter.
5.1 Method of manufactured solution
The method of the manufactured solution is a commonly used technique for the verification of
source codes and simulation software. The starting point of this method is a design of a solution
φms, which does not have to possess a physical background. However, the solution should fulfill
some conditions, for example, the solution should have a sufficient number of non-trivial deriva-
tives. Subsequently, this constructed solution is inserted into the governing equations, which in
this work are the Navier-Stokes equations and transport equations for the turbulent quantities.
Due to the free choice of the manufactured solution φms, the system of differential equations is
no longer in balance and therefore the source term Q should be analytically calculated:
D φms = Q , (5.1)
where D is a differential operator. In the next step, the system of equations (5.1) is solved on
computational grids with different grid resolutions. The boundary conditions are defined by
means of the constructed solution. Afterwards, the discrete solution of the source code φh is
compared with the designed solution φms and the approximation error eh is calculated:
eh = φh − φms . (5.2)






(φ(i, j)− φMS(i, j))2
(NX − 2)(NY − 2) , (5.3)
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with i and j being the indices in the x- and y-direction, accordingly, and NX and NY being the
number of the grid points in x-and y-directions.













and a comparison of pc with the formal order of accuracy p0. If the observed and formal order of
accuracy do not coincide, then an implementation error may exist in the program code; otherwise
the implementation is correct. A detailed description of MMS technique can be found in [137]
and [133].
5.2 Verification of RANS models
The verification of RANS models is based on the technique proposed by Eça et al. [42], [40],
[41]. It has been developed especially for two-dimensional, steady, wall-bounded, incompress-
ible turbulence flows. As mentioned above, the manufactured solution does not need to have a
physical meaning. However, the construction of a physically realistic solution has several advan-
tages, such as smaller source terms as well as similar difficulties to a real problem in the solution
and error estimate process [41]. Based on this idea, the manufactured solutions are constructed,
which prescribe velocities components, pressure and, for the two-equation RANS model, the
eddy viscosity νt and the turbulent kinetic energy k. Other turbulent quantities, for example,
dissipation ε and ω, can be derived from designed νt and k.
The computational domain taken from [42] is a two-dimensional square with a side length 0.5L,
where the bottom left corner is (0.5, 0) . The Reynolds number Re is based on the reference
length L and the reference velocity U1: Re = U1 L/ν = 106. The calculations are performed
on three grids of different refinement: 101× 101, 201× 201 and 401× 401. All meshes have a
refinement on the bottom wall (see Figure 5.1).
The manufactured solutions for the main flow variables (u-, v-velocities as well as pressure p)
are identical for both turbulence models verified in this work. The velocity components in the x-

















The mass conservation equation is satisfied identically with the velocity components designed in
this way.





(−x2 + 2x+ 0.25) ln (4y3 − 3y + 1.25) . (5.6)
Boundary conditions for all quantities are calculated by inserting the according coordinates in
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Figure 5.1: Computational domain with mesh 101× 101 for verification of RANS models.
the manufactured solutions:
u|bound = (u)|ms, v|bound = (v)|ms . (5.7)
Source terms can be detected by inserting of the designed solutions (5.5), (5.6) in the Navier-
































































As the k − ω RANS model was verified in the work of Türk [163], only the verification of the
k − ε and ζ − f models is done in this study.
5.2.1 Verification of the Chien k− ε RANS model
The first model, which is validated in this study, is the Chien k − ε model. In this low Reynolds
model, two additional equations occur in the calculation of the eddy viscosity: the transport
equation for the turbulent kinetic energy k and the transport equation for the dissipation ε. The
idea of Eça et al. [40] is to construct manufactured solutions only for the turbulent kinetic energy
and the turbulent viscosity and to deduce the solution for the other turbulent quantities from these
two designed solutions.
Constructed solutions for the turbulent kinetic energy and the turbulent viscosity for the Chien
k − ε model with νmax = 103ν and kmax = 0.01 have the following form:
k = kmax η
2
ν e
1−η2ν , νt = 0.25 νmax η4ν e
2−η2ν , (5.9)
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Both designed solutions fulfill the expectation of the behavior of the turbulent flow in the near
wall region. The turbulent viscosity νt varies with y4 close to the bottom wall and k proportional
to y2. Moreover, the maximum turbulent kinetic energy kmax occurs closer to the bottom wall
than the maximum νt.
The dissipation rate follows from the manufactured νt and k:






The damping functions fµ and fε required for the Chien k − ε model are constructed with con-
sideration of their properties:

















The solutions (5.9) and (5.11), which are designed for the low Reynolds k−εmodel, are inserted
into the transport equations for the turbulent kinetic energy and the dissipation of the turbulent


















































































Source terms (5.14) are added to the transport equations for k and ε in the source code accord-
ingly. Then, the test described in the beginning of the present section is calculated on three grids
of systematical refinement. Subsequently, the error between the manufactured solution and the
solution obtained from the calculation is estimated with equation (5.3). The order of accuracy
together with the RMS error on the two finer meshes is presented in Table 5.1.
44
5.2 Verification of RANS models
(a) RMS-error of u-velocity (b) RMS-error of v-velocity
(c) RMS-error of turbulent kinetic energy k (d) RMS-error of dissipation ε
Figure 5.2: Evolution of RMS-error for velocities and turbulent quantities obtained by Chien
k − ε model on different grids.
In the present simulation, the first order UDS scheme (details can be found in Section 4.2.1)
is applied to convective terms in the momentum and transport equations. The observed order
pc = 1 corresponds to the formal order of accuracy p0. Therefore, the Chien k − ε model is
implemented correctly. The deviation occurs only in the order of pressure, due to the pressure-
velocity coupling algorithm (the values for the pressure cannot be set on the boundary; it is
calculated from velocities), which is used in FASTEST code. From the evolution of the RMS-
errors for u, v, k and ε on the different grids (in Figure 5.2, the stroke line presents the reference
first order line), it can be recognized that the error tends to zero with the refinement of the mesh,
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confirming the correct implementation of the Chien k − ε RANS model.
Variable RMS-error (201× 201) RMS-error (401× 401) Order
Velocity (u) 8.45× 10−4 4.26× 10−4 1.00
Velocity (v) 5.48× 10−4 2.54× 10−4 1.11
Pressure (p) 2.79× 10−4 1.51× 10−4 0.90
Turb. kinetic energy (k) 1.03× 10−4 5.09× 10−5 1.02
Dissipation (ε) 6.04× 10−5 2.97× 10−5 1.02
Table 5.1: RMS-error and order of accuracy obtained by verification of Chien k−εRANS model.
5.2.2 Verification of the ζ − f RANS model
In the following, the four equation ζ−f RANS model is verified with the manufactured solution.
In addition to the solutions for k and ε, the solutions for the velocity scale ratio ζ = v2/k and for
the elliptic relaxation function f must be designed.
The turbulent viscosity is defined as:
νt = 2.5× 10−4 η4ν e(2−η
2
ν), (5.15)
with the non-dimensional similar variable ην (Equation 5.10).
For the manufactured solution of the turbulent kinetic energy, the following equation is used:
k = 0.01 η2ν e
1−η2ν + 0.01 . (5.16)
In the previous section, the dissipation rate follows from the manufactured quantities νt and k:
ε = 0.036 eη
2
ν + 0.01 . (5.17)
The manufactured solution for the velocity scales ratio is defined as following:
ζ = 3.59 ν2 e1−0.5η
2
ν + 0.01 . (5.18)
The constructed solution for the function f has the following form:















5.2 Verification of RANS models
The ζ−f model is completed by limiting the time and length scales τζ , Lζ , (see Equation [3.21]).













After the insertion of the manufactured solutions (5.16), (5.17), (5.18) and (5.19) in the transport
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The source terms (5.23) and (5.24) are summed up in the source code to transport equations for
k, ε, ζ and f , accordingly. Then, the calculation for the computational case described in the
beginning of this section is carried out on three grids of different refinements. Subsequently, the
RMS-errors between the manufactured and the code solution are calculated for major quantities.
The orders of accuracy and RMS errors on the two finer meshes are presented in Table 5.2.
As for the simulation with the Chien k− ε model, convective terms in the momentum and trans-
port equations are discretized with the first order UDS scheme. Therefore, the observed order
pc = 1 is in accordance with the formal order of accuracy p0 = 1, which confirms the correct
implementation of the ζ − f RANS model. The deviation occurs only in the order of pressure,
due to the pressure-velocity coupling algorithm (see description in the previous section), and in
the elliptic relaxation function. The last deviation is explained by the manner of
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(a) RMS-error of u-velocity (b) RMS-error of v-velocity
(c) RMS-error of turbulent kinetic energy k (d) RMS-error of dissepation ε
(e) RMS-error of velocity scale ration k (f) RMS-error of function f ε
Figure 5.3: Evolution of RMS-error for velocities and turbulent quantities obtained by ζ − f
RANS model on different grids.
48
5.2 Verification of RANS models
the implementation of the elliptic equation in code FASTEST, where the equation for f is solved
with the algorithm for the standard transport equations. Figure 5.2 presents the evolution of the
RMS-errors for u, v, k, ε, ζ and f (the stroke line presents the reference first order line). The
error tends to zero with the refinement of the mesh for all quantities, as expected. This result
additionally proves that the ζ − f model is implemented correctly.
Variable RMS-error (201× 201) RMS-error (401× 401) Order
Velocity (u) 1.44× 10−3 7.12× 10−4 1.02
Velocity (v) 4.85× 10−4 2, 19× 10−4 1.15
Pressure (p) 2.66× 10−4 1, 49× 10−4 0.84
Turb. kinetic energy (k) 3.66× 10−5 1.83× 10−5 1.00
Dissipation (ε) 5.93× 10−5 2.75× 10−5 1.11
Velocity scales ratio (ζ) 6.93× 10−3 3.43× 10−3 1.01
Function f 3.01× 10−1 1.61× 10−1 0.91
Table 5.2: RMS-error and order of accuracy obtained by the verification of the ζ − f model.
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6 Validation and Modification of the
Very Large Eddy Simulation Model
(VLES)
The main object of this chapter is the validation of the VLES model presented in Chapter 3.
Therefore, the simulation results are compared with experiments or other reference data, such as
DNS or LES results. After the validation of the standard VLES method, the influence of the filter
width (i.e. is a part of the definition of the VLES approach), on the results is investigated.
In contrast to the verification procedure described in the previous chapter, where no physically
correct solution is required, the goal of validation is to examine whether the implemented equa-
tions yield the correct physical results. Three different test cases are considered for the validation
of the VLES model implemented in the in-house code FASTEST. These flow configurations were
selected to demonstrate the ability of the VLES approach to predict different types of turbulent
flows.
In the beginning of the present chapter, the flow over a two-dimensional periodic hill at Reb ≈
10, 595 is calculated. The challenge of this case is the correct prediction of the point of separa-
tion from the curved surface, which is not clearly dependent on the geometry and has a strong
impact on the point of reattachment. This flow phenomenon is quite common in engineering ap-
plications; for example, similar effects occur in a flow over an airfoil. Moreover, this validation
case demonstrates well the advantage of the VLES model compared to the RANS method. The
second validation case is a fully-developed turbulent flow in a channel at Reτ = 590. This test
case highlights the feasibility of the new hybrid model in computation of flows with attached
boundary layers. Since the turbulent flows past bluff bodies include many flow phenomena, such
as separation, reattachment or vortex shedding for the last test case the flow over the circular
cylinder at Re = 3, 900 was chosen to verify the performance of the VLES method in modeling
of such complex flows.
In the second part of this chapter, the modified filter width is introduced in the formulation of the
VLES approach. By means of the fully developed turbulent channel flow, the improvement of
the results with this modification is demonstrated.
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6.1 Validation of the very large eddy simulation model
(VLES)
6.1.1 Flow over two-dimensional periodic hills
As a first validation case of the VLES model on a static grid the flow over two-dimensional pe-
riodic hills at a Reynolds number of Reb ≈ 10, 595 is considered. The size of the computational
domain in x-, y- and z-direction is defined in accordance with the available reference data as
Lx = 9h, Ly = 3.036h and Lz = 4.5h, with h being the hill height (Figure 6.1). On the top and
bottom edges of the domain, the wall boundary conditions are applied, while periodic boundary
conditions (BC) are assigned in streamwise and spanwise directions. The validation is conducted






u(y) dy . (6.1)
The computational domain illustrated in Figure 6.1 is covered with a mesh of 184320 (72x80x32)
grid points, which fulfills the condition for the non-dimensional wall distance y+ ≈ 1 at the
lower wall. After 20 flow-through times, the flow is averaged over at least 30 flow-through
times to obtain statistical converged results. The results are also averaged in space over the
spanwise direction. The simulation is compared to the reference LES data from Temmerman
[159] obtained by a high-resolved simulation with 4.6 · 106 grid nodes.
Figure 6.1: Computational domain and mesh for flow over periodic hills.
The reference results indicate that the flow separates in the proximity of the hill crest ( xs = 0.2h)
and that a recirculation zone is generated in the downstream of the hill side until the flow is
reattached near the middle of the channel (xr = 4.72h). As mentioned at the beginning of
the chapter, the separation of the flow is not clearly determined by the geometry; therefore it
is especially challenging to correctly predict the separation and reattachment points xs and xr.
It is well known that RANS models demonstrate weaknesses in this specific test case [87]. A
typical outcome of many RANS models is insufficient intensity of the turbulence activity in
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the separated region, resulting in a much larger recirculation zone. This results occurs due to
the isotropy assumption applied in the RANS modeling, which does not include the anisotropic
effects that appear in the recirculation region. Due to its ability to simulate the anisotropic effects
in the near-wall region, the ζ−f RANS model shows better results than the other RANS models,
as reported in Billard and Laurence [12]. Due to the combination of the RANS and LES or DNS
methods, the hybrid models, such a VLES or DES, are able to reproduce these anisotropic effects
and therefore very reliably predict separation and reattachment points.
(a) VLES k − ω model (b) RANS k − ω
Figure 6.2: Comparison of velocity field and streamlines for two-dimensional periodic hill flow
for k − ω VLES and k − ω RANS model.
Figure 6.3: Skin friction coefficient along bottom wall for two-dimensional periodic hill flow.
Figure 6.2 illustrates the difference between results produced by VLES and RANS models. This
comparison of the streamlines and velocity fields demonstrates that the recirculation zone in the
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simulation with the VLES method occupies about 50% of the streamwise domain, while in the
RANS simulation the separation region is much longer.
For a detailed comparison of the simulation results from the different turbulence models, the
distribution of the skin friction coefficient Cf = τw/12ρU
2
0 along the lower wall is shown in
Figure 6.3. The Cf obtained with the RANS method shows much deviation from the reference
data, while the Cf values produced by different hybrid models demonstrate good agreement with
the data presented in literature. Due to the ability of ER models to behave like LES models in
the separation region, the results are improved in comparison to the RANS method (see Figure
6.7). The k − ε VLES model underpredicts the friction coefficient value in the recirculation
region; however, the separation and reattachment points are captured very well. This graphic
also reveals that the predictive accuracy of the VLES method depends on the specific RANS
turbulence model. For example, the VLES based on the ζ−f model shows most agreement with
the reference data in the separation region. This higher level of agreement can be explained by
the properties of the ζ−f RANS model described in Section 3.1.4, which considers the near-wall
anisotropy. The detailed separation and reattachment positions obtained with different models
are listed in Table 6.1. All three VLES approaches capture the position of the separation and
reattachment very well.
Model xs xr error xs error xr
ref. LES Temmerman [159] 0.22 4.72 - -
VLES k − ε 0.20 4.70 9.09 % 0.42 %
VLES ζ − f 0.21 4.90 4.55 % 3.81 %
VLES k − ω 0.22 5.04 0.00 % 6.78 %
DES k − ω 0.25 5.04 13.64 % 6.78 %
RANS k − ω 0.29 7.56 31.82 % 60.17 %
Table 6.1: Separation and reattachment points for different VLES models.
In the rest of this section, only the results produced by the VLES model are presented, since
the VLES approach is of central interest for this work. For the sake of clarity, the diagrams of
velocities and Reynolds stresses show results obtained only by the ζ − f and the k − ε VLES
model, since the values produced by all three VLES models are almost identical. Because ζ − f
and the k − ε VLES model are investigated in following on the moving grid and in the context
of FSI, they are chosen.
A detailed depiction of the mean velocities is presented in Figure 6.4, which illustrates the ve-
locity profiles obtained with ζ − f and k − ε VLES models at eight different positions in the
x-direction, as compared to the reference LES solution. The recirculation region is character-
ized by a negative velocity, which detects the detachment of the boundary layer in the near-wall
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region. The comparison shows that the difference between the two compared VLES models is
minor and that both approaches produce very reasonable predictions.
Figure 6.4: Mean velocity profiles for k−ε and ζ−f VLES models for two-dimensional periodic
hill flow.
(a) u′u′ Reynolds stresses.
Figure 6.5: Reynolds stress profiles for ζ − f and k − ε VLES models for two-dimensional
periodic hill flow.
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(a) u′v′ Reynolds stresses.
(b) v′v′ Reynolds stresses.
(c) turbulent kinetic energy.
Figure 6.6: Reynolds stress profiles and turbulent kinetic energy for ζ−f and k−εVLES models
for two-dimensional periodic hill flow.
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Figure 6.5 and Figure 6.6 offer a comparison of Reynolds stresses and the turbulent kinetic en-
ergy obtained by the simulations with VLES models and the results of LES. The small deviations
in the Reynolds stresses occur in the middle of the lower boundary for both VLES models. The
Reynolds stresses and the turbulent kinetic energy obtained with the k − ε VLES are insignif-
icantly underpredicted. This finding is consistent with the friction coefficient values in Figure
6.3, since the intensity of the recirculation zone is underpredicted. The u′u′-Reynolds stresses
obtained by the ζ − f VLES simulation are slightly overpredicted in the middle of the chan-
nel, while other quantities are predicted very well, and therefore the separation and reattachment
points accord with the extant literature [159]. In general, the obtained Reynolds stresses and the
turbulent kinetic energy are in quite good agreement with the reference data and other VLES
results reported in [24].
(a) Resolution control function Fr.
(b) Modeling ration.
Figure 6.7: Modeling parameter Fr and modeling ratio ku/ktotal for ζ − f VLES model for two-
dimensional periodic hill flow.
A very important issue for the hybrid models is the modeling ratio, presented in Figure 6.7 (b).
It is a rate between the modeled (unresolved) and total turbulent kinetic energy. The model
part in the VLES simulation consist of about 45% maximally. This value is achieved in the
vicinity of the wall, where the RANS mode dominates. According to the theory (see [48]), about
70 − 80% of the turbulent kinetic energy should be resolved. Therefore it is well recognized
that in the middle of the computational domain, the VLES model behaves like a LES method,
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since the modeled part is much smaller. In Figure 6.7 (a), the resolution control function Fr as
a modeling parameter confirms the results from Figure 6.7 (b). The RANS mode is active in the
near-wall region, while the LES dominates in the separation zone, and in the rest of the domain
the modeling part is minimal, meaning that the VLES model tends to DNS mode.
Subsequently, by means of the two-dimensional periodic hill flow, it could be shown that the
VLES model is able to predict the separation flows very well even on the coarse grid, as compared
to the LES simulation, which requires a minimum of two million cells for the correct prediction
of this flow.
6.1.2 Fully developed turbulent flow in channel
The second case for the validation of the VLES model is a fully developed flow between two
parallel flat plates at a Reynolds number of Reτ = 590 based on the friction velocity uτ and
the half of the channel width h. This case is a common test case to demonstrate the important
feasibility of turbulence models to predict wall-bounded flows. A wide range of calculation
results for different Reynolds numbers can be found in literature; for instance, the simulation
results at Reτ = 590 obtained by the VLES model are reported in Han and Krajnovic´ [60] and
those for the channel flow at Reτ = 395 in Chang et al. [24]. Moreover the investigation of the
channel flow at Reτ = 395 achieved by the commonly used hybrid model DES is reported in
[57] and [143], while the results of the LES calculation can be found, for example, in [76] or
[94].
Figure 6.8: Computational domain for channel flow at Reτ = 590.
The size of the computational domain is chosen in accordance with other simulations obtained
by the hybrid models and defined as Lx = 2pi in the streamwise direction (x), Ly = 2 in the wall-
normal direction (y) and Lz = pi in the spanwise direction (z). In x- and z-directions, periodicity
is assumed, while on the top and bottom wall, no-slip boundary conditions are imposed. The
flow is derived by the streamwise pressure gradient dp/dx = τw/h.
A mesh for the VLES simulation illustrated in Figure 6.8 consists of 64× 100× 64 grid points,
with the first grid node located at the normalized wall distance y+ ≈ 1. For the numerical
convection scheme, the CDS method is used, and for time discretization, the implicit time scheme
is applied. The flow is averaged in time over 30 flow-through times.
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(a) Mean-velocity field obtained by the VLES model
(b) Mean-velocity field obtained by RANS model
Figure 6.9: Difference in the mean-velocity field for k − ω RANS and k − ω VLES models for
channel flow at Reτ = 590.
As can be seen from Figure 6.9, the VLES calculation (Figure 6.9 [a]) yields the unsteady and
inhomogeneous flow feature in the channel, the eddy structures are captured by this simulation
in contrast to the RANS calculation (figure 6.9 [b]), where the velocity field stays steady without
turbulent structures.
Figure 6.10 (a) demonstrates the mean streamwise velocity from the DNS data, contributed by
Moser et al. [112], in comparison to the VLES results given by different background RANS
models. Here and in the following, the results are averaged in space over the spanwise and the
streamwise directions. The mean velocities obtained by the VLES approach based on the k − ω
model are underpredicted in the buffer layer and insignificantly overpredicted in the log-low
region. The profile of the mean velocity is not captured correctly. The reason, therefore, is the
high sensitivity of the k−ω VLES model to the mesh resolution, as reported in [58]. A refinement
of the grid in the z-direction improves the results. However, the velocities achieved from the k−ε
and ζ − f VLES calculations are reasonably well predicted. The velocities obtained by the k− ε
VLES model are insignificantly overpredicted in the log-law region (30 < y+ < 100), but the
maximum of the mean velocity in the middle of the channel is captured very well. Compared to
the DNS simulation the best results are achieved by the ζ−f VLES model in all three regions of
the boundary layer (listed in Section 2.4.4). A similar tendency has been shown in the previous
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(a) Mean velocity profiles (b) Reynolds stress components
Figure 6.10: Mean velocity profiles and Reynolds stress components for different VLES models
in comparison to DNS data [112] for channel flow at Reτ = 590.
section, where the ζ − f VLES model shows the best agreement with the reference data for a
flow with separation.
Figure 6.11 illustrates the influence of mesh resolution on the results of the VLES model. In
this figure, the velocity profile obtained by the VLES k − ε and the VLES ζ − f models for two
different grids (Grid 1: 32×50×64 and Grid 2: 64×100×64) are presented in comparison with
the reference data. The figure shows that with refinement of the mesh the results move towards
the DNS data.
The Reynolds stress components produced with different VLES methods together with the ref-
erence DNS data are presented in Figure 6.10 (b). The VLES approach based on the ζ − f
model predicts the results quite well for the three presented components. The VLES k − ε ap-
proach shows good agreement in the v′v′ and u′v′ components, while the values for u′u′ are
overpredicted in the boundary layer (y+ < 100), similar to the velocity profiles for this method.
However, the position of the peak of the u′u′-Reynolds stress component is captured very well.
As expected, the Reynolds stresses yielded by the k − ω VLES model show the biggest devia-
tions from the reference data, especially for the dominant u′u′ components, where the values are
strongly overpredicted.
In addition to the turbulent flow in a channel at Reτ = 590, the channel flow at Reτ = 395 was
investigated. In this investigation, the computational domain and the grid were assumed from
the test case at Reτ = 590. The results of the simulation for the channel flow at lower Reynolds
number for three different VLES models can be found in Figure 6.13. The turbulence models
yield better results in the channel flow at the lower Reynolds numbers, when the mesh is the same
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(a) VLES k − ε model. (b) VLES ζ − f model.
Figure 6.11: Comparison of mean velocity profiles for coarse and fine mesh for channel flow at
Reτ = 590.
(a) Distribution of resolution control function in computational do-
main.
(b) Profiles of the resolution control function
Fr.
Figure 6.12: Resolution control function Fr for k−εVLES model for channel flow atReτ = 590.
as when applied for the calculation at higher Re. Since the turbulent eddies become smaller with
the increasing Reynolds number, the simulation of the channel flow for different Re on the equal
grids leads to a lower resolution for the turbulent structures, especially in the vicinity of the wall.
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(a) Mean velocity profiles (b) Reynolds stress components
Figure 6.13: Mean velocity profiles and Reynolds stress components in comparison to DNS data
[112] in channel flow at Reτ = 395.
Consequently, larger deviations from the reference data occur with increasing Re. The results
of all models for the flow between two parallel flat plates demonstrate better agreement with
the reference data at Reynolds number Reτ = 395 for the velocities profiles as well as for the
Reynolds stresses.
The distribution of the RANS and DNS-LES mode in the channel by the VLES simulation is
illustrated by means of the resolution control function Fr in Figure 6.12 (a). The Fr field has a
similar character in all three investigated VLES models. Therefore the resolution control function
over the whole computational domain is presented for only the ζ−f VLES model. The modeled
part is prevalent in the near-wall region, where the Fr function tends to one, while most of the
scales are resolved in the middle of the channel where Fr −→ 0. This behavior accords with the
theory highlighted in Section 3.3. For the Fr profiles in the wall-normal direction the results of
all three VLES models are displayed in Figure 6.12 (a). Deviations in the values of Fr function
obtained by the k − ω VLES method from the values produced by the other two VLES models
are well recognized. While in the ζ − f VLES model the RANS mode is mainly active in the
viscose layer (up to y+ ≈ 7), in the k − ω VLES method the RANS mode is much larger and is
valid up to the logarithmic region (up to y+ ≈ 30). Moreover, the transition between RANS and
DNS mode is slower in the k − ω VLES approach than in the two other methods. This behavior
of the Fr function is responsible for the deviations in the results produced by the k − ω VLES
model.
The VLES approach based on the k − ε and ζ − f models shows reasonably close agreement
with the reference data for the bounded flow considering that the mesh is quite coarse. The
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velocity profiles as well as the Reynolds stresses are in good agreement with the data found in the
literature. The k − ω VLES approach shows weaknesses on the current grid. For improvements
of the results this method requires a finer mesh than the two other models require. Section
6.2 highlights, how the results produced by the k − ω VLES model can be improved by the
introduction of the modified filter width without refining the grid.
6.1.3 Flow over circular cylinder
The last simulation case to demonstrate the abilities of the VLES model is the flow over a circular
cylinder. The flows past a bluff body, such as a circular cylinder, are relevant in a wide range
of engineering applications. For instance, such flow presents one of the most studied cases in
aerodynamics. Flow over a two-dimensional circular cylinder is a challenging test case because
the flow is characterized by the boundary layer separation without a fixed separation point and by
strong flow oscillations in the wake region behind the body, the so-called Karman vortex street.
Figure 6.14: Computational domain for cylinder flow at Re = 3, 900.
The present section investigated the flow over the circular cylinder at a Reynolds number ofRe =
3, 900 (based on the cylinder diameter D and the freestream velocity u0). The computational
domain in the streamwise direction extends 10D before the cylinder and 15D behind it. In the
wall-normal direction the cylinder is found in the middle of the channel with a height of 20D.
The length of the channel in the spanwise direction is equal to piD. On the top and bottom
surfaces, symmetry boundary conditions are imposed, while in the spanwise direction periodic
boundary conditions are applied (see Figure 6.14). This test case is widely investigated and
different experimental data are available in the literature. As reported in [47] and [99], this flow
is very sensible to the spanwise length of the computational domain, to the boundary conditions
and to small disturbances caused by insufficient resolution. Ma et al. [99] have shown by means
of DNS that depending on the length of the domain in the z-direction, the size of the recirculation
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zone becomes shorter or longer. For the present work the experimental data from Lourenco and
Shih [97] and from Ong and Wallace [116] are used for reference, where the experimental domain
extends piD in the spanwise direction. The same experimental results are chosen for reference
data in the work of, for example, Breuer [18], Kravchenko and Moin [86] and Lübcke et al. [98],
where the flow over the circular cylinder with the LES model is investigated.
Figure 6.15: u-velocity along y = 0 for cylinder flow.
The solution domain is meshed with a block-structured grid, clustered around the cylinder. The
mesh consists of 550, 000 control volumes, with the first node near the cylinder set at y+ ≈ 1. The
grid has 32 cells in the z-direction, in accordance to the results reported in [60]. It is important to
emphasize, that the mesh is much coarser than the one used for the LES simulation mentioned in
[18] and [86], where the grid consists of approximately 11 million cells. In the current simulation,
the second-order CDS is used for the discretization of the convective term, while for the turbulent
quantities the QUICK scheme is applied. The time term is discretized as in the previous two test
cases with the second-order implicit scheme.
The mean stream velocity along the centerline obtained with the different VLES models in com-
parison to the experimental data is plotted in Figure 6.15. This velocity profile demonstrates, that
the flow separates on the cylinder sides and then joins at the free reattachment point in x ≈ 1.33
at the symmetry plane. The VLES results with different underlying RANS models demonstrate
quite close agreement with the reference data. A difference can be seen in the minimum value
of the velocity. Here (see Table 6.2) the best agreement with the experiment is shown in the sim-
ulation with the VLES ζ − f model, as in the two previous cases. However, the position of the
minimum value is predicted better by the VLES k − ω model, which very well captures also the
length of the recirculation zone (see Table 6.2). In the wake region after the recirculation zone,
the values produced by the k − ω and k − ε VLES approaches are insignificantly overpredicted,
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(a) u velocity profiles (b) v velocity profiles
Figure 6.16: Velocity profiles at three different positions in wake region for cylinder flow.
(a) u′u′-Reynolds stresses (b) v′v′-Reynolds stresses
Figure 6.17: Reynolds stresses at x2 = 1.54 for cylinder flow.
while the VLES ζ − f model captures the maximum value of the velocity in this region very
well.
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For a detailed investigation of the velocities, the streamwise velocity profiles for three different
positions in the x-direction (x1 = 1.06, x2 = 1.54;x3 = 2.02) are plotted in Figure 6.16 (a).
The VLES models accurately capture the form of the mean velocity profiles in all three positions
next to the cylinder. However, in the profiles of the v-velocities deviations occur in the position
x2 = 1.54, while in the other two positions the velocities are captured well.
Figure 6.17 shows the Reynolds stresses in the position x = 1.54 for different VLES models
in comparison with the experimental data. The u′u′-Reynolds stresses obtained by the VLES
models are in very good agreement with the reference data, while deviations occur in the v′v′
components. The same effect is described by Breuer in [18].
(a) Resolution control function Fr
(b) Modeling ratio ku/ktotal
Figure 6.18: Resolution control function Fr and modeling ratio ku/ktotal for cylinder flow.
The resolution control function is displayed in Figure 6.18 (a). For all three models, the distri-
bution of the resolution function has a similar character. The Fr function tends to zero on the
cylinder surface, where the no-slip boundary conditions are applied, and therefore the RANS
mode dominates. In the rest of the computational domain, the VLES model behaves like a LES
model, since a part of the scales is resolved and another part is modeled. The ratio of the modeled
turbulent kinetic energy to the total kinetic energy demonstrates, that no more than 20− 30% of
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the scales are modeled (see Figure 6.18 [b]), and most of these scales are located near the cylin-
der.
Model CD Θ Lr/D
ref. experiment 0.98± 0.05 85.0± 2.0 1.33± 0.2
ref. LES[18] 1.07 87.6 1.21
VLES k − ε 1.17 88.45 1.02
VLES ζ − f 1.12 88 1.07
VLES k − ω 1.13 88.8 1.02
Table 6.2: Comparison of flow parameters for cylinder flow.
The main flow parameters for the VLES model, together with values from experiment and the
LES data are listed in Table 6.2. The length of the recirculation zone Lr/D is insignificantly
underpredicted by the VLES models, as demonstrated in Figure 6.15. The drag coefficient CD
obtained by the VLES models, as well as the separation angle Θ, agree well with the refer-
ence data. The difference is minor for the results produced by the VLES models with different
underlying RANS models.
This challenging test case confirms that the VLES approach performs well for complex config-
urations. The drag coefficient values are predicted very well. Some minor deviations occur in
the recirculation zone for the velocity components. They can be explained by the sensitivity of
this flow to the simulation parameters, such as domain length in the spanwise direction or the
boundary conditions, as mentioned in the beginning of this section.
6.2 Influence of filter width criterion
The main idea behind the VLES model is to switch between RANS and DNS modes, depending
on the numerical grid resolution, by means of the resolution control function Fr. This quantity
determines the ratio of resolved to modeled scales in the VLES method, and due to this ratio,
Fr damps Reynolds stresses in the momentum equation. The definition of the resolution control
function Fr introduced in Section 3.3 (see Equation (3.3)) contains the integral length scale
l0 = k
3/2/ε and the turbulent cut-off lc = Cx∆, which in turn depends on the filter width ∆.
Therefore, a variation of the filter width can lead to a change in values of the resolution control
function, which implies modifications in the interface between RANS and DNS-LES mode. As
a consequence, an improvement or impairment of overall results can occur. In this context, the
choice of the expression for the filter width may play an essential role, especially in the case of
strongly anisotropic grids, which are frequently used in practice for wall-bounded flows.
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In the present section two additional filter criteria are investigated on three grids with systematic
refinements by means of a fully developed flow in a channel at Reτ = 395.
As mentioned in Section 3.3 the standard LES filter width (volume criterion) is used in the
original formulation of the VLES model:
∆vol = (∆x∆y∆z)
1/3 . (6.2)
For the study of the behavior of the VLES model with different ∆, two additional filter widths
were chosen: the criterion based on the maximum of the control volumes sides ∆max (maximum
criterion):
∆max = max(∆x ,∆y ,∆z) , (6.3)
and the IDDES formulation introduced by Travin [162] for the DES model [162] (IDDES crite-
rion):
∆IDDES = min(max[Cwdw, Cwhmax, hwn], hmax) , (6.4)
where dw denotes a distance to the wall, hwn is a grid distance in the wall-normal direction, hmax
is a maximum local grid spacing, and Cw = 0.15 is a constant. The formulation (6.4) includes
an explicit wall-distance dependence and improves the distribution of Fr in the vicinity of the
wall. For the DES, introducing this filter width has helped to resolve the mismatch in a log layer.
This filter width modification is easy to implement, and this formulation does not require any
additional computational effort [143].
Since the k − ω VLES model showed the most significant deviations to the reference data in
Section 6.1.2, this model is selected to demonstrate the influence of the different filter widths on
the results produced by the VLES model.
The computation domain and boundary conditions for the plane channel flow at Reτ = 395 are
identical to the settings presented in section 6.1.2 (Figure 6.8). Calculations are performed on
three grids with different level of refinement: Grid 1 (64 × 50 × 64 control volumes), Grid 2
(64× 100× 64 control volumes) and Grid 3 (64× 100× 128 control volumes). As a reference,
the DNS data obtained by Moser et al. [112] are used.
Figure 6.19 demonstrates the mean velocity profiles produced by the k−ω VLES model for three
different filter widths on meshes with different refinement in comparison to the DNS data. On
the coarse grid (Figure 6.19 [a]) all criteria demonstrate deviations from the reference data. The
VLES model with the IDDES criterion coincides quite well with the DNS data in the buffer layer;
however, differences occur in the logarithmic region, where the behavior of the VLES method
with the IDDES filter width approaches the behavior of the standard VLES model. On Grid 2 the
IDDES-VLES approach agrees strongly with the reference data, in contrast to the other criteria,
which are mismatched in the logarithmic region and the buffer layer. The difference from the
DNS simulation results decreases in comparison to the coarse grid, and on the finest mesh the
VLES model with all ∆ criteria demonstrates very good agreement with the reference data. It
can be observed from the results that with an increase of the number of control volumes, the
VLES results become less dependent on the filter width.
68
6.2 Influence of filter width criterion
(a) Mean velocity profiles, Grid 1 (b) Reynolds sress components, Grid 1
(c) Mean velocity profiles, Grid 2 (d) Reynolds sress components, Grid 2
(e) Mean velocity profiles, Grid 3 (f) Reynolds sress components, Grid 3
Figure 6.19: Velocity profiles and Reynolds stresses for three different filter width criteria on
different grids for channel flow at Reτ = 395.
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In the Reynolds stress components as in the mean-velocity profiles, the influence of the filter
width decreases with refinement of the grid (see Figure 6.19, right). As expected, the Reynolds
stresses produced by the VLES method with the IDDES criterion are in better agreement with the
data from the literature. Already, on the coarse mesh, the position of the peak of the dominant
u′u′-component is captured better by the IDDES-VLES method than by other formulations of
the VLES model. The maximum value of the first Reynolds stress component produced by the
VLES with ∆IDDES approaches the DNS data with an increasing number of control volumes,
and on Grid 3 the agreement between VLES and DNS data is quite well. The u′u′ values obtained
by the VLES approach with the maximum criterion demonstrate a significant deviation from the
DNS data on the coarse mesh; however, results approach the reference on the mesh with fine
resolution.
Figure 6.20: Two-dimensional schematic representation of grids with different stretching factors
for channel flow at Reτ = 395.
As can be recognized from Figure 6.21, the filter width criterion has direct impact on the dis-
tribution of the Fr function in the channel flow. As expected, the VLES behaves like RANS in
the vicinity of the wall, while the LES-like behavior is dominant in the rest of the computational
domain. For the IDDES criterion, the RANS-region is shorter. With the max filter width, on
the other hand, a more significant portion of the turbulent structures is modeled. Already on the
coarser grid, this behavior leads to better results for the IDDES-VLES model and the mismatch
of the max-VLES method.
Additionally an influence of different grid configurations on the results obtained by the VLES
model with IDDES and volume criteria was investigated. Grids are distinguished by different
stretching factor in the normal direction. A two-dimensional schematic depiction of these grids
is presented in Figure 6.20. Here, δ means a ratio of a side length in x- to a side length in
y-directions δ = ∆x/∆y.
Results produced by the VLES methods, with different ∆ on Grid 1 and Grid 2 with δ = 4,
demonstrate a significant deviation from the DNS results, although the IDDES-VLES model
yields an improvement of mean velocity profiles in comparison to the standard formulation of the
VLES method (Figure 6.22 [a] and [b]). The same tendency can be obtained for other stretching
70
6.2 Influence of filter width criterion
(a) Fr, ∆vol (b) ku/ktotal, ∆vol
(c) Fr, ∆IDDES (d) ku/ktotal, ∆IDDES
(e) Fr, ∆max (f) ku/ktotal, ∆max
Figure 6.21: Resolution control function Fr and modeling ratio ku/ktotal for three different filter
widths on coarse grid for channel flow at Reτ = 395.
factors: δ = 8 and δ = 16. The difference between results on the grids with different δ decreases
with increase of the stretching factor value and refinement of the mesh resolution. Thus the
standard VLES method and the VLES model with IDDES filter width demonstrate very similar
results on Grid 2 with δ = 16.
In the present section, it has been shown that the filter width has a significant influence on the
results within the VLES model in the case of anisotropic meshes. The influence of ∆ decreases
with the refinement of the mesh resolution. Thus a modification of the filter width criterion in the
formulation of the VLES model leads to a significant improvement in the results already obtained
on the coarse grid. Additionally, different grid configurations subdivided by stretching factors
have been investigated. The results of the VLES model depend greatly on the mesh quality. In
this case, the VLES method with IDDES filter width demonstrate the improvement of the result
in comparison to the volume criterion too. Thus the IDDES-VLES approach captures well the
mean velocity profiles with the biggest stretching factor δ = 4 and on the mesh with δ = 8 the
results confirm the DNS data better than the standard formulation of the VLES model.
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(a) δ = 4, Grid 1 (b) δ = 4, Grid 2
(c) δ = 8, Grid 1 (d) δ = 8, Grid 2
(e) δ = 16, Grid 1 (f) δ = 16, Grid 2
Figure 6.22: Velocity profiles for IDDES and volume filter width criteria on grids with different
stretching factor δ for channel flow at Re = 395.
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on Moving Grids
In Chapter 6, the VLES approach was validated with the different flow configurations on sta-
tionary grids. This hybrid turbulence model demonstrates good results for different kinds of
applications and establishes its capability to correctly predict wall-bounded flows and flows with
mild and massive separations. The next step in the investigation of this hybrid turbulence model
is an examination of the behavior of the VLES approach on moving grids, which plays an essen-
tial role in many engineering fields for instance in FSI applications. In such cases, the problems
become much more demanding in terms of computational cost [22]. Therefore a reduction of
computational time provided by the VLES model is especially important and promising in this
context.
The calculation with moving structures is an additional challenge for the VLES model. As
remarked in Section 3.3, the VLES model switches seamlessly between two modes depending
on the numerical grid resolution, which in this context changes in each step due to grid motion.
For the VLES approach, the grid movement results in a change of the location of the interface
between DNS mode and RANS mode, having a direct impact on the overall results. Moreover,
the movement of the grid can cause a change of the non-dimensional wall distance, which should
fulfill the condition y+ ≈ 1. Therefore, the behavior of the VLES approach in this context should
be investigated in detail to determine any difficulties that might arise in the case of moving
structures, before the simulation of the FSI cases can proceed.
The focus of this chapter lies on the investigation of k−ε and ζ−f VLES models in the context of
moving grids. Firstly, these techniques are applied to simulate the flow over a forced oscillating
circular cylinder at Re = 10, 000. This type of flow configuration occurs in many industrial
applications with vortex-induced vibrations, for instance in piles of offshore platforms. Section
7.2 investigated a flow over a tandem of an oscillating and a static asymmetric SD7003 airfoil, a
so-called tandem-airfoil or dragonfly flight, at Re = 30, 000. This type of flow plays an essential
role in the design of micro aerial vehicles. This configuration initially was introduced by Schmidt
[140] to extract the energy of vortices from the upstream foil, the so-called wave generator, and
use it to generate thrust on the static hindfoil, the so-called propeller.
7.1 Flow over oscillating cylinder
At the beginning, the flow past a rigid oscillating circular cylinder is investigated. The Reynolds
number Re = 10, 000 is based on the inflow velocity U0 and the cylinder diameter D. This flow
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configuration has been experimentally investigated by Gopalkrishnan [55]. The DNS results for
this flow are reported in Dong and Karniadakis [36]. The results of the DNS calculation are in
good agreement with the experimental data; the sharp change of the flow quantities as lift and
drag coefficients CL and CD at oscillation frequency close to the Strouhal frequency (St ≈ 0.2)
is captured well. However, some deviations occur at low frequencies in the values for CL. Some
RANS results are also available in the literature, for example, in [158] and [72]. These works
demonstrate that the RANS models in their classical formulations ( k−ε and k−ω as well as the
one-equation Spalart-Allmaras RANS model) show weaknesses in the prediction of this type of
flow. Two equation models are able to capture the critical area, but values for the drag coefficient
obtained with the classical k − ε model are massively underpredicted, while the lift coefficients
achieved with the k − ω approach are overpredicted at low frequencies. Values obtained by the
Spalart-Allmaras model do not show the obvious "jump" in CL and CD coefficients; however,
the CL and CD values approach the experimental data on low and high frequencies. The reason
for this issue with the RANS model is high damping caused by high turbulent viscosity and as
a result a relatively low intensity of the turbulence activity in the separated region, as mentioned
in Section 6.1.1.
Figure 7.1: Computational domain for flow over oscillating circular cylinder.
In the present work, the computational domain is constructed in accordance with the simula-
tion of Dong and Karniadakis [36] and extends 70D in x-direction, 40D in y-direction and piD
in z-direction. In the initial position, the cylinder is placed symmetrically at the channel, mid-
hight. The domain is covered with a block-structured grid with an O-grid block around the
cylinder (see Figure 7.2). The movement of the grid realized with linear interpolation techniques
(briefly outlined in Section 4.6) occurs within the O-block. The mesh in the rest of the computa-
tional domain stays unchanged, leading to a reduction of computational effort. The grid contains
approximately 1.1 million control volumes with 55 cells in z-direction. The first grid cell cor-
responds to the condition for the non-dimensional normal distance to the wall y+ ≈ 1 at the
start position of the cylinder. In the current simulation, the convective terms in the Navier-Stokes
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equations are discretized using the second-order CDS scheme for the k− ε VLES model and the
flux-blending-approximation scheme with the coefficient α = 0.8 for the ζ − f VLES model.
For the turbulence quantities the Gamma scheme [75] is applied. The temporal approximation is
carried out with the three-point-backward-method with a second order of accuracy (SOFI).
The following equation describes the cylinders displacement in the cross flow direction:
y = Y0 sin (2pif0t) , (7.1)
where Y0 is the cylinder displacement amplitude (Y0/D = 0.3) and f0 is the oscillation frequency
of the cylinder.
To cover the abrupt change in drag and lift coefficients five different oscillating frequencies are
considered in this simulation: f0D/U0 = 0.14, 0.17, 0.19, 0.21 and 0.25.
Figure 7.2: Block structure of computational domain for flow over oscillating cylinder; M indi-
cates moving block.
The lift and drag coefficients obtained with the k − ε VLES model as a function of the dimen-
sionless frequency are presented in Figure 7.3, together with DNS and experimental data. The
k − ε VLES approach captures quite accurately the abrupt change in the lift coefficient around
the vortex-shedding frequency. However, this model underpredicts the CL values for higher os-
cillation frequencies (fr > 0.17), while the value at the low frequency (fr = 0.14) shows quite
good agreement with the experimental data from Gopalkrishnan [55]. This finding contrasts the
DNS simulation from [36], where the lift coefficient values on the low oscillation frequencies
are overpredicted and are captured well for fr > 0.17 .
Since on the static grid the modification of the filter width in the formulation of the VLES model
demonstrated direct influence on the results, the impact of the IDDES criterion is investigated
in the context of moving grids. For this reason, the simulation with the k − ε IDDES-VLES
model was carried out on four different frequencies. The results are illustrated in Figure 7.3 (a).
In the case of a moving mesh, the modified VLES model yields no significant improvement in
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(a) Lift coefficients (b) Drag coefficients
Figure 7.3: Lift and drag coefficients as a function of non-dimensional frequency for k−ε VLES
model with different filter widths for flow over oscillating cylinder.
comparison to the standard k − ε VLES. One of the reasons may be the sufficient refinement of
the used mesh. As reported in Section 6.2, the influence of the filter width criterion decreases
with the increase of the number of control volumes. Moreover, a significant improvement of the
results is obtained by the k− ω VLES model, which is not investigated in the context of moving
grids, because this approach in its classical formulation has demonstrated the biggest deviation
from the reference data on the stationary grids.
In Figure 7.3 (b), the drag coefficients produced by the standard k − ε VLES model and IDDES
k − ε VLES model are compared to the experimental values and DNS data. The agreement
between the VLES models and the reference data is reasonable. The standard k − ε VLES
approach slightly underpredicts the drag coefficient at low frequencies, but for higher frequencies
the prediction is fairly accurate. As in the case of the lift coefficient, the differences between
the results obtained with the different filter widths is insignificant. The drag coefficient values
produced by the k − ε VLES model are in better agreement with the experimental data than the
DNS results.
The results achieved by the ζ − f VLES model show a behavior similar to that seen in the k − ε
VLES results (see Figure 7.4). The lift coefficient is underpredicted for higher frequencies and
captured well for the low frequencies (fr = 0.14). The critical area is shifted insignificantly
in comparison to the k − ε VLES model, and therefore the CL value is underpredicted at fr =
0.17. As for the k − ε VLES approach, the drag coefficient is in very good agreement with
the experimental data, especially for the higher oscillation frequencies. The movement of the
cylinder can cause a change of y+, such that the condition y+ ≈ 1 might no more fulfilled in
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(a) Lift coefficients (b) Drag coefficients
Figure 7.4: Lift and drag coefficients as a function of non-dimensional frequency for ζ − f and
k − ε VLES model for flow over oscillating cylinder.
each time step. This change is responsible for the inaccurate calculation of the velocities in
the near-cylinder region and as a result, the underprediction of the CL values, which are more
sensitive to the numerical grid resolution than the CD values. Another possible reason for the
underprediction of the coefficients is an erroneous calculation of Fr and as a result an incorrect
switching between the two basic modes in the VLES simulation. To exclude this course, the
resolution control function is investigated in the following paragraph.
The distribution of the resolution control function is a significant issue in the simulations with
theVLES model. It demonstrates the correctness of the performance of this hybrid turbulent
approach. An incorrect calculation of Fr can lead to wrong positions of RANS and DNS modes
and in consequence to incorrect results. Especially in the case of moving structures, where the
mesh changes with each time step, the risk of incorrect calculation of Fr is high. The Fr function
and the modeling ratio ku/ktotal produced by the k − ε VLES model are presented in Figure
7.5 for the non-dimensional frequency f0 = 0.21, since the behavior of Fr is similar for all f0.
As can be recognized from these figures, the RANS mode dominates in the region close to the
cylinder interface (Fr −→ 0), where the wall-boundary conditions are applied. However, the
RANS region is active only near the top surface of the cylinder, when the cylinder is located over
the zero-line (starting position, y = 0) and near the bottom surface in the opposite case (Figure
7.5, [b], [d], [f]). Such a distribution of the Fr function can lead to VLES results that deviate from
the reference data. It is desirable that in the wake region, the VLES approach behaves mostly in
a LES-like manner (Figure 7.5 [e], [f]), where the major part of turbulent structures is resolved
and the other part is modeled. This distribution corresponds to the idea of hybrid models, where
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(a) Fr, top position of cylinder (b) Fr, bottom position of cylinder
(c) Fr, zoom view, top position of cylinder (d) Fr, zoom view, bottom position of cylin-
der
(e) ku/ktotal, top position of cylinder (f) ku/ktotal, bottom position of cylinder
Figure 7.5: Resolution control function Fr and modeling ratio ku/ktotal for k− ε VLES model at
f0 = 0.21 for different cylinder positions for flow over oscillating cylinder.
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Figure 7.6: Phase angle between lift force and cylinder displacement obtained by k − ε VLES
and ζ − f VLES model for flow over oscillating cylinder.
the large separation regions with the domination of anisotropic effects are calculated with the
LES models, because of the weakness of RANS approaches in simulation of such flow behavior
(see Chapters 3 and 6).
The displacement of the cylinder together with the time history of the lift coefficient obtained by
the ζ − f VLES model for four different frequencies before and after the abrupt change of lift
and drag forces is plotted in Figure 7.7. These plots illustrate the increase of the lift coefficient
frequency by increase of the non-dimensional frequency f0 as already depicted in Figure 7.4 (a).
It is well recognized that lift coefficients on the low (f0 < 0.17) and high frequencies (f0 ≥ 0.7)
(before and after the "jump") have a different behavior. The same effect is reported in [23] and
confirmed by the LES simulation in [82], where this flow is investigated for a lower Reynolds
number and a higher amplitude ratio, Y0/D. The detailed presentation of this behavior can be
found in Figure 7.6, where the phase angle between the lift force and displacement of the cylinder
is depicted for different non-dimensional frequencies. This effect is denoted as the low-frequency
state before transition and the high-frequency state after transition. For the high-frequency state
(f0 ≥ 0.17), the maximum of the lift force is obtained when the cylinder approaches the top
position in y-direction, while for the low f0 this position is not clearly defined.
In simulations of turbulent phenomena, it is important to reproduce the three-dimensionality of
the turbulent flows. The VLES approach is able to capture three-dimensional eddy structures in
the flow over the oscillating cylinder and yields the inhomogeneous flow feature. In contrast,
the URANS simulation demonstrates a two-dimensional flow behavior. To illustrate this effect,
Figure 7.8 presents the comparison of the velocity fields in three different positions in z-direction
for the k − ε URANS and the k − ε VLES models. The velocity field produced by the URANS
simulation is equal in all three positions, while the VLES results produce an inhomogeneous
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velocity field.
The present section has shown that the ζ − f and the k − ε VLES model can predict the abrupt
changes in drag and lift coefficients around the crucial frequencies in the flow over the circular
cylinder. The values for the drag coefficients correspond closely to the reference data, while the
values of the lift coefficients are underpredicted on higher frequencies for both VLES models.
The VLES method is able to predict the three-dimensional character of the flow in contrast to the
RANS simulations. Moreover the difference in the behavior of the flow over the cylinder before
(a) f0 = 0.14 (b) f0 = 0.17
(c) f0 = 0.21 (d) f0 = 0.25
Figure 7.7: Displacement of cylinder and time history of lift coefficient as function of non-
dimensional frequency f0 for ζ − f VLES model flow over the oscillating cylinder.
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the transition and after the transition are captured very well.
(a) URANS, z/D = 0 (b) VLES, z/D = 0
(c) URANS, z/D = 1 (d) VLES, z/D = 1
(e) URANS, z/D = 2 (f) VLES, z/D = 2
Figure 7.8: Velocity field on different positions in z-direction for k− ε VLES and k− ε URANS
model for flow over oscillating cylinder.
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7.2 Flow over tandem of airfoils
This section focuses on the investigation of a flow over a tandem of an oscillating and a static
asymmetric SD7003 airfoil at Re = 30, 000 based on the chord length c and inflow velocity
U0. This simulation draws on the experiment from Rival et al. [130]. They investigated the
optimal vortex formation by vortex dynamics to better understand thrust production and power
reduction. Rival et al. tested many kinds of different configurations for these airfoils, such as
the static airfoil’s unloaded position (when the hindfoil generates negligible lift) or the loaded
position (when the hindfoil produces considerable lift). In the current work, the experiment with
the loaded position was chosen, where the leading airfoil (forefoil) with the geometric angle of
attack of αF = 8◦ moves in the y-direction and generates a wake of vortices through a plunging
motion, while the trailing airfoil (hindfoil) is fixed at a position x/c = 2 and a specified angle of
attack αH = 0◦.
A harmonic motion of the forefoil is described with the time-dependent plunge position ht, which
depends on a plunge amplitude h0 = 0.5c and the period frequency ft:
ht = h0 cos (2piftt) . (7.2)
The computational domain is assumed from the work of Rival [132] and amounts to x = 7.25c
before the forefoil and x = 8.15c after the hindfoil in x-direction. The height of the domain is
y = 8c, and the length of the domain in z-direction is z = pic. The simulation is performed on
a block-structured mesh with approximately one million grid cells with 32 control volumes in
z-direction. The grid is constructed with a C-mesh around the leading airfoil. As in the first test
case in this chapter the movement of the mesh is performed only in blocks around the moving
airfoil (see Figure 7.9, gray area), leading to a reduction of computation effort in each time step,
since only the deformation of the grid in these blocks must be calculated.
Figure 7.9: Block structure in computational domain for flow over tandem of airfoils; M indicates
a moving block.
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(a) t ≈ 1.07T (b) t ≈ 1.17T
(c) t ≈ 1.28T (d) t ≈ 1.39T
(e) t ≈ 1.49T (f) t ≈ 1.59T
(g) t ≈ 1.49T (h) t ≈ 1.59T
Figure 7.10: Blade-vortex interaction obtained by k − ε VLES model for flow over tandem of
airfoils.
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In the present simulation the convective term in the Navier-Stokes equations is discretized with
the CDS method for the k − ε VLES and with the flux-blending approximation with α = 0.8
for the ζ − f VLES model. For the turbulent transport equations, the QUICK and GAMMA
schemes are applied for the k − ε VLES and ζ − f VLES models accordingly. The unsteady
term is approximated with the SOFI method.
From the experiments of Rival et al. [131], the lift and drag coefficients CL and CD are available
as reference data. It is important to remark, that in the experiments individual forces from each
airfoil have not been separated, due to the experiments’ configuration. Additionally the shape of
the force curve is distorted in time (shift by t/T = 0.25), since the control-volume analyses were
used in the evaluation of the experiment. These factors are considered in the presentation of the
simulation results.
(a) Lift coefficients (b) Drag coefficients
Figure 7.11: Lift and drag coefficients as a function of non-dimensional frequency for k − ε and
ζ − f VLES model for flow over tandem of airfoils.
Figure 7.10 demonstrates the detailed behavior of the flow over the tandem of airfoils by means
of the dimensionless z-vorticity (ωz c/U0) for eight different positions of the moving airfoil. The
evolution of the flow clearly identifies leading-edge vortex (LEV) and trailing-edge vortex (TEV)
separations from the forefoil, which induce flow separation from the lower surface of the hindfoil
and the generation of a wake region behind the stationary airfoil. The effect of the vortex-induced
separation is clearly recognized in this configuration.
Before the airfoil reaches its position corresponding to a quarter of the movement period (image
[b]), the counter-clockwise vortex generates an upwash at the leading edge of the forefoil. This
induces a boundary-layer separation from the upper airfoil surface (image (c)). The generation
of the clockwise-oriented TEV is recognized after the forefoil reaches a quarter of the movement
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period t > T/4 (image [c]). Before the moving airfoil is located in a position corresponding
to half of the period t = T/2, the vortex separates from the trailing edge of the forefoil. This
induces the separation of the boundary-layer on the lower surface of the hindfoil (image [e]).
Figure 7.11 (a) presents the lift coefficients CL observed in the simulation with the k − ε and
the ζ − f VLES models over non-dimensional time, in comparison to the reference data and to
the results from the k − ε URANS simulation. The distribution of CL is predicted well with
the VLES models. Both hybrid approaches capture the peak of the lift coefficient at t/T ≈
0.5 and the minimum value at t/T ≈ 0.75, in accordance with the experiment. The URANS
simulation results show significant deviation from these values. The positions of the minimum
and maximum of the lift coefficient are shifted, and the minimum and maximum values of CL
are significantly underpredicted.
Concerning the prediction of the drag coefficient CD, the VLES models show deviation from
the experimental data, as shown in Figure 7.11 (b). The clear peak can not be identified in the
simulation, while the experimental data demonstrate the clear maximum of the drag coefficient
in the position t/T ≈ 0.65. However, the tendency in the distribution of the drag coefficient
is captured well by the VLES models. In the beginning of the period CD decreases and takes
on negative values, so the position of minimum drag coefficient in this region is shifted by the
numerical simulation. Then, the drag coefficient increases and reaches maximum. In accordance
with the experiment it happens in t/T ≈ 0.68, while the VLES model predicts the maximum
value at t/T = 0.63. After this position, CD decreases again and takes on negative values, as
captured by the VLES simulation.
Since this configuration of a tandem flow is not widely investigated experimentally, additional
experiments are required to examine the sensitivity of the experimental values to the configura-
tion of the domain, boundary conditions and other flow parameters. Additionally, this flow can
be investigated numerically with other turbulence models to show the difficulties of the different
approaches predicting this type of flow and highlight the delicate points of this flow configura-
tion.
As in the case of the oscillating cylinder, the VLES approach demonstrates the ability to sim-
ulate the flows with moving structures. The character of the flow is captured well for both test
cases on the moving grid. The results for the flow parameters such as lift and drag coefficients
are predicted with reasonable reliability. The deviations occur in the first case in the calculation
of the lift coefficient, while in the second test case, the drag coefficient distribution cannot be
captured in accordance with the experiment. A refinement of the grid in the second case can lead
to an improvement of results, due to the fact, that the drag in this flow configuration depends
strongly on the shear stress τw, which is sensitive to the mesh resolution. It was not investigated
in the framework of this work, because the goal is to test the VLES model on the coarse meshes
that are suitable for the URANS simulations. It is important to notice that the URANS models
demonstrate weaknesses in the prediction of both investigated flow configurations. Another pos-
sible reason for the difference between VLES results and the reference data is the deformation
of the mesh during the calculation. The required condition for the y+ is not fulfilled during the
whole calculation. The testing of adaptive meshes or the deformation of the mesh without the
changing of the non-dimensional wall distance of the first grid cell seems promising.
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8 Hybrid turbulence methods in the
context of fluid-structure interaction
(FSI)
In the previous two chapters the hybrid VLES model with different underlying RANS models
demonstrated good results for stationary as well as for moving grids. The last step in the inves-
tigation of the VLES model in the present work is an examination of this hybrid approach in the
context of a fluid-structure coupling. For this goal, two FSI test cases are investigated, denoted
as FSI-PfS-1a and FSI-PfS-2a. Both configurations consist of a flexible thin structure attached
to a fixed rigid circular cylinder. These simulations are based on the experiments from De Nayer
et al. [31] and Kalmbach and Breuer [80], respectively. These measurements have been proposed
specifically to set up a simple benchmark for the validation of FSI codes, and they have been val-
idated with LES models in works of De Nayer et al. [31] and De Nayer and Breuer [30]. The
Reynolds number Re = 30, 470, chosen for both experiments, ensures the sub-critical regime of
the flow, where the boundary layers on a cylinder stay laminar, while in the free shear layers the
transition takes place, resulting in the development of three-dimensional structures of different
sizes. For such flows, the application of hybrid models is promising, as they are able to capture
large and small turbulent vortices on a coarse mesh, in contrast to the LES simulation. In this
chapter, the VLES results are compared to the experimental data and to the results obtained with
other turbulence modeling methods (LES, DDES and URANS).
8.1 FSI-PfS-1a test case
The first FSI test case, denoted as FSI-PfS-1a, is based on the experiment performed by De Nayer
et al. [31]. The test case consists of a flexible rubber sheet with a thickness of hs = 0.0021 m
and length of ls = 0.060 m, attached to a non-rotating circular cylinder. The Reynolds number,
Re = 30, 470, is based on the cylinder diameter (D = 0.022 m) and the inflow velocity (U0 =
1.385 m/s). As a flexible thin structure, a rubber sheet (ρ = 1.360 kg/m3) is chosen. For this
material model, Young’s modulus E = 16 MPa and Poisson’s ratio νP = 0.48 are defined. The
cylinder with the sheet is placed inside a vertical channel filled with a fluid (ρ = 1.000 kg/m3
and µ = 1.0× 10−3 Pa s). The length of the channel is Lx = 0.338 m; the height of the channel
is Ly = 0.24 m; and the width is Lz = 0.18 m (see Figure 8.1). The gravitational acceleration g
points in x-direction. Main geometry, flow and structure parameters are listed in Table 8.1.
For the current test case, a block-structured mesh with 1.7 million grid cells was designed. The
mesh contains 32 control volumes in z-direction. The grid’s block structure is demonstrated in
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Figure 8.1: Computational domain for the FSI-PfS-1a test case.
Figure 8.2. Since Ali [1] has been proved that the application of the 20-node element for spatial
discretization instead of 8-node yields no significant advantages, but leads to a 50% increase of
computational time, the structural mesh in the present work is chosen to consist of 30 × 1 eight
node linear brick elements (with enhanced strain formulation).
In the fluid part, the wall boundary conditions are applied on the surface of the cylinder and on the
sheet. In accordance to the simulation presented in [31], the symmetry boundary conditions are
imposed on the top and bottom walls. In the fluid solver for the discretization of the convective
term the hybrid blending approach between the CDS and GAMMA schemes is applied. The
time discretization is proceeded with the second-order SOFI method, while in the structural part
of the problem the Newmark method is applied to advance the solution in time (for details see
[9]). For the coupling between the structure and fluid solvers, a 0th-order force extrapolation
with an under-relaxation parameter for the structure distortions ωFSI = 0.3 is used. With this
parameter, the code requires about eight coupling iterations to fulfill the convergence criteria for
the structural distortion, which is set to εFSI < 1× 10−9 in accordance with LES investigations
[31]. The simulation involves about 30 swiveling cycles of the flexible structure after the initial
phase.
For an investigation of the movement of the sheet the averaged y-displacement (U∗y = Uy/D) at
point M (see Figure 8.1) over the phase angle is plotted in Figure 8.3. The URANS and DDES
results in this test case are taken from [1] (in the following URANS is denoted as RANS). Sim-
ulation results of different turbulence modeling techniques demonstrate good coincidence with
the experimental data for the phase-averaged displacement. Deviations occur in the prediction
of extrema for all turbulence models. The ζ − f VLES demonstrates good results and an im-
provement of the extrema values in comparison to the k − ε VLES approach, which produces
results very similar to the DDES ζ − f model. The best agreement with the measured data is
demonstrated with the ζ − f RANS method, which produces the smallest difference from the
reference data in the prediction of the maximum and minimum values. The symmetry of the
averaged y-displacement that appeared in the experiment can be captured by ζ − f VLES and
ζ − f RANS methods, whereas the other two models produce asymmetrical issues.
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Figure 8.2: Block distribution in the grid for FSI-PfS-1a test case.
Geometry
Cylinder diameter D = 0.0220 m
Deformation structure length ls = 0.0600 m
Deformation structure height hs = 0.0021 m
Flow parameters
Inflow velocity U0 = 1.385 m/s2
Density ρf = 1000 kg/m3
Dynamic viscosity µf = 1.0× 10−3Pa s
Structure parameters
Structure density ρs = 1360 kg/m3
Young’s modulus Es = 16 MPa
Poisson’s ration νs = 0.48
Table 8.1: Geometrical configuration, flow and structure parameters for FSI-PfS-1a test case
[31].
In Table 8.2, the flow parameters obtained by the experiment and produced by the LES [31] and
VLES simulations are presented. The VLES results show reasonably good agreement with the
experimental data. The biggest deviation from the experimental data is demonstrated by the k−ε
VLES model. The difference in the maximum value is about 10.5% and the error in the value of
U∗ymin is greater due to the asymmetry in the k− ε VLES results, amounting to about 16.2%. The
difference in maximum and minimum values between experimental data and results produced
by the VLES ζ − f simulation for both positions is about 11.0%. Values of the oscillation
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frequency fFSI as well as values of the extrema of y-displacement, are underpredicted by both
VLES models. The same tendency is exhibited in the DDES ζ − f model (see figure 8.3), which
applies the same grid. In contrast to these results, the values obtained by the LES simulation
[31] are overpredicted, with ≈ 10% on the mesh, which consist of about 13.5 million control
volumes. It is recognized, that the VLES model demonstrates results very similar to those of
the LES method already on a mesh with eight times less control volumes than the LES grid.
Therefore, the application of VLES model leads to significant reduction of computational effort
in comparison to the LES.
(a) Averaged y-displacement for FSI-PfS-1a test case (b) Velocity magnitude obtained by ζ − f VLES
Figure 8.3: Averaged y-displacement and velocity magnitude for FSI-PfS-1a test case.
Model fFSI Err % Uymax Err % Uymin Err %
ref. experiment [31] 7.1 - 0.418 - −0.420 -
ref. LES [31] 7.08 −0.25 0.456 9.1 −0.464 10.6
VLES k − ε 6.98 −1.69 0.374 −10.5 −0.350 −16.2
VLES ζ − f 6.99 −1.55 0.369 −11.72 −0.370 −11.9
Table 8.2: Comparison of the flow parameters for FSI-PfS-1a test case.
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(a) t ≈ T/4, Experiment [31] (b) t ≈ T/4, ζ − f VLES (c) t ≈ T/4, k − ε VLES
(d) t ≈ T/2, Experiment [31] (e) t ≈ T/2, ζ − f VLES (f) t ≈ T/2, k − ε VLES
(g) t ≈ 3T/4, Experiment [31] (h) t ≈ 3T/4,ζ − f VLES (i) t ≈ 3T/4, k − ε VLES
(j) t ≈ T , Experiment [31] (k) t ≈ T ,ζ − f VLES (l) t ≈ T , k − ε VLES
Figure 8.4: Comparison of experimental and numerical streamwise velocity components for FSI-
PfS-1a.
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(a) t ≈ T/4, Experiment [31] (b) t ≈ T/4, ζ − f VLES (c) t ≈ T/4, k − ε VLES
(d) t ≈ T/2, Experiment [31] (e) t ≈ T/2, ζ − f VLES (f) t ≈ T/2, k − ε VLES
(g) t ≈ 3T/4, Experiment [31] (h) t ≈ 3T/4,ζ − f VLES (i) t ≈ 3T/4, k − ε VLES
(j) t ≈ T , Experiment [31] (k) t ≈ T ,ζ − f VLES (l) t ≈ T , k − ε VLES
Figure 8.5: Comparison of experimental and numerical transverse velocity components for FSI-
PfS-1a.
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The VLES results demonstrate qualitatively good agreement with the experimental data for the
phase-averaged streamwise and transverse velocity components (see Figures 8.4 and 8.5). The
images in Figure 8.4 in the top row illustrate the position of the cylinder with the attached sheet
at t ≈ T/4. In this position, the attached structure reaches its maximum displacement in an
upward direction. Afterwards, the flexible sheet moves downwards, and at t ≈ T/2 takes almost
undeformed shape (Figure 8.4, second row). Then, the downwards movement proceeds further,
until the sheet reaches its maximum deflection on the bottom at t ≈ 3T/4 (Figure 8.4, third row).
At the end of the movement period (t ≈ T ), the attached structure takes the horizontal, almost
undeformed position again (Figure 8.4, bottom row).
(a) Fr, t ≈ T/4 (b) Fr, t ≈ T/2 (c) Fr, t ≈ 3T/4
(d) ku/ktotal, t ≈ T/4 (e) ku/ktotal, t ≈ T/2 (f) ku/ktotal, t ≈ 3T/4
Figure 8.6: Resolution control function Fr and modeling ration ku/ktotal in FSI-PfS-1a simula-
tion.
A turbulent wake region generated in the upstream of the cylinder with the attached flexible
structure at t ≈ T/4 is very well captured by the VLES methods. The predicted size and position
of the vortices in the wake region coincide well with the experimental data. The acceleration area
and the shear layer around the attached structure are well recognized in experiment, as well as
in the simulation for all positions. The intensity of the recirculation zone around the sheet is
insignificantly overestimated by the VLES simulation. In the v-velocities the VLES approach
overpredicts the intensity of the small recirculation zone near the sheet, while the big structures
are captured very well.
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The Fr and the modeling ratio (ku/ktotal) are plotted in Figure 8.6 for three different positions
of the flexible structure. The RANS mode dominates in the vicinity of the cylinder and the sheet
surface, where the wall boundary conditions are applied. The ratio of the modeled length scale to
the filter width in this region approaches 1 and therefore most of the turbulent scales are modeled,
and the modeling ratio in this area reaches its maximum (Figure 8.6 [d]-[f]). In the wake region,
the LES-like behavior is well recognized. It allows the VLES model to resolve different turbulent
structures in the vortex-shedding region, and thus, the VLES approach captures well the velocity
fluctuations in this area. Although the modeling ratio close to the back surface of the cylinder
is quite low, it has no impact on the results, which are in good agreement with the experiment
in this region. Due to the correct application of Fr, which damps the turbulent stress tensor, the
VLES method demonstrates a capability to resolve small scale flow structures (Figure 8.3 [b]).
The VLES model demonstrates good agreement with the experimental data on a reasonably
coarse mesh in comparison to the grid used for the LES simulation. The FSI parameters, such
as the oscillating frequency and the extrema of y-displacement, are underpredicted. The values
of the error are similar to that produced by the LES simulation. The behavior of the flow is cap-
tured very well by the VLES methods: the shedding phenomenon behind the cylinder is clearly
identifiable, as are the acceleration zone and recirculation areas close to the flexible structure.
8.2 FSI-PfS-2a test case
The second simulated FSI problem (FSI-PfS-2a) is based on an experiment from Kalmbach and
Breuer [80]. This FSI configuration consists of a circular cylinder with an attached flexible
rubber sheet with a rear mass at its extremity. The addition of the mass on the end of the sheet
leads to the limiting of the structural deflections in two-dimensions, in contrast to the first case,
where three-dimensional movement is possible. The geometrical and structural parameters of
the rear mass as well as the structural parameters of the flexible rubber sheet, are listed in Table
8.3. All flow parameters and geometrical dimensions remain identical to the settings in the FSI-
PfS-1a case. The grid configuration, boundary conditions and numerical setup are also assumed
from the Section 8.1 (see Table 8.1 and Figure 8.1). It is important to notice that the simulation
contains about 14 swiveling cycles of the flexible structure after the initial phase in contrast to
the LES simulation with 30 swiveling cycles.
As mentioned in [30], in this flow configuration in the beginning of the entire cycle (t ≈ T/24)
the flexible structure moves upwards and the sheet is curved. After reaching the maximum
position at the top, the sheet changes direction and starts to move downwards (t ≈ 5T/24). At
t ≈ 9T/24, the middle of the sheet sags down. After the sheet reaches its minimum position
in the y-direction (t ≈ 17T/24), the middle of the sheet distorts upwards, and the sheet sags in
the other direction (t ≈ 21T/24). This structural distortion is correctly captured by the VLES
simulation (see Figures 8.8 and 8.9). The acceleration area occurring around the cylinder with
the attached sheet easily recognized in the measurements, as well as in the simulation results.
The VLES models accurately predict the shedding street and the vortices’ position behind the
cylinder. Therefore for all positions of the sheet, the predicted structure distortion as well as
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the velocity field are in good qualitative agreement with the experimental data. The differences
occurring in the velocity field are explained in [30] by means of the measurement problems in
the vicinity of the structure boundary.
Geometry
Rear mass length lm = 0.010 m
Rear mass height hm = 0.002 m
Structure parameters
Structure density ρs = 1090 kg/m3
Structure Young’s modulus Es = 4.1 MPa
Structure Poisson’s ration us = 0.48
Rear mass density ρr = 7850 kg/m3
Rear mass Young’s modulus Er = 210× 103MPa
Rear mass Poisson’s ration νr = 0.3
Table 8.3: Geometrical configuration and structure parameters for FSI-PfS-2a test case.
As in the FSI-PfS-1a case, the oscillation frequency is well-know from the experiment and
amounts to fFSI = 11.25. The ζ − f VLES model predicts the frequency of the y-displacement
very well, with a deviation of 3%. The comparison of the maximum and minimum values shows
an error of 2.84% and 0.32%. The error in the prediction of the FSI frequency with the k − ε
VLES model amounts to 4.7%. The deviation from the experimental data for extrema values of
the y-displacement is about two times smaller for the minimum value (1.54%) and about seven
times bigger for the maximum value than the ζ − f VLES model. The visible asymmetry is
captured very well by the ζ − f VLES method and is less pronounced by the k − ε VLES ap-
proach. Additionally, Figure 8.7 demonstrates the comparison of the averaged phase between the
experimental data and the simulation results produced by the LES, DDES and VLES models.
Model fFSI Err % Uymax Err % Uymin Err %
ref. experiment [80] 11.25 - 0.667 - −0.629 -
ref. LES [30] 11.53 2.49 0.670 0.5 −0.674 7.2
VLES k − ε 10.72 −4.7 0.657 −1.54 −0.643 −2.18
VLES ζ − f 10.90 −3.1 0.648 −2.84 −0.627 −0.32
Table 8.4: Comparison of the flow parameters for FSI-PfS-2a test case.
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Figure 8.7: Averaged y-displacement for FSI-PfS-2a test case.
(a) t ≈ T/24, Experiment (b) t ≈ T/24, ζ − f VLES (c) t ≈ T/24, k − ε VLES
(d) t ≈ 5T/24, Experiment (e) t ≈ 5T/24, ζ − f VLES (f) t ≈ 5T/24, k − ε VLES
Figure 8.8: Comparison of experimental and numerical streamwise transverse components for
FSI-PfS-2a.
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(a) t ≈ 9T/24, Experiment (b) t ≈ 9T/24, ζ − f VLES (c) t ≈ 9T/24, k − ε VLES
(d) t ≈ 13T/24, Experiment (e) t ≈ 13T/24, ζ − f VLES (f) t ≈ 13T/24, k − ε VLES
(g) t ≈ 17T/24, Experiment (h) t ≈ 17T/24, ζ − f VLES (i) t ≈ 17T/24, k − ε VLES
(j) t ≈ 21T/24, Experiment (k) t ≈ 21T/24, ζ − f VLES (l) t ≈ 21T/24, k − ε VLES
Figure 8.9: Comparison of experimental and numerical streamwise components for FSI-PfS-2a.
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As in the first test case, the DDES result are assumed from the work of [1]. The deviations
between different modeling techniques in the FSI-PfS-2a test case are less significant than in the
first test case. As in the FSI-PfS-1a simulation, the ζ − f RANS model demonstrates the best
agreement with the measurement data, and the ζ − f DDES method shows the biggest deviation
from the experiment.
The VLES method demonstrates the capability to capture a variety of turbulent structures in
this multiphysics flow configuration. The displacement frequency and the extrema of the y-
displacement coincide well with the experimental data. The main behavior of the flow, such as
vortex shedding, shear layer and acceleration area, are predicted very well by the VLES sim-
ulation. Furthermore, the VLES method is able to resolve small scale flow structures (Figure
8.10)
Figure 8.10: Velocity magnitude for FSI-PfS-2a test case.
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This study has been conducted at the department of numerical methods in mechanical engineer-
ing at the TU Darmstadt in order to extend the turbulence modeling part in the in-house code
FASTEST with the new turbulence hybrid model, so-called very large eddy simulation method.
By means of this solver, the abilities of this relatively new turbulence model were investigated
on both stationary and on moving grids and in the context of fluid-structure interaction.
9.1 Summary of findings
The VLES model with three different underlying RANS methods, namely Chien k − ε, Wilcox
k − ω and ζ − f approaches, was implemented in the in-house code FASTEST. Each of these
models is suitable for prediction of different types of turbulent flows due to their properties. For
instance, the capability of the Wilcox k−ω model to predict correctly the wall-bounded flows is
well-known, as are the advantages of the Chien k− ε in a simulations of flows with mild separa-
tions [171]. In contrast to the other two models, the ζ − f method is able to capture anisotropy
effects in the vicinity of the wall, so this approach is better suited for wall-bounded flows than
the models with damping functions, as the Chien k − ε model. Since the RANS equations are
applied in the formulation of the VLES approach, the verification of these RANS methods with
the method of manufactured solution was realized to ensure the correct performance of the VLES
model. The verification results have demonstrated the correct implementation of equations and
boundary conditions within the FASTEST code.
After the verification procedure, the newly implemented VLES models were systematically val-
idated on stationary grids. Three different flow configurations were selected to demonstrate the
ability of the VLES approach to predict different types of turbulent flows. To cover wall-bounded
flows, the channel flow at Reτ = 590 and Reτ = 395 was simulated. For examination of the
VLES model in a simulation of a flow over a bluff body, a flow over a circular cylinder at
Re = 3, 900 was investigated. Finally a flow over periodic hills at Re = 10, 595 was chosen to
demonstrate the advantages of the VLES approach in a flow with separations. The k−ε and ζ−f
VLES methods have shown a reasonably good agreement with the reference data for all three test
cases. It is important to notice that the simulations were performed on coarser grids compared
to the grids required for the LES method. The k − ω VLES model yielded very good results
for the cylinder flow and for the two-dimensional periodic hills flow, while in the prediction of
the fully developed turbulent channel flow this method demonstrated weaknesses. To improve
the results of the k − ω VLES model, this method was modified by means of the introduction of
a new filter width, so-called IDDES, in the formulation of the VLES model. It was shown that
the application of the IDDES criterion ∆IDDES instead of the standard volume ∆vol leads to a
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significant improvement of the results already on a quite coarse grid. It was well recognized that
the filter width has a significant influence on the results within the VLES model in the case of
anisotropic meshes and that this influence decreases with the refinement of the mesh resolution.
Additionally, different grid configurations subdivided by stretching factors were investigated.
As expected, the results of the VLES model depends of the mesh quality. However, the results
produced with the IDDES-VLES method demonstrated improvement over the volume criterion
already on the grid with a big stretching factor.
The next step was an examination of the behavior of the VLES approach on moving grids. Firstly,
this technique was applied to simulate the flow over a forced oscillating circular cylinder at
Re = 10, 000. Afterwards, a flow over a tandem of an oscillating and a static asymmetric
SD7003 airfoil, at Re = 30, 000, was investigated. The VLES method demonstrated an ability
to simulate turbulent flows with strongly moving structures. The character of investigated flows
was captured very well for both test cases. The lift and drag coefficients were also predicted rea-
sonably well. Deviations occurred in the first case in the calculation of the lift coefficient, while
in the second test case, the drag coefficient distribution could not be captured in accordance with
the experiment. A refinement of the grid in the second case may lead to improved results, since
the drag force depends strongly on the shear stress in this flow configuration, which is sensitive to
the mesh resolution. The fine mesh was not investigated in the framework of this work, because
the goal was to test the VLES model on coarse meshes that are suitable for URANS simulations.
The last step was an investigation of the VLES approach in the context of a fluid-structure cou-
pling. To this end, two FSI test cases were investigated. In both cases, the VLES method
demonstrated a capability to capture a variety of turbulent structures in these configurations.
The displacement frequency and the extrema of the y-displacement coincided well with the ex-
perimental data. The behavior of the flow was captured correctly by both VLES methods: the
shedding phenomenon behind the cylinder was clearly identifiable as were the acceleration zone
and recirculation areas close to the flexible structure. Furthermore, the VLES method is able to
resolve small scale flow structures.
In summary, the ability of the VLES model to predict different kinds of turbulent flows correctly
was demonstrated by means of different test cases on stationary as well on moving grids. For
all simulations, a relatively coarse grid, in comparison to this required for the correct LES calcu-
lation, was applied. The application of this hybrid turbulence model is very promising because
of its capability to predict flows with mild and massive separations, more accurately that RANS
methods and due to the reduced computational effort in comparison to LES approaches.
9.2 Outlook
In the present work, the dependence of the VLES results on grid quality was demonstrated. A
detailed investigation of the influence of the mesh resolution on the results obtained by the VLES
model can be further investigated, though, especially in the case of moving grids, where the grid
configuration changes in each time step. With grid refinement, an improvement of the lift and
the drag coefficient values is expected. The calculation with moving structures is an additional
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challenge for the VLES model, which switches seamless between two modes depending on the
numerical grid resolution. For this approach a change of the interface between DNS and RANS
modes can directly impact the overall results. In the case of moving grids, the RANS mode is
active in the shear layer region, this behavior can be reduced by means of the grid adaptation.
Therefore, for future work, it is of interest to investigate adaptive grid techniques in the context
of moving structures. Adaptive grids can influence the switching between the two modes in the
VLES method and may lead to a reduction of computational time and an improvement in results.
Since the application of the new filter width in the formulation of the VLES model leads to
significant improvements of the results, the detailed investigation of the influence of ∆ in the
FSI cases and on moving grids would be useful in future studies. Moreover, another alternative
formulation of the filter width can be investigated.
Additionally, the investigation of the VLES model, which demonstrated very good results in
academic cases, for complex FSI cases is very promising and therefore interesting for subsequent
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ε dissipation of the turbulent kinetic energy
η Kolmogorov length scale
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φ′(x, t) fluctuation part of φ
φms manufactured solution
φ(x, t) generic flow quantity
φ(x, t) ensemble averaged φ
ρ density
τ shear stress
τ0 turbulent time scale
τη Kolmogorov time scale
τλ Taylor time scale
τ turb Reynolds stresses
τw wall shear stress
ζ velocity scale ratio
CD drag coefficient
Cf skin friction coefficient
CL lift coefficient





Fr resolution control function




Recr critical Reynolds number
Sij mean rate of strain tensor
T Cauchy stress tensor
Tij components of the Cauchy stress tensor
U characteristic flow velocity
U0 inflow velocity
V material volumes
d the minimum distance to the wall
dw distance to the wall
eh approximation error
f elliptic relaxation function
f0 non-dimensional frequency
fi volume forces
ft period frequency in the case of tandem flow
h0 plunge amplitude in the case of tandem flow
hmax maximum local grid spacing
ht time-depend plunge position in the case of tandem flow
hwn grid distance in the wall-normal direction
k turbulent kinetic energy
l length scale
l0 turbulent length scale




p0 formal order of accuracy
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pc observer order of accuracy
u′iu
′
j components of Reynolds stress tensor
u0 turbulent velocity scale
ub bulk velocity
uη Kolmogorov velocity scale
ui velocity components in the i direction
uλ Taylor velocity scale
u+ non-dimensional mean velocity
uτ shear velocity





CBC convection boundedness criterion
CDS central differencing scheme
CFL Courant–Friedrichs–Lewy
CV control volume
DDES delayed detached eddy simulation
DES detached eddy simulation
DNS direct numerical simulation
ER eddy-resolved (model)
EVM eddy-viscosity model
FASTEST Flow Analysis by Solving of Transport Equations Simulating Turbulence
FSI fluid structure interaction
FVM finite volume method
IDDES improved delayed detached eddy simulation
LES large eddy simulation
MMS method of the manufactured solution
MUSCL monotone upstream-centered schemes of conservation laws
NVF normalized variable formulation
QUICK quadratic upstream interpolation for convective kinematics
RANS Reynolds-average Navier-Stokes
RMS root mean square
RMS Reynolds stress model
SGS sub-grid scale
SIMPLE semi-implicit method for pressure linked equations
SIP strongly implicit procedure





TVD total variation diminishing scheme
UDS upwind differencing scheme
URANS unsteady Reynolds-average Navier-Stokes
VLES very large eddy simulation
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