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Abstract. Quantitative Susceptibility Mapping (QSM) reconstruction
is a challenging inverse problem driven by ill conditioning of its field-to
-susceptibility transformation. State-of-art QSM reconstruction methods
either suffer from image artifacts or long computation times, which limits
QSM clinical translation efforts. To overcome these limitations, a non-
locally encoder-decoder gated convolutional neural network is trained
to infer whole brain susceptibility map, using the local field and brain
mask as the inputs. The performance of the proposed method is evalu-
ated relative to synthetic data, a publicly available challenge dataset, and
clinical datasets. The proposed approach can outperform existing meth-
ods on quantitative metrics and visual assessment of image sharpness
and streaking artifacts. The estimated susceptibility maps can preserve
conspicuity of fine features and suppress streaking artifacts. The demon-
strated methods have potential value in advancing QSM clinical research
and aiding in the translation of QSM to clinical operations.
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1 Introduction
Quantitative Susceptibility Mapping (QSM) is a MR post-processing technique
that estimates underlying tissue magnetic susceptibilities [11]. QSM has been
used to study iron content, blood products, neurodegenerative diseases, brain
tumors, and mild traumatic brain injury [2,12,1]. Susceptibility maps are gen-
erated from MRI data by extracting Larmor frequency shifts from complex MR
signals and solving for the source tissue susceptibility. QSM reconstruction is
ill-posed due to the singularity of the dipole kernel that connects susceptibility
sources to induced magnetic field offset components in the direction of the main
polarizing magnetic field. Current approaches to solve the QSM inverse problem
either suffer streaking artifacts, quantification errors, or long computation times,
which hinder QSM clinical translation.
To overcome these limitations, a deep convolutional neural network for QSM
inversion is described and analyzed. The presented QSM inversion approach is
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denoted as QSMInvNet. QSMInvNet approach is evaluated on 100 synthetic
datasets, a QSM challenge dataset, and clinical data acquired using a clinically
susceptibility weighted imaging (SWI) protocol. The quantitative performance
of the neural network is compared with commonly utilized inversion approaches,
including Truncated K-Space Division (TKD) inversion [8],Fast Algorithm for
Nonlinear Susceptibility Inversion (FANSI) [7] and Morphology Enabled Dipole
Inversion (MEDI) [5].
2 Methods
2.1 Neural Network Design
Training Data Multiple-Orientation QSM datasets, such as Calculation of
Susceptibility through Multiple Orientation Sampling (COSMOS) [6] or Sus-
ceptibility Tensor Imaging (STI) [4] are often treated as QSM golden-standard
estimates. However, it is expensive and time-consuming to acquire enough COS-
MOS or STI data for training of QSM neural networks. Furthermore, COSMOS
and STI datasets remain estimates that do not have gold-standard validations
(i.e. direct measurements of tissue magnetism). In our approach, we utilize one
in-vivo COSMOS dataset and data augmentation to get large numbers of train-
ing data. The COSMOS dataset is from 2016 ISMRM QSM challenge [3], which
was acquired with a fast 3-dimensional gradient-echo scans, 12 different head
orientations, 1.06mm isotropic voxels on a 3T scanner. Elastic transforms are
applied to geometrically distort the susceptibility map. In addition, randomly
sized and placed geometric shapes, such as ellipsoids, spheres, cuboids and cylin-
ders with random susceptibility values and random orientations are randomly
placed on the augmented susceptibility map. Local contrast change was applied
to susceptibility map as well for data augmentation as well. The local fields are
calculated using the well-defined forward dipole convolution relationship. 5000
synthetic data were simulated using this approach for training. It is important
to note that the COSMOS data is only utilized for a reference susceptibility
distribution in this approach. The precise accuracy of this COSMOS QSM es-
timate is not of substantial importance, as the network is effectively trained by
the well-defined forward dipole-based prediction. This is a key novelty of the
QSM neural network design approach described in this work.
Fig. 1. Illustration of training data.
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Neural Network Architecture and Training A 3D convolutional neural
network with encoder-decoder architecture was trained to perform QSM inver-
sion, using whole brain tissue fields and brain masks as the inputs. Gated con-
volution was utilized in the neural network design, with LeakyReLU as feature
activation and Sigmoid for gating values to learn the specific spatial information
for susceptibility estimation. Dilated gated convolution was applied to increase
the receptive fields. A non-local block was used to enlarge the receptive fields
to the entire image and improve the non-local susceptibility estimation of large
region with large susceptibility values[10]. The last layer of the network was a
convolutional layer with linear activation to generate the estimated susceptibility
output.
Fig. 2. Network structure of QSMInvNet. A 3D encoder-decoder architecture was de-
signed with 6 gated convolutional layers (kernel size 3x3x3, dilated rate 1x1x1), 3
gated convolutional layers (kernel size 3x3x3, dilated rate 2x2x2), 4 max pooling layers
(pool size 2x2x2, stride size 2x2x2), 4 deconvolutional layers (kernel size 3x3x3, stride
size 2x2x2), 1 non-local block, 9 normalization layers, 5 feature concatenations, and 1
convolutional layer (kernel size 3x3x3, linear activation).
For the synthetic testing and QSM challenge data sets, QSMInvNet input
shapes were set to 160x160x160 with voxel size 1.06x1.06x1.06 mm3. For clinical
data sets, the input shapes ere set to 256x256x64 with voxel sizes 0.76x0.76x3.0
mm3. L1 loss between the training label and outputs ere utilized as a loss func-
tion. The RMSprop optimizer was used for the deep learning training. The initial
learning rate was set as 0.0001, with exponential decay at every 200 steps. Two
NVIDIA Tesla k40 graphics processing units (GPUs) were used for training with
a batch size 2. The neural network was trained and evaluated using Keras with
Tensorflow as a backend.
2.2 Performance Evaluation
Synthetic Data 100 simulated data sets generated in similar fashion to the
training data without containing randomly inserted geometric shapes were used
to test the performance of QSMInvNet compared with TKD, FANSI, and MEDI.
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The results were evaluated against the ground-truth susceptibility input using
root mean squared error (RMSE), high-frequency error norm (HFEN), and struc-
tural similarity (SSIM) index.
QSM Challenge Dataset Using this gold-standard evaluation dataset, QS-
MInvNet performance was compared to TKD, FANSI, and MEDI approaches.
TKD results were provided publicly by the QSM challenge organizers. All meth-
ods were evaluated against the ”gold standard” STI (3,3) component computa-
tional result provided with the challenge dataset [4].
Clinical Data One hundred clinical QSM data were acquired using gradient
echo T2 star weighted angiography (SWAN, GE) at a 3T MRI scanner (GE
Healthcare MR750) with data acquisition parameters: in-plane data acquisition
matrix 288x224, FOV 22cm, slice thickness 3mm, autocalibrated parallel imaging
factors 2x1, number of slices 46-54, first echo time 12.6ms, number of echoes 7,
echo spacing 4.1ms, flip angle 15°, TR 39.7ms, total scan time about 2 minutes.
The SWI images were processed by vendor reconstruction algorithms. The
raw k-space data were saved for offline QSM processing. Multi-echo real and
imaginary data were reconstructed from k-space data, with reconstruction ma-
trix size 288x288, voxel size 0.76x0.76x3.0 mm3. Larmor offset field maps were
obtained by fitting of multi-echo phases. Brain masking was performed using
FSL brain extraction tool. After background field removal using regularization
enabled sophisticated harmonic artifact reduction for phase data (RESHARP)[9]
with spherical radius 6mm, QSM inversion was performed using TKD, FANSI,
MEDI, and QSMInvNet.
For the purposes of performance evaluation, with TKD, a threshold of 0.20
was manually chosen; for FANSI, µ1 and α1 were set to 1e-2, 2e-4 respectively;
for MEDI, the regularization factor was set to 1000.
3 Result
In Table.1, QSMInvNet achieved the best score in RMSE, HFEN, and SSIM
compared with TKD, FANSI, and MEDI for all 100 of the synthetic data sets.
Table 1. QSM reconstruction quality metrics for synthetic data.
TKD FANSI MEDI QSMInvNet
RMSE (%) 33.1±0.29 39.0±1.41 34.7±0.37 22.5±0.42
HFEN (%) 35.2±0.30 36.7±1.6 38.1±0.26 25.0±0.58
SSIM (0-1) 0.967±0.002 0.951±0.004 0.933±0.004 0.978±0.001
In Fig.3, QSM maps of the QSM challenge dataset reconstructed by TKD
(a), FANSI (b), MEDI (c), and QSMInvNet (d) are compared with the ground
truth (e). From the zoom-in axial images (ii), substantial image blurring and
conspicuity loss of fine details is clearly visible in TKD, FANSI, and MEDI
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images. QSMInvNet maps have superior image sharpness and well-preserved
details, as indicated by white arrows.
Fig. 3. QSM maps of the QSM challenge dataset reconstructed by the four methods.
Fig. 4. Total fields (a), tissue fields (b), QSM images (c-f), SWI images (g) from a
34-year-old subject with subdural fluid collection and history of meningioma resection.
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In Fig.4, QSM and SWI images of a patient with subdural fluid collection are
illustrated. In zoom-in axial (ii), a few hypointense regions of SWI image (black
arrow) is hyperintense in QSM, indicating it iron deposition or hemorrhage. One
small calcification (white arrows) is hypointense on SWI image and diamagnetic
on QSM image. From zoom-in axial (ii), QSMInvNet images show best image
sharpness. From the coronal and saggital view (iii, iv), TKD, FANSI, and MEDI
show streaking artifacts (white arrows).
Fig. 5. Total fields (a), tissue fields (b), QSM images (c-f), SWI images (g), FLAIR
images (h) from a 54-year-old subject with poststereotactic radiosurgery (SRS) brain
metastasis.
Fig. 6. Total fields (a), tissue fields (b), QSM images (c-f), SWI images (g), FLAIR
images (h) from a 37-year-old subject with surgical planning.
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In Fig.5, the SWI and QSM images of a patient with SRS brain metastasis
are illustrated. It is clearly visible black shading artifacts in axial plane and
severe streaking artifacts in sagittal plane in TKD, FANSI, and MEDI images.
QSMInvNet images show the best image quality with high image sharpness and
no streaking artifacts. From the Fig.6, QSMInvNet images show no shading or
streaking artifacts, while TKD, FANSI, and MEDI suffers from image blurring,
shading artifacts, and streaking artifacts.
4 Discussion
In this work, QSMInvNet, a neural network for QSM reconstruction, was de-
scribed and evaluated on synthetic data, public challenge data, and routine
clinical data. For synthetic data sets with a gold standard reference, the pro-
posed method achieved better quantitative performance than TKD, FANSI, and
MEDI on RMSE, HFEN, and SSIM. The public challenge and clinical data sets
results showed that QSMInvNet can produce high quality susceptibility maps
with superior image sharpness and no-visible streaking artifacts. Clinical ex-
amples demonstrate that QSMInvNet can utilize raw SWI data from existing
standard of care exams to reconstruct high-quality QSM images that preserve
the fine details and suppress streaking artifacts. Compared with current QSM
reconstruction methods, QSMInvNet requires no regularization parameter tun-
ing for QSM inversion. It can perform QSM reconstruction in real-time on GPU
hardware, which can help facilitate the use of QSM clinical practice. In addition,
QSMInvNet images can preserve fine structures and suppress streaking artifacts.
The presented QSMInvNet approach introduces several important innova-
tions. First, it performs whole brain high-resolution QSM inversion using a
neural network. Compared with patch-based neural networks, it avoids patch
merging and tiling artifacts. Second, it utilizes a non-local block to increase the
receptive fields and capture long-range information for non-local susceptibility
estimation. Third, it uses gated convolutions to learn spatial information that
help in performing inner brain and brain-boundary susceptibility estimation.
This feasibility study has also demonstrated the ability to use existing stan-
dard of care SWI raw data to reconstruct QSM for clinical utility. This offers
the possibility of QSM use in clinical operation without any additional scans be-
yond current standard of care protocols. Combining SWI magnitude and QSM
estimation images may offer new diagnostic capabilities to assist radiological
interpretation. In particular, it is well-known that SWI suffers from blooming
artifacts and difficulties in differentiating calcifications and hemosiderin. QSM
can overcome these limitations of SWI, which can expand the roles of SWI and
QSM in neuroradiology clinical and research arenas. In the Fig.4, the calcifica-
tion is easily differentiated in QSM maps. From the Fig.5, QSMInvNet results
show no shading artifacts or streaking artifacts around the lesions, while also
preserving the details of fine structures.
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5 Conclusion
In summary, a deep QSM inversion approach has been demonstrated. It can
substantially improve brain susceptibility estimation. This capability opens up
a wide array of QSM investigations using clinically acquired SWI data to derive
and analyze QSM maps across a host of clinical neurological conditions.
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Fig. 7. QSM maps of one synthetic testing data. From the zoom-in axial and saggital
planes (iv-v), it is clearly visible that TKD, FANSI, and MEDI suffer from image
blurring. QSMInvNet can well preserve the tissue boundary and fine details.
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Fig. 8. The residual error maps of Fig.7. QSMInvNet results have the least errors
compared with TKD, FANSI, and MEDI results. QSMInvNet has the least residual
error compared with other methods.
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Fig. 9. The residual error maps of QSM challenge datasets with comparision with STI
33. It is obviously shown that QSMInvNet have the least residual errors.
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Fig. 10. Tissue fields (a), QSM images (b-e), SWI images (f) from a 28-year-old sub-
ject with left mesial temporal lesion and Neurofibromatosis Type-1. In the zoom-in
axial (ii), TDK, FANSI, and MEDI images have shading artifacts close to the bleeding
region (white arrows). QSMInvNet images show non-visible artifacts around the bleed-
ing regions. In the coronal and saggital planes (iii, iv), shading artifacts and streaking
artifacts is clearly visible in TKD, FANSI, and MEDI results (black arrows).
Fig. 11. Tissue fields (a), QSM images (b-e), SWI images (f) from a 56-year-old
subject with hemorrhagic intracranial metastases. In zoom-in axial, brain vessels is
clearly visible in QSM images. Image blurring is clearly visible in TKD, FANSI, and
MEDI images, while QSMInvNet show better image sharpness (black arrows). In the
coronal and saggital planes (iii, iv), streaking artifacts is clearly visible (white arrows).
QSMInvNet results show no shading and streaking artifacts.
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Fig. 12. Total fields (a), tissue fields (b), QSM images (c-f), SWI images (g) from
a 58-year-old subject with lung cancer. Two microbleeds/iron deposition and one cal-
cifications all appear as black hypointense regions in SWI images, making it difficult
to differentiate one from another. In QSM images, microbleeds/iron deposition (para-
magnetic) show as bright/hyperintense regions, while calcifications (diamagnetic) are
dark/hypointense regions. Compared with TKD, FANSI, and MEDI, QSMInvNet can
produce QSM images with super image sharpness and no streaking artifacts, as shown
in (ii, iv).
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Fig. 13. Tissue fields (a), QSM images (b-e), SWI images (f) from a 34-year-old patient
with cerebrovas-cular accident (CVA) and spinal cord etiology of leftupper extremity
and left lower extremity weakness. In zoom-in axial (ii), TKD, FANSI, and MEDI
images show bright in QSM images and dark/hypointense in SWI image (dark solids
arrows). A small calcification is dark/hypointense on SWI image and diamagnetic on
QSM images (black dash arrows). In saggital plane (iv), streaking artifacts are clearly
visible in TKD and MEDI images (white dash arrows).
Fig. 14. Tissue fields (a), QSM images (b-e), SWI images (f) from a 59-year-old
subject with brain tumor. The brain tumor region of SWI image is hyperintense in
QSM, indicating hemorrhage in the brain tumor. In zoom-in axial (ii), TKD, FANSI,
and MEDI images show black shading artifacts (black dash arrows) around the brain
tumor. Compared with other methods, QSMInvNet show better image sharpness (black
arrows). In saggital plane (iv), streaking artifacts are clearly visible in TKD and MEDI
images (white arrows).
