Let q be an odd prime power and p be an odd prime with gcdðp; qÞ ¼ 1: Let order of q modulo p be f ; gcdð pÀ1 f ; qÞ ¼ 1 and q f ¼ 1 þ pl: Here expressions for all the primitive idempotents in the ring R p n ¼ GF ðqÞ½x=ðx p n À 1Þ; for any positive integer n; are obtained in terms of cyclotomic numbers, provided p does not divide l if nX2: The dimension, generating polynomials and minimum distances of minimal cyclic codes of length p n over GF ðqÞ are also discussed. r 2004 Elsevier Inc. All rights reserved.
Introduction
Let GF ðqÞ be a field of prime power order q; q odd. Let mX1 be an integer with gcdðq; mÞ ¼ 1: Let R m ¼ GF ðqÞ½x=ðx m À 1Þ: A cyclic code of length m over GF ðqÞ is an ideal in the ring R m : The set f0; 1; y; m À 1g is divided into disjoint cyclotomic cosets C s ; 0pspm À 1; given by C s ¼ fs; sq; sq 2 ; y; sq m s À1 g modulo m; where m s is the smallest positive integer such that sq m s s ðmod mÞ: If a denotes a primitive mth root of unity in some extension field of GF ðqÞ; then the polynomial is a minimal ideal in R m (For reference see [12] and Chapter 8
of [8] 
Any q-ary cyclic code of length m is a direct sum of the minimal ideals, generated by the primitive idempotents in R m : Thus the problem is to determine the primitive idempotents. Construction of binary idempotents from the cyclotomic cosets is easy. In general, however, as stated by Pless [11, Section 3, p. 95] , ''we do not have much information about the codes generated. Only in special situations do we know the dimension.' ' We consider non-binary cyclic codes only, i.e. we take q to be always odd. Berman [1, p. 22 ] gave explicit expression (without proof) for all the primitive idempotents in R p n ; where p; q are odd primes and q a primitive root modulo p n ; Arora and Pruthi [9] verified it. Pruthi and Arora [10] also obtained all the primitive idempotents in R 2p n ; where p is an odd prime and q a primitive root modulo 2p n : In a previous paper [4] , Bakshi and Raka have derived all the primitive idempotents in the ring R p n c ; where p; c are distinct odd primes, q a primitive root modulo p n and also modulo c; with gcdð fðp n Þ 2 ; fðcÞ 2 Þ ¼ 1: Bakshi and Raka [3] obtained all the primitive idempotents in R 2 m ; mX3; when q 3 or 5 ðmod 8Þ: Later the conditions on q were dropped and for all odd prime power q; Bakshi et al. [2] derived all the primitive idempotents in R 2 m ; mX3:
In this paper, we generalize the result of Berman [1] . We take q to be an odd prime power, not necessarily a primitive root mod p n ; where p is an odd prime, gcdðp; qÞ ¼ 1: Let order of q modulo p be f and q f ¼ 1 þ pl: Further suppose that p does not divide l; if nX2: Let gcdðe; qÞ ¼ 1; where p ¼ 1 þ ef : We give an algorithm to determine all the primitive idempotents in the ring R p n ¼ GF ðqÞ½x=ðx p n À 1Þ; some of whose coefficients are eigenvalues of a special matrix A (see Theorem 3, Section 4). When q is a primitive root mod p n ; then f ¼ p À 1 and the result of Berman [1] follows as a corollary (see Corollary 2) . In Corollary 3, we obtain all the primitive idempotents when e ¼ 2: The primitive idempotents of the quadratic residue codes mod p (see [8, Theorem 4, Chapter 16 ]) follow as a special case from Corollary 3. In Section 2, we obtain all the cyclotomic cosets modulo p n (see Theorem 1). In Section 3, cyclotomic numbers and periods are defined and it is proved that the periods are eigenvalues of a special matrix A; occurring in a specific order (see Theorem 2) . We also discuss, in Section 5, the dimension, generating polynomials and minimum distances of minimal cyclic codes of length p n : In Section 6, we give examples of all the ternary minimal cyclic codes of length 23 (here e ¼ 2) and all the ternary and 5-ary minimal cyclic codes of length 13 (here e ¼ 4 and 3, respectively).
In another paper, we will generalize the result of Pruthi and Arora [10] and derive all the primitive idempotents in the ring R 2p n ; where q is any odd prime power, not necessarily a primitive root mod 2p n ; p being an odd prime.
Cyclotomic cosets modulo p n
Throughout this paper, we assume that p is an odd prime, n is a positive integer, q is an odd prime power, gcdðp; qÞ ¼ 1: Let order of q modulo p be f ¼ Proof. First note that for any integer rX1;
where p does not divide l r : Let O p n ðqÞ ¼ t n : Since from (2), for r ¼ n À 1; we have q fp nÀ1 1 ðmod p n Þ; so t n divides fp nÀ1 : Also q t n 1 ðmod pÞ and O p ðqÞ ¼ f ; 
But g is a primitive root mod p nÀj ; so e must divide k 0 À k: Also 0pjk 0 À kjpe À 1;
Hence all these cyclotomic cosets are disjoint mod p n : Further these are all the cyclotomic cosets as
Cyclotomic numbers and periods
For the definition of cyclotomic numbers and some results involving these, we refer to the Part 1 of [13] . Let g be a primitive root mod p (p an odd prime) and p ¼ 1 þ ef : The Reduced Residue System (RRS) mod p given by f1; g; g 2 ; y; g pÀ2 g is divided into e disjoint classesĈ i ; for i ¼ 0; 1; 2; y; e À 1; wherê
ClearlyĈ i ¼Ĉ iþme for any integer m: As the odd prime power q has order f ¼ pÀ1 e modulo p; q is an eth power residue mod p: Therefore q g es ðmod pÞ for some s; 0pspf À 1: Thus the classĈ i is equal to fg i ; g i q; g i q 2 ; y; g i q f À1 g modulo p; for each i; 0pipe À 1: If n ¼ 1; the classĈ i is same as C g i ; defined earlier.
Definition 1.
For fixed i and j; 0pipe À 1; 0pjpe À 1; the cyclotomic number A ij is defined to be the number of solutions of the equation
i.e. A ij is the number of ordered pairs ðs; tÞ; such that
Definition 2. The cyclotomic matrix is the e Â e matrix N whose ði; jÞth entry is the cyclotomic number A ij :
Lemmas 3-6, stated below, follow from Lemmas 3,6,7,19 and 19
Lemma 3.
(a) For any integers m and n; A ij ¼ A ðiþmeÞðjþneÞ :
if f is odd:
where n i ¼ 1 if f is even and i ¼ 0; 1 if f is odd and i ¼ e 2 ; 0 otherwise:
Lemma 4. When e ¼ 2; the cyclotomic matrix N is given by together with the relations
where 4p c 2 þ 27d 2 ðmod q) with c 1ðmod 3Þ:
Lemma 6.
(i) When e ¼ 4 and f is odd, the cyclotomic matrix N is given by together with the relations
(ii) If e ¼ 4 and f is even, the cyclotomic matrix N is given by together with the relations
where p s 2 þ 4t 2 ðmod qÞ; s 1ðmod 4Þ is the proper representation of p if p 1ðmod 4Þ: (A representation p ¼ x 2 þ dy 2 is said to be proper if gcdðp; xÞ ¼ 1Þ:
Remark 3.
(i) The sign of d in Lemma 5 and the sign of t in Lemma 6 are also uniquely determined. For this, see Katre and Rajwade [6, 7] . (ii) The cyclotomic numbers are known for all values of e in terms of Jacobi sums.
For reference see Katre [5] and Paul Van Wamelen [14] .
Definition 3. For 0pkpe À 1; the period Z k is defined as
where b is a primitive pth root of unity in some extension field of GF ðqÞ:
The periods defined above are similar to the periods defined in [13, p. 38 ] with a ¼ 1 except that our b is not a complex primitive pth root of unity, it is a primitive pth root of unity in GF ðq f Þ: The following result holds true for this b also; for a proof see Corollary to Lemmas 8 and 9 of [13, pp. 38-40].
Lemma 7.
(i) Z k ¼ Z kþme for any integer m:
where n k is as defined in Lemma 3.
Definition 4. Let X ¼ ðx 0 ; x 1 ; x 2 ; y; x eÀ1 Þ be a vector over GF ðqÞ: For 0pkpe À 1; we define s k ðX Þ as the kth cyclic shift of X i.e.
Definition 5. Let B ¼ ða ij Þ; 0pipe À 1; 0pjpe À 1 be any e Â e matrix over GF ðqÞ: Let X ¼ ðx 0 ; x 1 ; x 2 ; y; x eÀ1 Þ T be an eigenvector of B; where 'T' stands for the transpose of a matrix. We say that X has cyclic property if for each k; 0pkpe À 1; s k ðX Þ is also an eigenvector of B:
Let A denote the e Â e matrix given by if f is odd;
where A ij 's are the cyclotomic numbers defined in Definition 1. The matrix A is obtained from the matrix N by subtracting f from the first row, if f is even and from the ð e 2 þ 1Þth row, if f is odd.
Theorem 2. Let gcdðe; qÞ ¼ 1:
(i) The period Z i is an eigenvalue of the matrix. A with P i ¼ ðZ i ; Z iþ1 ; Z iþ2 ; y; Z iÀ1 Þ T as a corresponding eigenvector with first entry Z i ; for each i; 0pipe À 1: (Thus the eigenvector P i ; for each i; has the cyclic property.) (ii) The matrix P ¼ ðP 0 P 1 P 2 ? P eÀ1 Þ having the eigenvector P i as its ði þ 1Þth column is nonsingular, so that Z 0 ; Z 1 ; Z 2 ; y; Z eÀ1 are all the eigenvalues of A; counted with multiplicity. (iii) If X ¼ ðr 0 ; r 1 ; r 2 ; y; r eÀ1 Þ T is another eigenvector of A with cyclic property, then X ¼ aP j for some j; 0pjpe À 1 and for some scalar aAGF ðqÞ:
In addition, if P eÀ1 i¼0 r i ¼ À1; then X ¼ P j for some j:
Proof. (i) We prove the result when f is even. The case when f is odd, being similar, is left to the reader. By Lemma 7(iii), for any i; 0pipe À 1; we have
? ?
and rewriting, we get
ðA À Z i IÞ
is a nonzero vector (because the sum P eÀ1 i¼0 Z i ¼ À1), we see that Z i is an eigenvalue of A with P i as a corresponding eigenvector.
(ii) To show that P is nonsingular, it is enough to show that the matrix where 
Similar matrices have the same eigenvalues, so Z i ; 0pipe À 1 are all the eigenvalues of A: (iii) Suppose X corresponds to the eigenvalue Z k ; therefore X AW k where W k is the eigenspace of Z k : Suppose W k is generated by eigenvectors P k 1 ; P k 2 ; y; P k c corresponding to eigenvalues
where a i AGF ðqÞ:
We assert that exactly one of a 0 i s is non-zero. For this, we will show that for any pair ða i ; a j Þ; 1pi; jpc; iaj; at least one of a i ; a j is zero by taking a suitable cyclic shift of (4).
Without loss of generality, consider the pair ða 1 ; a 2 Þ: Since P k 1 and P k 2 are distinct vectors, there exists some t such that Z k 1 þt aZ k 2 þt : Taking tth cyclic shift of (4), we have
By parts (i) and (ii) of Theorem 2 and the given hypothesis, each of s t ðP k j Þ; 1pjpc; and s t ðX Þ is also an eigenvector of the matrix A: Also s t ðP k 1 Þ and s t ðP k 2 Þ are in different eigenspaces, say W k 1 þt and W k 2 þt ; as they correspond to distinct eigenvalues Z k 1 þt and Z k 2 þt : We group the vectors on the right hand side of (5) according as they lie in W k 1 þt or W k 2 þt or in eigenspaces different from these two, to get
Now the eigenvectors s t ðP k i Þ; 1pipc are linearly independent. So, we must have
For each j; 0pjpe À 1; let w j be the character defined on a group of reduced residue classes mod p; by
where z is a primitive eth root of unity in an extension field of GF ðqÞ: Then the Gaussian sums tðw j Þ (having values in a finite field) for 0pjpe À 1 defined as
can be evaluated once the values of the periods Z 0 ; Z 1 ; y; Z eÀ1 are determined by Theorem 2.
Lemma 8.
where dAGF ðqÞ is given by
(iii) If e ¼ 3; the characteristic equation of the matrix A is given by
where c is as defined in Lemma 5.
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(iv) If e ¼ 4; the characteristic equation of the matrix A is given by
if f is even and by
if f is odd; where s is as defined in Lemma 6.
Proof.
(i) This is trivial because
(ii) By Lemma 4, the characteristic equation of the matrix A is
Solving this, we can take Z 0 ¼ 4.
1. An algorithm to compute primitive idempotents in the ring R p n
Step I: Find a primitive root g mod p such that gcdð g pÀ1 À1 p ; pÞ ¼ 1:
Step II: Evaluate all the e 2 cyclotomic numbers A ij ; 0pi; jpe À 1:
Step III: Find all the eigenvalues of matrix A:
Step IV: Fix an eigenvalue r 0 of A: Corresponding to r 0 ; find an eigenvector P 0 ¼ ðr 0 ; r 1 ; r 2 ; y; r eÀ1 Þ; whose first entry is r 0 and other entries r i ; for 1pipe À 1; are the remaining eigenvalues of A with P eÀ1 i¼0 r i ¼ À1 and P 0 having cyclic property. (Such a P 0 exists uniquely by Theorem 2).
Step V: Compute the following polynomials over GF ðqÞ; for 0pjpn À 1;
? ? ?
Theorem 3. Let p be an odd prime and q be an odd prime power, with gcdðp; qÞ ¼ 1:
Let order of q modulo p be f and q f ¼ 1 þ pl: Further suppose that p does not divide l; if nX2: Let gcdðe; qÞ ¼ 1; where p ¼ 1 þ ef : Then we can choose a; a primitive ðp n Þth root of unity, suitably, so that Step V of the above Algorithm gives all the ðen þ 1Þ primitive idempotents in R p n :
To prove the Theorem, we need the following results: 
have value equal to zero for every i; 0pipe À 1:
Proof. Since, for every j; ðq j Þ f 1 ðmod pÞ; q j is an eth power residue mod p and hence, by Lemma 10(ii), an eth power residue mod p k : So the set f1; q; q 2 ; y; q fp kÀ1 À1 g consists of eth power residues mod p k : Their number being exactly fp kÀ1 ; we see, using Lemma 10(iii), that modulo p k f1; q; q 2 ; y; q fp kÀ1 À1 g ¼ S ¼ a þ mp : a runs over eth power residues mod p; m runs over CRS mod p kÀ1 :
where x ¼ g g i p is a primitive ðp kÀ1 Þth root of unity; a runs over eth power residues mod p and m runs over CRS mod p kÀ1 : As kX2; xa1; x p kÀ1 ¼ 1; so we get
Hence, from (6), we get that S i ¼ 0; for each i; 0pipe is given by
so that eigenvalues of A are 2,3,4. Also ð2; 4; 3Þ T is an eigenvector corresponding to the eigenvalue 2. Therefore by Corollary 1, we can take Z 0 ¼ 2; Z 1 ¼ 4; Z 2 ¼ 3:
Thus the four 5-ary primitive idempotents mod 13 are given by
