Markovian state models ͑MSMs͒ are a convenient and efficient means to compactly describe the kinetics of a molecular system as well as a formalism for using many short simulations to predict long time scale behavior. Building a MSM consists of grouping the conformations into states and estimating the transition probabilities between these states. In a previous paper, we described an efficient method for calculating the uncertainty due to finite sampling in the mean first passage time between two states. In this paper, we extend the uncertainty analysis to derive similar closed-form solutions for the distributions of the eigenvalues and eigenvectors of the transition matrix, quantities that have numerous applications when using the model. We demonstrate the accuracy of the distributions on a six-state model of the terminally blocked alanine peptide. We also show how to significantly reduce the total number of simulations necessary to build a model with a given precision using these uncertainty estimates for the blocked alanine system and for a 2454-state MSM for the dynamics of the villin headpiece.
I. INTRODUCTION
Many important processes in biology occur at the molecular scale. A detailed understanding of these processes can lead to significant advances in the medical and life sciences-for example, many diseases are caused by protein aggregation or misfolding and potential drug molecules can be designed by understanding their binding properties and conformational changes. These processes have typically been studied through experiments. While such experiments can yield a wealth of insight, they are often insufficient to describe the system dynamics on an atomic scale. An alternative approach is to use physically based computational simulations to model the interactions and movement of the molecules. While molecular simulations are computationally expensive, it is now possible to simulate many independent molecular dynamics trajectories in a parallel fashion by using distributed computing methods such as Folding@Home. 1 After generating large ensembles of molecular dynamics simulations, we wish to analyze these trajectories to find thermodynamic properties such as the equilibrium conformational distribution of the protein and kinetic properties such as the rate and mechanism of folding. A recent approach for such forms of analysis involves graph-based models of protein kinetics that divide the conformation space into discrete states and calculate transition probabilities or rates between the states based on molecular dynamics trajectories. [2] [3] [4] [5] [6] [7] [8] [9] These Markovian state models ͑MSMs͒ allow one to easily combine and analyze simulation data that started from arbitrary conformations and naturally handle the existence of intermediate states and traps. This approach has been applied to small protein systems, 4, 6 ,10 a nonbiological polymer, 11, 12 and vesicle fusion 13 with good agreement with experimental rates. The MSM uses discrete states, and we expect the transition probabilities to be insensitive to the exact state boundaries after sufficient transition time. [14] [15] [16] An alternative approach uses fuzzy partitions and partial membership of conformations into states, and may be able to better characterize transition regions and describe dynamics at shorter time scales. 17, 18 For any quantities which can be calculated from the MSM, such as the mean first passage times between states, 4 probability of folding from a given conformation, 4 or rates, 5 it is also important to determine the uncertainty in these values, so that one can form an idea about the confidence of the results. One main source of error is caused by grouping conformations into states and assuming that transitions between these states are Markovian. It has been shown that if the conformations are grouped incorrectly or if the transition probabilities are calculated from a time step which is too short, the transitions are no longer history independent, and any analysis that assumes a Markovian process may produce incorrect results. 5 Even if the states are defined such that the transitions between them are Markovian, the results could still be in error. This second source of error results from the finite sampling of transitions between states, which gives uncertainties in the transition probability estimates and, in turn, leads to uncertainties in the values we calculate.
In a previous paper, 19 we focused on the uncertainties caused by finite sampling and showed how to efficiently calculate the resulting uncertainty in the mean first passage time between two states. Those methods can easily be applied to calculate the uncertainty in any quantity that can be expressed as the solution of a set of linear equations of the transition probabilities. However, many interesting collective properties of the system are described using the eigenvalues and eigenvectors of the transition matrix. For example, the eigenvalues correspond to the aggregate time scales of the system, and thus can be compared with experiments to validate the model. 2, 6 Additionally, they are used in some tests for determining the time at which the system becomes Markovian. 5 The eigenvectors are useful in determining the states which participate in the relaxation process corresponding to a given eigenvalue, and can be used to group kinetically similar states. [20] [21] [22] [23] [24] In this paper, we will extend the uncertainty analysis methods presented previously 19 to estimate the uncertainties in the eigenvalues and eigenvectors of a transition matrix caused by finite sampling. These error estimates can again be calculated in efficient closed-form solutions. Moreover, these error estimates can be used to adaptively direct further simulations to reduce the uncertainties of functions of the eigenvalues or eigenvectors. The validity of the error estimates is demonstrated on a small system, the terminally blocked alanine peptide, and the power of adaptive sampling is demonstrated on the alanine peptide and a model of the villin peptide.
II. METHODS
Molecular dynamics simulations are a popular tool for understanding molecular motion. Analyzing these trajectories to extract kinetic information is a difficult task. Recent works [2] [3] [4] [5] [6] [7] [8] [9] have involved modeling the system as a Markovian state model, where the conformation space of the molecule is divided into discrete regions, or states, and transition probabilities are calculated between the states. If the transitions between the states are Markovian, or history independent on some time scale, it is possible to model the long time scale behavior of the system as a Markov chain on the Markovian state model graph. Determining a state space over which transitions are Markovian is a difficult task and there has been much work on determining appropriate decompositions. 25, 26 Even if an appropriate decomposition can be found for which the dynamics are Markovian at some lag time, the kinetic properties calculated from the model still have uncertainties. Since we can only sample a finite number of transitions between states, the estimated transition probabilities between states will have statistical uncertainty. Therefore, any value calculated from the transition probabilities will also have an uncertainty associated with it. In a previous paper, 19 we mapped the uncertainty in the transition probabilities to uncertainties in the mean first passage time between two states or other similar quantities that are solutions of linear equations in the transition probabilities.
In the following section, we calculate efficient closedform expressions for the uncertainties in the eigenvalues and eigenvectors of the Markovian state model, which describe the full kinetics of the system. The basis for the derivation and many of the equations are similar to those for the mean first passage time. 19 However, we reproduce them here for clarity.
A. Eigenvalue and eigenvector equations
In a Markovian state model, we represent the conformation space by K discrete states, each of which corresponds to some distinct group of molecular conformations. Let us define the probability of transitioning from state i to state j at a time step of ⌬t as p ij .
An eigenvalue of a matrix P is defined as
where v is the eigenvector corresponding to eigenvalue . We define matrix A with rows a i as
where I is the identity matrix. Eq. ͑1͒ is then equivalent to
and has nontrivial solution v when the determinant of the matrix is zero, det͑A͒ = 0. ͑4͒
B. Transition probability distribution
Finite sampling causes uncertainties in the estimates of the transition probabilities between states. A derivation and a complete explanation of the distribution over transition probability vectors have been given before. 19 Here, we summarize the main results.
We define p ij * as the actual transition probability from state i to j at a time step of ⌬t, where the sum of the transition probabilities from state i is equal to one. We can estimate these transition probabilities by independently sampling transitions between states i and j, either through independent simulations or by only including transitions separated by the lag time at which the transitions are Markovian. We generate counts z ij which are the total number of transition samples from state i to state j. We define n i as the total number of samples originating from state i,
The distribution of the z ij variables follows the multinomial distribution with parameters n i , p i1 * , p i2 * , ... , p iK * . 27 Using Bayesian analysis, we can compute the distribution over all possible vectors of transition probabilities. The probability of a particular column vector p i being the true transition probability vector, given the observed transition counts, is, from Bayes' rule,
where P͑p i ͒ is the prior probability over the transition probability vectors, i.e., the distribution representing the state of knowledge of transition probability vectors before observing any data.
A convenient choice for the prior is the Dirichlet distribution, the conjugate prior of the multinomial distribution. The Dirichlet distribution with variables p and parameters u is defined as
where Z͑u͒ is a normalizing constant and ⌫ is the gamma function. If we define the prior of the transition probabilities as a Dirichlet distribution with parameters ␣ i1 , ␣ i2 , ... ,␣ iK and we observe transition counts z i1 , z i2 , ... ,z iK , the posterior of the transition probabilities is a Dirichlet distribution with parameters ␣ i1 + z i1 , ␣ i2 + z i2 , ... ,␣ iK + z iK . For notational convenience, we define the Dirichlet counts as
Therefore, assuming a Dirichlet prior, the distribution of the transition probabilities p i given the observed data counts is Dirichlet͑p i ; u i ͒. In the limit, as the sampling ͑and therefore transition counts͒ increases, the distribution of the transition probabilities will not depend on the choice of the prior distribution. It will be useful to state the expected values of the posterior distribution of the transition probabilities for future reference, where w i are normalizing weight variables,
C. Distribution of eigenvalues and eigenvectors
It is possible to repeatedly sample from the transition probability posterior distribution and find the eigenvalues and eigenvectors for each sample to determine the posterior distributions of these quantities. However, this method is very expensive, both because many samples are required to accurately describe the distribution and the solution of the eigenvalue system is expensive ͓O͑K 3 ͒ plus some small number of iterations 29 ͔ for each sample. For these reasons, we will make two approximations that will yield efficient closed-form solutions for the distributions of the eigenvalue and the corresponding eigenvector v . If the distributions of multiple eigenvalue/eigenvector pairs are desired, this procedure would need to be repeated independently for each pair.
Taylor series approximation
First, we will approximate the eigenvalue and eigenvector of interest with a Taylor series expansion about these values calculated at the mean values of the transition probabilities. We define the mean matrix Ā as
where the variables p ij are defined in Eq. ͑10͒. The mean eigenvalue satisfies the following equation:
and the mean eigenvector v satisfies the following equation:
The first-order Taylor series expansion for the eigenvalue as a function of the transition probabilities is
where ⌬p ij are small perturbations in the parameters. Appendix A shows how to compute the terms ‫ץ͉‬ / ‫ץ‬p ij ͉ Ā in Eq. ͑14͒ efficiently.
Similarly, the first-order Taylor series expansion for the eigenvector v as a function of the transition probabilities is
Appendix B shows how to calculate all the terms ͉‫ץ‬v / ‫ץ‬p ij ͉ Ā in Eq. ͑15͒ efficiently.
Multivariate normal approximation
As shown in Sec. II B, the transition probabilities p i are distributed according to Dirichlet distributions. If the sample size is sufficiently large, then, by the central limit theorem, the distribution of p i converges to a multivariate normal distribution 30 ͑MVN͒ with mean i and covariance matrix ⌺ i given by
where the superscript "T" denotes the transpose, diag͑u i ͒ represents a matrix with entries u ij along the diagonal, and the w i terms are the normalizing weight variables defined in Eq. ͑10͒. The covariance matrix in this distribution enforces the constraint that each possible transition probability vector p i must sum to unity.
Closed-form solutions
Making both the Taylor series and multivariate normal approximations leads to closed-form expressions for the distributions of the eigenvalue and its corresponding eigenvector v . For notational convenience, we define the deviation vector ⌬p i , the sensitivity of vector s i
, and the sensitivity of v matrix S i v ,
We can then rewrite Eqs. ͑14͒ and ͑15͒ by grouping K terms at a time as
The vector ⌬p i is equal to p i − p i and, with the MVN approximation, has mean 0 and covariance matrix ⌺ i given by Eq. ͑17͒. 
Substituting Eq. ͑17͒ for ⌺ i , we see that
͑22͒
Similarly, v has a multivariate normal distribution with mean v and covariance matrix ⌺ v 2 ,
where
Computational cost
The closed-form solutions given in Eqs. ͑20͒ and ͑23͒ require solving for and v which take time O͑K 3 ͒. 29 Appendix A shows that we can find all the partial derivative terms for the eigenvalue in time O͑K
2 ͒ and Appendix B shows that we can find all the partial derivative terms for the eigenvector in time O͑K 3 ͒. Since the variance in Eq. ͑22͒ for the eigenvalue is the sum of vector dot products ͑rather than matrix-vector products͒, we can calculate it in time O͑K 2 ͒. Similarly, since the covariance matrix in Eq. ͑24͒ for the eigenvector is the sum of matrix-vector products ͑rather than matrix-matrix products͒, we can calculate it in time O͑K 3 ͒.
D. Adaptive sampling
As described previously, 19 we can decompose the closed-form normal or multivariate normal distributions to calculate the contribution to the variance from the elements in each row of the transition matrix, corresponding to the transitions from a single state. We can then start new simulations from the states which contribute the most to the variance in order to improve the overall precision.
The variance of the eigenvalue decomposes as
where we have separated out the q i terms which do not depend on the allocation of samples w i . If we were to add m more samples and assume that the expected transition probabilities remain constant, we can choose the state i which will decrease this variance the most as
͑26͒
Similar calculations can be performed to obtain the state which contributes the most to any function of the covariance matrix of the eigenvector.
III. RESULTS
To test the closed-form solutions for the distribution for an eigenvalue given in Eq. ͑20͒ and an eigenvector v given in Eq. ͑23͒, we compare the distributions with those obtained from sampling from the posterior transition probability distribution and solving each sample for the eigenvalue or eigenvector of interest. We can test all combinations of the two assumptions given above using different sampling and solving methods. Namely, method 1 will sample from the Dirichlet distributions and solve for the eigenvalues or eigenvectors directly, method 2 will sample from the MVN distributions and solve for the eigenvalues or eigenvectors directly, method 3 will sample from the Dirichlet distributions and substitute into the Taylor series approximations, and method 4 will sample from the MVN distributions and substitute into the Taylor series approximations. In this way, we can determine independently whether the MVN approximations and the Taylor series approximations are valid. The equations derived above ͓Eqs. ͑20͒ and ͑23͔͒ are simply closed-form solutions to the sampling based method 4.
We apply these methods to calculate the distributions of eigenvalues and eigenvectors in the terminally blocked alanine peptide ͑Fig. 1͒ to demonstrate that the multivariate normal and Taylor series approximations are valid. Stable states on the conformational landscape have previously been identified. 32 A set of 30000 shooting trajectories ͑5000 initiated from equilibrium distributions within each of the six states͒ at 300 K was obtained from Chodera et al. 32 We count transitions between these states at a lag time ⌬t of 0.1 ps, counting only one transition per trajectory to ensure the independence of the data. The state decomposition is non-Markovian at this lag time; therefore, the eigenvalues and eigenvectors of the transition matrix may not correspond to the true underlying alanine dynamics. However, it is still important to determine the error from sampling in the eigenvalues and eigenvectors, since these values are used in tests for Markovian behavior 5 and clustering of states. 25 Further, the primary focus in this paper is in validating the mathematical modeling of the distributions of eigenvalues and eigenvectors. The counts for this system are and we set the prior ␣ ij = 1 6 , as previously described.
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A. Eigenvalue distributions Figure 2 shows the distributions for the five nonunit eigenvalues as calculated from the normal distribution in Eq. ͑20͒ ͑solid lines͒ and from the four sampling based methods described above. It is clear that for the fifth and sixth eigenvalues the normal distributions are excellent matches with the sampling based distributions. For the second eigenvalue, there are slight discrepancies between the Dirichlet samples and the MVN samples. For the third and fourth eigenvalues, there appear to be differences between the methods which solve for the eigenvalues directly and those which make the Taylor series approximation.
When there are multiple eigenvalues that are close in magnitude, small perturbations in the transition probabilities may result in the shifting of the rank of the eigenvalues of the corresponding perturbed matrix with respect to the original eigenvalues. Therefore, when the eigenvalues of the perturbed matrix are solved directly, one cannot simply take, for example, the second largest eigenvalue of the perturbed matrix to calculate the distribution of the eigenvalue that was second largest in the original matrix. In this system, the third and fourth eigenvalues overlap in range. In the direct solu- Fig. 1 . The solid ͑red͒ lines indicate the normal distributions calculated using Eq. ͑22͒, and the dashed ͑magneta͒, dotted ͑green͒, long dashed ͑blue͒, and dot-dashed ͑cyan͒ density plots indicate the distributions generated from the four sampling based methods, Dirichlet sampling and direct solving, MVN sampling and direct solving, Dirichlet sampling and Taylor series substitution, and MVN sampling and Taylor series substitution, respectively, for 20 000 samples.
tions of eigenvalues, the distribution of the third largest eigenvalue is therefore shifted to the right of the distribution of the eigenvalue ranked third in the original matrix. It is possible to match eigenvalues based on their corresponding eigenvectors, but we have not done that here. A benefit of the Taylor series approximation is that it automatically calculates deviations to the particular eigenvalue of interest, and thus is insensitive to these changes in rank.
The Taylor series expansion also immediately decomposes into contributions from the transitions out of each state, as discussed in Sec. II D. Figure 3 shows the contribution of each state to the variance in each eigenvalue ͑normal-ized such that the total contribution for each eigenvalue sums to one͒. These values are q i in Eq. ͑25͒. If we wished to determine from which states to start new simulations to reduce the variance in any of the eigenvalues, we would use Eq. ͑26͒, since the expected decrease in the variance depends on the current number of samples from a given state. However, since the shooting trajectories have an equal number of samples from each state, we can use Fig. 3 to see that, for example, we should add more samples to state 5 to decrease the variance of the second eigenvalue. It would be very difficult to extract this information if one were to sample possible transition probabilities and solve each sample for the eigenvalues.
B. Eigenvector distributions
In addition to the distributions of the eigenvalues, we are also interested in the distribution of the eigenvectors. Figure  4 shows the mean and variance calculated from the closedform distribution ͓Eq. ͑23͔͒ and the four sampling based methods for the eigenvector components corresponding to the third ͑top panel͒ and fifth ͑bottom panel͒ eigenvalues. The inset in the top panel shows the full distributions for the second eigenvector component. Since the eigenvalues may shift in rank with the perturbations to the transition probabilities, the eigenvector component distribution generated from solving for the eigenvectors directly is clearly bimodal. Because the third and fourth eigenvalues overlap in range ͑as shown in Fig. 2͒ , the eigenvectors calculated by ranking the eigenvalues in order actually correspond to different processes. As in the case with the eigenvalues, the Taylor series methods are insensitive to rank ordering changes, and calculate the true, unimodal distribution of the eigenvector components.
The fifth eigenvalue, however, is well separated from the other eigenvalues, and the full distribution of the third eigenvector component ͑shown in the right inset͒ is a good approximation of the actual distribution. The distributions of eigenvector components are not independent-they also have some covariance between them, which is not shown here. While we have only shown the mean and variances for two of the eigenvectors and the full distributions for two of the components, the results are similar across eigenvectors and components ͑data not shown͒.
The variance of each eigenvector component can again be decomposed into contributions from transitions leaving each state. Figure 5 shows this decomposition for the eigenvectors corresponding to the third ͑top panel͒ and fifth ͑bot-tom panel͒ eigenvalues. The values shown are the percent contribution to the sum of the variances of all the components. We can see that for the third eigenvector, the sixth component has the most variance and can be improved by adding more samples from states five and six. For the fifth eigenvector, the fifth and sixth components are quite precise, and the remaining four components depend to different degrees on the transitions from the first four states. Again, this information would be very difficult to extract by sampling from the transition matrix and solving the eigenvectors for each sample. 
C. Adaptive sampling
In addition to efficiently calculating the uncertainties in the eigenvalues and eigenvectors, we also wish to use these estimates to improve the sampling as described in Sec. II D. We compare the adaptive sampling algorithm to equilibrium sampling, where the number of trajectories initiated from each state is proportional to the equilibrium probability of the state, and even sampling, where an equal number of trajectories are initiated from each state.
Assume that we can take m transition samples in each round, we can decide where to allocate the samples before each round, and that we have a limit on the total number of samples. In the equilibrium sampling algorithm, for each new transition sample, we will choose the state from which to initiate the sample with a probability equal to the equilibrium probability of the state. The equilibrium probability of a state is the eigenvector, properly normalized, corresponding to the unit eigenvalue of the transition probability matrix, calculated from all the simulation data. The even sampling algorithm will always take the same number of samples from each state in each round, m / K. In the simplest implementation of the adaptive sampling algorithm, we calculate the contribution from each row to the variance of the quantity of interest and add all m samples to the row that will decrease the variance the most.
Terminally blocked alanine peptide
For the alanine peptide, we choose to adaptively sample in order to reduce the variance of the largest nonunit eigenvalue, which corresponds to transitions between states 1, 2, 3, and 4 and states 5 and 6. In general, one would probably determine some function of the variances of multiple eigenvalues to minimize. Given our dataset, we can simulate the sampling algorithms by randomly selecting trajectories without replacement from the set of shooting trajectories initiated from each state. In this way, we can estimate either how many shooting trajectories would be necessary to achieve a given precision in the eigenvalue or the possible precision with a given number of total trajectories. The transition matrix used to calculate the equilibrium probabilities of each state was the count matrix given in Eq. ͑27͒, normalized such that each row summed to one.
We began by setting the prior ␣ ij = 1 6 and selecting 100 trajectories at random from each of the six states. In the equilibrium sampling algorithm, for each round, the initial state for each of 60 additional trajectories were selected with a probability equal to the equilibrium probability of each state. A random trajectory from each of these states was then selected. In the even sampling algorithm, in each round ten random trajectories were added from each state. In the adaptive sampling algorithm, in each round we determined which state would decrease the variance of 2 the most ͓Eq. ͑26͔͒ and added 60 random trajectories from that state. For each of the sampling algorithms, this procedure was repeated until all the trajectories from any state were selected. trials of each of the three algorithms. It is clear that the adaptive sampling algorithm outperforms the even sampling algorithm on average by a factor of around 5. The equilibrium sampling strategy performs very poorly for this example, with a variance of one to two orders of magnitude more than the even or adaptive sampling strategies for the same number of total simulations.
Villin headpiece
The adaptive sampling algorithm was also performed on a 2454-state model built from simulation data of the 36-residue alpha-helical villin headpiece. A complete description of the simulation details and Markovian state model construction is given by Jayachandran et al. 10 This model was constructed at a lag time of 10 ns and has been shown to reproduce the simulation data at this resolution. Because the median number of transition samples from a state was less than 500, we chose to run the sampling algorithms on the dataset with replacement. As in the alanine example, we compare the variance of the largest nonunit eigenvalue for the three sampling algorithms.
The prior is initialized to ␣ ij = 1 / 2454 and for each algorithm we began by selecting ten transition samples at random from each state ͑with replacement͒. In the equilibrium sampling algorithm, the equilibrium distribution of each state was calculated from the transition probability matrix, obtained from Jayachandran et al. 10 In each round, the initial state for each of 2454 additional samples were selected with a probability equal to the equilibrium probability of the state. A random transition sample from each of these states was then selected. In the even sampling algorithm, in each round, one random sample was added from each state. In the adaptive sampling algorithm, in each round we determined which state would decrease the variance of 2 the most ͓Eq. ͑26͔͒ and added 2454 random transition samples from that state. For each of the sampling algorithms, this procedure was repeated for a total of 100 rounds. Figure 6 ͑bottom panel͒ shows the mean and variance of the variance of 2 as a function of the total number of transition samples for 20 independent trials each of the equilibrium, even, and adaptive sampling algorithms. After a few rounds, the variance of 2 from the adaptive sampling algorithm is over three orders of magnitude less than the variance from the equilibrium and even sampling algorithms.
IV. DISCUSSION AND CONCLUSIONS
Given that we can generate a large number of molecular dynamics trajectories using distributed computing methods, such as Folding@Home, it is important to develop efficient techniques for analyzing the data. One compact way to model the data is to build a graph of the important states of the molecule and model kinetics as a Markov chain on this graph. In a previous work, we discussed methods for calculating the uncertainties due to finite sampling in kinetic properties such as the mean first passage time and other solutions to linear equations that can be calculated from the model.
However, many applications of the model use the eigenvalues and eigenvectors of the transition matrix, since these correspond with the aggregate rates and the participants in those rates of the system. For example, the eigenvalues directly correspond with the rates between sets of states, and thus can be compared with experiments, the eigenvalues and their implied timescales are used in tests for Markovian behavior, 5 and the eigenvectors guide a clustering of states based on kinetic similarity. 23 In all these applications, it is useful to know the uncertainty of the eigenvalues and eigenvectors, since the uncertainties may influence any decisions made with these values. A main contribution of this work is the efficient closedform solution of the uncertainty in the eigenvalues and eigenvectors of the transition matrix caused by finite sampling. By making two simple approximations, that the distribution of transition probabilities is well approximated by a multivariate normal distribution and that a first-order Taylor series expansion is adequate to describe the eigenvalues and eigenvectors, we have shown how to calculate the distribution of eigenvectors and eigenvalues. The closed-form solution can be calculated in roughly the same amount of time as simply solving for the eigenvalues and eigenvectors of the expected transition matrix, and therefore is much more efficient than any sampling based scheme. The method is thus scalable to large systems with many states. In addition, we may expect the transition counts to be sparse, and, as we previously discussed, 19 it is possible to leverage sparse matrix techniques to solve for a limited number of eigenvalues and eigenvectors of the system 33, 34 and to update the transition counts using bordered systems. 35 We have shown on a simple alanine peptide system that the distributions of eigenvectors and eigenvalues are in good agreement with those obtained from sampling possible transition probability matrices and solving for the eigenvalues and eigenvectors of each sample. An additional benefit of the closed-form solution is that it automatically accounts for changes in the rank of the eigenvalues due to perturbations in the transition matrix. There is no need to determine the correspondence of eigenvalues between different samples of the transition matrix. While we only presented results on this six-state system for ease of visualization, we have tested these methods on larger systems with similar results.
One downside of these methods is that they assume that the counts from state i to state j are all independently observed. However, this assumption is only used in the derivation of the posterior transition probability distribution. If we were to relax this assumption, we could still use the Taylor series approximations with samples from whatever distribution we believe the transition probabilities arise from. For example, if we have data at shorter intervals than the lag time ⌬t, we could use overlapping segments to calculate the transition counts. These counts would no longer be independent, but as long as a multivariate normal approximation to their distribution could be calculated, the closed-form distributions derived here could easily be modified. Some other properties, such as enforcing detailed balance, may not easily be approximated by multivariate normal distributions. In these cases, if one can generate samples from the distribution, one can substitute these into Eqs. ͑14͒ and ͑15͒ to ap-proximate the eigenvalues and eigenvectors of interest. This is still much more efficient than solving for the eigenvalues and eigenvectors directly for each sample.
The variance of the distributions for the eigenvalues and eigenvectors easily decompose into contributions relating to the transition probabilities from each state. We showed how to use adaptive sampling techniques to leverage this information and intelligently select simulations from our data set to reduce the variance of the largest nonunit eigenvalue for the six-state alanine system and for a 2454-state model of the villin headpiece. The gain in precision or the reduction in the total number of samples for the alanine system was modest because there were only six states in the model. However, for the villin system, the gain in precision from the adaptive sampling algorithm was over three orders of magnitude. While most of the states in the villin system were moderately populated at equilibrium, the largest nonunit eigenvalue was only sensitive to the transitions from a handful of states. We fully expect to see similar benefits for other molecular systems. The ability to calculate errors in a closed-form manner allows one to easily perform adaptive sampling techniques to reduce the uncertainty. Because the required simulation time for sampling one transition is on the order of one CPU day for many protein systems, an iterative, adaptive sampling algorithm will be easy to integrate into a distributed computing framework, such as Folding@Home.
In conclusion, we have developed error analysis methods to calculate the distributions of eigenvalues and eigenvectors in a Markovian state model caused by finite sampling. We have shown that the approximate solutions are in good agreement with the actual distributions, and are computationally far more efficient. We have also shown how to perform adaptive sampling to reduce the computational cost needed to build a model with a given precision.
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APPENDIX A: EIGENVALUE SENSITIVITY ANALYSIS
In this appendix we show how the terms in the Taylor series expansion in Eq. ͑14͒ can be computed efficiently. For details, see Vlach and Singhal. 36 The objective is to find ‫ץ‬ / ‫ץ‬p ij , where is an eigenvalue and is defined such that
͑A1͒
Consider the factors of A,
where L is a lower triangular matrix and U is an upper triangular matrix with unit entries along the diagonal. The determinant of a product is the product of the determinants, det͑A͒ = det͑L͒det͑U͒. ͑A3͒
The determinants of triangular matrices are simply the product of the diagonal elements. Since the matrix U has unit values along its diagonal, its determinant is equal to one. Thus, for the determinant of A to equal zero, the matrix L must have a zero element along its diagonal. Assume that this zero element is in the last row: l KK =0 ͑partial or full pivoting may be needed to ensure this 36 ͒. We can relate the partial derivative of to the derivative of l KK using the chain rule, dl KK dp ij We wish to evaluate ‫ץ‬ / ‫ץ‬p ij terms at the matrix Ā , which corresponds to the expected values of the parameters. The determination of the vectors ͉x = x͉ Ā and ͉x a = x a ͉ Ā involves decomposing the matrix Ā into factors L and Ū and then solving the following sets of linear equations,
L T x a = 0. ͑A14͒
We can then find all the ‫ץ͉‬ / ‫ץ‬p ij ͉ Ā terms by simply normalizing the outer product of x a and x : x a x T / ͑x a ͒ T x.
Factoring Ā into its LU factors takes time O ͑ 1 3 K 3 ͒ . The solutions of Eqs. ͑A13͒ and ͑A14͒ take time O͑K 2 ͒ for forward or backward substitution. All the terms ‫ץ͉‬ / ‫ץ‬p ij ͉ Ā can be computed from these two solutions in O͑K 2 ͒ operations. This must be done independently for each eigenvalue for which the uncertainty is desired.
APPENDIX B: EIGENVECTOR SENSITIVITY ANALYSIS
In this appendix, we show how the partial derivative terms in Eq. ͑15͒ can be computed efficiently. We start with the following eigenvector equation ͓Eq. ͑3͔͒: 
