We consider the online stochastic matching problem proposed by Feldman et al. [4] as a model of display ad allocation. We are given a bipartite graph; one side of the graph corresponds to a fixed set of bins and the other side represents the set of possible ball types. At each time step, a ball is sampled independently from the given distribution and it needs to be matched upon its arrival to an empty bin. The goal is to maximize the size of the matching.
Introduction
We study a natural variation of bipartite matching problem motivated in the context of online advertising: suppose we are given a bipartite graph G(Y, Z, E) where Y is the set of stochastic nodes (or ball types) and Z is the set of non-stochastic nodes (or bins). At times t = 1, 2, · · · b, a ball of type y ∈ Y is chosen independently at random from a given distribution. The algorithm can assign the ball to at most one of the empty bins that are adjacent to it. Furthermore, each bin can be matched to at most one ball. The goal is to maximize the expected number of non-empty bins at time b.
When the balls are chosen by an adversary instead of a random process, Karp, Vazirani, and Vazirani [8] gave a simple and elegant randomized algorithm that achieves a competitive ratio of 1−1/e. We present the first algorithm for this problem that im-proves the 1 − 1/e competitive ratio for the stochastic version in its general form. Previously, Feldman et al. [4] (and later [1] ) used a very interesting combinatorial algorithm to show that this is possible when the arrival rate of every ball, that is the expected number of times it appears, is integral. This assumption, even though not very restrictive for the display ad allocation, is somewhat unnatural. For example, when the distribution is uniform, it requires b/|Y | to be an integer.
One of the key ideas in designing our algorithm is to approximately compute the distribution imposed by the optimum offline solution and use that distribution to guide the decisions of the online algorithm. Using Monte Carlo sampling, one can compute f (y,z) , the probability that the optimum offline algorithm allocates a ball of type y to a bin of type z, for every y and z. Without loss of generality, we can assume f is fractional matching.
Our first algorithm writes f as a distribution over integral matchings and samples two matchings M 1 and M 2 from it. Then, in the online phase, it will use these two matchings for allocating the arriving balls to the bins. The analysis of our algorithm is much shorter and simpler than both [4, 1] . All these algorithms are non-adaptive, in the sense that they decide the allocation of all the ball types in advance before they appear. We present a simple example to show that no non-adaptive algorithm can achieve a competitive ratio better than 1−1/e when the arrival rates are non-integral.
The second result of the paper is an adaptive algorithm that obtains a competitive ratio of 0.702 for arbitrary rates. Unlike the non-adaptive algorithms, our adaptive algorithm decides the allocation of each arriving ball based on the current state of the bins. In particular, when a ball arrives the algorithm samples two neighbor bins from a joint distribution and tries to match it to the first bin; if the bin is already matched the algorithm tries the second bin. To the best of our knowledge, this is the first algorithm that beats the 1 − 1/e ratio in the general form. The adaptivity of the algorithm imposes a lot of dependencies in the distribution of full bins and because of that our analysis is somewhat intricate.
We also present an example that gives an upper bound of 0.823 on the competitive ratio of any deterministic or randomized online algorithm. For analyzing this example, we use the expected size of a maximum matching of a random bipartite graph recently computed by [3, 6, 5] in the context of Random SAT and cuckoo hashing.
1.1 Related Work Bipartite matching problems are central in algorithms and combinatorial optimization and arise naturally in several applications such as resource allocation, scheduling, and online advertising.
The online matching problem was first studied by Karp, Vazirani, and Vazirani [8] in the adversarial model where the graph is unknown; when a ball arrives it reveals its incident edges. They proved that a simple randomized on-line algorithm achieves (1 − e −1 ) and this factor is the best possible performance. More recently, Goel and Mehta [7] and Feldman et al. [4] studied the problem under stochastic assumptions. Goel and Mehta [7] assumed the graph is unknown but the sequence of arrivals is a random permutation. They showed that a greedy algorithm achieves (1 − e −1 ) factor. Further, they showed that no online algorithm can achieve competitive ratio better than 0.83. Feldman et al. [4] assumed that the graph is known but the sequence of arrivals are i.i.d. samples from a given distribution. Further, they assumed that sampling rates are integral and developed an online algorithm that beats (1 − e −1 ). They also showed that there is no 1 − o(1)approximation algorithm for this setting. Recently, Bahmani and Kapralov [1] improved the upper and lower bounds of Feldman et al. to 0.902 and 0.699 respectively in the same setting. Also, they showed that for d-regular graphs, a simple randomized algorithm achieves a competitive ratio of
A close line of work to the online matching is the online b-matching and the AdWords problem [9, 2] . Mehta et al. [9] developed a (1−e −1 ) online algorithm in the adversarial case. Recently, Devanur and Hayes improved the competitive ratio to (1 − ) in the stochastic case where the sequence of arrivals is a random permutation or it consists of i.i.d. samples.
Problem Definition
Let G(Y, Z, E) be a bipartite graph where Y is the set of stochastic nodes (or ball types) and Z is the set of non-stochastic nodes (or bins). There is a rate r y associated to every type of ball y ∈ Y . The online stochastic matching problem is as follows: at times t = 1, 2, · · · b, a ball of type y ∈ Y is chosen randomly and with probability proportional to r y . The algorithm can assign this ball to at most one of the empty bins that are adjacent to it; each bin can be matched to at most one ball. The goal of the algorithm is to maximize the expected number of non-empty bins at time b.
Without loss of generality, we assume that y∈Y r y = b, thus the expected number of balls of type y in the sequence is r y . Also, we assume that r y ≤ 1; if a node has a rate greater than 1, we can easily split it into a set of identical nodes with rates at most 1.
We will study two classes of algorithms: nonadaptive and adaptive. A non-adaptive algorithm is equivalent to an ordering of the neighbors N (y) of every node y ∈ Y . If z 1 , z 2 , · · · z |N (y)| is such an ordering for y, then the k-th time a ball of type y arrives, the algorithm will allocate it to bin z k if it is empty. If k > |N (y)| or z k is full then the ball will not be allocated. On the other hand, adaptive algorithms can choose the assignment of every ball when it arrives.
We will compare our algorithms to the optimum offline solution. Given the sequence of arrived balls ω = (y 1 , y 2 , . . . , y b ), one can compute the optimum allocation, OPT(ω), in polynomial time by solving a maximum matching problem. Fix a particular maximum matching algorithm and let F (ω) : E → {0, 1} be the vector indicating which edges are used in the optimum allocation given ω. Clearly, OPT(ω) = 1 T F (ω) and the competitive ratio of an online algorithm ALG is defined as E[ALG] E [OPT] . In our case, both ALG and OPT are concentrated around their expected values, therefore the above competitive ratio is fairly robust (see Feldman et al. [4] for a more detailed discussion).
Our algorithms will crucially use the optimum offline solution for making decisions. In particular,
where P (ω) is the probability of the sequence ω = (y 1 , y 2 , . . . , y b ). By definition, f is a convex combination of matchings and therefore it is in the convex hull of the matchings of G. We will refer to f as the fractional matching defined by OPT. For each edge e = (y, z) ∈ E, f e is the probability that a ball of type y is allocated to bin z by the optimum offline algorithm. Similarly we define the fractional degree of a node to be
Moreover, for e = (y, z), we have f e ≤ 1 − e −ry + o(1/b).
Proof. Given ω, let N y (ω) be the number of balls of type y in ω. Clearly e∼y F e (ω) ≤ N y (ω). Taking expectations from both sides results in the first inequality in (2.2) . Similarly, the second inequality in (2.2) can be proved by noting that in any instance of the problem, z can be matched to at most one ball. Finally, for e = (y, z), we have
Throughout the paper, we will assume that b is sufficiently large so that o(1/b) is negligible. We will need to compute f e for every edge e. Obviously, f e 's can be computed by enumeration in time O(|Y | b ). It is also easy to see that E [OPT] and f (e) for all e ∈ E, can be approximated with great accuracy using Monte Carlo method. OPT is an integral random variable which is in interval [0, b], hence its variance In the rest of the paper, for simplicity of notation, we will assume that we have estimated f accurately and ignore o(·) terms.
Since f is a fractional matching, it can be written as a convex combination of at most |Y | + |Z| + 1 integral matchings. The following corollary is therefore trivial:
It is possible to efficiently and explicitly construct (and sample from) a distribution µ on the set of matchings in G such that
A Non-adaptive algorithm
In this section, we will analyze a simple non-adaptive algorithm for the special case where all rates are one, i.e., r y = 1, ∀y ∈ Y . This is the setting studied in Feldman et al. [4] . Our algorithm and its analysis is simpler and more intuitive than [4] . It also gives a slightly better competitive ratio.
Our non-adaptive algorithm has some similarities with the online algorithm that Feldman et al. propose [4] . Both algorithms start by computing two matchings M 1 and M 2 offline; we use the first matching, only for the first arrived ball of each type and the second one only for the second arrivals. In particular, when the first ball of type y arrives it will be allocated to the bin matched to y in M 1 , and when the second ball arrives, we will allocate it via M 2 . If the corresponding bins are already full, the balls will be dropped. Note that the probability that there are more than two balls of each type y in the sequence of arrivals is very small.
On the other hand, we use a different method from [4] to construct these matchings. Feldman et al. find M 1 and M 2 by decomposing the solution of a maximum 2-flow of G into two disjoint matchings (since all the rates are one, the expected graph is simply G). However, we will sample our matchings from the distribution µ defined by the optimum solution f .
Algorithm 1 The Online Non-adaptive Algorithm
Offline Phase: 1: Compute the fractional matching f , and the distribution µ using Corollary 2.1. 2: Sample two matchings M 1 and M 2 from µ independently; set M 1 (M 2 ) to be the first (second) priority matching. Online Phase: 3: When the first ball of type y arrives, allocate it through the first priority matching, M 1 . 4: Similarly, when a ball of type y arrives for the second time, allocate it through the second priority matching, M 2 .
The outline of the algorithm is presented in Algorithm 1. In the rest of this section, we analyze Algorithm 1, and show that its approximation ratio is 0.684. Let X z be the random variable indicating the event that bin z is matched with a ball during the run of the algorithm. We analyze the competitive ratio of the algorithm by comparing E [X z ] with f z :
Consider any z ∈ Z, and with a slight abuse of notation let M 1 (z) denote the stochastic node matched to it in 
The last equality can be derived by algebraic manipulation and noting that e∼z f e = f z . It remains to prove a lower bound on the value of the last equation:
Proof. The proof of this lemma is mainly algebraic.
Let us first fix f z and find the minimum of the LHS in terms of f z . For any f z , the LHS is minimized when e∼z f 2 e is maximized. Note that e∼z f e = f z , and thus to maximize the e∼z f 2 e , we need to consider the most "unbalanced" edge probabilities that are consistent with the properties of fractional matching f . By proposition 2.1, f e ≤ 1 − e −1 for each e ∼ z, thus for f z ≤ 1−e −1 , the term e∼z f 2 e is maximized when we have only one edge with nonzero probability. Similarly we can show that the summation of the probabilities of any 2 edges incident to z is at most
e is maximized when we have two edges with nonzero probability; one edge with probability 1−e −1 and one with probability f z − (1 − e −1 ). Similarly we can proceed to compute the maximum of e∼z f 2 e in terms of f z for all 0 ≤ f z ≤ 1.
The only remaining task is to find the value f z that minimizes the LHS of (3.4). Intuitively, the LHS is minimized when f z = 1. In particular, if f z < 1, we may add a dummy node y to Y , and connect it to z by an edge e = (y, z) with very small probability, i.e. f e = . It is easy to see that this can only decrease the LHS. Also, one can numerically confirm that the LHS of (3.4) attains its minimum at f z = 1 with value 0.684. 
The Adaptive Algorithm
In the analysis of the non-adaptive algorithm presented in the previous section, we assumed that the arrival rates of all balls are integral and in particular, they are at least one. This is a crucial assumption. If the rates r y 's are not bounded from below, the probability of receiving a second ball of the same type can become arbitrary low and the competitive ratio of the algorithm can get very close to 1 − 1/e. This is the case for all non-adaptive algorithms: In Proposition 5.1, we show that no non-adaptive algorithm can achieve a competitive ratio better than (1 − e −1 ) when the sampling rates are not necessarily integral.
In this section, we will analyze a simple adaptive algorithm that will have a better performance when the sampling rates are arbitrary. The algorithm is very simple: when a ball of type y arrives, it samples two neighboring bins z 1 and z 2 from a joint distribution. If z 1 is empty then y is matched to z 1 . Otherwise, the algorithms will check z 2 and match y to it if it is empty.
The joint distribution from which z 1 and z 2 are chosen, is determined in advance for every ball type y and it has the following properties: (i) The probability that z 1 is equal to z is equal to f (y,z) . The same is true for z 2 . Recall that rates are normalized such that y∈Y r(y) = b and thus f is a fractional matching. (ii) Given (i), the joint distribution is such that the probability of z 1 = z 2 is minimized. In what follows, we will present one joint distribution with these properties.
Suppose e 1 , . . . , e k are the edges incident to y, and without loss of generality assume f e1 ≥ . . . ≥ f e k . Also define a dummy edge e k+1 , that is connected to a dummy non-stochastic node z k+1 , with f e k+1 = r y − f y . Note that f e k+1 is the probability that OPT drops a ball of type y. We will construct two different partitions of the interval I y = [0, r y ]. Specifically, partitions I y and J y are defined as follows:
Note that the second partition is obtained by shifting the subintervals of I y to the left by f e1 . Figure 1 illustrates the partitions through a simple example. Having I y and J y , the distribution is defined as follows: choose a number x uniformly at random from [0, r y ], define z 1 (x) to be z if x ∈ I (y,z) ; similarly define z 2 (x) to be z if x ∈ J (y,z ) . It is easy to see that this joint distribution has properties (i) and (ii). Furthermore, if all f (y,z) 's are less than 1 2 r y , the probability of z 1 = z 2 is equal to zero. Unlike Algorithm 1, the analysis of Algorithm 2 is fairly intricate, mainly because the adaptivity of the algorithm introduces new dependencies. We will present the proof in a few steps to build an intuition before getting to the actual calculations.
Proof. Consider a non-stochastic node z ∈ Z. Bin z can be matched as a first priority bin or as a second priority bin. Note that once a bin is tried as a first or second priority it will be matched afterwards. We define the event A z (t) to be the event that bin z was tried as a first priority bin by time t. Also, define B z (t) to be the event that bin z was tried as a second priority bin at time t. Therefore, using the notation defined in the previous section:
First we compute P (A z (t)) for 1 ≤ t ≤ b; at each time step, the probability that a ball tries z as a first priority bin is equal to the probability that a ball of type y arrives, where y is connected to z through edge e, and we choose a point in the interval I e . This probability is e∼z fe y∈Y ry = fz b , thus
The more difficult part of the analysis is to bound
. At any time t, the event B z (t) depends on whether the bins at distance 2 from z are full or not. For instance, consider bin z 1 in the example of Figure 1 . Suppose at time t, a ball of type y arrives, and the sampled x is in (0.5, 0.7); if bin z 2 is full then y will try z 1 as its second priority, and hence z 1 will be full afterwards.
First, let us compute an upper bound for
. Suppose all of the bins at distance 2 from z were matched before time t. In that case, the probability that z is tried at time t conditioned on event A z (b) is equal to the probability that a ball of type y arrives, where y is connected to z through edge e, and a number x ∈ J e \ I e is chosen. Note that if x ∈ J e ∩ I e , then z 1 (x) = z 2 (x) and since we are conditioning on the event that z is not tried as a first priority, the sampled point does not belong to J e ∩ I e . Thus, if we let q z be the sum of the length of intervals J e \ I e , e ∼ z, i.e., then the probability that z is tried at time t conditioned on event A z (b) is qz b . Obviously, when t is small, we do not expect the bins at distance 2 from bin z to be full. In order to incorporate the effect of the state of other bins on the matching of z at time t, we will study the evolution of the density of full bins around z as follows. For any edge e incident to z, define F e (t) to be those areas from J e \ I e whose corresponding first priority bin is full. In other words, x ∈ F e (t) if z 1 (x) is full before time t. Note that x, x ∈ J e \ I e , does not necessarily imply that z 1 (x) = z 1 (x ) (e.g. in Figure  1 if x = 0.6, x = 0.8 then x, x ∈ J e1 \ I e1 , but z 1 (x) = z 2 and z 1 (x ) = z 3 ). Therefore, it might be the case that for some period of times, we have ∅ ⊂ F e (t) ⊂ J e \ I e .
At time t, if a ball of type y arrives, and we choose x ∈ F e (t), then the ball will try the bin z. Thus the probability that bin z remains empty conditioned on
is sum of the length of intervals F e (t), e ∼ z. Note that by definition π z (t) ≤ q z . We have:
where the expectation is over π z (t), 1 ≤ t ≤ b. Expanding the product in the last inequality results in,
Thus we have:
It is not hard to show that 1 − qz b (b − t) ≥ 0. As explained above, π z (t) is a random process that depends on the graph. However we obtain a simple lower bound on E π z (t)| A z (b) by noting that:
The inequality holds because
The following lemma provides a lower bound on
that is a linear function of the fractional degree of the bins at distance 2 from z. As will be seen later, such a linear approximation proves helpful in analyzing the competitive ratio of the algorithm.
Lemma 4.1. For any non-stochastic node z, let q z = e∼z x∈Je\Ie 1dx. We have:
Proof. The proof of this lemma is mainly algebraic. Recall that,
Substituting (4.7) in the above expression and rearranging the sums, we have:
Let C(f z1(x) , q z ) be the expression inside the integral, i.e.,
Note that C(·, q z ) is a concave function of f z1(x) , thus for 0 ≤ f z1(x) ≤ 1,
where C(0, q z ) = 0 and C(1, q z ) = e −1 −q z (1/2−e −1 ). We re-write the above expression as:
Clearly C(1, q z ) is a decreasing function of q z , thus:
Substituting (4.11) in (4.10) and simplifying the obtained expression complete the proof.
Substituting (4.8) in (4.5) and using e −fz ≥ e −1 , we have:
generalization of the last statement of Proposition 2.1 proves that f o ≤ (1 − e −ro ). The following linear program finds a lower bound on q z in terms of f z :
min
Solving the above optimization program shows that
Substituting (4.14) in (4.13) and optimizing over f z , one can show that E[ALG] E[OPT] ≥ 0.702, which completes the proof of Theorem 4.1.
Upper Bounds for Online Algorithms
We will present three examples. The first example gives a straightforward 1 − 1/e upper bound for the performance of non-adaptive randomized algorithms. It shows that when the rates are arbitrarily small, no non-adaptive algorithm can achieve a competitive ratio better than 1 − 1/e. Note that a randomized non-adaptive algorithm predetermines distribution D y,i for the i-th arrival of type y. In other words, when the i-th ball of type y arrives it will be matched to the neighbor bin z with probability P y,i (z).
Proposition 5.1. There is an instance of the online stochastic matching problem with small rates, r y = o(1), for which no non-adaptive randomized algorithm can achieve a competitive ratio better than 1 − e −1 .
Proof. Suppose G(Y, Z, E) is a complete bipartite graph, where |Y | = n 2 and |Z| = n = b; also suppose the rate of all types is 1/n. Since G is a complete bipartite graph, OP T can easily allocate all the arriving balls and E [OPT] = n. On the other hand, since r y = o(1), with high probability, there will be at most one ball of each type. Therefore, any non-adaptive randomized algorithm only needs to predetermine one distribution D y,1 for each type y. For each bin z ∈ Z, let p z be the probability that an incoming ball is matched to z. In other words, p z = y∈Y r(y)P y,1 (z) = 1 n y∈Y P y,1 (z)
With probability e −pz no ball will be matched to the bin z in the run of the process. Thus, E [ALG] = z∈Z (1 − e −pz ). Since function 1 − e −x is concave we have:
On the other hand, we have:
Therefore, E[ALG] E[OPT] ≤ 1 − e −1 which completes the proof.
Our next two examples give an upper bound on the performance of any deterministic or randomized online algorithm. In the first example, the rates are integral. Our upper bound of 1−e −2 is slightly better than the result of [1] .
Proposition 5.2. There exists an instance of the online stochastic matching problem with integral rates for which no online algorithm can achieve an expected competitive ratio better than 1 − e −2 0.86.
Proof. Construct a bipartite graph G(Y, Z, E), where Y = Y 1 ∪ Y 2 , |Y 1 | = |Z| = n, and |Y 2 | = n/e. The set E of edges consists of a perfect matching between the vertices of Y 1 and Z denoted by E 1 , and a complete bipartite graph between Y 2 and Z, denoted by E 2 . See Figure 2 .
First, we prove that E [OPT] = n. Given the sequence of arrivals, first we match through the perfect matching (E 1 ). In other words, we match one ball of each type y 1 ∈ Y 1 . Note that with probability e −1 , there will be no ball of type y 1 , thus, in expectation, (1 − 1/e) fraction of the bins will remain empty after matching through E 1 . On the other hand, the expected number of balls of types Y 2 is n/e, which can be matched with the n/e empty bins through the edges of the complete bipartite graph, E 2 . Hence, this simple scheme finds the maximum matching and E [OPT] = n.
On the other hand, consider an arbitrary online algorithm ALG; at time t, let Ψ(t) ⊆ Z be the set of full (matched) bins, and Φ(t) ⊆ Y 1 be the set of types that have a neighbor in Ψ(t). If the (t + 1)-st ball is of type Φ(t), it is impossible for ALG to match this ball. Thus: Our last and probably most interesting example is for general online algorithms, under arbitrary rates. In this example, we use calculations on the size of perfect matchings in random bipartite graphs studied earlier in the context of Random SAT and cuckoo hashing [3, 6, 5] .
For a set Z of bins, define Y k to be a set of |Z| k vertices, each connected to a distinct subset of cardinality k of Z. These sets will play an important role in constructing examples with large competitive ratio. Let us start with a simple example. Consider an instance of online stochastic matching where Y = Y 3 , |Z| = n. Also suppose that all the rates are equal and b = 0.9n, i.e. the rate of each ball r y = n/ 0.9n 3 . From the perspective of the algorithm, we will have a sequence of 0.9n arriving balls each connected to three bins chosen independently and uniformly at random. Because of that, all the empty bins are equivalent; thus the online algorithm can assign the arriving ball to any of its unoccupied neighbors, if there is any. Similar to the proof of Proposition 5.2, let Ψ(t) ⊆ Z be the set of full bins at time t, and Φ(t) ⊆ Y be the set of types of balls that have no neighbor in Z \Ψ(t) at time t. Note that if the (t+1)st ball is of type Φ(t), it is impossible for any online algorithm to match it. Note that:
Thus we can simply write a recurrence relation to compute the expected performance of the online algorithm.
The more difficult part is to compute the optimum solution. The optimum offline algorithm will essentially find the maximum matching between all arrived ball types and the bins. The size of this maximum matching is studied by Path and Rodler [10] . There, the problem is defined as follows: there are b keys to be hashed into n buckets, each capable of holding a single key. Each key has k ≥ 2 (distinct) associated buckets chosen uniformly at random and independently of the choices of other keys. A hash table can be constructed successfully if each key can be placed into one of its buckets.
Define c * k to be the threshold such that if b/n < c * k and n is large enough, the resulting bipartite graph has a matching of size b. There has been extensive effort to compute c * k [6, 5, 3] . In particular, it has been shown that c * 3 > 0.91. Therefore, we can argue that if b/|Z| = 0.9 < c * 3 then the optimum can match all of the balls with high probability. Dietzfelbinger et al. [3] considered an irregular version of the cuckoo hashing, where the number of choices corresponding to a key is a random variable depending on the key. In particular, they considered the case where a key has 2 choices with probability 1/2 and 3 choices with probability 1/2 (say 2.5 choices in average), and they defined the number c * 2.5 similarly. Interestingly, they show that c * 2.5 0.81034 which is much larger than c * 2 .
In the next proposition we use a combination of the irregular cuckoo hashing idea and the idea of the proof of Proposition 5.2 (adding the type Y n ) to obtain a better upper bound on the performance of optimal online algorithms. Proposition 5.3. There is an instance of the online stochastic matching problem for which no algorithm can achieve a competitive ratio better than 0.823.
Proof. Let Y = Y 2 ∪ Y 3 ∪ Y n , |Z| = n; note that Y n and Z form a complete bipartite graph. Suppose in expectation we throw m := 1/2c * 2.5 n balls of types in Y 2 , m of types in Y 3 and n − 2m of type in Y n . Therefore, we have b = n, and r y = m/ n 2 for y ∈ Y 2 , r y = m/ n 3 for y ∈ Y 3 , and r y = n − 2m for y ∈ Y n . The optimum offline solution would first match the balls of types in Y 2 and Y 3 , and because the expected number of these balls is at most c * 2.5 n, it can match all of them with high probability. Then, it matches all the balls of type Y n to the unoccupied bins. Therefore E [OPT] = n. Let ALG be an online algorithm and let Ψ(t) and Φ(t) be defined as above. Similar to the equation (5.17) we can compute the probability that an incoming ball can be matched by ALG. Note that if a ball of types in Y n arrives the online algorithm can always match it through the complete graph; on the other hand, if a ball of type Y 2 or Y 3 arrives it can only be matched if it has at least one neighbor in Z \ Ψ(t). Note that: P the type of t + 1 st ball is not in Φ( which implies that the approximation ratio of the online algorithm is at most 0.823.
Discussion
We should also point out that competitive analysis is not the only possible or necessarily the most suitable approach for this problem. Because the distribution from which the input is generated is known, one can use dynamic programming (or enumeration of future events) to derive the optimal allocation policy. Unfortunately, the dynamic programming approach takes exponential time. In fact, one can show that the problem of computing the optimal allocation policy is NP-hard. We leave it as an open problem whether it is possible to come up with a polynomial-time algorithm with a better approximation guarantee than the best possible competitive ratio for this problem.
