Accurate assessment of uncertainty in the approximation of infinitetime-averaged statistics of statistically stationary ergodic processes (that is, of signals, obtained experimentally or computationally, that meander about some unknown mean) is a topic of significant importance in a host of engineering applications. Among them, for example, the statistics of many turbulent flows are generally considered as stationary and ergodic after some initial transient is identified and set aside. As taking infinite time averages is not practically feasible, finite-time-averaged approximations of these statistics are generally used. For problems in which the measured samples are independent and identically distributed (i.i.d.), the expected squared averaging error reduces only like σ/ √ N , where σ is the standard deviation of the data. In problems for which the measured samples are not i.i.d., convergence is even slower (eventually, like Q/ √ N for Q < σ), and an uncertainty quantification (UQ) method is needed. The present paper presents a new method to quantify the expected squared averaging error which is multiscale, meaning that it is based on an autocorrelation model that is tuned to the data to fit the statistic of interest at a large range of different timescales. The method is also asymptotically unbiased, meaning that the expected squared averaging error asymptotically converges like Q/ √ N for the same value of Q as the actual system, if it is modelled as a random process with the same mean, variance, and autocorrelation.
Introduction
Statistical characterizations are essential in many scientific and engineering problems. For example, statistical measures such as turbulent kinetic energy (TKE), skin friction drag, pressure drop, and velocity correlation lengths are of fundamental importance in characterizing turbulent flowfield fluctuations in a time-averaged sense or, if the system is not statistically stationary, in an ensemble-averaged sense (without loss of generality, the present paper focuses on time averaging in the statistically stationary setting). In practice, only a finite number of samples are available in order to approximate such statistics; it is thus important to quantify the expected deviation between the quantity measured, obtained with a finite number of samples, and the infinite-time-averaged statistic of interest. This quantity is often referred to as time-averaging error, but is sometimes referred to in the turbulence literature as random error [30] or sampling error [26] ; for simplicity, the remainder of this paper simply calls it averaging error.
Estimation of the averaging error plays a key role in determining necessary run times in the large-eddy simulation (LES) and direct numerical simulation (DNS) of turbulent flows of engineering interest; such simulations are often extremely computationally expensive. The importance of determining the averaging error is especially pronounced in optimization problems, such as shape optimization [21] , using derivative-free optimization approaches, as such optimization codes perform and compare many different simulations or experiments, at a variety of different sets of feasible values of the design parameters, in search of the optimum point in parameter space. In [5] , a derivative-free optimization algorithm has been developed specifically for the efficient minimization of timeaveraged statistics of the type considered in this paper. Accurate uncertainty quantification is of fundamental importance in the effectiveness of such an approach, which adjusts the amount of sampling associated with each individual function evaluation, making function evaluations more accurate (and, thus, more expensive), as required, as convergence is approached.
As mentioned in the abstract, if the measured samples are i.i.d. (such as thermocouple measurements, for which the noise is often well modelled as white), the standard deviation, ε N , of a finite-sample approximation of an infinite-timeaverage statistic (that is, the "averaging error") is given by
where σ is the standard deviation of a single sample, and N is the number of samples taken. However, in most problems of interest, the measured samples are not i.i.d.; in such problems, convergence is even slower. In a numerical simulation of a continuous-time chaotic system that is assumed to behave in a stationary ergodic manner, such as a turbulent flow, with sampling times of t k = k h for some sampling interval h, it is actually the total simulation time T , not the total number of samples taken N , that best represents the computational expense of a given measurement. There are four main approaches available in the literature for estimating the averaging error in such problems. The first, developed in [20] , imposes the following informative model for the standard deviation of the average over a simulation time T , assuming essentially continuous sampling:
where σ is the standard deviation (from the infinite-time average) of a single sample,ε(T ) is a model of the averaging error after time T , and τ f is a modeling parameter, referred to as the integral time scale, which is introduced to model the largest decorrelation timescale of the samples of the system. The integral time scale τ f is studied extensively in [31, 37] . This model is found to be effective in practice only if the simulation time divided by the integral time scale, T /τ f , is relatively large, and is thus of specifically limited utility for UQ; regardless, it is a very revealing starting point, as discussed further in the following paragraph.
In the discrete sampling setting considered in this paper, we take h as the sampling interval, and thus N = T /h as the number of samples taken over a simulation of length T . If h is taken as so large that the samples are effectively decorrelated, (1a) holds; note that this relation may in fact be recovered by redefining τ f = h/2 in the discrete realization of the model given in (1b). As h is made smaller for a given T and τ f , more samples are taken, but they begin to become correlated (and, thus, do not each provide independent information). The relation given by (1b) sets an approximate lower bound on the averaging error over a simulation of length T , assuming continuous sampling. Thus, comparing (1b) and (1a), taking c/N = 2 τ f /T where c is some ∼ O(10) constant, and noting that N = T /h, reveals that
is a reasonable value for the sampling interval h in a given problem; sampling substantially more frequently than this will not substantially reduce ε(T ), whereas sampling substantially less frequently than this provides less information, thus increasing ε(T ). Note further that, if h is taken as unnecessarily small (and, thus, N as unnecessarily large), then the overhead associated with storing these samples may become significant, and the errors related to the finite precision of the arithmetic used may corrupt the computation of the average. This effectively motivates one to pick an appropriate intermediate sampling interval h according to (2) , for which samples are indeed correlated with each other. A well-designed UQ method, such as that designed in the present paper, is thus required to estimate the uncertainty of the approximation of the averaged statistic of interest determined from these samples. A second approach for estimating the averaging error in such problems is to model the autocorrelation function with a simple exponential decay such that
where α f is a fitting parameter, then using this model to estimate the averaging error. With this approach, the parameter α f is determined from the available data via empirical modeling of the autocorrelation function [1] . Unfortunately, the data upon which this empirical model of the autocorrelation function is built often has spurious oscillations, which can lead to inaccuracies in the estimation of the averaging error. Filtering methods have been shown in [10, 30, 34, 38] to alleviate this problem somewhat, though special care is required in its implementation. A third approach for estimating the averaging error is known as batch mean methods (see, e.g., [4, 12, 27, 32] ). With such methods, the N available samples are divided, in an ad hoc fasion, into p non-overlapping blocks of length n = N/p, and the averaged values for these smaller blocks computed to generate another random process. This new process is closer to i.i.d.; the overall averaging error can then be estimated from the nominal deviations of these block averages from their overall average divided by the square root of p. A central challenge with this approach is the determination of the block length n that works best for a given sample size N .
In the fourth approach for estimating the averaging error, a statistical model of the random process is imposed, where the parameters of this model are determined via a maximum likelihood formulation [3] . The statistical model which is typically considered in this setting is an autoregressive moving average (ARMA) process (see, e.g., [14] and [26] ). A significant challenge with this approach is the presence of systematic error (a.k.a. "bias") in the uncertainty quantification which does not diminish to zero as the simulation time is increased, as quantified further in §4 below.
In this paper, we present a new method for quantifying the expected squared averaging error of a finite-time-average approximation of an infinite-time-average statistic of a stationary ergodic process. The method developed (in §2) is multiscale, meaning that it is based on an autocorrelation model that is tuned to the data to fit the statistic of interest at a range of different timescales. The method developed is proven in §3 to be asymptotically unbiased (see Definition 1), meaning that the expected squared averaging error asymptotically converges like Q/ √ N for the same value of Q as the actual system, if it is modelled as a random process with the correct (that is, infinite-time-averaged) mean, variance, and autocorrelation. The maximum likelihood formulation of [3] , which is a leading competing UQ strategy, is shown to not satisfy this valuable property. An automated procedure to identify the initial transient in a dataset is also reviewed. A primary application that motivates this work is turbulence research, though many other applications are also envisioned.
The structure of the remainder of the paper is as follows: Section 1.1 reviews a framework to automatically identify the initial transient of a dataset. Once this portion of the dataset is set aside, the remainder of the dataset is modeled as a realization of a stationary ergodic process. Section 2 presents our new method to calculate the averaging error for the stationary part of the dataset. Section 3 analyzes the salient properties of the new method. Section 4 implements the method developed on synthetic data derived from an autoregressive (AR) model, on data derived from the Kuramoto-Sivashinsky (KS) equation, and on data derived for a low-Reynolds number turbulent channel flow DNS at Re τ = 180.
Identification of the initial transient
In this section, we review three automated procedures to identify approximately the initial transient of a dataset. As stated previously, this is an important first step in developing an asymptotically unbiased quantification of uncertainty of the average in the applications of interest.
The first approach identifies the smallest transient time such that, by its removal, a second-order stationarity condition is satisfied by the remainder of the dataset. The second-order stationarity condition may be tested in two different ways:
a. the Priestley-Subba-Rao test [28] , which is based on a time-varying Fourier spectrum analysis, and b. the Wavelet Spectrum test [25] , which is based on a time-varying waveletbased analysis.
These two tests are designed to validate or invalidate the stationarity of a given random process, rather than establishing the "degree" of stationarity of a dataset, which is perhaps more appropriate for the problems of interest here. The second approach determines the initial transient based on von Neumann's randomness test [18, 23, 29, 33] , which uses a batch means approach which divides, in an ad hoc fashion, the N available samples into p non-overlapping blocks of length n = N/p, then analyzes the distribution of the averages of each block. Such a heuristic procedure, which is somewhat computationally expensive, often leads to acceptable results. Indeed, in problems for which there is a specific time t 1 after which the state of the system is exactly statistically stationary 1 , the method developed in [2] is shown to identify t 1 correctly in the limit that the simulation time T goes to infinity.
The third approach, which is implemented in the present work and is computationally quite inexpensive, was originally introduced in [13, 35, 36] for numerical simulations in systems engineering and finance. This approach is well-suited for calculating an unbiased estimate of the infinite time-averaged value of a statistic, as it is specifically designed to find an estimate of the average with minimum uncertainty. Take {X 1 , X 2 , . . . , X N } as a dataset modelled as a realization of a random process with N samples; the initial transient of this dataset is estimated via this approach by solving the following optimization problem:
That is, this approach selects the number of initial samplesk to set aside in order to minimize an estimate of σ 2 /(N −k), which is (within a multiplicative constant) an estimate of the squared uncertainty, ε 2 N −k , of the averaged value of the remainder of the dataset. This optimization problem can be solved in O(N 2 ) flops using a brute force method, or with O(N ) flops using a more advanced optimization algorithm (see, e.g., [6, 7] ).
Estimation of the averaging error
In this section, we present a new multiscale technique to estimate the averaging error of a dataset modelled as a stationary ergodic random process x i . Define an additional random variable, referred to as the sample mean y s , such that
and identify the mean µ, variance σ 2 , and autocorrelation function ρ(k) such that
The expected squared averaging error, defined as the expected value of the square of the deviation of the sample mean y s from the true mean µ, is given (see §1 of [3] ) by
Note that ε 2 s → 0 as s → ∞, as the process is ergodic, and that (6) reduces to (1a) in the limit that the samples are i.i.d. It follows immediately from (6) that
Now consider a sequence of N statistically stationary random variables, x 1 to x N . An unbiased estimate of µ can be developed from this sequence leveraging the following definition of the shifted sample means
each of which is considered as a random variable with a distribution identical to that of y s . Note that the shifted sample means are not independent. In practice, in the spirit of a batch means method, we will consider only those shifted sample means m ℓ,ℓ+s corresponding to non-overlapping blocks such that (
whereσ is an model (i.e., an estimate) of the variance σ, andρ(k;θ) is a model 3 of the autocorrelation function ρ(k), with its adjustable model parameters assembled into the vectorθ:
where the feasible domain Ω for theθ parameters is the linearly constrained domain
We now denote, by {θ N ,σ N ,μ N }, optimized values of {θ,σ,μ} based on the sequence {x 1 , . . . , x N } of length N . These optimized values are determined by solving the following optimization problem:
wherem s is derived from the sequence {x 1 , . . . , x N } via (8), while imposing that the last term in the sum in (12a) vanishes, g qN (θ N ,σ N ,μ N ) = 0, in addition to the feasibility of the parameters of the autocorrelation model,θ ∈ Ω [see (11) ], as well asσ ≥ 0 andμ ≥ 0. In other words, we seek to find the best model parameters, {θ N ,σ N ,μ N }, such that the expression for E[y Calculate M ℓ,ℓ+s via (8a) for all ℓ ∈ L = {0, s, 2 s, . . . , (⌊ N s ⌋ − 1)s}.
3:
Compute the mean-squared valueM model [given in (9) ] of the expected squared averaging error [given by (6) ], at a range of different timescales s, to the information available in the sequence {x 1 , . . . , x N }; we thus refer to the approach developed as a multiscale fit.
In this work, for any given realization of the sequence, {X 1 , . . . , X N }, the optimization problem defined by (12) is solved using SNOPT [11] , which is an advanced Sequential Quadratic Programming (SQP) method. Though the application of such a solver to a problem of this form is entirely straightforward, the optimization problem given in (12) is nonconvex, and thus SNOPT might only find a local minimum. The resulting framework for estimating the averaging error is summarized in Algorithm 1.
Analytical expressions for the derivatives of f (θ,σ,μ) and g s (θ,σ,μ) are useful in the optimization process. The derivatives of the these functions are given as follows:
Analysis of the estimator
We now analyze various properties of the new estimation technique, presented in §2 and summarized in Algorithm 1, applied to a stationary random process {x 1 , x 2 , . . . }. The mean µ, variance σ 2 , and autocorrelation ρ(k) of the random process x i considered are defined as in (5) .
If the autocorrelation function ρ(k) is summable, then it follows from (6) that the expected squared averaging error, ε square root of s times a constant Q, that is,
It is natural to seek a UQ method that satisfies the same property; this notion is made precise by the following definition and theorem.
Definition 1. The random process a s is called an asymptotically unbiased estimate of the expected squared averaging error ε s if
Theorem 1. The random processε 2 s in (9), the N 'th element of which is obtained by implementing Algorithm 1 on the first N elements of the random process x i , provides an asymptotically unbiased estimate of ε 
By construction, the parametersθ N ,σ N ,μ N ,Q N , andε qN ,N are random variables, as they are derived from the random process x i . Moreover, these variables are obtained by solving the optimization problem (12); therefore, the equality constraint of the optimization problem, g qN (θ,σ,μ) = 0 where q N = ⌊ √ N ⌋, must be satisfied:μ 
Multiplying the above equation by q N and rearranging gives
Thus, taking the limit as N → ∞ (and, therefore, q N → ∞) and substituting (13) and (15), it follows that
Since Q andQ N are bounded,
We have thus established that the implementation of Algorithm 1 on any realization of a stationary random process x i results in an unbiased estimate of the averaging error. This is a valuable property of the present method for estimating the averaging error, as it implies that the uncertainty quantification does not have any systematic error in the limit of large N . Note that certain other leading methods for uncertainty quantification, such as that developed in [3] , based on a maximum likelihood formulation, do not share this valuable property.
Numerical simulations
We now apply the algorithm developed in section 2 for estimating the averaging error to three different datasets generated as follows:
1. A synthetic autoregressive process of order six, AR(6).
2. Statistics of the kinetic energy of the Kuramoto-Sivashinsky (KS) equation.
3. Statistics of the TKE from a DNS of a turbulent channel flow at Re τ = 180.
For the purpose of comparison, in all three cases, the averaging error is estimated using the maximum likelihood approach.
Also, for comparison, the expected squared averaging error ε 2 s , given by (6), is calculated based on accurate values of µ, σ 2 , and ρ(k). For the dataset generated by AR(6), the true values of µ, σ 2 , and ρ(k) are available, so the true value of ε 2 s is directly computable. On the other hand, since analytical expressions for µ, σ 2 , and ρ(k) are not available in KS and NSE cases, a "truth model" for the UQ of the these datasets are found based on the data available. To develop a "truth model" for the UQ of KS dataset, we simply approximate the autocorrelation, ρ(k), from a very large N (at least 100 times larger than the maximum value of N considered in the plots) and estimate the expected squared averaging error ε 2 s , given by (6) and approximated values of µ, σ 2 , and ρ(k). Moreover, to develop a "truth model" for the UQ of the NSE dataset, since direct approximation of ρ(k) is computationally intractable, we simply apply the algorithm developed above for very large N (at least 30 times larger than the maximum value of N considered in the plots). This approach provides a very large number of samples to average over when approximating ε 2 s numerically.
Autoregressive model
We first apply the new UQ method developed in §2 to a dataset generated by an autoregressive (AR) model of the general form
for the present study, we take ǫ i = N (0, σ 2 ǫ ). After an initial transient (related to the specified n initial values of x i ) has passed, this system is statistically stationary, with a mean of µ = 0 and, defining the unnormalized autocorrelation function γ(k) = σ 2 ρ(k) = E{(x i − µ)(x i+k − µ)}, the values of γ(k) related (see [3] ) by
Noting that γ(k) = γ(−k), the first n + 1 values of γ may be determined by solving the linear system of equations, known as the Yule-Walker equations, given by (20a) together with (20b) for h = 1, . . . , n; additional values of γ(k) are then given directly by (20b). Note further that σ 2 = γ(0), and ρ(k) = γ(k)/σ 2 . In the simulations reported here, we consider an AR(6) process (that is, we take n = 6) with ǫ i = N (0, σ After the initial transient has passed, the system in (20) reveals that the standard deviation σ = 24.97, and that the autocorrelation function ρ(k), for k = 0, 1, 2, . . ., is: The typical behavior of the AR(6) model described above is illustrated in Figure  1 . Figure 2 illustrates the behavior of the transient time estimation method reviewed in §1.1 on the ensemble of 1000 simulations summarized in Figure  1 . Initialization with x −5 = . . . = x 0 = 0, as illustrated in Figure 2a , shows that, for about 75% of the ensemble members considered, the minimization problem given by (4) results simply ink = 1. This is entirely to be expected, as the transient estimation method implemented in this work is not based on a second-order stationarity condition, but rather simply on the minimization of the average squared value of (X i −X) over the remaining samples. Thus, even though the AR(6) system is clearly not statistically stationary in the first few samples in this case, the particular transient estimation method implemented is insensitive to this fact.
Initialization with x −5 = . . . = x 0 = 100, as illustrated in Figure 2b , shows a much more typical behavior of the transient time estimation method selected for the problems of interest in this work. In this case, the minimization problem given by (4) results in an average value ofk = 40, which is very nearly the value one would select by eye given the (very significant) advantage of hindsight, as embodied by the ensemble average results depicted in Figure 1b . This is indeed remarkable, as each transient time calculation is based solely on an individual ensemble member, each of which has significant random fluctuations associated with it (see the dot-dashed curves of Figure 1b) . Figure 3 illustrates the performance of Algorithm 1 on an ensemble of 30 datasets obtained via simulation of the AR(6) model described above, taking x −5 = . . . = x 0 = 0 andk = 0, with realization lengths of N = {2 7:14 }. For the purpose of comparison, we have also estimated the averaging error using the maximum likelihood approach applied to an AR(3) model; to facilitate a fair comparison, the same number of model parameters is used for both methods. We also compare with the expected squared averaging error given by (6) , with the exact formulae for µ, σ, and ρ as determined by solution of (20) .
It is clearly evident for moderate to large realization lengths, N 2000, that the performance of the uncertainty quantification method given by Algorithm 1 is remarkably better than that given by the MLE-based approach. In particular, it is distinctly evident that the estimates given by Algorithm 1 are asymptotically unbiased (see Definition 1), whereas the estimates generated by the MLE-based approach are not (as the underlying AR(3) model used in the MLE-based approach can not entirely capture the dynamics of the AR(6) system). For small realization lengths N , the performance of the estimators are similar.
Kuramoto-Sivashinsky equation
We next apply the new UQ method to a dataset derived from a simulation of the Kuromoto-Sivashinsky (KS) equation,
with periodic boundary conditions u(0) = u(L). The statistic we consider in this work is the spatially-averaged value of the energy, defined as
The KS PDE is simulated in this work using a dealiased pseudospectral method for computing spatial derivatives, and a low-storage Implicit-Explicit RungeKutta (IMEXRK) scheme [8, 9] for marching in time. 
After the initial transient has passed, the KS system defined above approaches a chaotic attractor, as indicated in Figure 4a . The transient identification method reviewed in §1.1 is again implemented to detect and set aside the initial transient in the dataset. A typical estimate of the transient time is illustrated in Figure 4 ; after setting aside this initial transient, the remainder of the dataset appears to be approximately statistically stationary.
Sampling every timestep after the initial transient (see Figure 4 ) is set aside, the averaging error was computed with realization lengths of N = {2 8 : 2 13 } = {256 : 8192}, incrementing by powers of two. Note that, since we take ∆T = 0.2, this is equivalent to taking T = 0.2 * N = {50 : 3268} time units of the original KS equation. Again, the averaging error is estimated using Algorithm 1 and the MLE-based approach, with an AR(3) model incorporated. We also compare with the expected squared averaging error given by (6) , with the accurate values for µ, σ, and ρ as determined from a simulation 30 times longer than the the longest simulation reported here.
As observed in Figure 5 , the performance of the UQ method developed here is significantly improved as compared with the MLE-based approach, especially as the number of samples is increased.
Navier-stokes equations
Finally, we apply the UQ method to a dataset generated by a DNS of a low Reynolds number incompressible 3D turbulent channel flow (see, e.g., [22, 24] ). Periodic boundary conditions are applied in the streamwise direction, x, and the spanwise direction, z; homogeneous Dirichlet boundary conditions on the velocity are applied at the walls in the wall-normal direction, y.
Following [16] , the incompressible Navier-Stokes equation is implemented in a 2-variable formulation of the wall-normal components of velocity and vorticity (other velocity, vorticity, and pressure components may be computed from these two components as needed). The simulation, which used the code developed in [19] , used a dealiased pseudospectral method for computing spatial derivatives in the x and z directions, and the compact finite difference method [17] for computing spatial derivatives in the y direction. The CN/RKW3 method [15] was used for time integration.
In the simulations reported here, we consider a spatial domain with 0 ≤ x ≤ 2π, 0 ≤ y ≤ 2, and 0 ≤ z ≤ 2π, a grid of N x = 128, N y = 64, and N z = 128, Reynolds number Re τ = 180, and timesteps of ∆t = 0.01. The simulation is performed for N = 10 5 timesteps, and the statistic that is analyzed is turbulent kinetic energy (TKE).
As indicated in Figure 6 , the transient identification process is completely analogous to that in the KS case.
Sampling every timestep after the initial transient (see Figure 6 ) is set aside, the averaging error was computed with realization lengths of N = {2 9 : 2 12 } = {512 : 4096}, incrementing by powers of two. Note that, since we take We also compare with the expected squared averaging error given by (6) , with the accurate values for µ, σ, and ρ as determined from a simulation much longer than the the longest simulation reported here.
Again, as observed in Figure 7 , the performance of the UQ method developed here is seen to be significantly improved as compared with the MLE-based approach, especially as the number of samples is increased.
Conclusions
A new approach has been developed to quantify the uncertainty associated with finite-time-average approximations of infinite-time-average statistics of statistically stationary ergodic processes. For applications of this new UQ approach that are derived from continuous-time chaotic systems like turbulent flows, an adequate sampling interval h is identified in (2) , and an effective method for removing the initial transient from the dataset is reviewed in §1.1. A companion paper [5] illustrates how an effective UQ approach of this sort can be directly leveraged for maximally-efficient derivative-free optimization of infinite-timeaveraged statistics of chaotic systems which depend upon a handful of adjustable parameters.
The new UQ method is presented in §2 and analyzed mathematically in §3. This analysis reveals that, for long simulations, the UQ so determined is asymptotically unbiased; this important property is not guaranteed by various competing UQ methods, such as the leading method developed in [3] , which based on a maximum likelihood formulation.
The new UQ method is tested in §4 on datasets generated by an AR(6) process, by the Kuramoto-Sivashinsky equation, and by a low-Reynolds number turbulent channel flow DNS. Results are compared with both the leading UQ approach developed in [3] , as well as the expected deviation of the sample mean y s from the true mean µ, as quantified by (6) , based on accurate values of the true mean µ, the variance σ 2 , and the autocorrelation ρ(k). It is observed that the method developed here has a significant improvement from that provided by the approach in [3] , especially as the realization length N is increased. An open source, Python implementation for this time averaging uncertainty quantification and its transient detector are available at https://github.com/salimoha/uq.git.
