Abstract-In this letter, we address the problem of decentralized parameter estimation with Amplify-and-Forward Wireless Sensor Networks (WSNs). We focus on a previously proposed Opportunistic Power Allocation (OPA) scheme and derive the scaling law which determines how distortion decreases when the number of sensors grows without bound. Performance is assessed and compared with that of Uniform Power Allocation (UPA) and optimal Water-Filling (WF) strategies.
I. INTRODUCTION
T YPICALLY, a Wireless Sensor Network (WSN) consists of a large number of energy-constrained sensor nodes which convey their observations over wireless links to a Fusion Center (FC) where it can be further processed. A non-exhaustive list of applications of WSNs encompasses environmental monitoring, event detection and localization, to name a few.
In a context of decentralized parameter estimation with Amplify-and-Forward (A&F) WSNs, the authors in [1] derived the optimal power allocation for two different problems of interest, namely, the minimization of distortion subject to a sum-power constraint; and the minimization of transmit power subject to a maximum distortion target. In both cases, the optimal power allocation is given by a kind of water-filling (WF) solution in which sensors with poor channel gains or noisy observations do not transmit data to save power. The price to be paid for such optimality is two-fold: (i) the need for global Channel State Information (CSI) at the FC (namely, the FCto-sensor channel gains for all the sensors) which entails an extensive signalling and energy consumption; and (ii) the high computational complexity arising from water-filling solutions. Alternatively, one can resort to a Uniform Power Allocation (UPA) rule. In this case, transmit power is evenly allocated to all the sensors in the network. Unfortunately, this often results into a substantial performance gap between the WF (optimal) and UPA strategies. To alleviate this, we proposed in [2] an Opportunistic Power Allocation (OPA) scheme which attempts to keep signalling as low as possible while retaining part of the optimality of WF solutions. In the OPA scheme, power is uniformly allocated only to those sensors experiencing Manuscript received July 29, 2010. The associate editor coordinating the review of this letter and approving it for publication was C. 
where denotes AWGN noise of variance
). Before transmission, the observations are scaled by a factor √ (i.e. Amplify-and-Forward strategy) and, thus, the received signal at the Fusion Center (FC) reads
where
2 ) ) and denotes the channel power gain. The sensor-to-FC channel gains are assumed to be i.i.d. exponentially-distributed random variables with unit mean (i.e. non-frequency selective Rayleigh fading). In each timeslot, a subset of ≤ active sensors convey their observations over a number of orthogonal channels (e.g. FDMA). Consequently, the × 1 received signal vector y reads
, and z denoting AWGN with (diagonal) covariance matrix C given by diag
. The Best Linear Unbiased Estimator (BLUE) of can be expressed as [3, Ch.6]
This estimator is known to be efficient for the linear signal model of (3) and, hence, we adopt the variance as a distortion measure :
(5) which clearly indicates that the actual distortion depends on the power allocation strategy and the number of active sensors . From [1] , the optimal power allocation rule that minimizes the distortion under a sum-power constraint is given by the following waterfilling-like (WF) solution:
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with [ ] + = max{ , 0}. Besides, 0 denotes the optimal water-level which is computed at the FC from ; = 1 . . . (i.e. global CSI) in order to meet the sum-power constraint. The optimal water-level must then be broadcasted on a timeslot-by-timeslot basis which can be costly in terms of signalling and energy consumption. Alternatively, one can resort to UPA strategies and evenly allocate transmit power to sensors according to = T / ; = 1, . . . , .
III. OPPORTUNISTIC POWER ALLOCATION (OPA)
In the OPA strategy, power is uniformly allocated only to those sensors experiencing favorable channel conditions (i.e. above a threshold, to be designed). More precisely, it is characterized by the following communication protocol: 1) Initialization: The FC computes the optimal channel threshold * th , on the basis of statistical CSI only, and broadcasts it to the whole network. 
and sends its observation to the FC 4) Go to Step 2
With respect to the WF approach, OPA exhibits a number of advantages in terms of reduced signalling, CSI requirements, or computational complexity (see [2] for further details).
A. Computation of the optimal channel threshold
The optimal threshold * th which minimizes the expected distortion can be found by solving the following optimization problem:
which follows from replacing (7) into (5) and taking the expectation over channel realizations and the number of active sensors. In [2] , we found an approximate (yet accurate) closedform expression of the channel threshold, namely *
with W 0 (⋅) standing for the positive real branch of the Lambert function [4] and for the Euler's number. The higher the number of sensors is, the higher the accuracy of this approximation (which was derived on the basis of Jensen's inequality).
IV. SCALING LAW OF THE OPA SCHEME The goal here is to analyze the rate at which distortion decreases when the number of sensors grows without bound. To that aim, we start by deriving a lower and upper bound of the distortion attainable by the OPA scheme.
A. Upper bound of distortion
The channel gains experienced by the sensors in the active subset can be lower-bounded by the approximate channel thresholdˇ * th derived in the previous section. Consequently, distortion can be upper-bounded as follows
For large , the expression in parenthesis can be further simplified since it converges in probability toˇ * 
In other words, if increases then increases as well and, hence, the contribution of the first term in the denominator of (10) vanishes. To prove this, we have to show that, for any > 0, lim
with denoting the ratio in (11). This is equivalent to prove that lim . By resorting to Chernoff's bound [5, pg. 122 ] and particularizing it for a binomial distribution (the derivation is omitted for brevity), the probability in (13) can be upperbounded as follows: ( √ ) for → ∞, whereas the thresholdˇ * th given by (9) grows as 0 ( √ ) . Therefore, it follows that
which concludes the proof of (11). From (10) and (11), we have that asymptotically the distortion associated to the OPA scheme decreases at least with a rate given by This last result states that, by increasing the number of sensors, the OPA scheme leverages on multi-user diversity and attains a lower distortion. This is in stark contrast with UPA schemes where distortion converges to a constant value [1] .
B. Lower bound of distortion
Clearly, the distortion associated to the OPA schemes can be lower-bounded by considering noiseless sensor observations (
In turn, this can be lower-bounded by allocating all the available transmit power to the sensor with the largest channel gain, namely,
For a large number of sensor nodes, one can easily prove that
which follows from Tchebychev's inequality (again, the analysis is omitted due to space limitation). Besides, from [6] we have that
Finally, from (18) (19) and (20), one concludes that the distortion of the OPA scheme for large networks decays at most with a rate given by
Interestingly, this lower bound is actually valid for any power allocation rule (this including the optimal WF schemes of [1] ). To see that, it suffices to replace the corresponding values in (17) and proceed with the same derivation.
C. Scaling law
For an arbitrary number of sensors, the distortion attainable by OPA with the optimal threshold * th necessarily lies in between the upper bound (which was derived with the approximate thresholdˇ * th ) and the lower bound. This holds true in particular for networks with an asymptotically large number of sensors. Besides, from [4] we know that
for large . Hence, for large the scaling law of the upper bound (16) becomes
which is identical to that of the lower bound in (21). Consequently, the distortion associated to OPA with the approximate threshold necessarily scales with the inverse of log( ) too. Moreover, as it follows from the discussion in the last paragraph of Section IV-B, the scaling laws of both the OPA and the optimal WF strategies are identical. 
V. COMPUTER SIMULATION RESULTS AND CONCLUSIONS
In Fig. 1 , we depict the distortion of the OPA strategy as a function of the number of sensors. Dotted curves show the corresponding lower and upper bounds given by (16) and (21), respectively. Besides, we also plot the distortion associated with the UPA and WF schemes, for benchmarking purposes. First, both the upper and lower bounds and the OPA strategy itself exhibit the same scaling law for a large number of sensors ( ∼ 1000). This also holds true for the WF strategy, as previously discussed. Moreover, the gap between the OPA and WF curves is really narrow and, hence, the actual performance loss associated to the use of OPA schemes can be regarded as marginal. Finally, it is also clear that, unlike OPA and WF, UPA schemes are not capable of exploiting multiuser diversity since distortion asymptotically converges to a constant value.
In conclusion, we have proved that the distortion associated with the previously proposed OPA scheme scales as 1/ log( ) when the number of sensors grows without bound (unlike in UPA approaches where distortion converges to a constant value). Interestingly, this scaling law coincides with that of the optimal WF strategy, which exhibits larger computational complexity and more stringent signalling requirements. Moreover, the penalty in terms of actual distortion due to the use of (suboptimal) OPA schemes can be regarded as marginal.
