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Abstract
Heavy-ion reactions are affected by the nuclear structure of the reactants and many other
dynamical processes during the collision. Theoretical studies of such reactions lead to a
clearer understanding of prohibitive mechanisms to heavy-ion fusion. One application of
this is superheavy element formation, where quasifission is the major competing process
to the formation of a compound nucleus in this region of the nuclear chart.
Microscopic approaches that use mean field approximations, such as the time-dependent
Hartree-Fock (TDHF) theory, have been increasingly used to study low energy heavy-ion
reactions including fusion and quasifission. In addition to reactions, nuclear structure
properties can also be studied with microscopic theory. Such approaches do not require
empirical knowledge of the nucleus and can be used as a predictive tool for studying
structure or reactions involving exotic nuclei. In this thesis, TDHF is used to study
nuclear vibrations and heavy-ion reactions at near barrier energies.
The TDHF approach is applied first, in the small amplitude limit, to a systematic study
of low-lying octupole and quadrupole vibrational modes of 40−54Ca isotopes. Then, fusion
reactions are calcuated for Ca+Sn systems, using the barrier energy as the main observable.
Fusion reactions are first calculated with no couplings (static HF calculations) before
including all dynamics that the mean field approximation offers (TDHF calculations). The
addition of dynamics often results in a lower fusion barrier compared to the static barrier,
with the exception of systems involving the neutron rich projectiles in 52,54Ca+116Sn. The
difference in fusion barriers between the static and dynamic calculations is explored by
considering couplings to vibrational states and transfer channels. To separate the effects
of individual couplings, the coupled-channels approach is used with the HF calculations
of the vibrational states as inputs. Such couplings account for most of the reduction of
the static barrier. For the most neutron rich systems, coupling to vibrational states does
not account for the dynamical barrier increase. Transfer channels, in particular proton
pickup, are explored within TDHF and may play a role in this increased barrier energy.
Following from fusion reactions, the factors and dynamics that may hinder fusion in
heavier systems are studied in the reactions 48Ca, 50Ti, 52Cr, 54Fe, 56,64Ni, 58Zn+208Pb
ix
at energies ranging from 0% to 30% above the static HF barrier. Although most of these
systems fuse at energies within this range, some systems reseparate for which emission
of nucleons was apparent at scission point. The contact times were, in most cases, less
than 10 zs, and N/Z equilibration of these systems happen on fast time scales (1–2 zs).
Larger amounts of mass transfer occur in systems with longer neck times and fewer magic
numbers such as 34S+232Th and 52,54Cr+198,196Pt systems that were also calculated for
comparison. Further studies are required to better understand the role of shell effects as
well as nucleon emission in quasifission reactions, and subsequently reactions leading to
superheavy element formation.
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1Introduction
The heaviest naturally occurring element on earth is uranium.1Astrophysical events are
responsible for elements between iron (Z = 26) and uranium (Z = 92) appearing naturally
on earth, almost entirely through either of the r- or s-process, respectively rapid and
slow neutron capture from a host nucleus, followed by beta decay. Elements that have
more protons than uranium, suitably named as transuranic elements, must be synthesised
from nuclear reactions in a laboratory. Rapid neutron capture processes on heavy nuclei
produce very neutron rich isotopes which then beta decay towards stability and can thus
create heavier transuranic nuclei. However, this method can only attain up to about
Z = 100, successfully discovering Z = 99, 100 [63]. Beyond this, the method is limited by
spontaneous fission of the unstable product.
Synthesising yet heavier elements necessitates different methods, namely fusion of two
lighter nuclei resulting in a Z > 100 system. The name superheavy element (SHE) applies
to those that have Z ≥ 104 which are also known as transactinides. There are many
challenges to succeed in SHE formation in all respects. In a practical sense, producing the
appropriate materials needed for beams and targets as well as the operation time needed
from accelerator facilities for SHE synthesis is expensive. To add to this, production cross
sections for SHEs are on the order of picobarns. The best combinations of projectile and
target as well as beam energy to encourage high enough production cross sections are not
necessarily known for such reactions. As far as reaction dynamics is concerned, the major
competing process to the formation of a compound nucleus (CN) from heavy-ion reactions
is quasifission [6, 173, 207], causing the compound system to reseparate prematurely.
The probability of survival of the CN (PCN) relates to the probability of quasifission
(PQF) occurring by PCN = 1− PQF. For heavy-ion reactions attempting SHE synthesis,
PQF ∼ 1.
Shifting to a theoretical perspective of nuclear reactions relevant to SHE research,
heavy-ion reactions are excellent examples of complex, many-body quantum mechanical
systems. At near barrier energies, they foster dynamical couplings more so than reactions
of two light nuclei or reactions at very high energies where couplings are less effective.
The aim of this thesis is to study the dynamics present in heavy-ion reactions at near
1The presence of 244Pu in nature has been experimentally observed in small quantities [85]. However,
whether plutonium is considered as naturally occurring is still an open question.
1
barrier energies, using a microscopic theoretical approach. Not all systems presented in
this thesis are realistic to reproduce in experiment, mostly due to the neutron excess, and
are studied with a predictive outlook.
Theoretical understanding of heavy-ion reactions runs parallel to experimental programs
in its contribution to SHE research. It may help narrow the practical uncertainties
mentioned above relating to projectile and target specifications. At the Australian
National University, the experimental program of the reaction dynamics group (using the
14UD tandem accelerator and LINAC facilities with the CUBE detector [83]) includes a
vast study of quasifission reactions in order to better understand the dominating process
curbing CN formation in heavy-ion reactions. Recent works in this area include Refs.
[54, 76, 84, 99, 148, 149, 223, 228].
1.1 Status of superheavy element discovery
Creating superheavy elements with increasing Z number is steered towards the search for
the next magic proton and neutron number leading to the island of stability. The largest
magic numbers known are Z = 82 and N = 126 corresponding to the 208Pb nucleus.
Nuclides close to these magic numbers are more tightly bound and have higher fission
barriers than their neighbours in the nuclear chart. In this spirit, superheavy nuclei
that have proton and neutron numbers near magicity (within the proposed island of
stability) should in principle have longer half-lives enabling even more fruitful research of
these nuclei. Macroscopic-microscopic models for nuclear structure are well in agreement
of predicting the next magic number for neutrons to be 184 and for protons to be
114 [122, 134, 190]. More modern self-consistent non-relativistic and relativistic mean
field theories also predict neutron shell closure at 184 but additionally predict the shell
closure N = 172, and predict enhanced proton shell closure in the region Z = 120− 126
[13, 42, 107, 156].
The discovery of SHEs has been in progress since the late 1960s (see e.g. Refs.
[86, 87, 123, 137] for reviews) from an immense international effort headlined by the
Joint Institute of Nuclear Research (JINR, Dubna) in collaboration with the Lawrence
Livermore National Laboratory (LLNL, Livermore), GSI Helmholtz Centre for Heavy Ion
Research (GSI, Darmstadt), Lawrence Berkeley National Laboratory (LBNL, Berkeley),
and the Institute of Physical and Chemical Research (RIKEN, Saitama), not without
further collaborations between many other institutions. Observation of a superheavy
nucleus is typically from the detection of alpha decay chains from the evaporation residue,
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leading to a lighter nucleus that is likely to decay through spontaneous fission. The most
recent and heaviest SHE to date is Z = 118, first discovered in 2006 [141]. This, as well
as Z = 113, 115, 117, were recently given names and added to the periodic table [145].
The elements Z = 104−106 were first synthesised in the 1960s by using light projectiles,
ranging from carbon to neon, on actinide targets at both the JINR and LBNL facilities.
Beams of 22Ne on Pt and 243Am targets (JINR) and an 16O beam on a 248Cm target
as well as 12,13C and 15N beams on a 249Cf target and an 18O beam on 249Cf target
(LBNL) were used. It was from this wave of superheavy experiments that the suggestion
of “cold fusion” reactions should take place in the search of yet heavier elements [136, 140].
Instead of an actinide target, the cold fusion method uses a stable target near magic
shell closure, either 208Pb or 209Bi, which is bombarded with heavier projectiles starting
from Cr upwards. This approach is more mass symmetric and leads to a compound
nucleus with smaller excitation energy (typically around 10–15 MeV) than compound
nuclei produced from actinide targets. The deexcitation of the compound nucleus formed
from cold fusion is via 1n emission to reach the ground state of the superheavy nucleus.
A summary of the reactions first discovering elements Z = 107−118, as credited by the
International Union of Pure and Applied Chemistry (IUPAC), are listed in Tab. 1.1 along
with their accepted chemical symbols, year of discovery and location of the accelerator
facility of the relevant experiment. The cold fusion method was successful in discovering
the next wave of SHEs for Z = 107− 109 in the early 1980s by the GSI group [124–126],
who continued their discovery stretch for Z = 110− 112 in the mid 1990s [88–90]. The
RIKEN group were credited as the first to synthesise Z = 113, still with the cold fusion
method in 2004 [120].
During this time, the Dubna/LLNL collaboration were running experiments in search
of superheavy nuclei using the hot fusion method. This method specifically involves using
a 48Ca beam on actinide targets ranging from U to Cf, which can create Z = 112− 118.
The hot fusion method results in compound systems with high excitation energies, at
around 30–35 MeV, and deexcitation of the compound nucleus to the ground state requires
3n–4n emission. It was from this method that elements Z = 114− 118 were discovered
[138, 141–144]. The resurgence of an actinide target provides a more charge asymmetric
system with a significantly smaller Coulomb repulsion than from the cold fusion method.
It also creates more neutron rich compound nuclei that cannot be reached by cold fusion
methods. For example, synthesising the predicted doubly magic nucleus 298184114 by using
the cold fusion method with a 208Pb target would require an unfeasible beam of 90Ge.
In the search beyond Z = 118, difficulties in manufacturing targets in higher Z number
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than Cf arise, they simply cannot be produced in sufficient quantities to make targets
that are thick enough for SHE experiments. If such targets existed they would be very
radioactive and decay before high enough cross sections of SHE evaporation residues
could be measured. As the limits of radioactive transuranium targets are being reached,
beams heavier than 48Ca are needed to synthesise elements Z ≥ 119.
Eventually, the search for SHEs will end due to an existence of a heaviest element
which will complete the nuclear chart in the direction of the Z number. This is because
as the Z number of a nucleus increases, the Coulomb repulsion between the protons
also increases. For the nucleus with increasing Z to remain bound and stable, it must
compensate with a high ratio of neutrons to protons so that the attractive nucleon-nucleon
force can counterbalance the Coulomb repulsion. The neutron to proton ratio of a bound
nucleus increases with increasing Z. This, as well as quantum shell effects, allows for
the existence of superheavy nuclei. However, at some Z value, the Coulomb repulsion
will be too overwhelming for the nucleon-nucleon force to counter it with any number of
neutrons, and the resulting system will simply be too unstable for a CN to form. It is
uncertain how large this Z number is.
Z number Reaction Year Location Reference
107 (Bh) 209Bi(54Cr, 1n)262107 1981
GSI
[126]
108 (Hs) 208Pb(58Fe, 1n)265108 1982 [125]
109 (Mt) 209Bi(58Fe, 1n)266109 1984 [124]
110 (Ds) 208Pb(62Ni, 1n)269110 1995
GSI
[89]
111 (Rg) 209Bi(64Ni, 1n)272111 1995 [88]
112 (Cn) 208Pb(70Zn, 1n)277112 1996 [90]
113 (Nh) 209Bi(70Zn, 1n)278113 2004 RIKEN [120]
114 (Fl) 244Pu(48Ca, 3n)289114 1999 [142]
115 (Mc) 243Am(48Ca, 3n)288115 2004 [144]
116 (Lv) 248Cm(48Ca, 4n)292116 2000 JINR [143]
117 (Ts) 249Bk(48Ca, 4n)293117 2010 [138]
118 (Og) 249Cf(48Ca, 3n)294118 2006 [141]
Tab. 1.1.: Summary of the reactions that were awarded by IUPAC as first discovering the
superheavy elements Z = 107− 118.
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1.2 Choice of theory
1.2.1 The Coupled-Channels approach
The Coupled-Channels (CC) approach is the conventional choice for studying nuclear
reactions [200], including fusion and couplings at near barrier energies [47]. It is a fully
quantum mechanical theory where the wavefunction of the total system is formed on the
degrees of freedom of the target and projectile. These intrinsic degrees of freedom of the
two nuclei are coupled to their relative motion and the Schrödinger equation is solved for
the channel wavefunctions using the coupling interaction. Originally, CC calculations
were fit to reproduce scattering data. To adjust the CC model for fusion, incoming wave
boundary conditions are applied to all channel wavefunctions, creating a short range,
imaginary potential accounting for the part of the total wavefunction that leads to capture
which includes fusion.
The CC approach has been successful at reproducing many experimental results from
heavy-ion reactions at near barrier energies. It is well known that CC does not explain
deep subbarrier fusion hindrance in heavy-ion reactions [94]; couplings are understood
to increase transmission at just below barrier energies [74] which translates to an over
estimation of fusion cross sections at deep subbarrier energies. As such, other models
[91, 116, 186] were proposed to understand the experimentally observed deep subbarrier
fusion hindrance. It is also familiar that the CC approach is unable to account for above
barrier fusion suppression [132]. Fitting CC calculations to above barrier data can be
done by changing the surface diffuseness parameter from the value used for near barrier
energies [132], though ideally the model would reproduce data of one system at all energy
regimes using the same parameter values.
To describe couplings in reactions, CC requires empirical knowledge of the degrees of
freedom of the projectile and or target. If this is not available, calculations from other
models can be used to supply this input. Although this is not strictly a limitation of
the theory, it would be preferable if the model were able to describe heavy-ion reactions
without extensive external input or reliance of other models to include the couplings.
A true limitation of the CC aproach is that it neglects a proper description of many
couplings that play important roles in heavy-ion reactions, for example multinucleon
transfer.
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1.2.2 Microscopic approach
Another option to study heavy-ion reactions with is a microscopic approach, where
the wavefunction of the total system is built on the wavefunctions of each nucleon (a
many-body wavefunction). Solving the Schrödinger equation exactly for the many-body
problem is impossible. Mean field theory (interchangeably, self-consistent field theory)
can be used to approximate and numerically solve the problem. It has drawn some
attention over the last few decades in nuclear physics even though it was conceived long
before in other branches of physics and chemistry and applied to nuclear reactions as
early as the 1970s [27, 41, 58]. Its expanse in application is largely owed to advances in
computer and supercomputer technology that can now handle immense calculations the
theory demands.
Mean field theory has many properties that lend itself particularly useful for nuclear
physics problems. The construction of the many-body wavefunction for a nuclear system
uses Hartree–Fock (HF) theory for which mean field theory will be referred to henceforth.
The only input needed for HF calculations is a description of the nucleon-nucleon
interaction. Unlike the CC approach, couplings are incorporated in HF calculations
without any empirical knowledge nor prior calculations from other models on the degrees
of freedom of the reactant nuclides. This is especially useful for studying systems with
exotic nuclei near the neutron dripline. In principle, if all couplings are properly described
within the CC approach then the results produced by CC and HF reaction calculations at
above barrier energies should be the same. However, the advantage of the external input
for the couplings in CC calculations is that one can decide which couplings to include or
neglect in a reaction. With HF theory, couplings are implicit and included all at once in
a reaction meaning one cannot choose which to include or leave out.
Aside from its suitability to nuclear physics problems, the accessibility of both a static
and time-dependent version of the HF theory is also a nice feature. The time-dependent
version is especially novel as calculations of heavy-ion reactions can be observed over
zeptosecond timescales which cannot be done from experiment as measured spectra are
time integrated over the entire reaction.
Expectedly, there are shortcomings of HF theory for its use in reaction theory. In the
time-dependent Hartree–Fock (TDHF) version, the most significant limitation it presents
is the inability to describe quantum tunnelling, an essential physical phenomenon of
subbarrier heavy-ion fusion. The premise of the TDHF method is that only the average
trajectory of the system is calculated meaning only one exit channel for a heavy-ion
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reaction can ever be observed. This limitation arises from restricting the wavefunction of
the system to be a Slater determinant, which renders the Schrödinger equations nonlinear.
Although the theory is microscopic, because of this single trajectory outcome it is not
fully quantum mechanical like the CC model. Studying below barrier fusion with TDHF
is therefore not possible unless a nucleus-nucleus potential is extracted from the TDHF
dynamics itself [211, 225].
Another limitation that arises from HF theory being only an approximation to the
many-body problem is that some correlations that are important for reactions are not
implicit, the most notable being pairing. Pairing correlations must be either included
separately or an extension of the HF theory altogether must be used.
Furthermore, on a practical note fully time-dependent mean field equations are compu-
tationally very expensive. A heavy-ion reaction, for example 48Ca+208Pb at one energy,
can take up to days on a supercomputer to solve whereas CC calculations with couplings
will take minutes on the average laptop.
Early TDHF applications included vibration [19], fission [130], and reaction [27] studies.
The developments of three-dimensional TDHF codes [101, 112, 113, 128, 210] that include
spin-orbit couplings [218] have made calculations with all dynamics at the mean field level
possible. Recent work in structure and reactions using TDHF has covered many areas
(see Refs. [127, 129, 176] for reviews) including vibrations [3, 60, 163, 181, 187, 194],
fusion [29, 43, 65, 182, 184, 217, 222, 224], transfer [161, 162, 165, 169–171, 174, 175],
quasifission [76, 135, 149, 172, 215, 216, 223, 229] and fission [34, 66, 67, 167, 185, 202]
studies.
1.3 Material in this thesis
This thesis is structured as a build up of studies of reactions pertaining to SHE applications
with the (TD)HF approach. With each chapter involving calculations, there is increasing
complexity in dynamics and couplings for the reactions presented.
The work presented starts with a derivation and outline of the main features of HF
theory in Chapter 2, both static and time-dependent versions. Included within is the
justification of using HF theory to study nuclear reactions. Numerical details of all
calculations made in the rest of the thesis are also presented in this chapter. Chapter 3
applies HF theory to vibrations of chains of isotopes. TDHF calculations are performed on
single nuclei to study some of their low-lying vibrational modes. This chapter serves two
purposes: to check that the theory reproduces known results measured from experiment
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to reasonable agreement and also to predict results for unknown nuclei (approaching the
neutron dripline). Increasing the complexity of dynamics from here, Chapter 4 applies the
theory to reactions mainly of Ca on Sn. Dynamical effects on the fusion barriers for the
systems are studied using results of vibrational modes from Chapter 3 as well as exploring
transfer channels. Systems in this chapter range from stable projectiles reacting with
stable targets through to exotic projectile and target combinations. The final application
of the theory is presented in Chapter 5, including yet heavier systems where a fusion
barrier may not even exist, but instead undergo quasifission or deep inelastic collisions
over a large energy range. Reactions calculated in Chapter 5 involve projectiles ranging
from Ca to Zn on a stable Pb target as well as comparison to systems that have been
studied experimentally with S+Th and Cr+Pt reactions. All results and discussions of
the three applications are summarised in Chapter 6 which includes an outlook for this
work.
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2Hartree–Fock theory:
formalism and numerical
methods
2.1 Overview
Studying nuclear reactions with microscopic approaches means studying the many-body
problem. The governing equation underlying all non-relativistic quantum mechanical
particles is the Schrödinger equation. For nuclear systems of N particles, the Schrödinger
equation (static and time-dependent) is written accordingly,
HˆΨ = EΨ, (2.1.1)
HˆΨ(r, t) = i~ ∂
∂t
Ψ(r, t). (2.1.2)
In formulating the Hamiltonian of any nuclear system there are two challenges. The first
is choosing an interaction term for Hˆ, made a difficult task because of the unknown exact
form of the nucleon-nucleon interaction inside nuclei. Another challenge is solving the
Schrödinger equation for systems of more than few particles. Self-consistent mean field
theory is one approach that is particularly useful to describe structure and dynamics of
nuclear systems.
Originally, Hartree theory [77] was used for atomic physics, using the time-independent
Schrödinger equation to approximate the potential of a multielectron atom and solving
for the eigenfunctions of the electrons. The approximations were that each electron
moved independently and contributed to a net potential of the whole system. The Fock
exchange term was included in the theory in 1930 [59], it requires using an antisymmetric
wavefunction to describe the total system of fermions.
The combination of these two theories brings the Hartree–Fock (HF) theory. Applied
to nuclear physics it is particularly useful as unlike atomic physics, where the exact form
of the Coulomb interaction is known, the exact form of the nuclear interaction within the
nucleus is not well known. In addition, electrons in atoms feel an external potential due
to the Coulomb interaction with the nucleus and such external potential is usually absent
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in the description of nuclei. Similarly, treating each nucleon as an independent particle
within the nucleus, it is assumed that each contributes to a mean field experienced by all
the other nucleons.
The time-dependent Hartree–Fock (TDHF) equations were first derived by Dirac in
1930 [49]. In TDHF, the system is restricted to a Slater determinant at all times. This
implies that quantum effects requiring a sum of Slater determinants such as tunnelling
are not incorporated into the theory, which is a major limitation of the HF theory.
For this chapter, first the HF theory is derived in both static and time-dependent
forms. The approaches to the nucleon-nucleon effective interaction and pairing residual
interaction are also outlined. Then, computational methods to solve the HF equations are
discussed along with the numerical details for calculating the Skyrme and pairing energy
density functionals. Computational details are also presented for the frozen HF bare
nucleus-nucleus potential and for transfer probabilities in the TDHF method. Finally,
initial numerical conditions for all calculations appearing in this thesis are listed.
2.2 Derivation of Hartree–Fock theory
There are several ways to derive the Hartree–Fock equations. For this section, variational
calculus is the adopted method for which details are presented in Appendix A and the
notation within is the same for the rest of this section. Modern derivations of the theory
can be found for example in Ref. [154].
2.2.1 Static Hartree–Fock equations
Consider a time-independent, N -body quantum mechanical system. The action, labelled
E by convention, is defined as
E[Φ] = 〈Φ, HˆΦ〉 =
∫
M˜
Φ∗HˆΦdµ˜ (2.2.1)
where Hˆ is the non-relativistic Schrödinger Hamiltonian
Hˆ =
N∑
j=1
−~2
2m ∇
2
j + Vˆ .
In nuclear systems, Vˆ must be approximated by a function that can be dealt with, if
not analytically, then numerically. The N -body wavefunction is denoted by Φ and for
fermionic systems it will be approximated by a Slater determinant Φ : M˜ → F which is
an element of the (odd) Fock space F−(L2(M,µ)) and the single particle wavefunctions
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that comprise Φ are elements of L2(M,µ) with measure space M and measure µ with
the usual L2 inner product. The functional E : F− → R takes arguments from the space
of Slater determinants F−.
The inner product in (2.2.1) is the induced inner product of the Fock space from
the usual Lebesgue inner products of the single particle L2 spaces. In evaluating E,
the definiteness of the spatial integral comes from computational limitations when the
cartesian coordinate space of M˜ is defined, depending on calculational needs, which are
described in a later section of this chapter. For this section the limits of this integral,
although necessary, are omitted for brevity.
Instead of taking the cumbersome route of varying E over the N -body wavefunction Φ,
it is more ideal to convert this problem into N one-body equations using the orthonormal
single particle wavefunctions ϕj ∈ L2(M,µ), j = 1, ..., N which Φ is comprised. The
Slater determinant wavefunction written in terms of single particle wavefunctions is
Φ(r1, r2, ..., rN ) =
1√
N !
∑
σ∈SN
sgn(σ)ϕσ(1)(r1)ϕσ(2)(r2)...ϕσ(N)(rN ),
where SN is the permutation on N letters and the variables rj = (rjsjqj), j = 1, ..., N of
each single particle wavefunction contain all the spatial coordinates as well as spin and
isospin coordinates. It is clear that if E = E[Φ] then E = E[ϕi], i = 1, 2, ..., N as well.
From the single particle wavefunctions, the one-body density matrix for Slater determi-
nants can be determined from
ρ(r, r′) =
N∑
j=1
ϕ∗j (r′)ϕj(r). (2.2.2)
When taking the evolution of ρ instead of individual ϕi, no information from the system
is lost for independent particle systems. To proceed with the derivation, instead force
E = E[ρ] and vary ρ to find the differential of E,
δE =
∫∫
δE[ρ]
δρ(r, r′)δρ(r, r
′)drdr′. (2.2.3)
The expression for the functional derivative of E with respect to ρ is unknown and the
term will remain in that form for the rest of the derivation. The integral notation over
dr here where r = (rsq) is really an abuse of notation that includes a spatial integral
over the r = (x, y, z) coordinates and summation over spin and isospin coordinates s and
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q, that is ∫
dr ≡
∑
s
∑
q
∫∫∫
dxdydz, (2.2.4)
as in Appendix A of Ref. [176]. For the rest of this section only, the integral notation on
the left hand side of (2.2.4) is used.
Given that ρ = ρ[ϕi, ϕ∗i ], i = 1, ..., N , equation (2.2.3) can be taken one step further
using the chain rule (A.5) and be written as
δE =
∫∫∫
δE[ρ(ϕ∗i )]
δρ(r, r′)
δρ(r, r′)
δϕ∗i (s)
δϕ∗i (s)dsdrdr′. (2.2.5)
Only ϕ∗i is used in the integral as ϕi and ϕ∗i are not independent variables so it suffices
to vary one of them to obtain the expression δρ in (2.2.3). However, for this derivation
they are treated as independent variables. In particular, the derivative of a function
with respect to its complex conjugate is taken as zero. It is simpler to vary over ϕ∗i for
i ∈ {1, ..., N} which will be done in full first. Variation over ϕi is needed later to complete
the derivation using this independent variable assumption. A particular i ∈ {1, ..., N} is
picked to continue with the derivation.
Finding the functional derivative of ρ with respect to ϕ∗i is done via converting it to
the form (A.6), and using (A.3),
δρ(r, r′)
δϕ∗i (s)
= ∂ρ(r, r
′)
∂ϕ∗i (s)
=
∂
(∑N
j=1 ϕ
∗
j (r′)ϕj(r)
)
∂ϕ∗i (s)
= ϕj(r)δijδ(r′ − s)
= ϕi(r)δ(r′ − s). (2.2.6)
Substituting (2.2.6) into (2.2.5), the differential of E becomes
δE =
∫∫
δE
δρ(r, s)ϕi(r)δϕ
∗
i (s)drds. (2.2.7)
If ϕ∗i is an extremum for E, it is not enough to just take δE = 0 here, as there are
extra conditions on all ϕi in that the full set of them must be orthonormal as they serve
as a basis for the Slater determinants. This gives the conditions 〈ϕj , ϕk〉 = δjk for all
j, k ∈ {1, ..., N}, leading to the N ×N constraints
Gjk := 〈ϕj , ϕk〉 = δjk.
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The variational problem is now
δ
E − N∑
j=1
N∑
k=1
λkjGjk
 = 0
for Lagrange multipliers λkj ∈ C for each Gjk. The indices of λ are reversed so that the
summation can be written as matrix multiplication ΛG where Λ = (λkj) and G = (Gjk)
which will be useful later. Linearity of δ implies
δE −
N∑
j=1
N∑
k=1
λkjδGjk = 0. (2.2.8)
As Gjk = Gjk[ϕi] is in the form (A.1), the functional derivative of equation Gjk with
respect to ϕ∗i can use (A.3),
δGjk
δϕ∗i (s)
=
∂
(
ϕ∗j (r)ϕk(r)
)
∂ϕ∗i (s)
= ϕk(r)δijδ(r − s)
= ϕk(s)δij . (2.2.9)
Substituting (2.2.9) into (2.2.8) and using (2.2.7),
δE −
N∑
j=1
N∑
k=1
λkjδGjk =
∫∫
δE
δρ(r, s)ϕi(r)δϕ
∗
i (s)drds−
N∑
j=1
N∑
k=1
λkj
∫
ϕk(s)δijδϕ∗i (s)ds
=
∫ (∫
δE
δρ(r, s)ϕi(r)dr −
N∑
k=1
λkiϕk(s)
)
δϕ∗i (s)ds
= 0.
Since the variation of ϕ∗i is arbitrary it is enough to say that the term inside the parentheses
is equal to zero, ∫
δE
δρ(r, s)ϕi(r)dr −
N∑
k=1
λkiϕk(s) = 0.
Now the derivative term can be relabelled to
h(s, r) := δE
δρ(r, s)
and be called the Hartree–Fock single particle Hamiltonian. Rearranging the summand
so the indices follow vector and matrix multiplication, and relabelling the summation
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index to j, the equation is
∫
h(s, r)ϕi(r)dr =
N∑
j=1
ϕj(s)λji. (2.2.10)
Variation was over ϕ∗i for a particular i ∈ {1, ..., N} but the choice of i was arbitrary
and so there are in fact N equations of the form (2.2.10). This equation is close to (but
not quite) an eigenvalue equation for ϕi. Instead of an operation on ϕi resulting in a
scalar multiple of ϕi, the result is a linear combination of all ϕis. This can be dealt with
if the properties of the λji are known. Re-deriving the equations up until now but with
variation over ϕi instead will give very similar equations to (2.2.10) and only the main
results are shown:
δρ(r, r′)
δϕi(s)
= ϕ∗i (r′)δ(r − s)δϕi(s),
δE =
∫∫
h(r′, s)ϕ∗i (r′)δϕi(s)dr′ds, (2.2.11)
δGjk =
∫
ϕ∗j (s)δikδϕi(s)ds. (2.2.12)
Substituting (2.2.11) and (2.2.12) into (2.2.8) results in the expression
∫ ∫ h(r′, s)ϕ∗i (r′)dr′ + N∑
j=1
λijϕ
∗
j (s)
 δϕi(s)ds = 0.
Similarly, variation over ϕi is arbitrary so these equations become
∫
h(r, s)ϕ∗i (r)dr =
N∑
j=1
λijϕ
∗
j (s). (2.2.13)
Note that the complex conjugate of one-body density matrix
ρ(r, r′)∗ =
 N∑
j=1
ϕ∗j (r′)ϕj(r)
∗
= ρ(r′, r)
and it follows that h(s, r)∗ = h(r, s) since evaluation of E is a real number.
Taking variation with respect to ϕi and ϕ∗i produces a set of equations that are complex
conjugate. Subtracting the conjugate of (2.2.13) from (2.2.10) leaves
0 =
N∑
j=1
ϕj(s)
(
λji − λ∗ij
)
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since the single particle wavefunctions are linearly independent then it follows that
λ∗ij = λji, which means that the matrix Λ is hermitian and therefore also normal. Now
the finite dimensional spectral theorem can be applied to the matrix Λ. The theorem
states that for every normal matrix, there is a unitary matrix U that diagonalises it
and the diagonal matrix has real entries. This means the matrix Λ can be written as
Λ = UDU∗ where the matrix U is unitary and D is diagonal.
The N HF equations can be written as vector equations using variations over all the
ϕi, where ϕ = (ϕ1, ϕ2, ..., ϕN )>,
∫
h(s, r)ϕ(r)>dr = ϕ(s)>Λ
= ϕ(s)>UDU∗.
Multiplying both sides on the right by U ,
∫
h(s, r)ϕ(r)>drU = ϕ(s)>UD(U∗U)
⇒
∫
h(s, r)
(
ϕ(r)>U
)
dr =
(
ϕ(s)>U
)
D
moving U inside the integral on the LHS for componentwise scalar multiplication. Now
let ϕ˜ = ϕ>U . The new wavefunctions are a unitary transformation of the original single
particle wavefuctions so orthonormality of the ϕ˜i is retained. Labelling the real diagonal
entries of D as i, i = 1, ..., N , the stationary Hartree–Fock equations are recovered,
∫
h(s, r)ϕ˜i(r)dr = iϕ˜i(s). (2.2.14)
2.2.2 Time-dependent Hartree–Fock equations
Deriving the time-dependent HF (TDHF) equations is very similar to the static version.
However, all integrals relating to the first variation of the functional are over a time
variable as well as spatial variables through inner products. The extra time variable
requires a new action for the whole system J = J [Φ] which is a definite integral,
J [Φ] =
∫ t1
t0
〈
Φ,
(
i~
∂
∂t
− Hˆ
)
Φ
〉
dt
=
∫ t1
t0
〈Φ, i~DtΦ〉 − 〈Φ, HˆΦ〉dt,
using the notation Dt for partial differentiation by t. Requiring stationarity of the
action, δJ = 0, without restricting the variational space of Φ leads to the time-dependent
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Schrödinger equation (2.1.2). However, TDHF is obtained by assuming the state of the
system to be a Slater determinant, Φ, at all times. This or the single particle wavefunctions
are then extremal functions for J . The wavefunctions Φ and ϕj , j = 1, ..., N remain
the same as the previous section. Variation of J over the conjugate single particle
wavefunction for a particular j ∈ {1, ..., N} follows.
To break up different parts of the action, J will be written as J = J1 + J2 with
J1 =
∫ t1
t0
〈Φ, i~DtΦ〉dt,
J2 = −
∫ t1
t0
〈Φ, HˆΦ〉dt = −
∫ t1
t0
E[ρ(t)]dt.
The E[ρ] appearing in the J2 term is the same as for the static case except the wavefunc-
tions in the one body density matrix ρ now have a time variable,
ρ(t) = ρ(r, r′, t) =
N∑
j=1
ϕ∗j (r′, t)ϕj(r, t).
First, the conversion of the inner product in J1 to single particle wavefunctions is done,
〈Φ, i~DtΦ〉 = i~
N !
∑
σ∈SN
∑
τ∈SN
sgn(σ)sgn(τ)
〈
ϕσ(1)(r1)...ϕσ(N)(rN ), Dt
[
ϕτ(1)(r1)...ϕτ(N)(rN )
]〉
= i~
N !
∑
σ∈SN
∑
τ∈SN
sgn(στ)
N∑
j=1
{∫∫
...
∫
ϕ∗σ(1)(r1)...ϕ∗σ(N)(rN )ϕτ(1)(r1)...
...Dt
[
ϕτ(j)(rj)
]
...ϕτ(N)(rN )dr1dr2...drN
}
= i~
N !
∑
σ∈SN
∑
τ∈SN
sgn(στ)
N∑
j=1
{∫
ϕ∗σ(1)(r1)ϕτ(1)(r1)dr1 × ...
×
∫
ϕ∗σ(j)(rj)Dtϕτ(j)(rj)drj ...
∫
ϕ∗σ(N)(rN )ϕτ(N)(rN )drN
}
.
Since the ϕj only depend on one variable each within the set {r1, ..., rN}, the integrals
can be rearranged in the last line. The integrals not containing the partial derivative
term will all be zero unless τ = σ due to orthonormality. Only one τ ∈ SN will match
the σ permutation so sgn(στ)
∣∣
τ=σ = 1 for the nonzero integral. The final result when
summing over the τ is
〈Φ, i~∂tΦ〉 = i~
N !
∑
σ∈SN
N∑
j=1
〈
ϕσ(j), Dtϕσ(j)
〉
.
For each σ ∈ SN , the sum over j results in the sum of N inner products over every index,
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although each term appearing in different orders for different permutations σ. As there
are N ! of σ ∈ SN , the expression becomes
〈Φ, i~DtΦ〉 = i~
N∑
j=1
〈ϕj , Dtϕj〉.
The total action is now
J = J1 + J2
=
∫ t1
t0
i~
N∑
j=1
〈ϕj , Dtϕj〉dt−
∫ t1
t0
E[ρ(t)]dt.
The variation of J over the conjugate single particle wavefunction ϕ∗k is now done
for a particular k ∈ {1, ..., N}. Although J is an action over a time variable, it is also
functional of a functional over spatial variables from the inner product as well so they
must be included in the computation of the derivatives. However, since the outer integral
is over a time variable and there are no constraints to the functions with respect to the
time variable, there is no need for Lagrange multipliers in this derivation. The integration
limits of all variables are omitted for brevity.
The differential of J1 is
δJ1 =
∫∫
δJ1[ϕ∗k]
δϕ∗k(s, t)
δϕ∗k(s, t)dsdt
=
∫∫
i~
N∑
j=1
∂
∂ϕ∗k(s, t)
〈
ϕj(r, t), Dtϕj(r, t)
〉
δϕ∗k(s, t)dsdt
=
∫∫
i~Dtϕk(s, t)δϕ∗k(s, t)dsdt.
And for J2,
δJ2 =
∫∫
δJ2[ϕ∗k]
δϕ∗k(s, t)
δϕ∗k(s, t)dsdt
= −
∫∫ ∫∫∫
δE[ρ]
δρ(r, r′, t′)
δρ(r, r′, t′)
δϕ∗k(s, t)
drdr′dt′ δϕ∗k(s, t)dsdt (2.2.15)
= −
∫∫ ∫
h(s, r, t)ϕk(r, t)dr δϕ∗k(s, t)dsdt (2.2.16)
where line (2.2.15) makes use of (A.5) and line (2.2.16) makes use of (2.2.6) with an
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added time variable. The differential for the total action J is
δJ = δJ1 + δJ2
=
∫∫ (
i~Dtϕk(s, t)−
∫
h(s, r, t)ϕk(r, t)dr
)
δϕ∗k(s, t)dsdt
= 0.
As for the static version, variation of ϕ∗k is arbitrary so the term in the parentheses is
equal to zero, resulting in the N TDHF equations
i~
∂
∂t
ϕk(s, t) =
∫
h(s, r, t)ϕk(r, t)dr (2.2.17)
for k = 1, 2, ..., N .
Checking the variation over ϕk instead can similarly be done and will lead to the
differential
δJ =
∫∫ (
−i~Dtϕ∗k(s, t)−
∫
h(r′, s, t)ϕ∗k(r′, t)dr′
)
δϕk(s, t)dsdt
= 0
which leads to the complex conjugate equations to (2.2.17).
2.3 Nucleon-nucleon interaction
Up until now there has been no explicit expression of the N -body Hamiltonian, either
Hˆ for the total system or h for single particles. For the static HF case, evaluation of
〈Hˆ〉 is not explicitly done but instead the average energy of the system consists of many
parts in the forms of integrals over energy density functionals, such as a kinetic term,
a Coulomb term, a nuclear term and perhaps more terms depending on the setup of
the problem. The single particle Hamiltonian is then derived directly from these EDFs.
The Coulomb and nuclear term will be outlined in this section. The nuclear interaction
between nucleons will be described with a phenomenological Skyrme effective interaction
in this thesis.
2.3.1 Skyrme effective interaction
There are a few models commonly used for the nucleon-nucleon interaction. These
include the Skyrme effective interaction [189] as well as the Gogny interaction [68]. More
modern approaches now, such as the quark-meson coupling model [72] (a relativistic
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mean field model), have been used to parametrise the Skyrme interaction [115]. The
Skyrme interaction has been shown to reproduce basic nuclear properties reasonably and
because of its zero range nature, it is quicker for computational purposes than the finite
ranged Gogny interaction. An important point about Skyrme effective interaction in
use with HF methods is that it is used for both a single nucleus and for reactions, for
example to extract the ion-ion potential. This means that the underpinning treatment of
structure and reactions is the same within the HF and TDHF approach [12, 129, 176].
The Skyrme two-body interaction in a standard form neglecting tensor terms is
vˆSk(rj , rk) = t0
(
1 + x0Pˆσ
)
δˆ + t12
(
1 + x1Pˆσ
) (
kˆ∗2δˆ + δˆkˆ2
)
+ t2
(
1 + x2Pˆσ
) (
kˆ∗ · δˆkˆ
)
+ t36
(
1 + x3Pˆσ
)
ργ(Rˆ)δˆ + iW0σˆ ·
(
kˆ∗ × δˆkˆ
)
, (2.3.1)
which acts on particles j and k in the N -body system. The variables rj = (rjsjqj)
include position, spin and isospin coordinates. There are ten parameters for vˆSk, labelled
t0, t1, t2, t3, x0, x1, x2, x3, γ and W0. The term containing W0 is the spin-orbit part of the
interaction. Other terms arising in (2.3.1) are defined as
δˆ = δ(rj − rk), σˆ =
(
σˆj + σˆk
)sj
sk
 ,
Rˆ = 12 (rj − rk) , σˆ
j =
3∑
i=1
σji ei,
kˆ = 12i (∇j −∇k) , Pˆσ =
1
2
(
1ˆ + σˆjσˆk
)sj
sk
 ,
where σi, i = 1, 2, 3 are the Pauli spin matrices and Pˆσ is the Pauli operator that swaps
the spin coordinates (sj and sk) of particles j and k.
Because of the appearance of δˆ in (2.3.1), the Skyrme effective interaction is a contact
force that is apparent when two particles are at the same point in coordinate space. As
well as being a contact force, the Skyrme interaction is also density dependent from the
ργ term and velocity dependent from the appearance of kˆ terms.
The Skyrme energy density functional can be found by
ESk = 12
N∑
j,k=1
〈Φ, vˆSk(rj , rk)Φ〉, (2.3.2)
for the HF total wavefunction Φ. In practice, ESk is found using local densities, writing
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in notation of Ref. [24],
ESk = b0ρ2 + b1ρτ − b2ρ∆ρ+ b3ργ+2 (2.3.3)
−
∑
q
(
B0ρ
2
q +B1ρqτq −B2ρq∆ρq +B3ργρ2q
)
(2.3.4)
− b4ρ∇ · J− b5J2 −
∑
q
(
B4ρq∇ · Jq −B5J2q
)
(2.3.5)
− b1j2 + b6S2 + b7ργS2 +
∑
q
(
−B1j2q −B6S2q −B7ργS2q
)
(2.3.6)
+ b4j · ∇ × S+
∑
q
B4jq · ∇ × Sq. (2.3.7)
The terms that are symmetric under time reversal (time even) are in lines (2.3.3), (2.3.4)
and (2.3.5). The time odd terms are lines (2.3.6) and (2.3.7). The Skyrme EDF can also
include more time odd terms that may be used in TDHF calculations [114, 212]. The
spin-orbit part of the interaction are contained in the terms in lines (2.3.5) and (2.3.7).
The relationship between parameters (xi, ti,W0, γ), i = 0, ..., 3 and (bj , Bj), j = 1, ..., 7 are
listed in Appendix B.1. When q = p or n the local densities appearing in the expression
for ESk are defined as
ρq =
∑
j
∑
s
|ϕj |2 (2.3.8)
τq =
∑
j
∑
s
|∇ϕj |2 (2.3.9)
jq =
1
2i
∑
j
∑
s
[
ϕ∗j∇ϕj − ϕj(∇ϕj)∗
]
(2.3.10)
Jq =
1
2i
∑
j
∑
ss′
[
ϕ∗j (rs′q)∇× σˆs′sϕj(rsq)− (∇× σˆs′sϕj(rs′q))∗ϕj(rsq)
]
(2.3.11)
Sq =
∑
j
∑
ss′
ϕ∗j (rs′q)ϕj(rsq)σˆs′s (2.3.12)
and σˆs′s = σˆ(s′, s)>. When there is no q subscript, the resulting density is the sum over
q = p, n.
The Skyrme energy is then given by (with the usual 3D volume integral)
ESk =
∫
ESk(r)d3r. (2.3.13)
2.3.2 Coulomb interaction
As the Skyrme EDF describes only the nucleon-nucleon interaction, the Coulomb interac-
tion must be included for protons. The total Coulomb energy is split into a direct term
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and an exchange term [131]. The direct term is
EdCoul =
e2
2
∫∫
ρp(r)ρp(r′)
|r− r′| d
3r′d3r.
This can be simplified when using the fact that the Coulomb potential satisfies Poisson’s
electrostatic equation
VC(r) = e2
∫
ρp(r′)
|r− r′|d
3r′,
so
EdCoul =
1
2
∫
ρp(r)VC(r)d3r.
The exchange term, using the Slater approximation [64, 70], is
EeCoul = −
3e2
4
( 3
pi
) 1
3
∫
ρp(r)
4
3d3r.
The total Coulomb energy in the HF method is given by the sum of the two terms,
ECoul = EdCoul + EeCoul, (2.3.14)
and the resulting Coulomb EDF is
ECoul = 12ρpVC −
3
4e
2
( 3
pi
) 1
3
ρ
4
3
p . (2.3.15)
2.3.3 Single particle Hamiltonian
The HF single particle Hamiltonian hq for protons or neutrons is derived from taking
functional derivatives of E = Ekin + ESk + ECoul with respect to different local densities
[24, 154] with ESk given in (2.3.3)–(2.3.7) and ECoul given in (2.3.15). The EDF for kinetic
energy of the system is given by
Ekin = ~
2
2mτ. (2.3.16)
The expression for the single particle Hamiltonian (q = p, n) is
hq = −∇ · δE
δτq
∇+ δE
δρq
− i δE
δJq
· ∇ × σˆ + 12i
{
δE
δjq
,∇
}
+ δE
δSq
· σˆ. (2.3.17)
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When h acts on a single particle wavefunction ϕj(rsq) with isospin q then
hqϕj(rsq) =
∑
s′
(
−∇ · δE
δτq
∇δs′s + δE
δρq
δs′s − i δE
δJq
· ∇ × σˆs′s
+ 12i
{
δE
δjq
,∇
}
δs′s +
δE
δSq
· σˆs′s
)
ϕj(rs′q). (2.3.18)
The explicit forms of the derivatives with respect to the (bi, Bi), i = 1, ..., 7 parameters
are also presented in Appendix B.1.
2.4 Pairing correlations
Mean field theory starts with the assumption of independent particles. The downside of
this is that correlations within an N -body system must be added separately. The single
particle HF Hamiltonian (2.3.17) is density dependent which implicitly incorporates some
correlations. However, to describe a more realistic nuclear system, the pairing two-body
correlations must be included additionally. The Bardeen–Cooper–Schrieffer (BCS) theory
[8] can be used within HF to account for pairing. A generalised marriage of these two
theories is the Hartree–Fock–Bogoliubov (HFB) theory, where instead of the system
comprising independent particles, the latter are independent quasiparticles. The mean
field and pairing field are both self consistent in this framework.
A simplification of HFB theory is to use what is called HF+BCS where the pairing
field is just an additional interaction term separate to the nucleon-nucleon interactions
described in section 2.3 and the single particle wavefunctions take on the BCS occupation
numbers. In this thesis, pairing correlations in nuclei are accounted for only in the ground
state using the HF+BCS theory [14]. HF+BCS is a good approximation for well bound
nuclei, but full HFB equations are recommended for drip line or weakly bound nuclei [12].
The BCS wavefunction of an N -body system for paired particles k and k¯ (in the
canonical basis for single particles) is
|ΨBCS〉 =
∏
k>0
(uk + vka†ka
†
k¯
)|−〉, (2.4.1)
where v2k is the occupation number of particle k and is related to uk by |uk|2 + |vk|2 = 1.
The occupation numbers also satisfy
2
∑
k>0
v2k = N.
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For a system with spherical symmetry, the particle k¯ has the same quantum numbers
n`j as particle k but with a reversed sign in magnetic quantum number, m.
A density-dependent delta pairing force [13, 106] is used to describe the pairing
interaction between nucleons. It is in the form
vˆpair(rj , rk) = t˜0δ (rj − rk)
(
1− αρ(R)
ρ˜0
)
, (2.4.2)
where R = 12(rj + rk). The pairing energy density functional is defined as
Epair =
∑
k>0
∑
j>0
〈Φ, vˆpairΦ〉fjujvjfkukvk,
with the factors
fk =
(
1 + exp
(
k − λ−∆ε
µ
))− 12
, (2.4.3)
where k is the single particle energy of particle k, ∆ε is a specified energy above the
Fermi energy of particle k for the cutoff of the Fermi function fk so that pairing is still
apparent on single particle states at or just above (within ∆ε) the Fermi energy, and µ is
a fixed energy. The parameter λ is a Lagrange multiplier for the variation
δ〈ΨBCS, (Hˆ − λNˆ)ΨBCS〉 = 0,
for the HF Hamiltonian Hˆ and particle number operator Nˆ , it can be constrained by the
equations
N = 2
∑
k>0
v2k =
∑
k
1− k − λ√
(k − λ)2 + fk∆2kk¯
 . (2.4.4)
An explanation and derivation of the BCS equations can be found in Ref. [154], as well
as the solution for vk above. The pairing gap factor is given by
∆kk¯ =
∑
m>0
fmumvm〈Φ, vˆkmΦ〉.
When incorporating BCS pairing into HF theory, the local density terms (2.3.8)–(2.3.12)
should now sum over paired states {k, k¯} instead of each independent particle j and the
summands should be multiplied by the occupation number v2k.
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The pairing energy is defined as
Epair =
∫
Epair(r)d3r. (2.4.5)
2.5 Computational methods
2.5.1 Static HF calculations
All static HF ground state calculations in this thesis are made with the ev8 code [25].
This solves the static HF equations (2.2.14) on a 3D cartesian grid and the resulting
single particle wavefunction solutions are discretised over the grid. A more recent edition
of this code exists [157] with improvements in numerical accuracy such as using Lagrange
functions for derivatives instead of finite differences formula such as used in Ref. [25]
amongst other things.
In solving the static HF equations, there are three spatial planes of symmetry (x = 0,
y = 0 and z = 0) and also a time reversal symmetry assumed. The spatial symmetries
mean only an eighth of a nucleus need be calculated. There are no further spatial
restrictions for the solutions in this 8th of a box so the nucleus may be triaxial. The
time reversal symmetry applies to the total wavefunction (only time even terms in ESk
are needed) and so degeneracy in single particle wavefunctions with the same eigenvalue
as per Kramer’s rule applies. Because of this, only even-even nuclei should be calculated
with ev8 [25].
Algorithm for ground state
An outline of the procedure solving HF equations as done by ev8 follows, the imaginary
time method, replacing time t by −it, is used to iterate static wavefunction solutions of
single particle orbitals [48] to achieve convergence. Starting with iteration number n = 0,
the guess for the mean field potential and single particle wavefunctions of a nucleus with
A nucleons are the Nilsson potential and the initial wavefunctions arising from this [25].
Using these wavefunctions, with the superscript indicating the iteration number:
1. An initial set of single particle wavefunctions is chosen, denoted by {ϕ(n)j }, j =
1, ..., A, and the density matrix ρ(n) (2.3.8) is obtained.
2. The HF Hamiltonian for the iteration is calculated with h(n) = h[ρ(n)] (2.3.17).
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3. A new set of wavefunctions is generated via
ψ
(n+1)
j = exp
(
−∆t
~
h
)
ϕ
(n)
j ,
with (2.3.18) (the first order Taylor expansion of the exponential operator is used
in the code).
4. The new wavefunctions are reorthonormalised. Because the imaginary time method
is employed, the exponential operator in step 3 is no longer unitary so the resulting
ψ
(n+1)
j are not orthonormal. Orthonormalisation must be restored and can be
achieved for example with the Gram–Schmidt method.
5. The occupation numbers vk (2.4.4) are now solved using the single particle energies
〈ϕk, hϕk〉.
These steps are repeated using the wavefunctions from the previous iteration to begin
with until convergence in the ϕj is seen.
Binding energy
The total binding energy (BE) for a HF ground state nucleus is given by
BE = Ekin + ESk + ECoul + Epair. (2.5.1)
Each energy term is an integral over its corresponding energy density functional,
Ei =
∫
Ei(r)d3r. (2.5.2)
Expressions for ESk, ECoul and Epair are given in (2.3.13), (2.3.14) and (2.4.5) respectively.
The kinetic energy term is given by applying (2.5.2) to the corresponding EDF in (2.3.16).
Frozen HF potential
The frozen HF method is used to compute nucleus-nucleus bare potentials, it assumes
that the two nuclei are frozen in their HF ground state at all points of the reaction. The
frozen HF potential [180, 225] between them, V (r), is calculated. For the nuclear part of
the potential, the form involves the energy of the total system minus the energies of the
separate systems, where each energy is an integral of an energy density functional [33],
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using Skyrme EDF. The frozen HF nuclear potential is given by
VN (r) = ESk(r)− ESk[ρ1]− ESk[ρ2] (2.5.3)
where the energy for the total system is,
ESk(r) =
∫
ESk[ρ1(r′) + ρ2(r− r′)]d3r′, (2.5.4)
and for each separate nucleus,
ESk[ρj ] =
∫
ESk[ρj(r)]d3r. (2.5.5)
The total frozen HF bare potential will also include the Coulomb part, which is
calculated in a similar way using the Coulomb EDF in (2.3.15),
VC(r) = ECoul(r)− ECoul[ρ1]− ECoul[ρ2].
Using the proton densities only,
ECoul(r) =
∫
ECoul[ρ1p(r′) + ρ2p(r− r′)]d3r′.
The total bare potential is then
V (r) = VC(r) + VN (r). (2.5.6)
The coordinate r is the vector between the centres of the two nuclei so impact parameter
or angular momentum become irrelevant in frozen HF calculations. This approach does
not include Pauli repulsion which can be important inside the barrier [186].
2.5.2 TDHF calculations
Algorithm for evolving MF
To solve the TDHF equations on a discretised cartesian 3D grid and also with discretised
time steps, the tdhf3d code [101] uses the predictor-corrector method to calculate
the HF Hamiltonian and wavefunctions at the midpoint of the small time interval
[tn, tn+1]. Conservation of energy means that the HF single particle Hamiltonian is
symmetric with respect to time translation (and reversal) over the small time interval
[tn, tn+1] = [tn, tn + ∆t].
26 Chapter 2 Hartree–Fock theory: formalism and numerical methods
Unlike for the static codes, the tdhf3d code includes all time even and time odd terms
from the Skyrme EDF (except for terms with J2), so the only symmetries existing are
spatial and there is no Kramer degeneracy in wavefunctions from time reversal symmetry.
The predictor corrector method for each time iteration n for the time dependent case
starting from n = 0 [58, 176] is
1. An initial set of wavefunctions for the system ϕ(n)j is used to calculate the density
matrix ρ(tn) = ρ(n).
2. The Hamiltonian at tn is given by h[ρ(n)].
3. A new set of wavefunctions is predicted for the next time step
ϕ˜
(n+1)
j = exp
(−i∆t
~
h(n)
)
ϕ
(n)
j .
These wavefunctions are used to calculate the predicted density matrix ρ˜(n+1).
4. The corrected density matrix for the midpoint of the time interval is given by
ρ
(
tn +
∆t
2
)
= ρ
(n) + ρ˜(n+1)
2 ,
which is then used to calculate the corrected Hamiltonian at tn + ∆t2 .
5. The corrected set of wavefunctions for time tn+1 is now given by
ϕ
(n+1)
j = exp
(−i∆t
~
h
(
tn +
∆t
2
))
ϕ
(n)
j .
The steps are repeated until final time tfinal.
Transfer probabilities
In Chapter 4, transfer channels within the TDHF approach are explored which involves
calculating transfer probabilities. Transfer probabilities are calculated using the particle
number projection method, presented in Ref. [174].
In order to produce probabilities, first the particle counting operator is needed. For
particles with isospin q,
Nˆ qR =
∑
s
∫
U
aˆ†(rsq)aˆ(rsq)H(x− x0)d3r,
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where U is the entire calculation box and R is the region defined by the Heaviside function
within the integral, taken as a region to the right of a plane oriented in the yz directions.
In principle, R can be defined in more complicated ways. This operator will count all the
particles in the region defined by H(x−x0) using the creation and annihilation operators
at every point within R.
In second quantization, the creation and annihilation operators at the point (rsq) can
be written as the sum involving single particle states with the same coordinates
aˆ†(rsq) =
N∑
i=1
ϕ∗i (rsq)aˆ
†
i , aˆ(rsq) =
N∑
i=1
ϕi(rsq)aˆi.
The creation and annihilation operators for a single particle state aˆ†i and aˆi are now not
dependent on coordinates. Rewriting Nˆ qR,
Nˆ qR =
∑
s
∫
U
(
N∑
i=1
ϕ∗i (rsq)aˆ
†
i
) N∑
j=1
ϕj(rsq)aˆj
H(x− x0)d3r
=
∑
s
N∑
i=1
∫
U
ϕ∗i (rsq)aˆ
†
i
N∑
j=1
ϕj(rsq)aˆjH(x− x0)d3r
=
∑
s
N∑
i=1
N∑
j=1
∫
U
ϕ∗i (rsq)ϕj(rsq)H(x− x0)d3r aˆ†i aˆj
=
N∑
i=1
N∑
j=1
〈i, j〉qRaˆ†i aˆj
using the definition
〈i, j〉qR :=
∑
s
∫
U
ϕ∗i (rsq)ϕj(rsq)H(x− x0)d3r.
The expectation value of Nˆ qR is
〈Nˆ qR〉 =
〈
N∑
i=1
N∑
j=1
〈i, j〉qRaˆ†i aˆj
〉
=
N∑
i=1
N∑
j=1
〈i, j〉qR〈aˆ†i aˆj〉
=
N∑
i=1
N∑
j=1
〈i, j〉qRv2i δij
=
N∑
i=1
〈i, i〉qRv2i .
using the definition of 〈aˆ†i aˆj〉 = v2i δij .
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To find the probability of a region of the box having N particles, the particle number
projection operator is used. This projects the system’s HF wavefunction onto a particle
number N . When q = p or n and now dropping this label,
PˆNR =
1
2pi
∫ 2pi
0
exp
(
iθ(NˆR − 1ˆN )
)
dθ.
The projector acting on a HF wavefunction will extract the part of the wavefunction with
N particles. Since 1ˆN commutes with NˆR then the exponential term can be split. The
expectation value of the projector is
〈PˆNR 〉 =
1
2pi
∫ 2pi
0
e−iθN 〈Φ, eiθNˆRΦ〉dθ,
where the inner product is the determinant of the matrix (full derivation in e.g. Ref.
[170]) that has components
Fij =
∑
s
∫
U
ϕ∗j (rsq)ϕk(rsq)eiθH(x−x0)d3r
=
∑
s
∫
U
(
ϕ∗j (rsq)ϕk(rsq)eiθH(x− x0) + ϕ∗j (rsq)ϕk(rsq)− ϕ∗j (rsq)ϕk(rsq)H(x− x0)
)
d3r
= (eiθ − 1)〈i, j〉R + δij .
The BCS wavefunction (2.4.1) can be written as sums over different numbers of pairs
of particles and does not conserve particle number [154]. Because of this, this particle
number projection method will not project the wavefunction on to a good particle number
for paired systems as it is formulated on the fact that Φ is a Slater determinant (an
eigenvalue of the particle number operator). In the event where systems have no pairing
mean field, that is to say magic in neutron or proton number, then the projection can be
applied.
For systems with violation in particle number (paired systems), a double projection
technique may be applied [162, 170, 171] to rectify this. In this thesis, only single
projection technique is used so transfer probabilities are only taken for systems that are
magic in protons or neutrons.
2.5.3 Skyrme EDF parametrisation
Only time even parts of the Skyrme EDF are of use in static HF calculations, and all
even and odd parts (except for terms with J2) are used for TDHF calculations in this
thesis. There is an overwhelming number of parametrisations for the Skyrme two-body
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interaction (2.3.1) to choose from. Fits of the parameters should reproduce several
nuclear properties observed experimentally, some examples including binding energy,
compressibility and saturation properties. To constrain the parameters, experimental
data of the properties for doubly magic nuclei such as 48,48Ca, 132Sn and 208Pb are used.
In this thesis, two parametrisations are chosen to use in TDHF calculations. They
are the SLy4d [101] and UNEDF1 [104] parametrisations. Initially all calculations were
done with SLy4d, however, it was necessary to check that the results from reactions or
vibrations calculations were not interaction dependent. Modern parametrisations of the
Skyrme interaction, such as UNEDF1, generalise the spin-orbit part of the Skyrme EDF
[152], using two parameters W0 and W ′0 corresponding to b4 and B4 in (2.3.5) and (2.3.7)
to describe the spin-orbit contribution. For SLy4d and older parametrisations, W0 = W ′0.
Neither the SLy4d nor the UNEDF1 parametrisation uses time even spin-orbit J2 term
in (2.3.5).
Many parametrisations incorporate centre of mass corrections for the HF ground
state. When calculating the HF ground state, the centre of the nucleus is fixed at some
central position r = 0 in the box. As it is a static calculation, the expectation value
for momentum is also zero, 〈pˆ〉 = 0, although fluctuations are still existing in the form
〈pˆ2〉 6= 0.
For a nucleus of mass A,
pˆ =
A∑
j=1
pˆj =
A∑
j=1
(−i~∇j)
meaning
pˆ2 =
 A∑
j=1
pˆj
2
=
A∑
j=1
pˆ2j +
∑
1≤i<j≤A
pˆi · pˆj ,
broken up into one-body and two-body terms. Often the two-body term is ignored
(depending on the Skyrme parametrisation) and the centre of mass correction for a
HF calculation of a nucleus with mass A maps the total kinetic energy term of the
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Hamiltonian of the whole system to
Tˆ 7→ Tˆ − pˆ
2
2Am
' Tˆ −
A∑
j=1
pˆ2j
2Am,
ignoring the two-body part of pˆ2. With this correction, the pˆ2 term produces an energy
correction term that becomes present in the binding energy (2.5.1) labelled as Ecorr.
For reactions calculations involving nuclei of different masses, the centre of mass
correction would not be appropriate due to the use of different A values for the two
colliding partners [104, 176]. It was for this reason that SLy4d and UNEDF1 were used
as parametrisations as neither contain centre of mass corrections so they are suitable for
reactions. For vibrations calculations on a single nucleus, the centre of mass correction
can be included. However for consistency between vibrations and reactions calculations,
SLy4d and UNEDF1 are used for both reactions and vibrations calculations in this thesis.
As a result there is no Ecorr term in the HF binding energy.
In addition to Sly4d and UNEDF1, three other parametrisations (all of SLy [37, 38]
type) were used for parts of this thesis. One extra in Chapter 3, and two in fusion for
static frozen HF calculations. The SLy4 [38] parametrisation is obtained with the same
fitting procedure as SLy4d but it includes the centre of mass correction. This was used
in vibrations calculations where centre of mass correction is not an issue. Even by just
removing centre of mass correction from SLy4 to SLy4d, vibrational spectra of the same
nucleus produce rather different results. This is discussed in Chapter 3 (along with results
with UNEDF1).
Two more SLy4 type fittings [179] were tested labelled as asym28 and asym36, denoting
symmetry energies of 28 MeV and 36 MeV (usually symmetry energy is set at 32 MeV).
Other than this, the fitting procedure is the same as for Sly4d and their (xi, ti,W0,W ′0, γ)
parameter values can be found in Appendix B.2. Presented in Fig. 2.1 are the frozen HF
potential barriers for 40−54Ca+116Sn with the Skyrme parametrisations SLy4d (circles),
UNEDF1 (open squares), asym28 (diamonds) and asym36 (triangles). The potential
barriers for these systems obtained by using the Akyüz–Winther potential [31] (crosses)
are also shown as a comparison. In general, symmetry energy in a system decreases when
proton and neutron numbers are more similar, and is compensated by an increase in
Coulomb energy. For the same system with a decrease in symmetry energy, the resulting
frozen HF potential barrier (maximum value of (2.5.6) which depends on Coulomb energy),
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increases as seen by the points calculated with asym28, and vice versa. These two extra
parametrisations are not included in the main body of this thesis.
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Fig. 2.1.: Frozen HF potential barriers for the systems 40−54Ca+116Sn including all Skyrme
parametrisations used in this thesis.
2.5.4 BCS pairing parameters
The first HF calculations with a Skyrme EDF that were done with an added BCS pairing
functional was in Ref. [26]. For nuclei approaching the dripline, it is recommended that
full HFB calculations should be done to treat pairing properly [12]. However, the SLy
parametrisations are fit to be suitable for nuclei near the dripline [38] when used for a
HF+BCS calculation.
Incorporating time-dependent pairing for TDHF calculations is difficult. Full TDHFB
equations require a lot of computation time [2, 194] as it does not include time reversal
symmetry and the pairing and mean field interact, unlike in the BCS approximation [12].
Using TDHF with the BCS approximation of pairing where the occupation numbers from
the HF+BCS calculation are frozen for a time dependent calculation (frozen occupation
approximation) is a good approximation to use instead of the full TDHFB theory
[55, 164] and is used in this thesis. Recently, time-dependent BCS pairing has been
incorporated into TDHF calculations which are less computationally demanding than
TDHFB calculations [167].
As for the values of the parameters in the Fermi function fk (2.4.3), they are inputs
to the ev8 code and are kept at µ = 0.5 MeV and ∆ε = 5 MeV. The pairing density
dependent interaction (2.4.2) has parameter values t˜0 = 1000 MeV fm3, ρ˜0 = 0.16 fm−3
and α = 1. The different values of α indicate if the pairing is surface pairing (α = 1),
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volume pairing (α = 0) or “mixed” pairing contribution (α = 0.5) which can have different
effects on neutron halos of nuclei near the dripline [51, 52].
2.6 Initial conditions for HF calculations
Finally, the different initial conditions to set up the calculation space for each type of HF
or TDHF calculation are detailed.
Box sizes are in fm and the mesh grid size is ∆x = 0.8 fm. Box sizes are listed in
x− y − z direction with the collision axis (if relevant) being in the x direction. All time
dependent calculations have a plane of symmetry at z = 0 to reduce calculation time.
1. For all HF ground state nuclei, which are calculated as an eighth of the nucleus (as
per ev8), there are 14 points from the centre of the nucleus to the edge of the box,
corresponding to a size of 11.23 fm3.
2. For vibrations calculations in Chapter 3 that are fully time dependent calculations,
the box size must be at least as large as holding half of a nucleus, corresponding to
a box size of 22.4× 22.4× 11.2 fm3.
3. For both static and dynamic reactions appearing in Chapter 4 and central collisions
in Chapter 5, the box size is 67.4× 22.4× 11.2 fm3. This setup gives two nuclei an
initial separation distance between the centres of mass of 44.8 fm. This separation
distance is chosen at such a large distance so that Coulomb excitation between the
colliding partners are negligible at initial time.
4. For non-central collisions appearing in Chapter 5, the box size is increased in the y
direction by a factor of two making a final box size of 67.4× 44.8× 11.2 fm3. The
initial separation distance between collision partners is again 44.8 fm.
When discretising both sides of the time-dependent Schrödinger equation (2.1.2) for
the HF Hamiltonian Hˆ, the spatial mesh size is related to time step size by
1
(∆x)2 ∝
1
∆t ,
considering just one spatial dimension. In order to optimise the number of points on
which to solve the wavefunctions versus computational time, the values ∆x = 0.8 fm and
∆t = 1.5× 10−24 s are a good compromise [25, 101, 176]. Because of the square relation
from the spatial dimension, if the spatial mesh is decreased by for example 0.2 fm in
order to have more points in the wavefunction solution, then the time mesh must be
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decreased from 1.5× 10−24 s to 1.0× 10−24 s to compensate. Reduced time and spatial
meshes increase computational time significantly.
For dynamic reaction calculations the initial centre of mass energy for the system can
be set at a particular value. From this input, initial momentum is applied to each nucleon
via a Galilean boost on the wavefunction
ϕj(t0) = exp (ika · rˆ)ϕg.s.j , j = 1, ..., A,
acting on the ground state HF single particle wavefunctions ϕg.s.j in nucleus a with mass
number A.
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3Vibrations
3.1 Overview
Studying collective vibrations of nuclei is interesting because it sheds light on the structure
of the individual nucleus itself and also because collective vibrations play important roles
in reaction studies, which will be explored in the following chapter. Many vibrational
modes of nuclei across the chart have been observed experimentally. Those modes that
are low in excitation energy (low-lying) are of particular interest as they play a more
important role in reactions [74] compared to modes with high excitation energy or giant
resonances.
To start discussions of vibrations, consider first the basic nuclear property of ground
state spin, J , and parity, pi. This property cannot be predicted by macroscopic models
such as the liquid drop model (LDM). Models such as LDM only consider the bulk nature
of a nucleus and consequently do not account for any physical phenomena arising from
quantum shell effects. Microscopic approaches provide more insight into properties that
arise from nuclear shell structure. Fully independent particle models, for example the
shell model, can indeed explain experimentally observed ground states Jpi both for odd
mass nuclei and also even-even nuclei for which the ground state is always 0+. For some
excited states observed experimentally, pure independent particle states are not sufficient
to describe them. A collective model, built upon the idea of coherent superposition of
independent particle states, extends independent particle models and can account for
collective motion in a nucleus.
A large portion of collective motion in nuclei can be generalised into two main categories
of vibrations and rotations. Rotational motion refers to a nucleus that is statically
deformed in its ground state, for example any of the actinides, and will naturally have
rotational degrees of freedom when excited. This type of collective motion is not considered
in this chapter. Instead, vibrations of nuclei are explored and are based on the assumption
that the nucleus is spherical or near spherical in its ground state shape and that vibrational
motion is not coupled to any degrees of rotational freedom. This applies to nuclides
with magic shell closure. Collective vibrational motion of nuclei result in oscillations of
electromagnetic multipole moment.
A standard way to study collective vibrations with a microscopic approach is with the
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random phase approximation (RPA) method, first appearing in application to oscillations
in electron gases [22] and then applied to nuclear physics [57]. It introduces a time-
dependent external field or potential to the Hamiltonian of the many-body system, and
the response of the particles to this is analysed. The response includes single particle
excitations and also two-body correlations within the ground state. The time-dependent
Hartree–Fock (TDHF) method with linear response theory [210] is also used to study
collective vibrations. In the small amplitude limit, the TDHF equations are the same
as the RPA equations [154]. Collective vibrations within this approach come from the
attractive residual interaction in the mean field potential. For linear responses, the
residual interaction of one-particle one-hole type is taken into account by TDHF and
can be observed with one-body operators. Residual interactions describing higher order
collisions are not included in the mean field approximation.
In this chapter, TDHF with linear response theory is used to calculate vibrational states
of a chain of calcium nuclides. The systematics of one phonon octupole and quadrupole
vibrations are studied focussing on the low-lying modes. This application of TDHF is a
precursor to the application of TDHF to reaction studies as it involves just one nucleus
at a time. Ground states of nuclei are calculated from the static HF method (outlined
in section 2.5) which are then used to start a TDHF calculation that introduces a time
dependent external potential that includes a vibrational one body operator on top of the
usual HF Hamiltonian. The response of the nucleus to this external potential is used
to obtain information such as excitation energies and transition strengths of particular
multipole excitations.
Expressions of multipole moments on spherical nuclei arising from the electric field
induced by a nucleus is outlined first, followed by details of linear response theory.
Physical quantities from the calculated multipole moments are then presented. Finally,
the single particle excitations contributing to the vibrations, using the single particle
levels from HF ground state, are discussed.
3.2 Multipole moments
The multipole expansion for a nucleus is a general decomposition of its shape. A change
in shape of a nucleus can arise from the interaction between the nucleus and an external
system [23]. An example for this setup is exciting a nucleus via a Coulomb electric field.
The external system will be taken as the scalar Coulomb electric field and the nucleus will
be written as a continuous charge density distribution, ρ. The multipole expansion comes
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from expanding the electric potential, ϕ, at any point external to the nuclear density,
within some region Ω. The 3D volume integral over Ω for this is
ϕ(r) = ke
∫
Ω
ρ(r′)
|r− r′|dV
′, (3.2.1)
where the electrostatic constant ke = (4piε0)−1. Leaving out the charge density and
expanding the rest of the integrand,
1
|r− r′| =
1
(r2 + r′2 − 2rr′ cosα) 12
= 1
r
(
1 +
(
r′
r
)2
− 2r
′
r
cosα
)− 12
, (3.2.2)
where α is the angle between the two vectors r and r′. Recalling the Taylor expansion of
the Legendre polynomials Pλ, the expression (3.2.2) can also be written as
1
|r− r′| =
1
r
∞∑
λ=0
r′λ
rλ
Pλ(cosα). (3.2.3)
Substituting (3.2.3) back into the electrostatic potential (3.2.1) and expanding the first
few terms of the Legendre polynomials,
ϕ(r) = ke
r
∫
Ω
ρ(r′)
∞∑
λ=0
r′λ
rλ
Pλ(cosα)dV ′ (3.2.4)
= ke
r
∫
Ω
ρ(r′)
(
1 + r
′
r
cosα+ r
′2
r2
(3
2 cos
2 α− 12
)
+ r
′3
r3
(5
2 cos
3 α− 32 cosα
)
+ ...
)
dV ′.
Multipole moments are already seen just in this initial expansion. The first term (zeroth
power of r′/r) in the sum corresponds to the monopole moment, the second corresponds
to the dipole, the third to the quadrupole and so on. However, the angle α between
the vectors is not a “good” coordinate to use for the multipole expansions since many
pairs of vectors in many orientations can have the same angle α between them. Spherical
polar coordinates (r, θ, φ) are preferred instead. To convert the Legendre expansion into
spherical polar coordinates, cosα must first be expressed into spherical polar coordinates
via the spherical cosine law (reducing the vectors r and r′ to unit vectors rˆ, rˆ′),
cosα = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′). (3.2.5)
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Since cosα = rˆ · rˆ′ also, the spherical harmonic addition theorem along with (3.2.5) allows
the Legendre polynomials in terms of cosα to be expressed as
Pλ(cosα) =
4pi
2λ+ 1
λ∑
µ=−λ
Yλµ(θ, φ)Y ∗λµ(θ′, φ′) (3.2.6)
where Yλµ(θ, φ) are the spherical harmonic functions of degree λ. Substituting (3.2.6)
into (3.2.4), the electric potential in spherical polar coordinates becomes
ϕ(r) = ke
r
∞∑
λ=0
1
rλ
( 4pi
2λ+ 1
) λ∑
µ=−λ
Yλµ(θ, φ)
∫
Ω
ρ(r′)r′λY ∗λµ(θ′, φ′)dV ′.
The multipole moment, Qλµ, is defined as
Qλµ :=
∫
Ω
ρ(r)rλY ∗λµ(θ, φ)dV.
When nuclei are spherical to begin with, there is no dependence on the azimuthal
angle, φ, and the only non-zero term for multipole moments are when µ = 0. In this case,
spherical harmonic functions are real and multipole moments are simply labelled with
one index,
Qλ =
∫
ρ(r)rλYλ0(θ, φ)dV. (3.2.7)
From this, a one-body multipole operator on a system with A particles can be defined as
Qˆλ =
A∑
i=1
rλYλ0(rˆ), (3.2.8)
where rˆ is now the position operator of the coordinates of Yλ0 and not the unit length
vector.
3.3 Linear response theory with time-dependent
Hartree–Fock
The evolution of a nucleus wavefunction in response to an external potential of multipole
type will be solved (a modern derivation of the linear response theory formalism within
the TDHF framework is outlined in e.g. Ref. [210]). The time-dependent wavefunction
of the nucleus, Φ, will be written in terms of its excited states, Ψν , which are eigenstates
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of the static Schrödinger Hamiltonian
Hˆ0Ψν = EνΨν .
The energy and wavefunction of the ground state corresponds to ν = 0.
The time-dependent wavefunction of the nucleus satisfies the non-relativistic time-
dependent Schrödinger equation
Hˆ(t)Φ(t) = i~∂Φ
∂t
(t), (3.3.1)
where the total Hamiltonian for the system is split into two parts,
Hˆ(t) = Hˆ0 + Hˆe(t).
The external potential, denoted by Hˆe, is in the form
Hˆe(t) = εQˆλf(t),
for a real scalar ε, real-valued time function f and multipole operator Qˆλ in the form of
(3.2.8). Since ε and f are real-valued, the three components in Hˆe are commutative.
For now it will be written ~ = 1 to avoid cumbersome notation. As the total Hamiltonian
is time-dependent, the unitary evolution operator for (3.3.1) includes the time ordering
operator,
U(t, 0) = T
[
exp
(
−i
∫ t
0
Hˆ(s)ds
)]
= T
[
exp
(
−i
∫ t
0
Hˆ0 + Hˆe(s)ds
)]
.
To simplify U(t, 0), the evolution operator will be considered over a small time interval
[tj−1, tj ] ⊆ [0, t] such that tj − tj−1 = ∆t. The evolution operator over this interval is
U(tj , tj−1) = T
[
exp
(
−i
∫ tj
tj−1
Hˆ0 + Hˆe(s)ds
)]
,
which can be decomposed to first order (in ∆t) as [197]
U(tj , tj−1) = exp
(
−i∆tHˆ0
)
exp
(
−i∆tHˆe(tj)
)
. (3.3.2)
To write the evolution operator over the entire time, first [0, t] is partitioned into n
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subintervals [tj−1, tj ] for j = 1, ..., n such that 0 = t0 < t1 < ... < tn = t and tj−tj−1 = ∆t.
Using the composition property of evolution operators and (3.3.2), the solution for the
nucleus wavefunction at time t for sufficiently large n is then
Φ(t) = U(t, 0)Φ(0)
= U(tn, tn−1)...U(t2, t1)U(t1, t0)Φ(0)
= e−i∆tHˆ0e−i∆tHˆe(tn)...e−i∆tHˆ0e−i∆tHˆe(t1)e−i∆tHˆ0e−i∆tHˆe(t0)Φ(0).
To proceed with solving for Φ(t), the definition of transition probabilities,
qν := 〈Ψν , QˆλΨ0〉, (3.3.3)
is needed. For convenience, q0 is set to be equal to 0. Additionally, the resolution of
identity
1ˆ =
∑
ν
Ψν〈Ψν , · 〉, (3.3.4)
(equivalent to
∑
ν |Ψν〉〈Ψν | in bra–ket notation) is used.
The wavefunction at t1 will now be solved by approximating exponential operators to
their first order Taylor expansion so that only linear terms of ε appear in expanding Hˆe,
Φ(t1) = U(t1, 0)Φ(0)
= e−i∆tHˆ0e−iHˆe(t1)∆tΨ0
= e−i∆tHˆ0
[
1ˆ− i∆tHˆe(t1)
]
Ψ0 +O
(
ε2
)
' e−i∆tHˆ0
[
Ψ0 − i∆tεQˆλf(t1)Ψ0
]
= e−i∆tHˆ0
[
Ψ0 − i∆tεf(t1)
∑
ν
Ψν〈Ψν , QˆΨ0〉
]
(3.3.5)
= e−i∆tHˆ0
[
Ψ0 − i∆tεf(t1)
∑
ν
qνΨν
]
(3.3.6)
' e−iE0∆tΨ0 − i∆tεf(t1)
∑
ν
qνe
−iEν∆tΨν ,
substituting (3.3.4) in (3.3.5) and (3.3.3) in (3.3.6). By induction or otherwise, the
wavefunction at time tn is
Φ(tn) = e−iE0n∆t
Ψ0 − iε∑
ν
qνΨν
 n∑
j=1
f(tj)e−i(Eν−E0)(n−j+1)∆t
 .
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As n∆t = tn = t, taking the limit as n→∞ gives
Φ(t) = e−iE0t
[
Ψ0 − iε
∑
ν
qνΨνe−i(Eν−E0)t
∫ t
0
f(s)ei(Eν−E0)sds
]
. (3.3.7)
Now the expectation value of the multipole moment operator Qˆλ can be found using
the wavefunction (3.3.7). Taking only the linear expansion in terms of ε again, then
〈Qˆλ〉 = 〈Φ(t), QˆλΦ(t)〉
= iε
∑
ν
[
q∗νe
i(Eν−E0)t
∫ t
0
f(s)e−i(Eν−E0)sds〈Ψν , QˆλΨ0〉
]
− iε
∑
ν
[
qνe
−i(Eν−E0)t
∫ t
0
f(s)ei(Eν−E0)sds〈Ψ0, QˆλΨν〉
]
+O(ε2)
' iε
∑
ν
|qν |2
[
ei(Eν−E0)t
∫ t
0
f(s)e−i(Eν−E0)sds− e−i(Eν−E0)t
∫ t
0
f(s)ei(Eν−E0)sds
]
.
(3.3.8)
Expressions for the time-dependent wavefunction of a nucleus under an external time-
dependent potential and the expectation value of the multipole operator have been
obtained so far. The time function f appears within integrals for both Φ and 〈Qˆλ〉 and
to proceed further with simplifying (3.3.8), a specific f will be chosen. Any sensible time
function can be chosen although a very liberal interpretation of “sensible” is about to
ensue.
The choice of time function used in this chapter is guided by the most ideal but least
realistic way for the external function to be activated in the system. This would be for
the external potential to be active at initial or zero time, and then be equal to zero for the
remaining time. Differently said, this means a boost in the form exp(−iεQˆλ) is applied
to the ground state wavefunction at initial time only. This can be simulated by using
the Dirac delta function in place of f(s) in (3.3.8). The liberty to take the Dirac delta
function is justified by its appearance only in integrals where it can be made sense of.
An example of a well behaved function with continuity in t to use instead would be a
sharply peaked gaussian function centred at t = 0.
Substituting in the Dirac delta function and ignoring higher order terms of ε into
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(3.3.8),
〈Qˆλ〉 = iε
∑
ν
|qν |2
(
ei(Eν−E0)t
∫ t
0
δ(s)e−i(Eν−E0)sds− e−i(Eν−E0)t
∫ t
0
δ(s)ei(Eν−E0)sds
)
= iε
∑
ν
|qν |2 12
(
ei(Eν−E0)t − e−i(Eν−E0)t
)
= −ε
∑
ν
|qν |2 sin ((Eν − E0)t) . (3.3.9)
From here, the strength function of the multipole moment can be extracted. The
strength function resolves the multipole moment in terms of its energy spectrum which
will reveal which frequencies are strongly or weakly present in the function 〈Qˆλ〉. It is
defined as
Qλ(E) := lim
ε→0
1
pi~ε
ImF [〈Qˆλ〉(t)](E/~), (3.3.10)
where E/~ = 2pit , including ~ back into expressions.
First, the imaginary part of the Fourier transform of (3.3.9) is
ImF [〈Qˆλ〉(t)](E/~) = Im
∫ +∞
−∞
〈Qˆλ〉(t)e−i
E
~ tdt
= −ε
∑
ν
|qν |2Im
{∫ +∞
−∞
sin
(
Eν − E0
~
t
)
e−i
E
~ tdt
}
= −ε
∑
ν
|qν |2Im
{
1
2i
∫ +∞
−∞
e
−i
(
E−(Eν−E0)
~
)
t − e−i
(
E+(Eν−E0)
~
)
t
dt
}
= −ε
∑
ν
|qν |2Im
{ 1
2i2pi~ [δ(E − (Eν − E0))− δ(E + (Eν − E0))]
}
= pi~ε
∑
ν
|qν |2δ(E − (Eν − E0))
since both E > 0 and Eν − E0 > 0. This uses the fact that the Fourier transform of the
constant function 1 is the delta function. Substitution into the strength function gives
Qλ(E) =
∑
ν
|qν |2δ(E − (Eν − E0)).
Expressions for both 〈Qˆλ〉(t) and Qλ(E) with a particular f have been found, and will
be used in TDHF calculations on calcium and tin isotopes.
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3.4 Calculations on calcium and tin isotopes
3.4.1 Numerical details
Multipole operator
The vibrational modes considered in this chapter are those generated by small ampli-
tude octupole and quadrupole vibrations of spherical or near spherical nuclei. The
corresponding multipole operators used are (using cartesian coordinates of spherical
harmonics)
Qˆ2 =
√
5
16pi
A∑
j=1
[
2xˆ2 − yˆ2 − zˆ2
]
, (3.4.1)
Qˆ3 =
√
7
16pi
A∑
j=1
[
2xˆ3 − 3xˆ
(
yˆ2 + zˆ2
)]
. (3.4.2)
To find a reasonable value of ε, the value of the first turning point of 〈Qˆλ〉 is calculated
for a range of ε. If the turning points linearly increase or decrease within this ε range,
then the final chosen ε can be any value within this range (otherwise known as the
linear regime of 〈Qˆλ〉). For octupole vibrations, ε = 1× 10−8 fm−3 and for quadrupole
vibrations, ε = 1× 10−4 fm−2.
HF calculations
TDHF calculations of the multipole moments for nuclei were calculated over the box size
encompassing half the HF ground state with dimensions 22.4× 22.4× 11.2 fm3 in the
x− y − z directions with a plane of symmetry at z = 0.
The calculations were run for a response time of 15 zs. As the calculation time is not
infinite, before extracting the strength function, the moment function 〈Qˆλ〉 needs to be
damped by a suitable function to replicate a hypothetical calculation over infinite time.
Undamped, the strength function will contain many small, spurious peaks. Damping the
moment function will smooth this out and a suitable damping function to use is the half
Gaussian
g(t) = exp
− t2(
T
2
)2
 ,
for total calculation time T = 15 zs. This was multiplied to 〈Qˆλ〉 in the expression for
Qλ(E) in equation (3.3.10).
As these are single nucleus calculations, it does not matter whether the Skyrme energy
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density functional (EDF) parametrisation has a centre of mass correction. In the following
chapter where the roles of vibrations in reactions are explored, the same parametrisa-
tion between reactions and vibrations calculations should be used for consistency. In
this chapter, mostly the SLy4d parametrisation [101] is used and presented although
calculations with SLy4 [38] and UNEDF1 [104] were also done for comparison.
Surface pairing is included in the ground state at the BCS level. The form of the
pairing function is detailed in section 2.4 and for the time-dependent calculation, the
frozen occupation approximation [55, 164] was used.
3.4.2 Moment and strength functions
Octupole and quadrupole moments, using the operators Qˆλ in equations (3.4.2) and
(3.4.1) respectively, were calculated for the 40−54Ca and 124−136Sn isotopes. Examples
of 〈Qˆλ〉(t) are presented in Fig. 3.1 for 40Ca and 124Sn. These moment functions are a
coherent superposition of many octupole (3−) or quadrupole (2+) states.
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Fig. 3.1.: Left: octupole moment functions and right: quadrupole moment functions for 40Ca
(top panels) and 124Sn (bottom panels). Both original (black) and damped (red)
functions are shown. All calculations were done with the SLy4d [101] parametrisation
of the Skyrme energy density functional.
Both 40Ca and 132Sn have moment functions that are a jagged, sinusoidal type function.
This is most clearly seen for the octupole moment of 40Ca. Coarsely, its looks as
though the main oscillation in this function is associated with one frequency. When the
corresponding strength function for 40Ca is resolved into energy (related to frequency,
E = ~ωλ), presented in Fig. 3.2 (top left panel for 40Ca), the resulting function is mostly
zero but with sharp peaks at particular frequencies that occur in its quasi-sinusoidal
moment function, 〈Qˆ3〉.
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Fig. 3.2.: Octupole strength functions for 40−54Ca.
The octupole strength functions for all other calcium isotopes are also included in
Fig. 3.2. Along the chain of calciums, there is a strong peak between approximately 3–5
MeV. An intensive peak is associated with collective nature and the one with the lowest
energy is interpreted as the first excited 3−1 state. There is a second peak for 40−50Ca at
approximately 10 MeV which increases in relative intensity with respect to the first peak
for 40−48Ca as the neutron number increases to 28, then decreases for 50Ca when N = 30.
For 52,54Ca (even with a change of scale) this peak is not pronounced and instead various
smaller peaks emerge over energies spread between 8–11 MeV. There is also a spread of
small peaks between 30–35 MeV consistent for every calcium isotope shown. These are
associated with the high energy octupole resonance [188]. This is in agreement with the
experimentally observed high energy octupole resonance for 40Ca in particular which was
found to have an excitation energy of approximately 110A−
1
3 [35].
The quadrupole strength functions for 40−54Ca isotopes are presented in Fig. 3.3.
There is a consistent strong peak at approximately 18 MeV which is associated with
the giant quadrupole resonance (GQR). There are no low-lying peaks for 40Ca but for
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Fig. 3.3.: Quadrupole strength functions for 40−54Ca.
42−48Ca there are peaks at approximately 4 MeV (stronger) and 8 MeV (weaker). As the
neutron number increases for these isotopes, both these peaks increase in strength. The
isotopes 50−54Ca have a more varied low energy spectrum with the appearance of several
peaks below 10 MeV.
Strength functions for octupole and quadrupole moments of 124−136Sn isotopes are
provided in Appendix C.
3.4.3 Excitation energy and transition strength
An excited state of a nucleus has an associated excitation energy and deformation
parameter which can be deduced from experimental measurements. These quantities can
also be extracted from strength functions produced from the TDHF vibration calculations.
It was already mentioned in the previous section that the first intensive peak in the
octupole strength functions for calcium isotopes (Fig. 3.2) is associated with the 3−1 state.
By contrast, the low-lying intensive peak at ∼4 MeV in the quadrupole strength functions
(Fig. 3.3) cannot in general be associated with the first 2+1 state. This is because for
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many even-even nuclei, 2+1 states have been observed experimentally at a lower energy,
typically less than 2 MeV. The exception to this is for magic nuclei, where nucleons have
to cross a magic shell gap. Because of this, the first collective peak seen for 48Ca in
Fig. 3.3 is the true first 2+1 state. Discussion on why the low-lying 2+1 states are not
reproduced by TDHF appear in the next section.
Using the strength functions, the excitation energy of the collective state is simply the
position (or the centroid of a gaussian fit) of the peak. The area under a peak, denoted
by |qν |2, can be used to calculate the deformation parameter [182]
βλ =
4pi|qν |
3ARλA
,
where RA is a radius parameter for the nucleus. For calculations of βλ, the radius
parameter was taken to be the HF ground state half saturation density radius of the
relevant nucleus.
The deformation parameter can be used to extract the transition probability from the
ground state to the excited state, ν, by [74]
B(Eλ) =
(
3βλZRλAe
4pi
)2
=
( |qν |Ze
A
)2
.
Furthermore, the collectivity of an excited state can be estimated using the Weisskopf
estimate for single particle transition strength from ground state [18],
B(Eλ)W =
(
1.20A1/3
)2λ
4pi
( 3
3 + λ
)2
e2fm2λ,
and taking the ratio B(Eλ)/B(Eλ)W . When this ratio is close to 1 the state is not
considered to be collective.
The systematic results of these quantities for 40−54Ca are presented in Tab. 3.1 for the
3−1 state and in Tab. 3.2 for the first 2+ state calculated by TDHF. For the 3−1 state,
the transition strength in Weisskopf units indicate that it is collective over all isotopes,
the least collective being in the 48Ca nucleus. By contrast, the 2+ state has much lower
ratios closer to 1, indicating that TDHF is not calculating this state to be very collective.
Experimental low-lying collective 2+1 states observed for many even-even nuclei at energies
below 2 MeV typically have B(E2)/B(E2)W several orders of magnitude higher.
Using different parametrisations of the Skyrme EDF will produce rather varied exci-
tation energy of the first collective peak. This can be seen in Fig. 3.4 on the left with
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A Ex(3−1 ) Ex(3−1 ) β3 β3 B(E3) B(E3)/B(E3)W
(Ca) MeV MeV (exp.) (exp.) (103 fm6e2) (W. u.)
40 3.44 3.74 0.224 0.30-0.41 2.76 29.0
42 4.14 3.45 0.195 0.26 2.37 22.6
44 4.68 3.31 0.165 0.23-0.26 1.89 16.4
46 5.14 3.61 0.141 0.16 1.52 12.1
48 5.52 4.51 0.109 0.17-0.25 1.00 7.31
50 4.63 – 0.168 – 2.47 16.6
52 3.48 – 0.221 – 4.44 27.6
54 2.92 – 0.226 – 4.89 28.2
Tab. 3.1.: Excitation energies, deformation parameters and transition strength for the 3−1 state
of 40−54Ca isotopes as calculated by TDHF using the SLy4d parametrisation. Experi-
mental values for Ex(3−1 ) and β3 are taken from Ref. [100].
A Ex(2+) Ex(2+1 ) β2 β2 B(E2) B(E2)/B(E2)W
(Ca) MeV MeV (exp.) (exp.) (fm4e2) (W. u.)
40 – 3.90 – 0.123 – –
42 4.51 1.53 0.043 0.247 8.23 1.01
44 4.29 1.16 0.058 0.253 16.1 1.86
46 4.07 1.35 0.069 0.153 24.3 2.64
48 3.83 3.83 0.078 0.106 33.2 3.39
50 2.06 – 0.047 – 12.3 1.19
52 2.29 – 0.061 – 21.3 1.95
54 1.08 – 0.041 – 9.97 0.86
Tab. 3.2.: Same as Tab. 3.1 but for the first 2+ state seen in 40−54Ca isotopes. Experimental
values for for Ex(2+1 ) and β2 are taken from Ref. [151].
the SLy4d (red circles), SLy4 (green triangles) and UNEDF1 (blue squares) parametri-
sations. The experimental values (crosses) for 40−48Ca are also shown for comparison.
Between the different parametrisations, the largest variation of Ex(3−1 ) for one nucleus is
approximately 1.2 MeV. The largest difference between an experimental and calculated
value is approximately 1.7 MeV. It is not the goal nor imperative for this study that
the calculations reproduce experimental data to high accuracy as the focus is on the
systematics of (low-lying) vibrational modes. However, results from TDHF are within
some reasonable agreement with experimental results, particularly for the 3−1 excitation
energy of the doubly magic nuclides 40,48Ca.
The comparison of calculations and experimental values of the deformation parameter
is shown in the right panel of Fig. 3.4. The results from TDHF calculations underestimate
the values deduced from experimental measurements (the vertical black lines indicate
the range of experimental values). Notwithstanding, the agreement between TDHF and
experiment is within reason.
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Fig. 3.4.: Comparison of the excitation energy (left) and deformation parameter (right) of
the 3−1 state from HF calculations with the SLy4d [101], SLy4 [38], UNEDF1 [104]
parametrisations. Experimental values [100] are also shown for comparison.
3.5 Single particle excitations
In the collective model for vibrations, wavefunctions describing vibrational modes of
nuclei are a quantum superposition of all possible single particle excitations and can be
represented (using second quantization) as
|ν〉 =
∑
fi
Afiaˆ
†(f)aˆ(i)|0〉, (3.5.1)
where |0〉 is the ground state, and Afi are complex-valued weights. The indices i and f
decribe all quantum numbers, for example n`jm, of a particular nucleon. The weights
cannot be determined from the TDHF approach to vibrations in a straightforward manner.
As such, discussions on contributions from single particle excitations to octupole and
quadrupole vibrations in 40−54Ca remain on a qualitative level. However, the single particle
excitations that are valid for a vibrational state can be deduced and are characteristic of
that mode.
Excited states of nuclei are often labelled as Jpi. For single phonon vibrations of
spherical nuclei, J denotes the units of angular momentum in the vibration, (which is
equal to λ in (3.2.7)), and the parity (pi = (−1)λ). Octupole (quadrupole) vibrations
from a single phonon are hence labelled as 3− (2+) states. Nuclides with these octupole
(quadrupole) vibrational states, described by wavefunctions of the form (3.5.1), must
comprise single particle excitations between shells of opposite (same) parity, exchanging
3 (2) units of angular momentum. The units of angular momentum exchanged from a
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nucleon excited from initial shell level ni`iji to final shell level nf `f jf lie in the range
|ji − ji| ≤ λ ≤ |jf + jf |, (3.5.2)
taking on integer values. This criterium, along with the parity of a single particle shell
(−1)`, determines which single particle excitations are valid for a particular type of
vibrational state.
In this section, first the HF calculations of the ground state shell configuration for
40−54Ca isotopes are presented. Then, single particle excitations possible for contributing
to octupole and quadrupole vibrational modes in these nuclides are discussed qualitatively.
3.5.1 Shell configuration
The single particle shell configuration of a nucleus is taken directly from static HF ground
state calculations. Each calcium isotope is calculated separately, but the schematic for
the neutron shell configuration for the 54Ca nucleus is shown in Fig. 3.5, and the levels
appear in the same order between all isotopes. Only bound levels are shown with the n`j
labelling included, as well as the magic gaps that are indicated by dashed lines and with
the total number of neutrons below the gap.
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Fig. 3.5.: The neutron shell configuration for calcium as taken from the calculation of 54Ca. The
fully shaded circles are completely occupied states for all isotopes, the partially shaded
circles shows the range from N = 20 to 34 and the open circles is the last bound
neutron shell as calculated by HF (with the SLy4d parametrisation). In the heaviest
isotopes there will be partial occupation in this shell.
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Fig. 3.6.: The energies of the proton (left) and neutron (right) shells for 40−54Ca. Open diamonds
indicate a level with even parity and solid diamonds are odd parity. Calculations were
done with the SLy4d parametrisation.
The proton shell ordering for calcium isotopes is the same as for the neutrons in Fig.
3.5 but the energies of the levels are different and the 1d3/2 shell is the last filled shell. A
break down of shell energies for all of 40−54Ca is presented in Fig. 3.6 for both protons
(left) and neutrons (right). It includes shells with zero occupation, for example any
proton shells above the 1d3/2 shell. The proton single particle energies are decreasing with
increasing neutron number. This is due to the increasing attraction with the increasing
number of neutrons.
In Fig. 3.6, all levels with even parity are shown by open diamond symbols and those
with odd parity are shown with solid diamonds. For octupole vibrations, single particle
excitations that contribute to the vibrational state should be of nucleons moving between
shells that are of opposite symbols (solid to open or vice versa) and that satisfy (3.5.2)
for λ = 3. For a quadrupole vibration, nucleons should move between shells represented
by the same diamond symbols and satisfying (3.5.2) for λ = 2.
Some of the levels included in Fig. 3.6 are unbound, such as the neutron 1g9/2 and 3s1/2
shells. Although single particle excitations to these levels contribute to the multipole
moment and strength function in TDHF calculations, they should not be included in
discussions on collective vibrations as the continuum is not treated properly in the TDHF
calculations appearing in this chapter. As such, excitations to unbound shells in such
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calculations can lead to a spurious nucleon gas [50, 52]. A small box size relative to the
nuclear radius, hard boundary conditions and the frozen approximation of BCS pairing
all contribute to this improper treatement.
Hard boundary conditions cause excitation spectra to be discretised and, if the cal-
culation box is small, may reflect emitted nucleons back to the original nucleus leading
to unphysical results in the response function [128, 153]. To improve this description,
absorbing boundary conditions are often used in place of hard boundary conditions.
Implementing this for responses in the linear regime has the same effect as substantially
increasing the box size with hard boundary conditions [146], the latter compromising in
computational time. Alternatively (or in addition), in the linear regime, the application
of the time damping function in generating response functions also mitigates the hard
boundary effects [153].
As for the HF ground state calculation on its own, imposing zero BCS occupation
numbers for unbound levels [50, 52] could also be done. Excitations to the continuum
are more significant for weakly bound nuclei or those that are near the dripline, that is,
nuclei with a Fermi energy very close to 0 MeV. This is likely to lead to the pairing cutoff
(see section 2.4 and subsection 2.5.4) above 0 MeV. In this chapter, this is only a concern
for the nucleus 54Ca. Extensions to the continuum with the BCS equations [159] with HF
calculations [108] are available. It is also recommended that the Hartree–Fock–Bogoliubov
(HFB) theory should be applied to nuclei near the dripline.
3.5.2 Octupole vibrations
Low-lying octupole vibrations for calcium isotopes are expected to be collective from
experimental results and also in the TDHF calculations by the B(E3)/B(E3)W ratios in
Tab. 3.1. Single particle excitations that are valid for single phonon octupole vibrations
are presented in Tab. 3.3. Initial and final shells are arranged into columns and an arrow
from an initial to a final shell indicates that this excitation satisfies the conditions of
angular momentum coupling and parity change. There may be more than one possibility
of a final shell for nucleons in a particular initial shell and vice versa.
Proton excitations are the same for all 40−54Ca isotopes and are indicated on the
diagram, there are fewer of these possibilities than for neutrons simply because there are
fewer protons than neutrons in 42−54Ca. As calcium is magic in proton number, proton
shells can be considered in a good approximation as either fully occupied or completely
vacant. The protons fully occupy up to the 1d3/2 shell so only proton excitations from
the sd shells to the fp shells are considered. Higher odd parity shells than these fp shells
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1f7/2
2p3/2
1f5/2
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1f7/2
2p3/2
2p1/2
1f5/2
3s1/2
1g9/2
Initial shell Final shell
[40−46Ca]
[40−50,(54)aCa]
[40−52,(54)bCa]
[40−54Ca][42−54Ca]
[50−54Ca]
[(50)c,54Ca]
Possible
neutron
excitations
Tab. 3.3.: Possible single particle excitations for the 3− state in calcium isotopes. a 54Ca has
97% occupation in the final 2p3/2 shell. b 54Ca has 61.3% occupation in the final
2p1/2 shell. c 50Ca has 1% occupation in the 1f5/2 shell.
are unbound, requiring large excitation energies of more than 20 MeV.
In most of the HF ground states for 40−54Ca, there are partially filled neutron shells
near the Fermi energy. The only nucleus that was not magic in neutron number but did
have complete occupation in the highest shell level was 52Ca, with no partial occupations
for shells at or above 2p3/2. The nuclides for which the neutron excitations shown in Tab.
3.3 are valid for are indicated in square brackets to the right of the final shell column
(where the occupation is relevant in the final shell) or to the left of the initial shell column
if there is partial occupation in these levels. For example, neutrons in any of the sd shells
exciting to the 1f7/2 shell can only happen for 40−46Ca since 48−54Ca has full occupation
in this shell. Neutron shells with less than 1% occupation in the initial shell or more than
99% occupation in the final shell have not been considered as possible excitations and
are therefore not included in the diagram.
Considering the single particle excitations in Tab. 3.3, an example wavefunction for
the 3−1 state for 40Ca could be written as (using (3.5.1))
|3−1 〉 =
[
A1aˆ
†(1f7/2)piaˆ(1d3/2)pi +A2aˆ†(1f7/2)ν aˆ(1d3/2)ν
+A3aˆ†(1f7/2)piaˆ(2s1/2)pi +A4aˆ†(1f7/2)ν aˆ(2s1/2)ν + ...
]
|0〉 (3.5.3)
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where Afi are now just written as Ak, k = 1, 2, ... for simplicity. The wavefunction can
be written similarly for all other calcium isotopes however the weights would be different
and the excitations attached to them would change as well, according to which ones are
possible or appear in Tab. 3.3 for each isotope.
The corresponding excitation energies to the possibilities shown in Tab. 3.3 are seen in
Fig. 3.7. Included in Fig. 3.7 are the excitation energies of the 3−1 state (crosses) and
of the peak at ∼10 MeV (plus signs) appearing in Fig. 3.2. From this plot, it can be
surmised that the 3− states are calculated as mixed states by TDHF. This is because
none of the single particle excitation energies are very close to the energy of the first and
second collective 3− peaks due to the residual interaction.
The relative strengths of the 3− peaks from Fig. 3.2 can be attributed to occupation of
relevant proton or neutron shells. The decrease in strength of the 3−1 peak of the 40−48Ca
isotopes is interpreted by the increasing neutron number of the calciums leaving fewer
vacancies in the 1f7/2 shell as N increases from 20 to 26, and completely occupied when
N = 28. When N = 30, there are more possibilities for neutron excitations (although to
the unbound levels) from 1f5/2 to 3s1/2 or 1g9/2 and also from 2p3/2 to 1g9/2.
Conversely, there is an increase in relative strength of the 3− peak at 10 MeV for the
40−48Ca isotopes. This can also be interpreted by increasing neutrons available in the
1f7/2 shell that can be excited to the unbound shells.
3.5.3 Quadrupole vibrations
Many of the same arguments as for the octupole vibrations can be used for quadrupole
vibrations, but altered to a non-changing parity between single particle shells with an
exchange of 2 units of angular momentum. The possible single particle excitations
corresponding to quadrupole vibrations are presented in Tab. 3.4 which is to be read
in the same way as for Tab. 3.3. Angular momentum recoupling with the same shell
(for example aˆ†(1f7/2)ν aˆ(1f7/2)ν) is not shown as it is not present in TDHF calculations.
The labelled arrows with nuclei in square brackets indicate which nuclei that particular
excitation is possible for and unlabelled arrows are possible for all 40−54Ca isotopes. Note
there are fewer possibilities for single particle excitations as compared to the octupole
vibrations, at least up to the 1g9/2 shell. The corresponding plots for energies are seen in
Fig. 3.8.
Unlike for octupole vibrations, the TDHF calculations for B(E2)/B(E2)W indicated
that the first observed 2+ peak seen in Fig. 3.3 for 40−54Ca is non-collective. As 40Ca
is magic in both Z and N the excitations for both protons and neutrons must cross a
54 Chapter 3 Vibrations
1d5/2
1d3/2
1f7/2
2p3/2
2p1/2
Possible proton
excitations
3s1/2
1g9/2
2p3/2
2p1/2
1f5/2
Initial shell Final shell
Possible neutron
excitations
[42−50Ca]
[ 42−54Ca]
[50,52,(54)∗Ca]
[ 50−54Ca]
[50,54Ca]
Tab. 3.4.: Possible single particle excitations for the 2+ state in Ca isotopes. ∗54Ca has only
61.3% occupation in the final 2p1/2 shell.
magic gap requiring larger excitation energies so there is no low-lying 2+ peak at all in its
strength function. The experimental low-lying 2+1 state (at energies less than 2 MeV) is a
highly collective state and is not reproduced by the TDHF calculations as it essentially
corresponds to angular momentum coupling within the same shell.
In Fig. 3.8, the energies of the “first” 2+ state (labelled as 2+low, crosses), the peak
occurring at ∼8 MeV (pluses), and the GQR peak (asterisks) are included amongst those
from the single particle excitations listed in Tab. 3.4. The energies of the two low-lying
peaks seen in Fig. 3.3 are very close to specific neutron single particle excitation energies,
compatible with the predicted non-collectivity from the reduced transition probabilities.
The energy of the low 2+ peak seen is close to the energy of the neutron excitation
from 1f7/2 to 2p3/2 for 42−50Ca and the energies of neutron excitations from 2p3/2 to
2p1/2, 2p1/2 to 1f5/2 and 2p3/2 to 1f5/2 in 50−54Ca. For the peak occurring at ∼8 MeV
appearing for 42−54Ca, its energy is close to that of the 1f7/2 to 1f5/2 neutron excitation.
Unusually, the energy of the GQR peak is also close to the energy from the neutron
excitation energy from 1d3/2 to 3s1/2 shell, but as this state is indeed collective it should
be a coherent superposition of all possible quadrupole excitations.
In terms of relative peak strengths in Fig. 3.3, the low 2+ peak increases in strength
from 40−48Ca from the additions of neutrons to excite from the 1f7/2 shell. Similarly, the
∼8 MeV peak increases in strength up to 48Ca then remains almost constant after, where
the 1f7/2 has reached its full capacity to eight neutrons.
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The magic number of protons leads to excitations requiring high energies of more than
15 MeV. This is because the next shell with the same parity as the last occupied (1d3/2)
is above the fp shells altogether. For neutrons, as they fill the fp shells from N = 22
and upwards, there are more possibilities for excitations of neutrons within this entire
group of shells, hence the opening of more possibilities shown in both Tab. 3.4 and Fig.
3.8. With these extra possibilities for neutron excitations, the corresponding low-lying
peak in Fig. 3.3 for these three nuclei is not stronger but instead splits into two (50,52Ca)
or three (54Ca) peaks below 5 MeV.
The goal of this chapter was to focus on low-lying vibrational modes, which affect fusion
reactions. It is clear that the collective 2+1 states are not calculated properly by TDHF,
which directly translates to an improper treatment of 2+1 states in reaction calculations.
Although the consistency of how low-lying 2+ states are considered by TDHF is there
between vibrations and reactions calculations, it means that the effect of the 2+1 state
on fusion reactions cannot be studied well with this approach, except with some doubly
magic nuclei.
As collectivity of vibrations in TDHF arises from the residual interaction, one method
to confirm whether the 2+ states really are non-collective would be to remove the
residual interaction by freezing the initial mean field [2, 176] in the TDHF calculation and
comparing the response to the unfrozen TDHF calculation. If the same vibrational spectra
(as in Fig. 3.3) results from this modification, then the 2+ states seen are definitely not
collective. Low-lying 2+ states in spherical nuclei can be reproduced to better agreement
with experimental results in quasiparticle-RPA (QRPA) calculations [78, 203] which is
the linearised version of TDHFB. It may also be that beyond mean field descriptions, for
example the second RPA approach [1, 201, 234], are necessary to describe the 2+1 state
for more exotic nuclei.
3.6 Summary
In this chapter, vibrations were studied using linear response theory in the TDHF
framework. The focus of the study was on single phonon octupole and quadrupole
vibrations in 40−54Ca isotopes. The low-lying octupole vibration was calculated as a
collective state by TDHF. The resulting excitation energies and deformation parameters
found from the strength function for the 3−1 state are within reasonable agreement with
experimental values for the isotopes they are known for. For quadrupole vibrations,
TDHF calculations do not reproduce excitation energy nor the deformation parameter of
56 Chapter 3 Vibrations
the collective 2+1 state observed experimentally in many even-even nuclei. The lowest 2+
states in most nuclei that were calculated by TDHF were not found to be very collective
in their nature.
To explain the nature of the peaks seen in the strength functions, single particle
excitations with energies corresponding to the HF ground state shell levels were considered.
The comparison of the single particle excitation energies to the octupole vibrations
excitation energies was compatible with the collectivity of the 3− states. The low-lying 2+
states had excitation energies that were very close to specific single particle excitations,
further suggesting their non-collective nature.
A better description of these 2+ states is necessary for further studies of low-lying
quadrupole vibrations, as well as their effects on fusion reactions, and may require beyond
mean field approaches. Other future work in this area could also include calculating
vibrational spectra of protons or neutrons separately. This could help decompose the
strength functions and resulting vibrational modes seen from the excitation of the whole
nucleus.
The unbound states in the HF ground state should also be dealt with properly by
incorporating pairing modifications to the continuum either through modifications of the
BCS approximation by setting occupation numbers of unbound states to zero [50, 52] or
by using the HFB theory for exotic nuclei. Alternatively, using more suitable boundary
conditions [128, 153] for the time-dependent calculations could also improve the description
of excitations to unbound levels.
Additionally, to only concentrate on low-lying vibrations of excitation energies up to
about 10 MeV, using an appropriate time filtering function in the linear response theory
that removes the contribution from the giant resonances could also be done [184].
3.6 Summary 57
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
M
ass of Ca
Excitation energy (MeV)
Protons
40
42
44
46
48
50
52
54
0 5 10 15 20
ll
1d3/2 to 1f7/2
2s1/2 to 1f7/2
1d5/2 to 1f7/2
1d3/2 to 1p3/2
1d5/2 to 2p3/2
1d5/2 to 2p1/2
1d3/2 to 1f5/2
2s1/2 to 1f5/2
1d5/2 to 1f5/2
E
x
 
 3
1 −
 (coll.)
E
x
 
 3
10M
eV
−
l
l
l
l
l
l
l
l
l
l
l
l
l
l
M
ass of Ca
Excitation energy (MeV)
N
eutrons
40
42
44
46
48
50
52
54
0 5 10 15 20
lll
1d3/2 to 1f7/2
2s1/2 to 1f7/2
1d5/2 to 1f7/2
1d3/2 to 2p3/2
1d5/2 to 2p3/2
1d5/2 to 2p1/2
1d3/2 to 1f5/2
2s1/2 to 1f5/2
1d5/2 to 1f5/2
1f7/2 to 3s1/2
1f5/2 to 3s1/2
1f7/2 to 1g9/2
2p3/2 to 1g9/2
1f5/2 to 1g9/2
E
x
 
 3
1 −
 (coll.)
E
x
 
 3
10M
eV
−
Fig.3.7.:
E
nergies
of
proton
(left)
and
neutron
(right)
single
particle
excitations
for
calcium
octupole
vibrations.
58 Chapter 3 Vibrations
ll
l
l
M
as
s 
of
 C
a
Excitation energy (MeV)
Pr
ot
on
s
40
42
44
46
48
50
52
54
0510152025
l
1d
3/
2 
to
 3
s1
/2
1d
5/
2 
to
 3
s1
/2
1d
5/
2 
to
 1
g9
/2
E x
 
 
2 l
o
w
+
E x
 
 
2 8
M
eV
+
E x
 
 
G
QR
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
M
as
s 
of
 C
a
Excitation energy (MeV)
N
eu
tro
ns
40
42
44
46
48
50
52
54
0510152025
l l
1d
3/
2 
to
 3
s1
/2
1d
5/
2 
to
 3
s1
/2
1d
5/
2 
to
 1
g9
/2
1f
7/
2 
to
 2
p3
/2
2p
3/
2 
to
 2
p1
/2
1f
7/
2 
to
 1
f5
/2
2p
3/
2 
to
 1
f5
/2
2p
1/
2 
to
 1
f5
/2
E x
 
 
2 l
o
w
+
E x
 
 
2 8
M
eV
+
E x
 
 
G
QR
Fi
g.
3.
8.
:
E
ne
rg
ie
s
of
pr
ot
on
(l
ef
t)
an
d
ne
ut
ro
n
(r
ig
ht
)
si
ng
le
pa
rt
ic
le
ex
ci
ta
ti
on
s
fo
r
ca
lc
iu
m
qu
ad
ru
po
le
vi
br
at
io
ns
.
3.6 Summary 59

4Fusion reactions
4.1 Overview
In this chapter the Hartree–Fock (HF) method is applied to fusion reactions to follow
on the previous chapter that applied HF to single nucleus evolutions. Many fusion
reactions across various mass regions of the nuclear chart have been experimentally
studied, particularly for reactions with stable beams and targets but also more recently
for reactions with unstable nuclei. Conventionally, theoretical modelling of such fusion
reactions has been done with the coupled channels approach (CC). However, many well
studied reactions with stable beams are still not fully understood, such as the doubly
magic system 16O+208Pb [45, 121, 235].
The goal of this chapter is to investigate what a microscopic approach can offer to
understanding fusion reactions. The coupled-channels approach requires a prior knowledge
of the projectile and target structure and also some assumption about their interaction
potential. Microscopic methods, such as HF, self-consistently predict all of this. This is
particularly important for reactions involving nuclei far from the valley of beta stability
to see if reaction processes change for exotic nuclei.
In studying fusion reactions with the HF method, the main quantity used to compare
different systems is the fusion barrier energy. How to obtain this and other relevant
quantities is explained in the appropriate sections in this chapter. The barrier energy is a
characteristic quantity of a fusion reaction. In a classical single barrier picture, the barrier
energy (or height) defines whether or not fusion can occur. Below the barrier energy,
quantum mechanical tunnelling can happen. It is now known that fusion dictated by a
single barrier energy is an oversimplification and does not explain measured fusion cross
sections. It has been shown that the single barrier is effectively replaced by a distribution
of barriers, which results from coupling effects. An experimental barrier distribution can
be extracted from measured fusion cross sections [46, 155].
Material presented in this chapter concentrates on the energy region at and just above
or below the barrier energy. The reason for this is that these energies are where dynamical
processes such as vibrations and transfer are likely to have the largest influence on
fusion. Far below the barrier, the nuclei do not reach close enough to interact and have
the possibility of internal excitations. Far above the barrier, fusion cross sections are
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insensitive to the specifics of couplings. Other processes that can occur in this energy
region, for example particle emission, are explored in the next chapter.
To study fusion reactions using HF in a systematic way, considered first are the static
properties of the individual nuclei and the effect of these on fusion and the barrier energy.
To isolate static effects, the frozen HF method is used. Static properties that are expected
to influence fusion reactions at near barrier energies are neutron skin effects [61] and
deformation [110, 195, 231] and are discussed first. Then, dynamic effects are introduced
using the time-dependent HF (TDHF) method.
4.2 Static picture of fusion
Studies of fusion reactions can begin with the simplest picture by forcibly restricting the
nuclei to have no internal freedoms, removing the possibility of internal excitations and
other dynamical processes known to play a role in fusion. During a collision, excitations
that can occur are due to the Coulomb interaction and, when separation distances between
the nuclei are close enough, via the nuclear potential. These internal excitations release
the nuclei from their ground state.
The following sections present calculations based on the frozen Hartree–Fock technique,
outlined in subsection 2.5.1, whereby the nuclei are frozen in their initial ground state
and are brought close together by reducing their separation distance.
The systems appearing in this chapter are:
I. 40−54Ca+116Sn,
II. 36−58Ca+132Sn,
III. 40Ca+124−136Sn.
These chains were chosen because they are of mid-mass range, calcium and tin both are
magic in proton number so the effect of additional neutrons in fusion reactions can be
explored, and two of the chains (groups I and III) start with stable isotopes and move
towards reactions involving nuclei approaching the neutron dripline. Experiments in this
mass region including some of the ones in the chains exist already, such as 40Ca+124Sn
[102, 168] and 48Ca+132Sn [102].
4.2.1 Nucleus-nucleus potential from phenomenology
As two nuclei approach each other they undergo repulsion from the long range Coulomb
potential and attraction from the short ranged nuclear force. The general form of the
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Fig. 4.1.: A nucleus-nucleus potential for the system 16O+208Pb and its components. The total
potential (solid line) is shown for four different values of `.
one dimensional nucleus-nucleus potential, as a function of separation distance r, can be
written as
V (r) = VN (r) + VC(r) + V`(r)
= VN (r) +
Z1Z2e2
r
+ `(`+ 1)~
2
2µr2 . (4.2.1)
The exact form of the Coulomb potential (VC) and the centrifugal potental (V`) is known
but remains unknown for the nuclear potential (VN ). A popular form used for the nuclear
potential is the Woods–Saxon (WS) potential [233]
VN (r) =
−V0
1 + exp
(
r−R0
a
) , (4.2.2)
which has three parameters V0, R0 and a. An example of a total nucleus-nucleus potential
for ` = 0~ (black) for the system 16O+208Pb is shown in Fig. 4.1 using the Akyüz–Winther
(AW) potential fit [31] for the WS parameters, V0 = 59.22 MeV, R0 = 10.15 fm and
a = 0.63 fm (see Appendix D for more details on this fit). The Coulomb (blue, long
dashed) and WS nuclear (orange, dashed) components are also shown in Fig. 4.1. The
total potential for different values of ` are also shown by the solid coloured lines. As `
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increases, the “pocket” left of the peak of V (r) (at around r = 9 fm in this case) becomes
shallower and eventually disappears for a high enough value of `. In this case ` = 80~ is
sufficient for this to occur.
4.2.2 Nucleus-nucleus potential from Hartree–Fock
The HF method to calculate the bare nucleus-nucleus potential is outlined in subsection
2.5.1. It was mentioned that
• The Coulomb contribution is not taken as a point Coulomb potential as done for
the VC term in equation (4.2.1), rather it is calculated from the Coulomb field of
the two nuclei which has a direct and exchange term (calculated with the Slater
approximation [64, 70]),
• The nuclear contribution is an integral over the energy density functional, (dependent
on the two densities of the nuclei) which is taken to be the Skyrme EDF,
• The potential is always calculated as a function of r, the vector between the centre
of masses of the two nuclei. By construction, the HF nucleus-nucleus potential is
independent of angular momentum and has no centrifugal potential contribution.
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Fig. 4.2.: Left: Total nucleus-nucleus potentials (solid lines) for 40Ca+116Sn calculated with
frozen HF, WS and AW potentials. The Coulomb potential (long-dashed) and the
nuclear potentials (short-dashed) are also shown. Right: a zoom in of the barrier
region.
An example of the total nucleus-nucleus potential (solid lines) for the system 40Ca+116Sn
is given in Fig. 4.2, for frozen HF with two Skyrme parametrisations (blue and red), WS
with AW fits (black), and the AW form for the nuclear contribution to the potential [31]
(purple). The form for the AW nuclear potential is in Appendix D. On the left is the
decomposition of the total potential into the Coulomb potential (long dashed) and the
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Fig. 4.3.: Barrier region of AW potential for 40Ca+116Sn with two different AW radius parameters
for 40Ca. The difference in VB is 3.0 MeV and the difference in RB is 0.3 fm.
various nuclear potentials for the different forms (dashed). The Coulomb contribution
is taken from the frozen HF calculation, the difference between this and the Coulomb
potential from point charges is smaller than the width of the line for the range of energy
shown in the graph. The right panel is a zoom in of the left panel of the barrier region.
The horizontal dotted lines at the turning point show the different barrier energies, VB,
(or interchangeably fusion barrier, barrier height) and the vertical dashed lines are the
corresponding barrier radii, RB. All three models, although different in approach, agree
quite well in VB, within 2 MeV and for RB, within 0.3 fm.
The barrier position and energy is sensitive to small changes to basic nuclear structure
properties, for example the radius of the interacting nuclei. If the radius of one of the
nuclei is artificially increased by changing the radius parameter (Ri in Appendix D) in the
AW potential, the barrier energy will reduce correspondingly since the nuclear potential
will extend to larger distances. This effect is illustrated in Fig. 4.3.
The frozen HF, WS and AW potentials have different inner parts of the potential shape
which is where the nuclear force starts playing a part in fusion, and in each case the
nuclear force is treated differently. It is worth mentioning that the frozen HF potential in
this thesis does not include Pauli blocking effects between nucleons of colliding nuclei.
This effect has only been included recently in Ref. [186] with the density constrained
frozen HF method. It mostly affects the inner part of the nucleus-nucleus potential,
leading to a “Pauli repulsion”. With the addition of Pauli repulsion the width of the peak
region is increased significantly, which affects tunnelling. The main focus of this work is
just around the barrier energy and not concerning the inner part of the nucleus-nucleus
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potential. For 16O+208Pb, the barrier energy increases by almost 3 MeV. This amount is
smaller (less than 1 MeV) for Ca+Ca systems. For systems with Ca+Sn, Pauli repulsion
could then also affect the barrier energy. However, the main interest in this chapter is in
the evolution of the barrier energy when going towards exotic systems. It is assumed that
the impact of the Pauli repulsion does not affect the evolution with the neutron numbers
of one nucleus, but only leads to a systematic shift of the barrier energies.
Systematic studies are a useful way of studying nuclear structure effects on barrier
energies. Experimental data often exists with stable isotopes which can then be used to
test the approach. In moving towards nuclei that are not well studied, namely ones that
approach the neutron dripline, the predictive powers of HF methods can then be utilised.
4.2.3 Barrier energies
To study the systematics of fusion barriers, all groups I. 40−54Ca+116Sn , II. 36−58Ca+132Sn
and III. 40Ca+124−136Sn will be considered. The systems in group II have the widest span
of Ca isotopes on the heavier 132Sn isotope (compared to group I). This group includes
exotic nuclei colliding with exotic nuclei for which experimental measurements are not
likely. Studies were then refined to group I with the stable 116Sn so the progression of
calcium isotopes moving from stable to exotic is more evident. Ca isotopes in this group
were restricted to A = 40 to 54. Structure information about some of these isotopes is
experimentally available. The chain of isotopes in group I still moves from stable calcium
nuclei right through to neutron rich isotopes for which reactions experiments are not
yet feasible. Group III contains the “inverse reactions” 40Ca+124−136Sn where only the
124Sn isotope in the chain is stable. In each of the three chains, only even isotopes are
considered in the following chapters, using the assumption of time reversal symmetry of
the HF wavefunctions (more explanation on this in subsection 2.5.1).
For the systems in groups I, II and III, the Figs. 4.4 and 4.5 show the frozen HF barrier
energy versus mass of the member of the chain in question. In each of the three groups,
a general reduction of the barrier energy is observed with increasing mass. Also plotted
alongside frozen HF barriers are the AW barriers as a comparison to a phenomenological
model. The reduction for the frozen HF calculations is not a constant linear reduction,
unlike for the phenomenological AW potential which bases the nuclear radii on just their
mass number and does not account for quantum shell effects. In the systems with a
calcium chain, there is a kink seen at 48Ca. In the group III systems, there is a kink at
132Sn. Frozen HF and other phenomenological barriers for a chain of isotones on a 208Pb
target is presented in Appendix E.1. Likewise, a kink appears in the frozen HF barriers
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but not for any of the barriers calculated with phenomenological models.
The change of gradient in barrier energies seen from the frozen HF results is an
interesting feature which is explored in the next section through the shell structure of
the isotopes.
4.2.4 Effect of ground state properties on barriers
The goal of this subsection is to explain trends seen in the frozen barrier energies for all
groups of systems. For the static reactions in the previous section, all the nuclei remained
in their ground state. The only properties of the nuclei that should be considered are
those arising from ground states. It has already been established that in any model for
the nucleus-nucleus potential, the size of the nucleus relates to the barrier radius and
consequently the barrier energy, as shown in Fig. 4.3. Discussions will therefore start
with nuclear radii. Then, consideration about what actually contributes to the nuclear
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radius will ensue, for which the single particle shell structure will be explored.
All nuclei involved have at least one magic number and are to a good approximation
spherical in their ground state. Deformation is not apparent in these calculations and is
irrelevant in the following discussions.
Radii
In Fig. 4.3 it was shown how sensitive the phenomenological AW potential is to an
artificial increase of the radius of just one nucleus. It is worth checking how the radius
varies along an isotopic chain from the HF ground states. Before proceeding with any of
this, a clear definition of the size of a nucleus, a quantum mechanical object with no clear
boundary to its shape, is required. There are a few ways that a radius of a nucleus can
be defined. One way is to characterise it by the root-mean-square (rms) radius. Both the
proton and neutron rms radii can be found from
rrmsp,n =
(∫
ρp,n(r)r2d3r
) 1
2
, (4.2.3)
where ρp,n is the proton or neutron density.
The HF rms radius is plotted in Fig. 4.6 for the calcium isotopes (left) and tin isotopes
(right). As the mass increases for both the calcium and tin isotopes, it is no surprise
that the neutron rms radius increases. The increase in proton radius, though the proton
number remains constant, accounts for the increasing symmetry energy. If there was no N
and Z symmetry preference in a nucleus then the addition of neutrons would essentially
leave the proton configuration unchanged since the Coulomb energy remains the same.
The effect of increasing symmetry energy is more obviously seen through the calcium
chain which starts with the symmetric 40Ca nucleus (in N and Z) and ends with a the
very neutron rich 58Ca. As tin isotopes have more protons, more neutrons are required for
stable isotopes to balance the Coulomb repulsion. The change in proportion of neutrons
to protons between 124Sn and 136Sn isotopes is smaller than between the 40Ca and 58Ca
isotopes.
Also included in Fig. 4.6 are the experimental charge rms radii for 40−50Ca [220, 230]
and 124−132Sn [17, 204]. These values are relatively close to the calculated proton radii,
especially for the doubly magic nuclei 48Ca and 132Sn. The deviations are larger for
mid-shell nuclei due to correlations not accounted for at the mean field level [36].
Even though the proton rms radius is indeed changing, the neutron radius is larger in
magnitude, increases more rapidly and is the more significant contributor to the nuclear
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isotopes (right). Experimental rms charge radii are included for comparison for 40−50Ca
[220, 230] and 124−132Sn [17, 204] isotopes.
radius as a whole (with the exception for 36−40Ca). Furthermore, the neutron rms radius
grows more rapidly after 48Ca in the calcium chain and 132Sn in the tin chain. The fact
that these are both magic nuclei is not a coincidence, but nor should it be assumed that
this particular trend only occurs at magic nuclei. For example, in the calcium chain (Fig.
4.6 (left)), there is no change in gradient of the neutron rms radius at 40Ca but there is
around the non-neutron magic 54Ca. However, these kinks in the neutron rms radius at
48Ca and 132Sn match where there are kinks in the fusion barrier energies in Figs. 4.4
and 4.5.
To relate this definition of nuclear size to the increased barrier reduction seen in Figs.
4.4 and 4.5, consider simply the separation distance at which the nuclei experience the
greatest potential, the barrier radius. When a nucleus increases in size, the barrier radius
increases thereby lowering the Coulomb contribution to the nucleus-nucleus potential. It
follows that along a chain of nuclei that increase more rapidly in size, the fusion barrier
will decrease more rapidly.
The rms radius behaviour and development of a neutron skin fits well with the fusion
barrier behaviour, but this alone is not satisfactory. The rms radius is a bulk property
from the microscopic HF method which affords the luxury of exploring nuclear properties
at a microscopic level. The nuclear rms radius is dependent on the radial part of the
wavefunction for the entire nucleus, which comprises the wavefunctions for each nucleon.
Examination into the single particle structure and configuration is now necessary.
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Fig. 4.7.: Neutron single particle shell configuration for calcium isotopes (calculated using the
SLy4d parametrisation). Closed circles indicate the lowest energy configuration for
N neutrons, open circles are shown on levels with partially occupied states. States
appearing at energies above 0 MeV are omitted.
Single particle shell levels
The HF shell levels and energies provides insight into the internal microscopic structure
of each nucleus in their ground state. The focus will be on neutrons following from the
results seen from the neutron rms radii. The single particle neutron configuration for
36−58Ca is shown in Fig. 4.7 and that for 124−136Sn in Fig. 4.8. Some levels near the
Fermi surface, shown in Figs. 4.7 and 4.8, are partially occupied (open circles) due to
pairing interactions between neutrons in non-magic nuclei which accounts for noninteger
occupation numbers of the outermost shells. For this reason, there are more states shown
than required for the number of neutrons in many of the isotopes, if all levels were fully
occupied.
Where the magic numbers occur, the energy gaps between the levels are at least 5
MeV. For example, in Fig. 4.7 between 48Ca and 50Ca (magic number 28 for neutrons
moving to 30 neutrons) the neutrons have filled up the 1f7/2 shell and start to fill the
2p3/2 shell; the energy gap between these two shells is approximately 5 MeV. While the
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Fig. 4.8.: Same as for Fig. 4.7 but for 124−136Sn isotopes. The neutron shells preceding the
1f5/2 shell are omitted.
focus naturally is on the least bound shells as these nucleons are likely to interact with
the target first, the particles in the inner shells should not be completely ignored in
discussions.
In Fig. 4.4 on the right there are two kinks at A = 48 and 54. For 40−48Ca this
corresponds to the filling of the 1f7/2 neutron shell in calcium. Between 48−54Ca this
corresponds to the filling of both 2p shells and for 56,58Ca this is the filling of 1f5/2 shell.
The filling of the 1f7/2 and 1f5/2 shells produce a similar gradient in barrier energies,
which could be attributed to the two shells having the same angular momentum. The
filling of the 2p shells produce a steeper gradient, owing to the additional node in the
wavefunctions of neutrons lying in the 2p shells.
Single particle radial wavefunctions
To verify that the neutrons in the outermost shells do have radial wavefunctions that
extend further than those of the more bound shells, the single particle radial wavefunctions
for neutrons in these shells are calculated, using the dens code in NuShellX@MSU [32].
These are shell model calculations of ground states using the Hartree–Fock potential with
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Fig. 4.9.: Probability density of single particle neutron radial wavefunctions (top panels) and
multiplied by r2 (bottom panels) for the least bound neutron in 48,50,54,56Ca (left) and
132,134Sn (right).
Sly4d parametrisation of the Skyrme interaction however with no BCS pairing functional
included. It has been checked that the shell level energies agree well with the original
ev8 calculations of the calcium and tin ground states seen in Fig. 4.7 and 4.8.
Shown in Fig. 4.9 are the the single particle wavefunction density functions (top panels)
and the density functions multiplied with the square of the radial distance r2 (bottom
panels) for some neutron single particle shells in calcium and tin isotopes. On the left
panels in Fig. 4.9, the wavefunctions shown are of the least bound neutrons in the isotopes
48,50,54,46Ca, corresponding to the 1f7/2, 2p3/2, 2p1,2 and 1f5/2 shells respectively. The
1s1/2 shell wavefunction is included as a reference. On the right panels are the neutron
wavefunctions for 132,134Sn corresponding to the 1h11/2 and 2f7/2 shells respectively.
These isotopes are shown because the rms neutron radius for the chain of calciums and
tins in Fig. 4.6 shows kinks at 48,54Ca and at 132Sn. The bottom panels of Fig. 4.9 is
included as a more direct comparison to the expression for rms radius (4.2.3) and also to
magnify difference between the wavefunctions at their tail or at larger distances.
First, comparing the least bound neutrons of 48,50Ca, it can be seen that the probability
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density of 2p3/2 radial wavefunction in 50Ca (green, dotted line) is higher than that of the
48Ca 1f7/2 radial wavefunction (brown, dashed) at larger distances. This is because of
the extra node in the 2p shells. Similarly, comparing the least bound neutrons of 54,56Ca,
it is the probability density of the 2p1/2 radial wavefunction in 54Ca (pink, dot-dashed)
that exceeds that of the 1f5/2 wavefunction in 56Ca (blue, dot-dot-dashed), the former
having an extra node. For the tin isotopes, it is also the case that the probability density
of the 2f7/2 radial wavefunction (light blue, dotted) which has two nodes is larger than
that of the 1h11/2 (orange, dashed) at larger distances.
The behaviour of the neutron single particle wavefunctions for these calcium isotopes
is consistent to the occurrence of the kinks of the rms radii seen in Fig. 4.6.
The single particle wavefunctions sheds more light on the internal (static) structure of
the chain of nuclides than just considering the shell level energies. They factor into the
nuclear radius and in turn the fusion barriers.
4.3 Introducing dynamic effects
While considering fusion reactions by using frozen ground state densities is a useful
starting point, most of the time it is not representative of how a fusion reaction should
evolve, especially for heavy-ion collisions. A more realistic picture of a reaction naturally
should include the dynamics of the nuclei as they approach each other during the collision.
Dynamics in this chapter includes the internal excitations, for example vibrations and
rotations that either the projectile or target undergoes as they approach each other, and
also mass transfer between projectile and target. Rotational excitations will play a role
when one or both of the nuclei are statically deformed, for example any of the actinides.
None of the nuclei as calculated by HF in this chapter are other than spherical in their
ground state so rotational modes are not considered. Fully 3D TDHF codes without
any spatial symmetries assumed exist so triaxial nuclei or rotations in any axis can be
considered [112, 212].
Excitational modes of vibrational and rotational nature and their effect on fusion
reactions are often studied with the coupled-channel (CC) formalism and are known to
have an effect on fusion reactions [46]. Mass transfer also plays an important role in
heavy-ion reactions, however, currently no complete model for studying how transfer
modes affect fusion reactions exists. The time-dependent HF (TDHF) approach can be
used, both on its own and also in tandem with CC, for studying the effects of dynamics
on reactions.
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The TDHF approach has been shown to give different fusion thresholds than the
corresponding frozen HF bare potential computed with the same energy density functional,
indicating an important role of dynamics on the fusion mechanism [180, 182, 184, 217, 225].
Examples of this will materialise in the following section.
In addition to those cases already studied in the static fusion section, some other
systems that have been studied in this work include:
• 92Zr +12C, 16O, 35Cl,
• 40,48Ca+40,48Ca.
The main motivation for including these particular systems is to check how reasonable the
TDHF calculation of the fusion threshold is compared with experimental fusion barriers
extracted from fusion measurements [119, 133, 193, 208]. The nucleus 35Cl is odd-even
but calculations will still be presented, assuming partial filling of shells and time reversal
symmetry in the single particle wavefunctions. Discussions of this aspect were included
in subsection 2.5.1.
4.3.1 Barrier thresholds from TDHF
The TDHF method described in Chapter 2 means that there is evolution of the density of
the entire system that in turn recreates its mean field at each time step. Because of this,
a nucleus-nucleus potential cannot be extracted in the same way as for the frozen HF
method as the two nuclei are not considered as separate densities in the system. Extracting
a nucleus-nucleus potential can be done by instead using the density-constrained TDHF
method [211] which has not been used in this thesis, so the fusion barrier energy must be
obtained differently. The semi-classical nature of TDHF makes this an easier task because
at a given energy, a system will either fuse or separate after some particular time as there
is no tunnelling of the many-body wavefunction taken into account. No probabilities of
different outgoing trajectories are produced, merely the average trajectory. The success
or failure of fusion occurring is judged entirely by this single, outgoing trajectory.
In this chapter, the extraction of a fusion barrier energy from the TDHF method used
the distance between centre of masses of the two interacting nuclei. The notion of having
separate centres of mass in this single mean field defined for the whole system is addressed
by defining a neck plane perpendicular to the collision axis. At each time, its purpose
is to separate the entire density of the system into two fragments [225]. Using this, the
centres of masses of these two fragments and the distance between them can then be
calculated at each time step. Fusion for the system was deemed successful if, at a given
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Fig. 4.10.: Distance between the centres of masses for the fragments in the 40Ca+116Sn reaction
as a function of time. Two energies are shown, 117.3 MeV does not lead to fusion
and increasing to 117.4 MeV leads to fusion. The TDHF fusion threshold for this
system is taken as 117.35±0.05 MeV.
centre of mass energy Ecm, the distance between the centres of masses remained below
approximately 10 fm after a certain amount of time which will be defined.
Depending on how heavy the system is, the time limit will change and is adjusted
until a compact nucleus (CN) is observed in the final fragment. The distance between
the centres of masses is also dependent on the system and is not the only possibility to
judge fusion by. For calcium on tin systems, a CN sticking time of 6 zs is enough to
conclude that fusion has occurred. This is relatively short even in timescales of fusion, but
examination of the final fragment justifies the time limit. On a more practical note fusion
success can also be limited by computational time and patience. For heavier systems, a
much longer time is likely to be necessary though still in the zeptosecond regime, which
will be discussed in greater detail in Chapter 5.
An example of the distance between centre of mass with respect to time is presented in
Fig. 4.10 for the system 40Ca+116Sn. The solid line is associated with a trajectory where
fusion occurred and the dashed line is where reseparation occurred. Note that the system
has decided whether it will fuse or not within approximately 1 zs, between 2 zs and 3 zs.
In TDHF calculations, the fusion barrier energy is really then a fusion threshold which
is found by varying Ecm in small steps. Typically steps of 0.1 MeV are used, meaning
TDHF fusion threshold energies have a numerical uncertainties of ±0.05 MeV. All TDHF
barriers presented henceforth will have this same uncertainty unless specified otherwise.
The TDHF fusion thresholds (dashed lines) for several systems are plotted with the
corresponding frozen HF fusion barriers (solid lines) in Figs. 4.11, 4.12 and 4.13. The
fusion barriers for the 40−54Ca+116Sn reactions are shown in Fig. 4.11 on the left with
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Fig. 4.12.: The same as Fig. 4.11 for the reactions 40Ca+124−136Sn .
two parametrisations of the Skyrme functional, SLy4d and UNEDF1. The lines which
include the dynamics are, with few exceptions, lower than the static barriers. What
happens for the chain of systems as a whole is that the dynamic effects (with TDHF)
have overriden the static structure effects which characterised the static barrier, that is,
the TDHF barriers no longer show a change of gradient around the 48Ca+116Sn system
that was present in the frozen HF barriers. This means that the sub-barrier fusion
enhancement expected from the neutron skin in a static picture is in fact not evident
when dynamic processes are included. For the SLy4d parametrisation the fusion barrier
is actually increased, relative to the frozen HF barrier, with the inclusion of dynamics
for reactions with 52,54Ca. This is surprising, as it is expected that dynamics should
in general lower the fusion barrier [74]. For the UNEDF1 parametrisation the fusion
barrier has been lowered in all cases, though with a much smaller magnitude for the most
neutron rich calcium isotopes. Both parametrisations predict that for the most neutron
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The difference between HF and experimental barriers to the frozen HF barriers for
systems with a 92Zr target.
rich isotopes a dynamical mechanism, due to couplings, occurs which counterbalances
the lowering of fusion thresholds expected from the increasing neutron skin.
To check the results for the 40−54Ca+116Sn reactions seen in Fig. 4.11 (left) are not
unique to a particular isotope of the heavy fragment, it is compared with the same
calcium chain but colliding with 132Sn instead as was done for the static case in section
4.2.3. A similar trend occurs in the losing of the static structure effects for the SLy4d
parametrisation. The crossover where the dynamic barrier becomes higher than the static
barrier occurs now at 54Ca+132Sn and continues for the heavier systems. Using a different
target altogether can be seen in the Appendix E.2 for systems 44−58Ca+208Pb.
Calculations for the systems 40Ca+124−136Sn are presented in Fig. 4.12 and again show
that the TDHF barriers wash out the static structure effect, but no crossover is seen in
these particular systems. This result will be discussed in the coming sections, though
it can already be seen that the gradient of frozen HF barriers after 132Sn is larger (in
magnitude) than the TDHF line.
To compare the TDHF predictions of fusion barriers to experimental values, the systems
40,48Ca+40,48Ca and 92Zr +12C, 16O, 35Cl as in Refs. [119, 133, 193, 208] were calculated
and are presented in Fig. 4.13. In each of these systems the TDHF barrier again falls
below the frozen HF barrier and matches quite well (in most cases within 0.5 MeV) with
the experimental value. All these systems are lighter in mass region and consist of stable
nuclei, so if TDHF matches stable systems well then one can hope it is a good predictive
power for exotic systems.
TDHF calculations intrinsically incorporate a wide variety of dynamical effects, such
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as couplings to vibration and transfer channels. What would be especially helpful is to
be able to unravel these dynamic effects to see how they individually affect the fusion
process. This is attempted in the following subsections.
4.3.2 Incorporating vibrations using Coupled-Channels method
It has just been checked that TDHF barriers are comparable to stable, experimental
systems and also that the systematic results do not depend on choice of target. This calls
for a refinement of the systems to focus on in the next subsections to just 40−54Ca+116Sn.
The Coupled Channels (CC) method will be used to calculate fusion cross sections for
the listed systems, using the ccfull code [73] with TDHF inputs [182] using the TDHF
results from Chapter 3 and fits to the frozen HF nucleus-nucleus potential in subsection
4.2.2. The calculations will first be done with no couplings and the barriers produced
from these should match the frozen HF results. Then, the number of excitational modes
will be increased, progressively including more vibrational excitations. Using the coupled
channels approach alongside TDHF, the effects of certain excitations on a fusion reaction
can be seen separately rather than all at once in a TDHF description [182]. Up to
two excited states for the target nucleus and one excited state for the projectile can be
included in the ccfull calculations which are not dependent on the choice of projectile
or target labelling. Using the calculated fusion cross sections, an average barrier can be
found by taking the centroid of the barrier distribution. This will be compared to the
fusion threshold found with TDHF. While this ignores the detailed structure of the barrier
distribution obtained from the CC method, using the centroid is the fairest comparison
since the whole premise of the TDHF method is based upon the average trajectory of a
system.
The ccfull code computes fusion reactions assuming the nuclear potential to be of
the Woods–Saxon form (4.2.2) with the usual three parameters of potential depth V0,
diffuseness a and radius R0. In all calculations these parameters were taken from fitting
the WS potential to the frozen HF bare potential obtained with the SLy4d interaction to
reproduce the barrier energy within a 1 keV error. The fitting region is only around the
barrier because the frozen barrier needs to match well with ccfull with no included
excitations. The inner part of the HF potential should not be included in the fit, as was
discussed in subsection 4.2.2, it does not include Pauli repulsion effects. Extending the
fit far out into the tail of the potential at large separation distances or purely Coulomb
region brings negligible change to the fit parameters. It has been checked that when no
couplings are included in the ccfull calculations the resulting centroid of the barrier
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distribution D(E) matches the frozen HF barrier within 200 keV.
Cross section calculations that were made with excitational states included the excita-
tional energy and deformation parameter from the vibration TDHF results in Tab. 3.1 in
Chapter 3. It will be explicitly mentioned when these values were not taken from TDHF
results. No transfer coupling was included in any of the ccfull calculations.
Barrier distributions
The barrier distribution D(E) at the energy En has been calculated from the ccfull
fusion cross-section σ by [46, 155]
D(E) = d
2(Eσ)
dE2
= (Eσ)n+1 − 2(Eσ)n + (Eσ)n−1∆E2 .
The value used for ∆E was between 0.4 MeV and 0.8 MeV. The barrier distribution is
positive for energies ranging from 0 MeV up until some particular energy E′, above which
it becomes negative, as the barrier radius for higher angular momentum is less than that
for zero angular momentum [46]. The average fusion barrier is then calculated using the
centroid of D(E) with the upper integration limit of E being E′ [44],
VB =
∫ E′
0 ED(E)dE∫ E′
0 D(E)dE
. (4.3.1)
Shown in Fig. 4.14 are calculated barrier distributions from ccfull for the reaction
44Ca+116Sn, with no excitation (solid red line) and combinations of vibrational excitations
of both calcium and tin. The barrier distribution is seen to change when certain excited
modes are included and it follows that the centroid or average barrier also changes
because of these particular excitations. All other barrier distributions for systems in
40−54Ca+116Sn are presented in Appendix F.
The vibrational 3−1 state of both the calcium and the tin shifts the peak of D(E) to a
lower energy without any dramatic change of shape to the barrier distribution which is
essentially a renormalisation effect [75]. It is the calcium 3−1 state that has the largest
shifting effect. This one in particular was purposely studied in Chapter 3 because it is
known to have an effect on fusion reactions involving 40Ca [46]. Low-lying quadrupole
2+1 vibrational states experimentally observed in many even-even nuclei should also have
an affect on fusion reactions [10]. In Chapter 3, it was discussed how TDHF cannot
produce this collective state in mid-shell nuclei, and that the first 2+ state seen in
TDHF vibrational spectra was labelled as 2+low instead. To see what results in the barrier
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Fig. 4.14.: ccfull barrier distributions for 44Ca+116Sn.
distribution by including the 2+1 state, the experimental values for excitation energy and
deformation parameter have been used where the data exists. The 2+low state has almost
an unobservable change in the barrier distribution and even less in the centroid, which
was the case for every system.
Effect of vibrational excitations on average barrier energy
Inclusion of coupling to the first octupole phonon in the calcium isotopes in 40−54Ca+116Sn
systematically reduced the centroid of the barrier distribution with no coupling by up to
about 1.5 MeV, as shown in Fig. 4.15 (blue diamonds).
The coupling to the experimental 2+1 state is actually seen to drastically modify the
shape of the barrier distribution, producing a double peaked function seen in Fig. 4.14
for 44Ca+116Sn. The mid-shell nucleus 44Ca is shown as the coupling to the 2+1 state
would be strongest. Taking the centroid of such a clear double peaked function does not
fairly represent what should be considered as the fusion barrier due to this particular
excitation, and it so happens that the centroid lies very close to the other distributions
produced under different excitational conditions. In any case, it should not be directly
compared with a TDHF barrier since TDHF calculations do not take any vibrational
experimental data as input. It would only be fair to compare the TDHF fusion threshold
with barriers obtained from ccfull with only TDHF inputs.
Vibrational states that have much higher excitation energies, such as giant quadrupole
resonances, have only a small impact on the barrier [75, 182]. Coupling to the 3−1 state
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in 116Sn on top of the 3−1 in calcium reduces the barrier for the systems 42−54Ca+116Sn
by less than 0.2 MeV.
The ccfull calculations confirm that the vibrational states included in the TDHF
calculations lower the fusion threshold. This helps explain the lowering of the barrier
due to dynamical effects as observed in Fig. 4.11 (left) for reactions with the non-exotic
calcium isotopes. However, the vibrational couplings appear to reduce the fusion barrier
too much for the most exotic systems (52,54Ca+116Sn in Fig. 4.15) and cannot explain the
erosion of the static shell structure effects. Other dynamical effects must be important.
Transfer effects are considered in the next section to try and understand this.
4.3.3 Transfer with TDHF
Vibrational couplings in fusion reactions lower the barrier energy for the 40−54Ca+116Sn
systems. The consideration of transfer in this fusion reactions study is motivated by the
fact that the TDHF dynamic barrier does not consistently lower the static barrier in the
case for the most neutron rich systems, particularly for 52,54Ca+116Sn and 52−58Ca+132Sn.
There have been several experimental investigations on transfer channels in reactions
[11, 28, 56, 95, 96, 111, 192, 206, 209], notwithstanding, a clear interpretation of their
effects on fusion is still lacking. When using the CC approach to study this, realistically
incorporating transfer channels in ccfull calculations is difficult [97, 147, 160, 205].
The TDHF approach can be used to study transfer reaction mechanisms in heavy-ion
collisions [5, 103, 174, 219].
Equilibration of the N/Z ratio between two fragments in a reaction is a driving factor
for nucleon transfer and this effect is accounted for in TDHF calculations [170, 176]. The
N/Z ratio for 40−54Ca ranges from 1 to 1.70 and those of 116,132Sn lie within this range,
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at 1.32 and 1.64 respectively. The focus of this section will largely be on proton transfer
for these systems. It is expected, from the argument of balancing the N/Z ratios, that
proton transfer would happen in the direction from the light to heavy fragment for the
lighter projectiles and from heavy to light fragments in neutron rich projectiles.
TDHF can be used to study transfer probabilities directly. First, the average N and
Z number of a particular fragment at each time can be obtained, simply determined by
integrating the proton and neutron densities around one fragment (in this subsection, it
will be the heavy fragment) with the counting operator
Nˆ qΩ =
∑
s
∫
Ω
aˆ†(rsq)aˆ(rsq)H(x− x0)d3r, (4.3.2)
explained in subsection 2.5.2. Next, probabilities of transfer channels at the final time can
be calculated using the particle number projection method [174], also explained in more
detail in subsection 2.5.2. Due to the non-magic N number in many of the fragments, it
is more difficult to understand probabilities of neutron transfer processes unless double
projection techniques are used for systems with pairing [162].
The observation of nucleon transfer for these reactions is from the calculation of both
these quantities from the final fragments. The average N and Z number and transfer
probabilities are calculated at an energy just below the TDHF fusion threshold of a
particular system, Ecm = 0.999VB. At this energy the system reseparates after the brief
formation of a neck at half density, lasting less than 2 zs, through which transfer of
nucleons can occur.
Average transfer numbers
Using the counting particle operator in (4.3.2), evolution of the N/Z value of the heavy
fragment for an energy just below the TDHF fusion threshold (0.999VB) is calculated.
This is shown in Fig. 4.16 (left) for 54Ca+116Sn, as well as the evolution of the average
N and Z numbers as a function of time (right). The shaded grey area is where a neck
with density ρ ≥ 0.08 nucleons fm−3 (half saturation density) occurs.
The values within and near the shaded region depend sensitively on the choice of neck
plane and should not be analysed quantitatively for this reason. A spurious effect of the
choice of neck plane is seen before the shaded region, where neutrons and protons are
both seen to transfer to the calcium. Because of neck plane sensitivity, average transfer
is quantified from the values of N and Z only at the final calculation time.
The average number of protons and neutrons in the final heavy fragment for 40−54Ca+116Sn
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Fig. 4.16.: Left: average Z (black, left axis) and average N (purple, right axis) versus time, the
original N and Z is shown with the horizontal dashed line. The shaded grey area is
where the neck occurs. Right: average N/Z versus time for the heavy fragment in
the reaction with 54Ca.
are shown in Fig. 4.17. The average Z decreases while the average N increases with
increasing calcium mass number. The transferred numbers of particles is not a smooth
function with increasing calcium mass. The lack of smoothness may be due to the fact
that these results are for energies only 0.1% below the fusion threshold and hence are
very sensitive to small energy changes. Taking values for 1% below the fusion barrier, for
example, will lead to much reduced transfer (less than 0.1 protons transferred in any of
the reactions). Because the error in VB is ±0.05 MeV, the results in Fig. 4.17 should be
taken as a general trend.
More neutrons are transferred than protons resulting in net mass transfer to the light
calcium isotopes in almost every case. As shown in Fig. 4.6, the rms radii of the neutrons
in the calcium isotopes are larger than those for the protons for isotopes heavier than
40Ca. This neutron skin means there are neutrons in the outer shells of Ca which are more
accessible to transfer at larger separation distances. The influence of neutron transfers
on fusion is still not fully understood. Subbarrier fusion enhancement for the systems
40,48Ca+132Sn has been attributed to positive Q-values for neutron transfer, furthermore
for 40Ca+132Sn subbarrier fusion is enhanced more than what can be accounted for
by vibrational states [102]. It is not so clear that this enhancement appears at lower
energies for the heavier system 48Ca+132Sn. In Ref. [65], the isovector contribution to
the DC-TDHF fusion potentials for 40,48,54Ca+132Sn was shown to also be related to
neutron transfer, compatible with the directions in Fig. 4.17 and the resulting TDHF
fusion barriers in Fig. 4.11.
The direction of the average transfer in both groups of systems follows the charge
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Fig. 4.17.: The average proton number (left) and neutron number (right) for the heavy fragment
in 40−54Ca+116Sn (top panels) and 40−58Ca+132Sn (bottom panels). The dotted line
and open triangles show the anticipated 〈ZH〉 value assuming the heavy fragment
has equalised its N/Z ratio with the compound system. The original ZH and NH
(horizontal dashed lines) are also shown.
equilibration process where the initial neutron to proton ratio N/Z asymmetry between
the fragments is reduced after contact. This is a manifestation of positive Q-values for
transfer reactions induced by the symmetry energy, studied in detail with TDHF in
transfer reactions [170, 183]. It results in protons being transferred from the calcium to
the tin in 40Ca+116Sn and in the opposite direction for 54Ca+116Sn. Average neutron
transfer occurs in the opposite direction to proton transfer. The dotted line in Fig. 4.17
shows the number of protons for the given 〈NH〉, assuming that the projectile and target
both have the same N/Z ratio as the compound system. Comparison of this line with the
〈ZH〉 values indicates that, at this collision energy, the transfer reactions do not achieve
the N/Z ratio of the compound system in the fragments. However, N/Z equivalence
between fragments and compound system should be regarded as an upper limit since
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N/Z equilibration acts to increase binding energies rather than to achieve equal N/Z
ratios between the fragments.
For reactions involving 132Sn, the same direction of average proton and neutron transfer
happens as for 116Sn but by different amounts. Very little average proton transfer occurs
after 48Ca+132Sn in agreement with Ref. [65], perhaps because the N/Z ratio of 132Sn is
much higher and is a closer match to the heavier calcium nuclei.
Transfer probabilities
Now the corresponding probabilities of different transfer channels extracted from TDHF
simulations (see subsection 2.5.2) will be presented. These can be used to see the average
transfer results in the previous section in more detail. Transfer probabilities are computed
using the particle number projection technique developed in Ref. [174] for systems without
pairing, and extended in Ref. [162] for superfluid systems. This method has been used to
study multi-nucleon transfer reactions [29, 162, 166, 170, 174, 191] and fission [167, 185].
Here it is used to determine only the proton transfer probabilities in 40−54Ca+116Sn
reactions as the fragments both have magic proton numbers. As a result the proton
transfer probabilities are not affected by pairing correlations so just the single projection
technique can be used [174].
The probability distribution of the final proton number in the heavy fragment is shown
in Fig. 4.18 for 40−54Ca+116Sn. As seen in Fig. 4.18, protons are transferred from the
light fragment to the heavy fragment in 40Ca+116Sn with a probability for 116Sn gaining
1 proton at around 40%. However, for projectiles of 48Ca and heavier the transfer occurs
preferentially from the heavy fragment to the light fragment. For the most neutron rich
system 54Ca+116Sn there is a probability of just over 40% for one proton transfer from
116Sn to 54Ca. Note that even when the average proton transfer is near zero (for example
44Ca+116Sn in Fig. 4.17 for protons or 46Ca+116Sn for both neutrons and protons),
non-zero probabilities for other transfer channels can still occur.
The proton transfer probability for 40,48Ca+132Sn is shown in Fig. 4.19, for the lighter
system there are higher probabilities for proton pickup than for no proton transfer or
proton stripping.
In addition to the isovector contribution to the potential mentioned above, proton
transfer in either direction will change the Coulomb repulsion. In particular, one proton
transfer from 54Ca to 116Sn increases the Coulomb potential, VC = e2Z1Z2/r by 2.7%
and is expected to increase the fusion barrier. This is consistent with what is seen in
the TDHF fusion barrier thresholds and is a possible explanation for why the dynamical
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Fig. 4.19.: Proton number probabilities for 40,48Ca+132Sn at Ecm = 0.999VB .
TDHF fusion threshold is higher than the frozen HF barrier for this system.
An alternative explanation for the increase in fusion barriers seen for 52,54Ca+116Sn
could be that the dissipation of the initial kinetic energy is faster (occurring at larger
distances) with calcium isotopes heavier than 48Ca due to a larger level density near the
Fermi surface and weak neutron binding.
4.3.4 Energetics
The Q-values of nucleon transfer plays an important role in reactions at subbarrier
energies [7, 102, 111]. Since calcium and tin both have magic proton numbers, the proton
shells should be well bound and the Q-values of proton transfer should be calculated
from HF to see if proton transfer is really energetically favoured within TDHF.
Transfer in a collision reaction is triggered to induce charge equilibration to balance the
N/Z ratios of the colliding nuclei. It is a materialisation of the possible transfer channels
with appropriate Q-values. If a particular transfer channel with a Q-value takes place,
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this changes the kinetic energy of the system. The exit channel kinetic energy will be
at a different relative position to the fusion threshold than the entrance channel kinetic
energy.
In this subsection HF is used to understand these processes more clearly. First, finding
out whether proton transfer is energetically favoured in the reactions 40−54Ca+116Sn is
done by calculating the corresponding Q-values, using the ground HF binding energies of
the nuclei, and compared with the optimum Q-value. Second, the total kinetic energy
loss (TKEL) is considered and calculated for a TDHF reaction. This quantity is related
to what excitational modes have taken place. Optimum Q-values and TKEL values are
again taken at reactions occurring at Ecm = 0.999VB.
Q-value and Qopt
Using TDHF, the ground state Q-value of a reaction can be calculated using the HF
ground state binding energies (BE) of nuclei. For 1 proton pickup (transfer from heavy
to light fragment), the ground state Q-value, Qg.s., will be
Qg.s. = BE(XCa) + BE(Y Sn)− BE(X+1Sc)− BE(Y−1In).
When Qg.s. is positive, the reaction is energetically favoured. However, a positive Qg.s.
for charge transfer is not enough on its own to necessarily cause the reaction to occur. As
charge transfer also changes the Coulomb potential between the reactants. This change in
energy will also be a factor in deciding whether the transfer will be energetically favoured.
The energy difference between the incoming and outgoing Coulomb trajectories, known
as the optimal Q-value (Qopt) is determined by requiring that trajectories are continuous.
That is, when the transfer occurs, the two nuclei remain at the same distance of closest
approach apart. The optimal Q-value is given by
Qopt =
e2
R
(Z1fZ2f − Z1iZ2i) , (4.3.3)
where the subscript i (f) stands for initial (final) Z numbers and R is the radius of closest
approach. Since Z1fZ2f > Z1iZ2i for proton pickup, from (4.3.3), it can be seen that
Qopt is positive for proton pickup and negative for proton stripping. Since Qopt relies on
changing Z numbers, it is zero for purely neutron transfer.
For a central collision, when the reactant nuclei are initially far apart, the centre of
mass energy for the system should be the same as the initial Coulomb potential as the
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Fig. 4.20.: Difference between proton pickupQg.s. andQopt for 40−54Ca+116Sn. Both calculations
from HF binding energies (black circles) and from experimental binding energies
(blue crosses) are compared.
nuclear potential is zero at large distances. Therefore,
Ecm =
Z1iZ2i
R
e2.
As continuity of the reaction trajectory is assumed, R can now be substituted into (4.3.3),
giving
Qopt =
(
Z1fZ2f
Z1iZ2i
− 1
)
Ecm.
The Z numbers for 1 proton transfer are the same for each system in 40−54Ca+116Sn,
meaning Qopt changes by the Ecm factor between system to system. How favourable
charge transfer is for a particular reaction at a particular Ecm will now depend on both
Qg.s. and Qopt at Ecm. The difference between these two gives the net energy cost or
gain and is shown in Fig. 4.20 for 1 proton pickup in 40−54Ca+116Sn at Ecm = 0.999VB.
The resulting energy Qg.s. − Qopt is, in principle, the energy loss or gain found in the
exit channel of the system if 1 proton pickup were forced to occur. This energy can be
used to populate other excited states in the exit channel of the system (e.g. vibrational
states) which have an excitation energy less than or equal to Qg.s. −Qopt. If this value
is negative, then the transfer is not energetically favoured and would be less likely to
occur. In the event that Qg.s.−Qopt = 0, then this means the Q-value for the transfer has
exactly matched the energy that is optimised for the final binding energies. For zero or
positive values of Qg.s.−Qopt, the transfer is more likely to happen as the reaction would
gain this amount of energy (or be neutral in energy in the case of zero Qg.s. −Qopt). In
practice, the system in the exit channel can be in an excited state at an energy typically
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Fig. 4.21.: Separation energies of one neutron (left) and two neutrons (right) from calcium
isotopes. Values are taken from HF BEs (black circles) and experiment (blue crosses).
falling in a normal distribution centered at Qg.s. −Qopt, for Qg.s. −Qopt ≥ 0.
In Fig. 4.20 for the reaction 50Ca+116Sn, Qg.s. − Qopt is almost 0 MeV and for
52,54Ca+116Sn, this value is positive. If 1 proton pickup does occur for reactions with
a positive Qg.s. − Qopt value, which is the case for 52,54Ca+116Sn, then this would be
consistent with the increase of the dynamic TDHF barrier from the frozen HF barrier.
This is because the Coulomb potential after the transfer increases, contributing overall to
a higher fusion barrier. However, there is a gain of energy from the proton pickup process
equal to Qg.s.−Qopt. This energy is likely to go into excitation energy. Nevertheless, this
could also be converted to kinetic energy to possibly surpass the barrier energy. As such,
it is not clear that this must necessarily lead to a larger barrier.
There are of course problems with Q-value interpretations using TDHF. First, the
ground state Q-values of 1 proton transfer are calculated by taking the difference of masses
between even and odd nuclei. It has been mentioned that in this thesis, calculations of
nuclei from the HF method assume time reversal symmetry and partial filling of single
particle states, so odd nuclei end up being only averages of the surrounding even isotopes.
The separation energy of one nucleon would experimentally have a staggering effect due
to pairing, which is not present in HF because of the incorrect binding energies for odd
nuclei. This is illustrated in Fig. 4.21 where separation energies of one (left) and two
(right) neutrons from calcium isotopes using HF binding energies are compared with
experimental values. The separation of two neutrons bypasses the pairing staggering
effect by skipping the odd nucleus and the HF values are in very good agreement with
the experimental values.
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Even if the HF ground state Q-value is taken to be correct from odd mass systems,
the second problem is that the resulting HF value of Qg.s. −Qopt would represent the
“average value” of the Q-value distribution. There is no sensible concept of an average
Q-value since Q-values in experimental data are at discrete values. The Qg.s. − Qopt
values using the experimental binding energies are shown in Fig. 4.20 for comparison;
the HF values are within 2.5 MeV and are used in the next section to explore ideas of
kinetic energy loss in a reaction.
Kinetic energy loss
The total mechanical energy of the reaction is defined as the sum of the following:
• the kinetic energy: the sum of the two separate kinetic energies of the fragments
(in their centre of mass frames) done by calculating the centre of mass momentums
of each fragment,
• the Coulomb energy: using the two separate fragments the Coulomb energy between
the two can be found.
The kinetic, Coulomb and total mechanical energy taken at each time step are shown in
Fig. 4.22 for 46Ca+116Sn at 99.9% of the fusion threshold. The shaded area indicates
where a neck at half saturation density has formed. During this time, kinetic energy is
zero as the compound system is stationary in the centre of mass frame, and the Coulomb
energy reaches its maximum values since the separation distance between the nuclei is at
a minimum.
As previously mentioned, the neck plane requires well established separation between
the two fragments. When a neck forms, any meaningful physical interpretation to energies
defined from the “two” fragments cannot be assigned. Instead, the total kinetic energy
loss (TKEL) should be used. Though there is a kinetic energy component in Fig. 4.22,
TKEL is the conventional name for the the difference between the total mechanical energy
(solid black line) at initial and final time, this is indicated on the right of Fig. 4.22.
More formally, as presented in Ref. [170], using the centre of mass coordinates for the
light (subscript L) and heavy (subscript H) fragment, the relative coordinate can be
calculated
R(t) := RH(t)−RL(t),
and used to find the relative velocity at any time,
R˙(t) = R(t+ ∆t)−R(t−∆t)2∆t .
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The TKEL is
TKEL(t) = Ecm − µ2 |R˙(t)|
2 − ZHZLe
2
|R(t)| ,
with Ecm and ZH,L being the initial energy for the whole system and Z numbers of the
heavy or light fragments respectively.
For the system 46Ca+116Sn in Fig. 4.22, the TKEL at final time is 6.3 MeV. In this
reaction, very little average transfer (fewer than 0.1 neutrons or protons, refer to Fig.
4.17) happens, so such a large energy loss cannot be owed to net transfer of either protons
or neutrons. The energy loss is related to what excitation modes have been activated
at the end of a reaction. Internal excitations would contribute to the energy loss, such
as the 3−1 vibrational state of 46Ca, as well as if there are any nucleons emitted in this
reaction. Whilst the TDHF value of total kinetic energy loss cannot be fully quantified
in this study, it can still be used to qualitatively see it is systematic in the reactions
40−54Ca+116Sn.
Collisions at zero impact parameter at an energy just below the TDHF fusion threshold
are expected to give maximum energy loss at this configuration [170, 176, 196]. The
TKEL at final time for each system is shown in Fig. 4.23, on top of the half density
neck times. There is not much correlation between the two quantities, although usually
longer neck times would be associated with more transferred nucleons and thus more
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energy loss. If anything, the plot shows that the relative movement of TKEL value from
one calcium isotope to the next happens in almost the opposite direction to the neck
times. The lightest system has the largest TKEL and the TKEL of all other systems lie
between 5 and 7.5 MeV. There are expected to be more dynamics other than number of
neutrons, neck formation and nucleon transfer between fragments that contribute more
to the TKEL of each system. More quantitative analysis is necessary to fully understand
energy dissipation in these reactions.
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Fig. 4.23.: Left: TKEL at the end of 40−54Ca+116Sn reactions at Ecm = 0.999VB. Right: half
saturation density neck time for the same reactions.
4.4 Summary
Presented in this chapter were systematic studies of fusion barrier energies, looking at
fusion reactions in a static picture and also with added dynamical effects. The three
groups of systems 40−54Ca+116Sn , 38−58Ca+132Sn and 40−54Ca+116Sn were studied.
Within the static picture, there were obvious differences between the HF method
of calculating the fusion energy and the phenomenological fusion barrier models. The
conventional models showed a near linear decrease of VB with increasing mass of one of
the nuclei, whereas the HF method showed some kinks at certain isotopes in the chain of
reactions. To help explain this, the ground state properties as calculated by HF of each
of the nuclei in the isotopic chains were studied more closely. The properties included
rms radius and single particle shell levels, energies and radial wavefunctions. As a global
property, the increased rate of neutron skin development along the chain causes more
rapid decrease of the barrier, consistent in each of the groups of systems. The contribution
of the radius increase was considered by the single particle levels and radial wavefunctions.
The levels showed a significant energy increase whenever a kink occurred and the clearest
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extension of the radial wavefunction was found when the quantum number n or node
increased from 1 to 2. It is expected that for heavier isotopes these trends would continue.
The development of a neutron skin in exotic calcium and tin isotopes significantly
lowers the barrier of the bare potential. This phenomenon is due to quantum shell effects
and is not accounted for in standard parametrisations of the nucleus-nucleus potential,
the latter are then only valid close to the valley of stability. The lowering of the barrier
due to the neutron skin is purely a static effect.
Dynamics were incorporated into the reactions using TDHF and also the CC aproach.
In many cases, adding dynamics (with TDHF) reduces the fusion barrier from the bare
potential. What was most surprising was that the dynamics washed out static structure
effects seen to characterise frozen barriers. A thicker neutron skin does not necessarily
mean fusion is more easily achieved. This is especially apparent in the neutron rich
reactions 52,54Ca+116Sn, with the SLy4d parametrisation of the Skyrme interaction, the
TDHF fusion threshold was actually higher than the corresponding frozen HF barrier.
As TDHF incorporates several dynamical effects at once, they need to be unravelled.
The focus was first on vibrational modes. Vibrational modes as calculated by TDHF (see
Chapter 3) of calcium isotopes and the tin target were incorporated into the reactions
separately using the CC approach. The largest contributor in reducing the frozen HF
barrier was the 3−1 state from the calcium isotopes. Other vibrational modes that are
present in the TDHF reactions further reduce the barrier. This helps explain what is
seen in the difference between the frozen HF barrier and TDHF fusion threshold in
many cases but not for very exotic cases such as 52,54Ca+116Sn, where the addition of
dynamical effects increase the barrier. In an attempt to understand this, transfer channels
in 40−54Ca+116Sn were explored.
Transfer in TDHF reactions was observed at energies just below the TDHF fusion
threshold. The average number of neutrons and protons were counted at the end of a
reaction, as well as the probability for proton transfer using the particle number projection
method. Both transfer of protons and neutrons occurred. Charge transfer (pickup) in the
heaviest reactions was first correlated with an increase in Coulomb barrier and therefore
an increase in fusion barrier. Upon further exploration of energetics of these transfer
channels, although they are compatible with the corresponding experimental Q-values, it
is not obvious as to why proton pickup must necessarily lead to higher fusion barriers.
Studies involving energy loss and Q-values with TDHF in this chapter can only be
considered on a qualitative level.
There is a lot of scope for future work following on from the results presented in this
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chapter, particularly in understanding dynamical effects seen in TDHF and how this
affects the fusion barrier or threshold. A proper quantitative description of the transfer
effects on the fusion barrier is undeniably desirable. This would be aided by employing
the double particle number projection method [162] (for non-magic numbers in neutrons),
and would be able to be extended to exotic systems with little or no magicity as well.
Additional studies could be done on kinetic energy dissipation in TDHF, for example by a
macroscopic reduction procedure [226] or using the density-constrained TDHF approach
[213], to investigate where it occurs and its consequences for reactions just below the
fusion threshold. The incorporation of dynamical pairing [162] in these reactions would
also be useful as this would influence the transfer of nucleons and possibly also the
vibrational modes seen in each individual nucleus.
94 Chapter 4 Fusion reactions
5Quasifission reactions
5.1 Overview
Following on from the previous two chapters, this chapter applies the Hartree–Fock method
to reactions forming compound nuclei that are heavier than Ca+Sn. For these reactions
fusion is not inevitable even if the energy is well above the single barrier. Instead,
quasifission can result, where the system reseparates before formation of a compact
compound nucleus due to the Coulomb potential between the two fragments being too
large. This is one of the competing processes to heavy-ion fusion [21, 158, 173, 207] in the
pursuit of superheavy element (SHE) formation. Experimentally, such reactions have been
performed and studied with mass angle distributions (MADs) [53, 207] and mass energy
distributions [92, 93, 105, 207]. For collisions with a nonzero impact parameter, usually
quasifission occurs before the compound nucleus (CN) has completed one revolution. The
mass ratio of the fragments, which can be reconstructed from their velocities, is defined
as
MR =
m1
m1 +m2
,
for the two fragments m1 and m2. It depends on many factors including contact time,
orientation, impact parameter and reactant structure properties. The mass ratio along
with centre of mass angle are used to construct MADs [83, 150]. Mass and angle correlation
is an indicator of quasifission [53, 207].
Experimental spectra such as MADs are time integrated over the whole reaction. An
advantage of using a time-dependent theory to study the same reactions is the ability
to see dynamical processes that occur zeptosecond by zeptosecond. In this chapter the
TDHF method is used to probe how heavy-ion reactions, specifically quasifission-type
reactions, unfold.
An understanding of the effects of many factors involved in the entrance channel of
heavy-ion reactions, for example reactant combinations [15, 80, 105], reactant deformation
and orientation [83, 117], shell structures [99, 118, 183] and more, reveals much about
quasifission reactions. In SHE synthesis reactions, nuclear structure effects may play a
strong role as both doubly magic nuclei (48Ca, 208Pb) and statically deformed nuclei
(actinide nuclei such as 238U, 244Pu, 248Cm, 249Cf) are used. Of particular importance
is the role of magic numbers in heavy-ion fusion. This is because to create new SHE,
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projectile nuclei heavier than the doubly magic 48Ca nucleus have to be used due to
manufacturing and physical limitations of actinide targets with higher Z number than
249Cf. With this in mind, this chapter will present a study of several heavy-ion reactions
involving various magic numbers of projectile and target nuclei. The systems studied in
this chapter are:
I. 48Ca,50Ti, 52Cr, 54Fe, 56Ni, 58Zn+208Pb,
II. 64Ni+208Pb, 54Cr+204Pb,
III. 54,52Cr+196,198Pt, and 34S+232Th.
The study of systems in group I involving a 208Pb target and isotones with N = 28
span in proton number from Z = 20 to Z = 30. These were chosen to investigate the
systematics in reactions varying projectile charge and magicity. The systems 64Ni+208Pb
and 54Cr+204Pb in group II were included in the study to serve as comparative systems
to the N = 28 chain as they have been measured experimentally [54, 118] and have
different neutron magicity. The systems in groups I and II are referred to as the main
study henceforth. The systems in group III with 54,52Cr+196,198Pt and 34S+232Th are
included as auxiliary systems for the purpose of comparison to the main study as systems
with one or no magic numbers. Detailed analysis of these auxiliary reactions are not
presented and were chosen in part as they have been experimentally measured [149, 227].
To fully appreciate the advantage of using a time-dependent approach, the sections in
this chapter are arranged as a “time history” of a heavy-ion collision. It begins with the
initial time right up until the point of contact or capture. Following this are the dynamic
processes during the neck lifetime. Finally, the break of the neck and reseparation of the
fragments is investigated.
For the main study, both head-on collisions and collisions with angular momentum of 10~
were calculated. Head-on collisions are always the preliminary calculations as they require
the smallest calculation box configuration and therefore are the quickest to complete.
Incorporating angular momentum L(~) =
√
`(`+ 1) with ` = 10~ in reactions was
included to simulate a more realistic situation which is more comparable to experimental
data. It requires a larger calculation box and therefore much longer calculation times.
The centre of mass energies for all the reactions varied from Ecm = 1.0VB to 1.3VB where
VB is the static barrier energy for each system calculated using the frozen HF method
as seen in subsection 4.2.2. With the exception of 54Cr, all the projectiles involved in
the reactions have at least one magic number and are to a good approximation spherical
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in their ground state. The HF 54Cr nucleus was calculated as having a near spherical
ground state. This meant that deformation axis of projectile (or target) was irrelevant in
the main study.
The three auxiliary reactions 52,54Cr+198,196Pt and 34S+232Th have prolate deformed
targets and it will be specified which orientation they took in the text where relevant.
The energy range and angular momenta for these reactions were chosen to correspond
with experimental measurements. The results from these systems were with centre of
mass energies between 1.0VB and 1.2VB and values of ` ranging from 20~ to 55~.
The purpose of this study is not to compare TDHF results to experimental results.
There are many existing studies involving this and it is verified that TDHF produces
reasonable results in comparison to experiment [76, 82, 135, 170, 172, 214, 223]. Rather,
the goal is to pull apart the quasifission reaction in zeptosecond timescales and use the
results to help understand the role of magic numbers in these kinds of reactions.
5.2 Reaction classification
The definition of what is considered as quasifission and what is considered as fusion
in TDHF calculations is necessary as a reference for the entire study presented in this
chapter. Results and discussions in later sections are generally categorised into systems
that reseparate and systems that fuse. Defining what is fusion in TDHF is simple: any
system that remains as a compound system after an appropriate time limit. In lighter
systems, such as Ca+Sn (see section 4.3), the limit is typically around 10–20 zs. The
time limit is determined by the trends of the system evolution and will vary depending
on how heavy the system is.
Systems that reseparate can be of quasifission-type as well as inelastic (quasielastic)
and deep inelastic collisions. The definition specifically for quasifission reactions, within
TDHF, needs to be addressed. Before the explanation of this, more details about the
setup of the main study along with the divide between fused and reseparated systems are
explained.
5.2.1 Defining fusion
Calculations for the main study (groups I and II) reactions were first done as central
collisions. It is a good starting point to compare to reactions with other values of `, or to
see if there is an ` dependence of a particular property. The ` value was then increased to
10~, although for many systems the outcome of these reactions were short neck times and
consequently scattering at very backward angles occurred. Increasing to ` = 20~ would
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have likely prevented this and therefore served as a better comparison to experimental
data as the ANU CUBE [83] detector placement for experiments measuring MADs are
not usually placed at very backward angles (e.g. in recent Refs. [54, 149, 223, 228]). For
the auxiliary systems, calculations were performed for even higher angular momentum
values.
All systems started at a distance of 44.8 fm between the centres of mass of the nuclei and
the maximum reaction time was 24 zs. Extending this time limit in some heavy systems
would cause numerical fluctuations which change the system’s centre of mass coordinates
or move the compound system or fragments too close to the edge of the calculation box
(with hard boundary conditions). There are configurations of the initial box that have
been used to calculate a longer reaction time, for example in Refs. [135, 223] for the
40Ca+238U system where contact time reached up to 20 zs, although such calculations
demand heavy computational time. The upper limits of a TDHF calculation in contact
time (assuming an appropriately large box size for the system is used) is dictated by the
mean field approximation. Certainly, TDHF calculations do not properly account for
two-body collisions that are necessary for an excited compound nucleus to reach thermal
equilibrium. During a low energy collision, two-body collisions are not significant within
the time scale of a reaction, so TDHF calculations of quasifission reactions which happen
in time scales of the order of 1 × 10−20 s [207] are within reason. On the other hand,
fusion-fission reactions time scales are on the order of 1 × 10−18 s [53], which is well
beyond the limit of a TDHF calculation.
To characterise the results into systems that fused and systems that reseparated, the
appearance of a half saturation density (0.08 nucleons fm−3) neck in each system was
essential. Their corresponding times between creation and disappearance of a neck of
this density or more are shown in Fig. 5.1 for ` = 0~ (left) and ` = 10~ (right) with
respect to reaction energy in the centre of mass frame. Changing from a central collision
configuration to including 10 units of angular momentum produced very similar results in
the main study systems. Points that lie at 24 zs with an upward pointing arrow represent
systems that remained together at this final calculation time and are deemed fusion
reactions. Because the systems are much heavier than in Chapter 4, a longer time for
defining fusion is appropriate as some neck lifetimes are longer than the fusion time limit
of 6 zs used in section 4.3.
The system 48Ca+208Pb has an observed TDHF fusion threshold at an energy less
than 1.0VB (a reminder that VB is the static barrier energy calculated with the frozen HF
method), as presented in Appendix E.2. This means that this system does not exhibit
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Fig. 5.1.: Half saturation density neck lifetimes in the systems for the main study.
any significant quasifission. As such, it has been omitted from any further results and
analysis. On the other end of the scale, the two systems 58Zn,64Ni+208Pb have a neck
time of less than 24 zs over the entire energy range; there is essentially no TDHF fusion
threshold in these cases.
Different definitions of fusion or contact time may also be used. In Ref. [178], the
system 70Zn+208Pb is seen to never fuse at energies just below and up to 30% above
the barrier, using the proximity barrier [20] as a reference. Instead of using the half
saturation density neck to define contact time, the distance between the centres of mass
staying below a value of 15 fm was used. This distance condition for fusion is was what
was used in Chapter 4. Since Ca+Sn systems involve lighter and therefore smaller nuclei,
a distance of 10 fm is sufficient. For 70Zn+208Pb, 15 fm is a large enough distance to
accommodate for their sizes when they form a compound system. Also in this chapter
the frozen HF barrier was chosen for the reference barrier for consistency in using the HF
approach between static and dynamic calculations, as was done in Chapter 4.
As seen in Fig. 5.1, the systems 50Ti, 52Cr+208Pb and 54Cr+204Pb reseparate at the
frozen HF barrier energy then fuse from energies at and higher than 2% above the barrier.
If there was a finer division of energies between 1.0VB and 1.02VB there would be a
gentler slope of neck times leading up to their observed fusion at 1.02VB, as seen for
48Ti+208Pb in Ref. [178]. Increasing the frozen HF barrier energy by 2% increments
proves to be very coarse energy steps for the lighter systems. This increment was chosen
because of computational time limits. For 54Fe+208Pb, the system fuses from energies 4%
above the barrier. In the case of 56Ni+208Pb, the system has a neck lifetime of less than
24 zs for energies at and up to 2% above the barrier, fuses for greater energies, then has
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50Ti+208Pb  (194.5)
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Fig. 5.2.: Extra push energy [16, 198, 199] as a ratio of frozen HF barrier energy, VB, versus
effective fissility of the main study systems. The dotted line is to guide the eye.
a neck lifetime less than 24 zs again for 20% (` = 10~ only) and 30% above the barrier.
If the fusion threshold time was increased to 40 zs for example, this system may appear
to not reach fusion for the energy range 1.04VB–1.1VB. Increasing the threshold time
becomes computationally impractical, so the commitment to a time threshold of 24 zs for
this study is required. Additionally, the interest of this study is in the trends between
the systems rather than being quantitative for each specific system.
For the systems that reseparate at or just above their respective frozen HF barrier,
VB, then fuse from 2% or more above VB, this difference in energy between reseparation
and fusion is compared to the extra push energy (∆E) [198, 199] and is presented in
Fig. 5.2. The extra push energy is plotted as a ratio of the frozen HF barrier of each
system, the latter which is indicated on the plot for reference, and as a function of
entrance channel effective fissility as defined in Ref. [16]. Systems that reseparated at
all energies between 1.0VB–1.3VB are also included in the figure. Comparing this to Fig.
5.1, the extra push energy as a ratio of each system’s VB is close to the TDHF results for
the systems 50Ti,52Cr+208Pb and 54Cr+208Pb. However, it overestimates the amount
of energy needed for the systems 54Fe,56Ni+208Pb and underestimates the energy for
64Ni+208Pb to fuse (which did not happen for 30% above VB for this system). Finally,
the system 58Zn+208Pb which did not fuse in the TDHF calculations had an extra push
energy predicted at 34% above the barrier which extends further than the energy range
used for TDHF calculations.
The neck times for the auxiliary systems (52,54Cr+198,196Pt and 34S+232Th) are pre-
sented in Fig. 5.3. All systems have neck durations exceeding 10 zs and reseparate before
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24 zs across all angular momenta shown. Although the total mass for the system in
these reactions is similar to those in the main study, there are fewer magic numbers and
more angular momentum in these auxiliary systems. For 34S+232Th, there is also more
initial mass asymmetry. All these factors may contribute to longer neck times and no
observation of fusion.
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Fig. 5.3.: Same as Fig. 5.1 but for the auxiliary systems. Tip collisions of 34S+232Th are labelled
with (x) and the side collision is labelled with (y). All Cr+Pt reactions were tip
collisions.
5.2.2 Defining quasifission
To return to the discussion of which reseparated systems really can be labelled as
quasifission in TDHF, definitions arising from experiment should provide an initial guide
as to what to search for. In experiment, a system undergoing quasifission must be fully
damped, exhibit some mass drift, and show angular anisotropy in the angular distribution
of fragments [173, 207]. Reseparation also must occur before a compact CN shape has
been achieved so that there is some memory of incoming nuclei, unlike in fusion-fission
events where initial memory of reactants is completely lost and hence effects from the
entrance channel are less significant.
In the TDHF calculations, quasifission is defined using the calculated total kinetic
energy (TKE) and mass ratio of reseparated systems, then comparing these quantities to
Viola systematics of fission fragments [81, 221] where
TKEViola =
0.755Z1Z2
A
1/3
1 +A
1/3
2
+ 7.3, (5.2.1)
and Zi and Ai, i = 1, 2 are the Z number and mass of the outgoing fragments respectively.
The comparison between TDHF results and (5.2.1) is presented in Fig. 5.4 for the system
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Fig. 5.4.: Total kinetic energy versus fragment mass for 64Ni+208Pb at Ecm = 1.0–1.3VB and
` = 0~, 10~ (blue crosses) compared to the Viola systematics (solid line). The upper
limit of quasifission is indicated by the dashed line (at 10% above the solid line) and
the upper limit of deep inelastic collisions is indicated by the dotted line (at 20% above
the solid line). The regions of quasifission (qf), deep inelastic collisions (dic) and
quasielastic scattering (qes) are labelled on the plot.
64Ni+208Pb for energies between 1.0VB–1.3VB and ` = 0~, 10~.
If the TDHF points lie within 10% of the Viola systematics (between solid and dashed
lines) then the reaction is defined as quasifission. If the points lie between 10–20% of the
Viola systematics (between dashed and dotted lines) then the reaction is defined as a
deep inelastic collision. Points lying outside 20% of the Viola systematics are deemed
quasielastic scattering reactions.
Using this criteria, the classification of all reactions from the main study in the TDHF
picture are summarised in Tab. 5.1. Because of the short contact time and high mass
asymmetry of the outgoing fragments (with masses close to the entrance channel), what
is labelled as quasifission reactions are in fact fast quasifission reactions. It is certain that
when separation is observed these are not fusion-fission reactions. This is because of the
short time scale of the entire reaction. For systems with non-zero angular momentum that
reseparate, there is less than a full revolution of the compound system before reseparation.
In all systems that reseparate, during the contact time the compound system is not
compact, there is often some strong identification of the two fragments.
Many of the reactions fall within the deep inelastic collision region. Even at Ecm =
1.0VB where the contact time is very short (within 3 zs) for all reactions, and led to small
amounts of nucleon transfer, the energy loss is sufficient enough for the reactions to be
deep inelastic collisions with the exception of 50Ti+208Pb. Reactions that are labelled as
quasifission are mostly from those reactions with angular momentum ` = 10~.
Now that the setup and classification of quasifission in TDHF has been discussed, the
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Ecm/VB
System
1.0 1.02 1.04 1.06 1.08 1.1 1.2 1.3
` (~)
0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 10
50Ti+208Pb qes dic f f f f f f f f f f f f f f
52Cr+208Pb dic dic f f f f f f f f f f f f f f
54Cr+204Pb dic dic f f f f f f f f f f f f f f
54Fe+208Pb dic dic dic QF f f f f f f f f f f f f
56Ni+208Pb dic dic dic dic f f f f f f f f f QF dic QF
64Ni+208Pb dic dic dic dic dic dic dic dic dic QF dic QF dic dic QF QF
58Zn+208Pb dic dic dic dic dic dic qes dic dic QF dic QF dic QF QF QF
Tab. 5.1.: Classification of reactions in the main study at all energies and angular momenta.
Includes quasielastic scattering (qes), deep inelastic collisions (dic), quasifission (QF)
and fusion (f).
deconstruction of how these reactions unfold is addressed in chronological order in the
following sections.
5.3 First contact
The formation of a neck at half saturation density and the moments immediately after
this neck formation (up to 2 zs in total evolution time from initial separation of 44.8 fm) is
what is considered as the first contact in a reaction. A neck forms for every system at the
energy range presented in this study, whether they fused or reseparated. Discussed first is
the configuration of a system soon after the nuclei have made contact and dissipation of
total kinetic energy has been achieved, as well as the role of Pauli blocking in the energy
region. Then, nucleon emission upon first neck formation is presented.
5.3.1 Formation of compound system
For systems with the same starting distance, increasing Ecm will hasten the formation of
a half saturation density neck. In this section, instead of exploring the time at which
the neck forms, the time near where the nuclei have stopped moving (when dissipation
of the total kinetic energy has occurred) is taken. This time would be more of a direct
comparison to the time of capture for a heavy-ion collision rather than the time of neck
formation, which is more useful for modelling potential energy surfaces.
In selecting the time to identify where capture occurs, the first idea was to choose the
first minimum of the distance between the centres of masses, rcm, of the collision partners.
Note that this is a neck plane (see subsection 4.3.1 and Ref. [225] for a description of this)
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Fig. 5.5.: The separation distance (left) and Q2 (right) for 64Ni+208Pb central collision at four
different energies.
dependent quantity and for small values of rcm where there is a large overlap between
the two fragments, it is not reliable. The quadrupole moment is used in this section
instead, taking the first minimum seen for every system at each energy. This is a reliable
quantity as it depends on the density of the entire system. These two versions of minima
are shown in Fig. 5.5 for 64Ni+208Pb as a central collision at various energies. The times
at where the first minima occur are actually very similar between the two quantities.
The snapshot of the system density surface of at least 0.08 nucleons fm−3 at the time
of the first minimum of Q2 is shown on left of Fig. 5.6. The barrier energy, VB, is not
enough to lead the system to a more compact shape and there is a clear identification of
the two fragments. As the energy increases, the identification weakens.
Now taking the rcm values from the snapshots on the left of Fig. 5.6, these along
with the corresponding energies are plotted on top of the frozen HF bare nucleus-nucleus
potential for the same system on the right of Fig. 5.6. At the barrier energy (red square),
the corresponding rcm of the minimum Q2 value is within 0.2 fm of the frozen barrier
radius. As the energy increases, the distance where the first minimum of Q2 occurs
decreases and these points fall inside the frozen HF potential pocket.
The frozen HF potential shown in Fig. 5.6, as for Chapter 4, does not include the
Pauli blocking effect. This effect would have a more significant role in these reactions
involving 204,208Pb compared to the Ca+Sn systems in Chapter 4. Relative to the frozen
barrier radius, the onset of Pauli repulsion would be apparent at larger distances inside
the pocket in heavy systems compared to lighter systems as there is more overlap of the
nuclei in the former.
In the case of 64Ni+208Pb where a TDHF fusion threshold is not apparent, a corre-
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Fig. 5.6.: Left: half-density isosurface of central collisions of 64Ni+208Pb at Ecm = 1.0VB MeV
(top) through to Ecm = 1.3VB MeV (bottom) at the first minimum of Q2. Right:
barrier top region of the frozen nucleus-nucleus potential for the same system. The
coloured points show the distance between the centres of masses of the fragments to
the left, at their respective energies. The position of the barrier radius is shown by
the vertical dotted line.
sponding hypothetical one dimensional TDHF potential would have a very shallow pocket
or a complete absence of one. The Pauli blocking effect would bring an addition to the
frozen HF potential inside the barrier in Fig. 5.6 (right) [186], a shallowing of the pocket
and from this a resulting increase of the barrier energy that is shifted to a lower barrier
radius.
5.3.2 Particle emission
Soon after a neck has formed many systems experience particle emission, especially if the
fragments have a lot of neutron or proton excess and also particularly at high energies
such as 30% above the barrier. Appearing in Ref. [98] is a technique to count the number
of emitted particles a system produces. The same technique is used in this section to
count the particle emissions over the reaction time. At each time step, the number of
neutrons and protons is counted by integrating the neutron and proton densities that
lie above a small threshold for the total density for which the nucleons are considered
to belong to a fragment. The difference between these numbers and the number at
initial time is then the number of emitted neutrons or protons. If the number of emitted
nucleons at time t is given by EN(t), the threshold density is ρth and U is the calculation
box then
EN(t) =
∫
U
ρ(r, t0)− ρ(r, t)
∣∣∣∣∣
ρ>ρth
dV.
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The threshold density used for the systems in the calculation box sizes used is taken
to be 0.0003 nucleons fm−3, a cross section slice of the density at the final time was
inspected to guide this number which is dependent on box size. If the threshold is too
high (at or above 0.0005 nucleons fm−3 in all systems, energies and angular momenta)
then the number of emitted particles is overestimated since a significant portion of the
main nuclear mass lies under the threshold density “blanket”. If the threshold is lower
than 0.0003 nucleons fm−3, the density of the emitted particles is likely to exceed this
and would be included in the integration of the main nuclear mass at every time step.
The threshold density in relation to the density slice ρy=0 at y = z = 0 (x−axis is the
collision axis) of a system is shown in Fig. 5.7 for the central collision of 64Ni+208Pb
with Ecm = 1.3VB.
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Fig. 5.7.: Logarithmic plot of the density profile at y = 0 of the central collision of 64Ni+208Pb
with Ecm = 1.2VB at initial time (top) and final time (bottom). The threshold density
is indicated by the dashed line at 0.0003 nucleons fm−3. The arrows indicate the
direction of the motion of the fragments.
Proton and neutron emission over reaction time is presented in Fig. 5.8 for 58Zn+208Pb
(left panels) and 56Ni+208Pb (right panels) for ` = 0~ at Ecm = 1.0VB (top row) and
1.3VB (bottom row). The same plots for systems in the main study at all energies and
angular momenta are presented in Appendix G. The shaded regions in the plots indicates
the time where the half saturation density neck existed. The relevant part of the plot
for this section is the area at and directly after the start of the shaded region. For the
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Fig. 5.8.: Particle emissions versus time for 56Ni+208Pb (top) and 58Zn+208Pb with ` = 0~ for
Ecm = 1.0VB (left) and Ecm = 1.3VB (right). The shaded area indicates the times
when the half saturation density neck existed in the reaction.
reaction at the barrier energy, almost as soon as the neck forms the neutron emissions
start to increase gradually. At the highest energy the surge of both particle emissions at
neck formation time is much more pronounced. This surge is common for all systems
that reseparate, especially those which do at higher energies (64Ni,58Zn+208Pb). For
the systems that reseparate with ` = 10~, the resulting emission versus time plots look
globally the same with surges appearing after the neck break at higher energies. The
total number of emitted particles for the non-central collisions is slightly higher and is
presented in a later section.
Spurious negative values appear for emissions because at 0 zs, the total number of
integrated neutrons and protons is less than the true value, from integrating above the
threshold density. This offset is accounted for in the number of nucleons emitted at each
time step which means that the first time step should properly have zero emissions. The
cutoff time is either when the fragments are back to being approximately 44.8 fm apart
between the centre of mass coordinates if ` = 0~ or before they hit the side of the box for
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` = 10~.
Both proton and neutron emissions are present although neutron emission is significantly
higher in all systems as protons undergoing emission must tunnel through the Coulomb
barrier. The system with most proton emission was 58Zn+208Pb, the maximum being
just under 0.7 protons at the highest energy. This is probably owed to the 58Zn projectile
having an excess of protons, some of which are likely to be less well bound and more
susceptible to emission, as all other systems had less than 0.5 proton emission for all
energies and angular momenta.
Neck formation, especially at Ecm = 1.2VB and 1.3VB, is traumatic enough for the
system to prompt ejection of particles. Future work arising from these emission results
would be a deeper investigation of what role different dynamical effects play in nucleon
emission, for example transfer and magicity. Also, determining where emissions are
coming from in the compound system would be useful, for example in 58Zn+208Pb one
would expect proton emission to come from the zinc nucleus. This can be sourced from
TDHF calculations by using the momentum distribution from the wavefunction of the
system.
5.4 During contact time
Dynamical processes continue to take place while the neck of the system exists. As
well as further particle emissions, the remaining contact time allows for nucleon transfer.
Calculating the average transfer numbers in TDHF is detailed in subsection 2.5.2 and the
results are presented for all systems that reseparate. Systems that have fused of course
will have no separate fragments to observe final masses and charges. Whether a neck of a
system looks like it will remain at a time less than 24 zs is also addressed in this section.
5.4.1 Particle transfer
Average transfer numbers
If transfer channels are favoured for a system then the process will begin when a neck
forms. For systems that reseparate, the average N and Z numbers of the fragments
versus time can be calculated. Recall that these average quantities are dependent on the
choice of neck plane, so when there is an overlap between the two fragments, they are
unreliable. As average N and Z numbers are calculated by integrating all the density that
lies to one side of the neck plane (refer to subsection 2.5.2), it will also include emitted
particles. This is not ideal since the goal is to see what mass is left in each of the two the
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Fig. 5.9.: Average N and Z number of the heavy fragment for central collision of 56Ni+208Pb at
Ecm = 1.0VB. The light shaded area is the neck duration at ρ ≥ 0.01 nucleons fm−3
and the dark shaded area is neck duration at ρ ≥ 0.08 nucleons fm−3.
final fragments. However, as will be shown later, the largest number of emitted particles
in any of the reactions that reseparate is less than two neutrons. As a percentage of
the whole system, or in particular the heavy fragment which is the fragment used to
determine transfer amounts here, this is small enough to ignore for the purposes of the
following discussions.
The average N and Z numbers with respect to time for the heavy fragment in the
system 56Ni+208Pb at the barrier energy for ` = 0~ is presented in Fig. 5.9. The dark
grey shaded area is where the half saturation density neck occurs and the lighter shaded
area is where the neck density at 0.01 nucleons fm−3 occurs. In the shaded region, the
values for average N and Z are neck plane dependent. The useful part is when these
numbers stabilise towards the end of the reaction where the fragments are well separated
again. In this case the heavy fragment has gained protons and lost neutrons on average.
The difference between initial (dashed line) and final (solid lines) average N and Z
numbers of the heavy fragment in Fig. 5.9 and all other reseparated systems is seen in
Fig. 5.10 for the entire energy range and both angular momenta. With a handful of
exceptions, the results between the two angular momentum values are rather similar. In
every case the intial 204,208Pb loses neutrons by the end of the reaction, shown in the top
two panels. In many cases it gains protons, shown in the bottom panels. This direction
of transfer is in favour of balancing out the N/Z ratios between the fragments.
By just considering the N/Z values of the two initial nuclei in each system, it is
expected that the 204,208Pb would lose neutrons and or gain protons as the N/Z ratio
for these two isotopes is higher than any of the listed projectiles. For the systems with
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Fig. 5.10.: Difference between final and initial average N (top panels) and Z (bottom panels)
numbers of the heavy fragment in the separated systems. Central collisions are the
left panels and ` = 10~ are the right panels.
56,64Ni projectiles, all proton numbers involved are magic. In the 64Ni case, this may
contribute to the fact that there is very little proton transfer (often less than one) as well
as the fact that 64Ni has the closest N/Z to 208Pb of all projectiles considered for this
target. The comparatively smaller N/Z factor for 56Ni isotope means it could be more
energetically favourable for proton transfer to occur rather than the preservation of all
the magic numbers.
There is virtually no proton transfer for 54Cr+204Pb and at most one neutron transfer at
the barrier energy. The neck time for this reaction is very short and the N/Z ratio between
these two initial nuclei is more closely matched than any other combination in the main
study. Introducing two extra neutrons in total to the system to make 52Cr+208Pb, which
has a similar neck lifetime, increases the number of neutron transferred by approximately
two and proton transfer remains insignificant at the barrier energy. Comparing this to the
pair of systems 56,64Ni+208Pb where the difference in neutron number is 8, the transfer
results of the two systems differ much more suggesting that a more drastic increase of
number of neutrons in the system is needed to generate very different amounts of transfer.
There are some outliers seen in Fig. 5.10, including 58Zn+208Pb at energies 10% and
110 Chapter 5 Quasifission reactions
20% above the barrier for ` = 0~, 56Ni+208Pb at 20% and 30% above the barrier for
` = 10~ and 54Fe+208Pb at 2% above the barrier for ` = 10~. For reactions occurring
at 10% or more above the barrier, it is worth mentioning that a head-on collision is the
configuration for a reaction leading to maximum total kinetic energy loss [170, 176, 196].
With increasing energy, dynamics arising from this configuration such as a “density
backsplash” may happen [27, 109]. Although this is more likely for energies from 2 MeV
per nucleon or higher [109], it could be a contributing factor to these unusual transfer
results in this study.
Q-values
The N/Z equilibration between fragments is driven by a manifestation of Q-values for the
different transfer channels and was previously discussed in subsection 4.3.4. A compilation
of ground state Q-values (experimental) of some of the possible outgoing trajectories of
the systems is presented in Tab. 5.2. In order to make this table, emitted particles had to
be ignored and just the changes of N and Z appearing in Fig. 5.10 were considered. Some
values in Fig. 5.10 sit between integer values and not every single combination of ingoing
and outgoing system is shown. For some systems only the extreme cases are shown, an
example being for 64Ni+208Pb where proton transfer is mostly not apparent but the case
of 1p and 2p pickup is listed on the table. As discussed in subsection 4.3.4, for proton
transfer a positive ground state Q-value (Qg.s.) alone is not enough to determine how
likely a particular transfer reaction is to occur. Rather, the difference between ingoing
and outgoing Coulomb trajectories, essentially the optimum Q-value (Qopt), must be
taken into account [30]. The difference Qg.s. − Qopt is also listed in the table for this
purpose. Recalling the expression for Qopt from subsection 4.3.4,
Qopt =
(
Z1fZ2f
Z1iZ2i
− 1
)
Ecm, (5.4.1)
the Ecm value in (5.4.1) is taken to be the centre of mass energy used in the TDHF
calculation for each reaction. Proton pickup will result in a greater Coulomb barrier in
the exit channel, taken into account by Qopt, and the resulting Q-value for the transfer is
not always positive even if Qg.s. is.
In most cases, the difference Qg.s.−Qopt is positive which indicates that the associated
average transfer channel seen from TDHF is energetically favourable. The most positive
values are for the 56Ni,58Zn+208Pb reactions which have the most proton rich projectiles
out of all the systems, making the N/Z ratios between initial fragments very mismatched.
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Ingoing Transfer channel Outgoing Qg.s. (MeV) Qg.s. −Qopt (MeV)
50Ti+208Pb −1p 49Sc+209Bi −8.360 −1.782
54Fe+208Pb −1p +3n 56Mn+206Bi −1.063 5.082
+3p +10n 67Cu+195Au 21.883 4.398
56Ni+208Pb −3p +3n 56Mn+208At −6.275 12.152
−2p +4n 58Fe+202Po 4.688 16.999
−1p +7n 62Co+202Bi 6.510 14.215
+4p +14n 74Ge+190Pt 35.072 7.054
64Ni+208Pb +1p +5n 69Cu+203Tl 2.650 −3.371
+2p +6n 72Zn+200Hg 8.801 −5.420
58Zn+208Pb −4p +3n 57Fe+209Rn 5.076 29.053
−3p +5n 60Co+206At 10.033 28.048
−2p +6n 62Ni+204Po 21.040 36.069
+6n 68Zn+198Pb 32.027 32.027
+1p +12n 71Ga+195Tl 34.247 27.696
Tab. 5.2.: Some listed possibilities for outgoing systems according to transfer amounts (with
respect to the projectile) shown in Fig. 5.10. Both experimental ground state Q-value
and the difference with Qopt are listed.
In the case of 64Ni+208Pb, where the N/Z ratio between fragments is closer than for the
previous two reactions, negative values are apparent for proton pickup which supports
the fact that for this system, proton transfer is often not seen referring to Fig. 5.9.
To compare transfer in this study to heavy systems with no magicity, the auxiliary
systems 52,54Cr+198,196Pt and 34S+232Th are used as examples. Each of these systems
have much longer neck times than those in the main study, all in excess of 10 zs and
much more mass transfer happens as a result.
The auxiliary reactions at some of the energies are selected to appear in Tab. 5.3 to
show the amounts of transfer and their respective Qg.s. −Qopt differences. The numbers
of protons and neutrons transferred is vastly higher than for the systems in the main
study, with at least 16 neutrons and 8 protons transferred. This results in a much more
mass equilibrated system. The most mass transfer seen was for the Cr+Pt systems when
Pd+Ba was the exit channel. Increasing the angular momentum for the same system at
one energy (as listed for 54Cr+196Pt) has decreased the amount of transfer and the final
Q-value.
For the 34S+232Th systems, the difference in VB between the tip (x) and side (y)
configurations, at 144.96 MeV and 157.48 MeV respectively, is just over 12.5 MeV. In the
lowest energy and angular momentum for the tip collision, the outgoing system favoured
112 Chapter 5 Quasifission reactions
System Ecm/VB ` (~) Transfer channel Outgoing Qg.s. −Qopt (MeV)
52Cr+198Pt 1.09 30 +22p +38n 112Pd+138Ba 10.376
54Cr+196Pt 1.19 20 +22p +36n 110Pd+140Ba −3.091
55 +19p +31n 104Tc+146Pr −10.792
34S+232Th (x) 1.01 20 +8p +16n 58Cr+208Pb 25.800
(x) 1.03 30 +9p +16n 59Mn+207Tl 20.902
(y) 1.03 30 +16p +27n 77Ge+189W 8.204
Tab. 5.3.: Auxiliary systems transfer amounts (with respect to projectile). The tip orientation
of 232Th is denoted by (x) and the side orientation by (y). The Cr+Pt systems are
tip collisions.
the doubly magic 208Pb nucleus. Similar mass transfer resulted for the same system with
an increase in energy and angular momentum. For the side collision the exit channel is a
more mass equilibrated system. Although due to the higher Coulomb potential in the
exit channel, the resulting Q-value is lower than for the tip collisions.
Numbers of transferred nucleons are somewhat dependent on the contact time, using
the main and auxiliary systems as comparisons to each other. In the systems with no
magicity, in particular 34S+232Th, it is seen that transfer leading to outgoing fragments
with or near magic numbers were favoured. In the main study, it may not only be the
short neck time that leads to much smaller transfer numbers in comparison but also the
fact that the systems begin with many magic numbers, and it could be the case that
being near shell closure is more favourable than mass equilibration. Conversely, as most
of the systems start with three magic numbers, this may lead to much smaller transfer
numbers and consequently a shorter contact time.
To improve the discussions of transfer seen in the TDHF reactions the emitted particles
should be removed from the counting of the average N and Z in a fragment. This can be
achieved by defining a more restricted region to integrate proton and neutron densities
over rather than selecting an entire side of the calculation box for the integration limits
in equation (4.3.2).
So far, only reseparated systems have been shown in results such as final transfer
numbers. However, if a system has shown a neck existence after some time, it is
sometimes difficult to ascertain whether the neck actually will break or whether it will
continue and lead to being classified as a fusion reaction. This is addressed in the next
subsection.
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5.4.2 Will the neck break?
There are a few approaches in deciding if a system is likely to remain as a compound
nucleus at a reaction time less than or at 24 zs which is the threshold time for fusion in
this chapter. Previously in Chapter 4, the distance between the centres of masses, rcm, of
the fragments was used instead. If the distance reached and remained below 10 fm by 6
zs then it was classified as fusion. This definition of fusion is sufficient for lighter systems
such as Ca+Sn. For heavy systems, this is not definitive enough of a value to use as the
size of the nuclei involved in heavy systems are large enough to remain as a compound
system with rcm greater than 10 fm and still be classified as a fusion reaction. In Ref.
[178] for 70Zn+208Pb the rcm requirement is 15 fm which accounts for the increasing size
of the nuclei, however the proxy used in this chapter to decide whether a system had fused
is the quadrupole moment of the total system instead. As mentioned in subsection 5.3.1,
quadrupole moment is independent of the neck plane and therefore a suitable measure to
use. If the quadrupole moment remained fairly constant or within a small range over a
large time, and was not increasing overall at 24 zs, then it was decided that this would
be defined as fusion and calculations need not continue past 24 zs.
A zero valued quadrupole moment means the total system is in a perfect spherical
configuration. As the systems in this chapter study are heavy and do not exhibit a compact
CN shape, the expected resulting quadrupole moment would be positive indicating a
prolate shape even for systems that are labelled as fused.
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Fig. 5.11.: Quadrupole moment for composite system from a central collision of 56Ni+208Pb at
Ecm = 1.04VB .
The system 56Ni+208Pb at Ecm = 1.04VB is used as an example where the quadrupole
moment test would be useful. This system reseparated at Ecm = 1.0VB and 1.02VB
with neck times less than 2 zs each so the same system seemed a promising candidate to
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reseparate again at Ecm = 1.04VB. The quadrupole moment for this system, presented
in Fig. 5.11, remains between 3.5 × 103 − 4.5 × 103 fm2 from 2 zs onwards and is not
globally increasing at final time. This indicates the system is not likely to reseparate
soon after 24 zs.
The quadrupole moment was one of the quantities contributing to the decision of the
reaction time threshold of 24 zs, as any system that had not reseparated had a stable
quadrupole moment at this maximum time.
5.5 Reseparation of fragments
Systems that remain fused have now been well identified. The dynamics that occur as
soon as a neck forms and during the observed lifetime of the neck have been discussed
thus far. The discussion in this section moves on to the ongoing dynamics that happen
near the end of a reaction for a system that reseparates. Included as part of the dynamics
associated with reseparation is further particle emission and whether N/Z equilibration
between outgoing fragments has been achieved.
5.5.1 Final particle emission
It was seen in Fig. 5.8 that almost as soon as a neck forms, particle emissions started
to gradually increase and for the highest energies there was a surge of particle emission.
During the rest of the neck lifetime, the emissions rose steadily. Now when the neck
breaks, corresponding to the end of the shaded regions in Fig. 5.8, there is another clear
surge of emitted neutrons in the case of 56Ni,58Zn+208Pb. This is also true for other
systems and over the whole energy range. The surge is not so prominent for protons.
A study of where nucleons are being emitted from at this point in the reaction would
be beneficial, in particular to check if they are being released from around the neck region
and concurrently check whether the neck density mainly consists of protons or neutrons.
The final emission at the cutoff time in Fig. 5.8 is seen for every system at both ` = 0~
and 10~ in Fig. 5.12. The cutoff time where these emissions are calculated is different
for every system. The fragments must be well separated but have not yet hit any sides
of the box. In most cases, it is unlikely for an emitted particle to rejoin the fragments
after it has been released, as the volume occupied by the fragments as a percentage of
the total box size is only about 5% in the heaviest case of 64Ni+208Pb. Where it could
occur is if the system reseparates close to the edge of the box. This was only the case for
56Ni+208Pb at Ecm = 1.2VB and 1.3VB with ` = 10~.
The number of particles emitted increases as the energy increases, and neutron emission
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Fig. 5.12.: Final numbers of emitted neutrons (top row) and protons (bottom row) in the main
systems. Central collisions on the left and ` = 10~ on the right.
is overall more abundant than proton emission as previously mentioned, as a result of the
Coulomb barrier for protons. Since the only two systems that reseparated over the entire
energy region were 58Zn,64Ni+208Pb, overall trends relating to centre of mass energy and
neck times can only be made for these systems. Even though the system 56Ni+208Pb
fused for many energies, it nonetheless falls within the upwards trend of emission seen in
58Zn,64Ni+208Pb. As mentioned before, the proton emission for 64Ni is very low as the
N/Z ratio for this projectile is higher than any of the other projectiles for this target.
By contrast, 58Zn emits at least 0.3 protons from 10% above the barrier onwards.
To compare the emission of reseparated systems to a system that fused, in Fig. 5.13
is the emission versus time (same as Fig. 5.8) for the system 56Ni+208Pb as a central
collision at an energy Ecm = 1.04VB . Emissions are seen to steadily increase over reaction
time with final emission being just less than 0.4 and just over 0.1 for neutrons and protons
respectively. Fig. 5.13 lacks the characteristic surge of emissions that is seen in Fig. 5.8
at the end of the neck lifetime, confirming that the surge is instigated by the breaking of
the neck in a system.
Overall, for this study the final numbers of emitted particles are relatively small in
comparison to Ref. [98] where TDHF calculations of actinide on actinide collisions at
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Fig. 5.13.: Emission versus time for the central collision of 56Ni+208Pb at Ecm = 1.04VB . This
system fused.
and above barrier energies lead to observed emission of at least two two neutrons.
5.5.2 Outgoing fragments
In identifying the outgoing fragments’ mass and charge, the fact that emitted particles are
included must again be ignored as was done for section 5.4.1. Although, the maximum
number of protons that has been emitted from any case is 0.7 protons, meaning the charge
of one of the outgoing fragments is at most off by 1. For neutrons, the final fragment
N number could change by 1 or 2 in the most extreme cases as the maximum emitted
number is 1.5 neutrons over all systems. Because of the emissions, the uncertainty in
final Z and N number would affect the associated Qg.s. for the transfer reaction and also
Qopt for proton transfer.
To see whether N/Z equilibration has been achieved through the process of relatively
fast inelastic collisions or quasifission (less than 10 zs total for the main study), the
change in N/Z of the heavy fragment appears with respect to energy for all systems
is plotted in Fig. 5.14. The change in N/Z is not dependent on system energy or on
the observed neck lifetime of which most are less than 10 zs. This is consistent with
the findings that N/Z equilibration is a fast process that can happen within 1 zs [62],
which was approximately the shortest neck time of all systems in the main study. It is
therefore apparent that N/Z equilibration is the most desirable configuration for these
systems, even more so than preservation of magic numbers. It also suggests in the case
of a very exotic “projectile” like 58Zn, transfer is motivated to happen and finalise quite
rapidly, since the difference in N/Z for the longest neck time for this system (at 1.1VB)
is approximately the same as for 1.0VB.
In Fig. 5.14 the dashed lines are the difference between the composite system’s N/Z
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Fig. 5.15.: Same as Fig. 5.14 but for the auxiliary systems.
ratio and initial heavy fragment N/Z, they are labelled accordingly with arrows on the
right. The final N/Z ratios of the fragments do not reach this for the composite system
as if they had then the points in Fig. 5.14 would lie directly on their corresponding
dashed line. They have, however, moved in the direction towards the dashed line and
may have reached equilibrium nonetheless. As mentioned previously in subsection 5.4.1,
transfer occurs not to equalise the N/Z ratio but to optimise binding energies of the
collision partners.
To see whether the N/Z equilibration of fragments comes closer in value to the N/Z of
the compound system with longer necktimes, less magicity and more mass transfer, the
results from the auxiliary systems will serve this purpose. The N/Z ratios of the heavy
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composite system. Black solid and dashed lines are fits to the function α+ βe−t/τ .
fragment in the auxiliary systems is presented in Fig. 5.15. These N/Z ratios for the
exit channel fragments in these systems on average have not reached significantly closer
to the N/Z of the compound system compared to the main study.
The fast process of charge equilibration is illustrated further in Fig. 5.16 which shows
the N and Z asymmetry of both outgoing fragments as a function of neck time for
64Ni,58Zn+208Pb. These systems are shown as they had the largest range of neck or
contact time over the energy range of the calculations. Each of the fragments are fitted
to the function α+ βe−t/τ for parameters α and β that are different for each fragment
in each system. The relaxation time τ parameter was set to 0.5 zs in all cases as an
example relaxation time. The initial N/Z asymmetry and (N − Z)/A values between
fragments is quite different between these two systems (initially, 58Zn has a negative
(N − Z)/A value). By the end of the reaction, the difference in (N − Z)/A values for
the fragments between the systems is much reduced. Furthermore, it is evident that the
charge equilibration was achieved within 2 zs for both systems.
5.6 Summary
The dynamics associated with heavy-ion collisions, some of which classify as quasifission,
along the reaction timescale has been presented in this chapter using the TDHF approach.
Discussions about heavy-ion collisions in this chapter were illustrated through reactions
with a chain of N = 28 isotope projectiles (ranging from Ti to Zn) on a 208Pb target,
including the two extra systems 64Ni+208Pb and 54Cr+204Pb as a comparison to vary in
the neutron magicity of the system. The reason the N = 28 chain was chosen was to
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explore the effect of proton magicity between the shell closures at Z = 20, 28. Mentioned
in Chapter 4 and appearing in Appendix E.2, was that the system 48Ca+208Pb had a
TDHF fusion threshold below the static barrier. Because of this, this system was omitted
from further study as many results relied on the system reseparating. The energy range
for these reactions was between 1.0VB–1.3VB where VB was the frozen HF barrier energy.
It turned out in this study that 58Zn+208Pb was the only system along the N = 28
chain that did not fuse at any energy. The system 64Ni+208Pb also did not fuse at any
energy while 56Ni+208Pb only fused at some energies. Comparing 56,64Ni+208Pb was a
similar test to the systems 40−54Ca+116Sn in Chapter 4 where the neutron number of
projectile was increased. In this chapter, 56Ni+208Pb showed to have a TDHF fusion
threshold at an energy 4% above the static barrier, whereas 64Ni+208Pb does not appear
to have a TDHF fusion threshold at all. The addition of neutrons in the projectile here
has decreased the contact time and brought some hindrance to fusion. With the systems
40−54Ca+116Sn, the similar result was seen in that the addition of neutrons actually
unexpectedly increased the TDHF fusion threshold (relative to the static barrier).
The systems from 50Ti,52Cr,54Fe,56Ni,58Zn,64Ni+208Pb and 54Cr+208Pb (the “main
study”) that reseparated in this chapter were not necessarily quasifission reactions.
Quasifission in TDHF was defined by the final total kinetic energy of the system with
respect to the mass ratio of the fragments in the exit channel and comparing this to
the Viola systematics [81, 221]. If the TKE of the system was within 10% of the Viola
systematics then it was deemed a quasifission reaction; if it was in the range 10%-20%
above the Viola systematics then it was a deep inelastic collision; and reactions lying
outside 20% were deemed as quasielastic scattering. Many of the systems that reseparated
were actually deep inelastic collisions rather than quasifission reactions.
In the main study, a noticeable surge of emission of particles were observed at the
time of the neck breaking (in systems that reseparated). In the high energies for
56Ni,58Zn,64Ni+208Pb, a surge in emissions was also apparent at the time when the half
saturation density neck was seen to appear. The number of emitted particles increased
with increasing energy and was mostly neutron emission. Systems that fused emitted
particles constantly over 24 zs but the final emitted number of particles was much smaller
(less than half) than for the reseparated systems. This means that a dramatic shape
change in the nuclear density of the compound system, that is, either at scission or at
contact, has noticeable effects on the dynamics of the system.
All transfer that was observed in the reactions happened in the direction to equilibrate
the N/Z factors between the reactant nuclei. For the main study, an attempt at this
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equilibration happens very quickly (within 2 zs) and can even be achieved in what was
defined as a quasielastic collision rather than deep inelastic collisions or quasifission reac-
tions that had long contact times. Because of this short timescale for N/Z equilibration,
it was not an energy nor angular momentum dependent process.
To compare systems in the main study to systems far from magic numbers, three
auxiliary systems 52,54Cr+198,196Pt and 34S+232Th, all which have been measured ex-
perimentally, were used. These three systems resulted in quasifission, had longer neck
times and much more mass equilibration. Transfer in the direction of N/Z equilibration
between reactant nuclei was also apparent for these systems, but the longer neck times
in comparison to the main study did not lead to the exit channel fragments having
significantly closer N/Z ratios to the compound system.
The aim of the main study was to explore systems that result in quasifission. Most
of the time, the systems, energies and angular momentum values that were chosen in
the main study did not lead to a quasifission result; many of the reactions ended up
fusing or defined as a deep inelastic collision. This in itself was not overly problematic
as discussion and conclusions did not vary between a particular system that was a deep
inelasic collision for one energy and quasifission for another. However, to improve the main
study, calculating collisions with higher angular momentum values (for example ` = 20~
or above) may have led to more reactions that properly qualify as TDHF quasifission as
seen in the auxiliary study, instead of fusion. Fusion is a more likely outcome for low
angular momentum values. Increasing the angular momentum would also have simulated
a more realistic situation in terms of angular coverage accessible with experimental setups
such as the CUBE detector [83].
Alongside higher angular momentum, selecting a chain of systems with fewer magic
numbers or with at least more variation also would have been beneficial to examine the
role of magicity in detail. When there are already three magic numbers for the most part
in the system, the effects of additional magic numbers are somewhat diluted. Quasifission,
or reseparation in general, may have been more apparent at above barrier energies in
TDHF for systems with less magicity. Another key factor of the main study to improve
is the energy range, focussing on above barrier energies between 1.0VB and 1.1VB would
have been sufficient.
Other specific future work was mentioned in relevant sections in this chapter, in
particular there is capacity for more investigation into the emission of particles in reactions.
This would be worthwhile in reactions leading to SHE formation since deexcitation of
compound nuclei is through neutron emission. Emission during a reaction may also may
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affect the probability of survival of the CN, and hence the probability of fast quasifission
in heavy-ion reactions. Sourcing where in the system emitted particles emerge from would
also be interesting. For example, in the 58Zn+208Pb reactions, the observed emitted
protons would be expected to come from the 58Zn-like fragment. However, for systems
involving a projectile and target that have similar initial N/Z ratios or that are well
bound in both protons and neutrons, it would not be so obvious and it may be that the
neck is the source of emissions in either case since a surge in emissions were seen after its
break in almost every case in the main study. Being able to check this could also shed
light on the neck dynamics. This leads to further study into the dynamics of the neck of
a system and their effects on not only emission but also energy dissipation and transfer.
Lastly, the removal of emitted particles from counting average numbers of nucleons in a
fragment is necessary to improve quantitative characterisation of transfer, and this would
be increasingly important for systems that emit large numbers of nucleons.
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6Conclusion
The motivation of this thesis was to better understand the dynamics associated with
heavy-ion reactions, as part of the ongoing pursuit of superheavy element (SHE) studies.
A comprehensive theoretical understanding of heavy-ion reactions can be useful for
experimental programs aimed at synthesising SHEs from hot fusion reactions [137, 139],
serving as a predictive tool into suitable projectile and target combinations amongst
other things. The approach to studying this topic was self-consistent mean field theory
(Hartree–Fock (HF) theory). The reasons and specifics for studying nuclear systems
with HF and time-dependent HF (TDHF) theory were discussed in Chapter 2. In short,
because of the nature of nuclear systems being a many body problem with a nucleon-
nucleon interaction that is not well known, HF methods based on phenomenological
energy density functionals are able to address both of these issues, being a suitable
candidate for studying problems in nuclear physics.
Understanding the dynamics present in nuclear systems and their significance in heavy-
ion reactions was the goal of this work. Application of the (TD)HF theory for this work
was done in stages, separated by the chapters appearing in this thesis. Each chapter
brought with it more complex dynamics than the previous, with the systems and reaction
types that were presented therein. The applications started with vibrational modes, then
moved to to fusion reactions and finally quasifission reactions. As TDHF incorporates
at once all the dynamics at mean field level in a single calculation, this increase of
complexity in stages allowed us to progressively study the different resulting dynamical
effects characteristic to reaction types.
6.1 What we learnt
First of all, the (TD)HF method proved indispensable in understanding different structure
and dynamics in a range of nuclear systems. For nuclear structure, the access to single
particle states led to more detailed understanding of vibrational modes and also neutron
skins. In reactions, the ability to follow a collision with respect to time revealed when
certain processes start to occur, for example neck formation, emission and nucleon transfer.
This was helpful in examining what dynamics contributes to observables such as the
fusion barrier or contact time between two nuclei. A microscopic approach to reaction
studies uncovers many physical phenomena and from its use in the present work we
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have also encountered drawbacks from the TDHF approach in our understanding of the
resulting dynamics.
Vibrations
The TDHF method in the small amplitude limit (corresponding to the random phase
approximation method) was first applied to a systematic study of vibrational modes in
Chapter 3, in particular to the low-lying octupole and quadrupole vibrations. The focus
of this study was on the isotopes 40−54Ca. The setup of the calculations meant that
the only dynamics present were the one phonon vibrations of one multipole moment of
one nucleus in a single calculation. This makes a close study of the nature of specific
vibrational modes in different nuclei possible.
The objective of this chapter within the scope of the thesis was twofold: to check that
TDHF reproduces experimental data of vibrational modes (such as excitation energy and
deformation parameter) reasonably for stable isotopes, then predicting results for exotic
nuclei with neutron excess. The effects of adding neutrons were seen to systematically
change vibrational spectra. The collective nature of low-lying octupole vibrational states
was observed with TDHF. Low-lying quadrupole vibrations were also present in TDHF.
However, the observed quadrupole modes are associated to 2+1 states in doubly magic
nuclei only. For mid shell nuclei, a dynamical or perhaps even beyond mean field treatment
of pairing is needed to reproduce and study the known collectivity of low-lying quadrupole
vibrations in many even-even nuclei.
Near barrier collisions
The HF and TDHFmethod was next applied to reactions, largely focussing on 40−54Ca+116Sn
systems near the fusion barrier energy. The calculations presented in Chapter 4 were split
into reactions without dynamics (with the frozen HF method) and then TDHF reactions
with dynamics. The resulting fusion barriers from the static and dynamic calculations
were compared with the goal of dismantling the different dynamical effects present in
fusion reactions.
Dynamic reactions introduce couplings that include the vibrational modes that were
studied in Chapter 3. In comparing the fusion barriers between static and dynamic
calculations, a major result was that the inclusion of dynamics and neutron excess did
not always decrease the fusion barrier as would be expected from calculations using other
phenomenological models. This has direct implications to heavy-ion fusion or synthesis
of SHEs.
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For systems involving stable nuclei where the fusion barrier energy did decrease with
the inclusion of dynamics, the vibrational couplings were the main contributor to this
decrease. For the systems with the most neutron rich projectiles, transfer channels play a
significant role and possibly contributed to the observed increase in the dynamical fusion
barrier. There is a lot of scope to take transfer studies further within TDHF to better
interpret its role in near barrier reactions as it is not fully understood.
Above barrier heavy-ion collisions
Continuing the application of TDHF to reactions, Chapter 5 was a study of reactions of yet
heavier systems focussing on 48Ca,50Ti,52Cr,54Fe,56Ni, 64Ni,58Zn+208Pb and 54Cr+204Pb
at above (static HF) barrier energies. The dynamics from these reactions that were studied
included mass transfer and nucleon emission. As well as understanding these processes,
investigating the role of magic numbers in initial projectile and target combinations was
also a goal of this chapter.
Heavy systems, unlike those studied in Chapter 4, do not always lead to fusion at
increasing energies. Systems that effectively did not have a fusion barrier showed that
N/Z equilibration was more desirable than the preservation of initial magic numbers
after reseparating. Conversely, systems starting with no magic numbers showed outgoing
fragments that were near shell closure. The amount of mass transfer increases with
increasing contact time for systems that reseparate. However, the final N/Z ratios in the
outgoing fragments did not show to be energy or contact time dependent.
In many cases, TDHF predicted fusion for the above listed systems including those
that are experimentally known to not fuse at and above barrier energies. Following from
this, magic numbers in the entrance channel were not found to have a large influence
in the success of fusion in systems with significant initial N/Z asymmetry. Choosing
systems with fewer initial magic numbers may have resulted in a larger sensitivity to an
addition or reduction of magic numbers to the outcome of the reaction. The setup of the
study in this chapter did not lead to the observation of many reactions that qualified
as quasifission nor a real test of the significance of magic numbers. Future studies in
quasifission dynamics around this mass and energy region can now be refined to better
choice of systems, energies and angular momenta used in calculations to test these ideas.
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6.2 Applications to SHE research
The accumulation of systems studied in Chapters 4 and 5 has brought about some
interesting results in low energy (Ecm = 0.999VB − 1.3VB, where VB is the static HF
fusion barrier) heavy-ion collisions. The two major factors that were explored in projectile
and target combinations were neutron excess in the projectile (and subsequently, its N/Z
ratio) and also the number of magic numbers in the system.
Neutron excess in projectile was not found to lead to an expected lowering of the fusion
barrier as per phenomenological model predictions. This happened for 40−54Ca+116Sn
systems where the 52,54Ca projectiles led to a higher dynamic fusion barrier. It was also
apparent in 56,64Ni+208Pb systems, which are reminiscent of cold fusion type reactions
for SHE formation, where fusion was not achieved at all for the 64Ni projectile at above
barrier energies. The system 64Ni+238U, that leads to the SHE Z = 120, has been studied
experimentally [40] and with TDHF [172]. If the next shell closure is at N = 172 as
predicted by self-consistent field theories, and compound nuclei from hot fusion reactions
deexcite by 3n or 4n, then systematic studies with 58,60Ni beams that have fewer neutrons
may also be useful.
Another factor playing a role in heavy-ion collisions is magicity in the projectile or
target. Magic proton numbers in Chapter 4 were constant although its role in collisions
was not fully tested in application to SHE formation as the Ca+Sn systems are too light.
The proton magicity for these systems served as a basis for studying the effects of adding
more neutrons into the system. The role of magic numbers in heavy-ion collisions was
explored in more depth in Chapter 5. In general, systems with a Pb target usually had
a total of 3 or 4 magic numbers and the main observation was that fusion was quite
successful in the systems with light projectiles ranging from 48Ca to 56Ni (along an
N = 28 chain). Magic numbers could be attributed to the fusion outcomes although as
mentioned, the role of magicity may have been washed out due to the presence of too
many magic numbers. Calculations of hot fusion reactions with Ni+238U could extend to
the exotic doubly magic 78Ni to further explore effects from both magic numbers and
neutron excess.
6.3 Future perspectives
Specific points of interest for future work are discussed at the end of every chapter in
this thesis, relevant to the material presented in each chapter. Here, a general future
direction of this project will be discussed instead. Studying even heavier systems than
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those presented in this thesis is a logical next step in order to learn more about dynamics
associated with heavy-ion collision studies possibly leading to SHE formation. Specific
reactions to study theoretically could include (in order of heaviness):
• Very neutron rich projectiles ranging from for example 56Ca to 80Zn colliding with
a stable targets 204,208Pb as a direct extension to systems studied in Chapter 5. It
may confirm the consistency of neutron excess not necessarily leading to fusion. If
that is the case, quasifission reactions can be further studied.
• The systems 58,60,70−78Ni+238U, which can reach the next SHE Z = 120 encom-
passing also the next predicted neutron magic numbers N = 172, 184, in order
understand more about neutron excess and magicity in hot fusion type reactions.
• Stable Pb or Bi projectiles on actinide targets 238U, 244Pu, 248Cm, and 252Cf. This
could continue to explore the role of magicity of projectiles in extreme heavy-ion
reaction situations for which the reactants are not near the neutron dripline and
have more similar initial N/Z ratios.
• Switching the Pb and Bi projectiles from above to another actinide, providing
superfluidity in both colliding nuclei and would also be in touch with recent actinide
collision studies [4, 69, 98].
• Studying fission and quasifission modes of SHEs Z ≥ 104, which is necessary
to understand competing processes to compound nucleus formation or decay of
superheavy nuclei.
As far as choosing a theoretical approach for studying these heavy-ion reactions, mean
field methods are definitely still worthwhile at this stage even though there are important
physical phenomena in reactions, relevant to exotic nuclei, that are not well described
by the TDHF approach. Its biggest weakness is the inability to account for quantum
tunnelling due to its deterministic nature. Other dynamics that are either neglected or
underestimated include pair and alpha clustering which can effect transfer and breakup
dynamics and also fluctuation of observables [177].
Updated extensions to the HF setup used in this thesis and suggested future work
would be beneficial, especially for collisions involving actinides. The first modification
would be to use time-dependent BCS pairing with TDHF [55, 164] as a compromise to
the heavy computation times needed from using the TDHF-Bogoliubov method.
In addition, the semi-classical nature of TDHF severely limits the studies of transfer
channels and their effects on reactions. This includes studies on multinucleon transfer
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or quasifission reactions. Because of the deterministic nature of TDHF, only an average
transfer channel (the average trajectory of all possible transfer channels) will ever be an
output of a TDHF calculation. Studying various transfer channels in the time-dependent
microscopic approach can be achieved by using the generator coordinate method [71, 79]
and would improve understanding of hindrance of fusion due to transfer.
For TDHF reactions leading to a highly excited compound nucleus, its deexcitation
over longer time scales cannot be described properly within the current approach where
two-body collisions are neglected. These collisions are significant in such a process, and
are accounted for in the Extended TDHF method [232].
In a slightly different direction, testing more fundamental approaches to the nucleon-
nucleon effective interaction for example the quark meson coupling parametrisation of the
Skyrme energy density functional [72, 115] should in principle provide a better description
of nuclear structure, in particular exotic nuclei, and consequently its effects on reactions.
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AVariational calculus problem
The basic, one dimensional varational calculus problem is finding functions y : V → F for
a vector space V that are extrema for a functional J : X → R of the form
J [y] =
∫ x1
x0
f(x, y(x), y′(x))dx, (A.1)
where y ∈ X and y′ being the derivative of y with respect to x. As J [y] ∈ R the integral
must be definite, and space the X ⊆ Ck[V ] is a function space with k ≥ 1. Problems
of type (A.1) can be extended to more general cases where f = f(x, y, y′, y′′, ..., y(m))
for finite m in which X must be at least Cm, also for functions y of more than one
independent or dependent variables in an n-dimensional vector space V .
To find extrema of J in S ⊆ X, as for usual functions of one or several variables, a
derivative (if it exists) of J will be zero. Or, if y ∈ S is a stationary point of J then
the derivative of J with respect to y is zero. Derivatives of J can be found by taking
a function y ∈ S, y˜ = y + εη where ε > 0 is small (and real) and η ∈ X such that
‖y˜− y‖ < ε using the norm in X (so it should be a normed vector space too). Evaluating
J [y˜]− J [y], it can be shown that
J [y˜]− J [y] = ε
∫ x1
x0
η
[
∂f
∂y
− d
dx
(
∂f
∂y′
)]
dx+O(ε2). (A.2)
If only considering extrema (saddle points of J are not of interest), then if y is a local
maximum then J [y˜]− J [y] ≤ 0 and if it is a local minimum then J [y˜]− J [y] ≥ 0. The
integral term in (A.2) is called the first variation of J and is denoted by δJ(η, y). The sign
of J [y˜]−J [y] depends on the sign of δJ(η, y). It also must not change for any y˜ whether it
is a minimum or maximum, requiring δJ = 0. This is where the Euler–Lagrange equation
is born and the definition of the functional derivative of J with respect to y is
δJ
δy
:= ∂f
∂y
− d
dx
(
∂f
∂y′
)
= 0. (A.3)
The functional differential is
δJ =
∫ x1
x0
δJ [y]
δy(x)δy(x)dx, (A.4)
with δy = εη. If J depends on a function K = K[y] which is also a functional of y, the
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functional derivative of J with respect to y can be found by using the chain rule
δJ [y]
δy(x) =
∫
δJ [K[y]]
δK[y](x′)
δK[y](x′)
δy(x) dx
′. (A.5)
For functionals or functions (g) that are not of type (A.1), the functional derivative can
still be obtained by converting said function into a functional of type (A.1), by writing it
as
g(u) = L[g] =
∫
g(v)δ(u− v)dv, (A.6)
for u, v ∈ V and L : X → R. The functional derivative of L can now be found with (A.3).
Finally, the problem (A.1) can be extended to include constraints. When (A.1) is
subject to the additional constraint
I[y] =
∫ x1
x0
h(x, y(x), y′(x))dx = C,
where C is a constant, finding extrema of J now requires
δ(J − λI) = 0, (A.7)
where λ is a (constant) Lagrange multiplier.
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BSkyrme EDF
parametrisation
B.1 General parameters
The relationship between Skyrme parameters (xi, ti,W0,W ′0, γ), i = 0, ..., 3 to the (bj , Bj), j =
0, ..., 7 parameters is given by the following equations [24]:
b0 =
t0
2
(
1 + x02
)
, B0 =
t0
2
(1
2 + x0
)
,
b1 =
1
4
[
t1
(
1 + x12
)
+ t2
(
1 + x22
)]
, B1 =
1
4
[
t1
(1
2 + x1
)
− t2
(1
2 + x2
)]
,
b2 =
1
16
[
3t1
(
1 + x12
)
− t2
(
1 + x22
)]
, B2 =
1
16
[
3t1
(1
2 + x1
)
− t2
(1
2 + x2
)]
,
b3 =
t3
12
(
1 + x32
)
, B3 =
t3
12
(1
2 + x3
)
,
b4 =
W0
2 , B4 =
W ′0
2 ,
b5 =
1
8(t1x1 + t2x2), B5 =
1
8(t1 − t2),
b6 =
t0x0
4 , B6 =
t0
4 ,
b7 =
t3x3
24 , B7 =
t3
24 .
In the present HF calculations, the time odd terms are not used and in the TDHF
calculations, the condition b5 = B5 = 0 is imposed. In addition, the SLy4d parametrisation
imposes b4 = B4.
The relationships between the functional derivatives used in deriving the single particle
Hamiltonian and the (bi, Bi) parameters are given by:
δE
δτq
= ~
2
2m + b1ρ−B1ρq,
δE
δρq
= 2b0ρ+ b1τ − 2b2∇ρ+ b3(γ + 2)ργ+1 − 2B0ρq +B1τq − 2B2∆ρq
−B3
(
γργ−1
∑
q
ρ2q + 2ρqργ
)
+ b7γργ−1 −B7
∑
q
γργ−1S2q
+
[
1
2VC − e
2
(3ρp
pi
) 1
3
]
δqp,
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δE
δJq
= −b4∇ρ− 2b5J−B4∇ρq − 2B5Jq,
δE
δjq
= −2b1j− 2B1jq + b4∇× S+B4∇× Sq,
δE
δSq
= 2b6S+ 2b7ργS− 2B6S− 2B7ργSq + b4∇× j+B4∇× jq.
B.2 The asym28 and asym36 parametrisations
Two extra Skyrme parametrisations labelled as asym28 and asym36 were tested in
section 2.5.3 for frozen HF barrier energies for the systems 40−54Ca+116Sn. These two
parametrisations were created using the same fitting procedure [179] as for the SLy4d
[101] parametrisation but the symmetry energy is instead set to 28 MeV and 36 MeV
respectively. The (xi, ti,W0,W ′0, γ), i = 0, ..., 3 values of each parametrisation are listed
below in Tab. B.1.
asym28 asym36
x0 0.9487 0.9043
x1 -0.9742 -0.4225
x2 -1.0000 -1.0000
x3 1.7311 1.3756
t0 -2384.4444 -2496.6853
t1 431.6545 427.8275
t2 -176.9374 -417.7702
t3 12716.1311 13898.8659
W0 117.8201 119.5835
γ 0.1667 0.1667
Tab. B.1.: Parameter values for asym28 and asym36. Similarly to the Sly4d parametrisation,
W0 = W ′0.
132 Chapter B Skyrme EDF parametrisation
CVibrational spectra for Sn
isotopes
The strength functions for the single phonon octupole and quadrupole moments of
124−136Sn isotopes are presented in Figs. C.1 and C.2 respectively. The spectra were
calculated from taking a scaled imaginary Fourier transformation of the multipole moment
functions of each type. Multipole moment functions were produced from calculations
using linear response theory within the TDHF framework using with the SLy4d [101]
parametrisation of the Skyrme interaction, as described in section 3.3.
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Fig. C.1.: Octupole strength functions for 124−136Sn.
In the octupole vibrations spectra, the strong peak appearing at approximately 2.5–3
MeV in the 124−130Sn isotopes that decreases in intensity is associated with the neutrons
filling the 1h11/2 shell. This shell is completely filled in 132Sn which is why there is no
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longer this low-lying peak for that isotope, as neutron excitations would have to cross a
magic shell gap. The peak reappears for 134,136Sn as neutrons are filling the next 2f7/2
shell which can be excited to other single particle levels. The first intensive peak seen for
all 124−136Sn isotopes is associated with their respective 3−1 states. The spread of small
peaks between 25–28 MeV is associated with the high energy octupole resonance. In the
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Fig. C.2.: Quadrupole strength functions for 124−136Sn.
quadrupole excitations spectra, there are strong peaks at approximately 5 MeV and 14
MeV, the latter which is associated with the giant quadrupole resonance (GQR). The
strong 5 MeV peak is associated with the 2+1 for the doubly magic 132Sn, but experimental
low-lying 2+1 states for 124−136Sn are expected to have excitation energies at less than 2
MeV. There is a small peak between 2–3 MeV for all of the isotopes except 132Sn, however
due to the relative low strength of the peak (as compared with the GQR) it is not likely
to be collective.
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DAkyüz–Winther ion-ion
potential
As in Ref. [31], the nuclear part of the Akyüz–Winther ion-ion potential uses an
exponential form
VAW(r) = −S0R¯12 exp
(
R− r
a
)
.
The parameters are given by
S0 = 65.4 MeV fm−1,
Ri = 1.20A
1
3
i − 0.35 fm,
R¯12 =
R1R2
R1 +R2
fm,
R = R1 +R2 fm,
1
a
= 1.16
(
1 + 0.48
(
A
− 13
1 +A
− 13
2
))
fm−1.
The Akyüz–Winther parameter fits to the Woods–Saxon potential
VWS =
−V0
1 + exp [(r −R0)/a] ,
are given by
V0 = 16piγR¯12a MeV,
γ = 0.95
[
1− 1.8
(
N1 − Z1
A1
)(
N2 − Z2
A2
)]
MeV fm−2,
R0 = R1 +R2 + 0.29 fm,
a = 0.63 fm.
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EExtra HF barriers
E.1 31-46XX20+208Pb
The difference between frozen HF barriers (circles) and the Akyüz–Winther barriers
(crosses) are presented in Fig. E.1 for the systems 31−46XX20+208Pb. The phenomenolog-
ical Bass [9] (triangles) and São Paolo [39] (squares) potentials are shown as a comparison.
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Fig. E.1.: Difference of barrier energies with AW barrier energies (crosses) for systems
31−46XX20+208Pb. The frozen HF (circles), Bass (triangles) and São Paolo (squares)
potentials are included. HF calculations were done with the SLy4d [101] parametrisa-
tion of the Skyrme energy density functional.
The three phenomenological potentials predict almost linear increase of the barrier
with increasing projectile charge. The HF barriers change gradient after Zp = 14,
corresponding to the 34Si+208Pb reaction. This is similar to what happens with an
isotope chain (see section 4.2) and in this case, may be due to the protons beginning to
fill the 2s1/2 and 1d3/2 shells. Alternatively, the light projectiles with Z = 11− 14 are
very asymmetric in N and Z and the lack of protons may leave these isotones weakly
bound and with a proportionally larger radius than the projectiles with Z > 14 resulting
in a lower fusion barrier.
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E.2 44-58Ca+208Pb
The barrier energies for the systems 44−58Ca+208Pb are presented in Fig. E.2 from both
frozen HF (red circles) and TDHF (black diamonds) calculations. As a comparison, the
Bass (triangles), Akyüz–Winther (crosses) and São Paolo (open diamonds) phenomeno-
logical potentials are also included. Similarly to the Ca+Sn systems (Chapter 4), there
are kinks in the frozen HF barriers at 48,54Ca. Only even-even calcium projectiles were
used in TDHF calculations to reduce computational time.
The dynamic TDHF threshold is vastly different from the frozen HF barriers. For
projectiles up to 48Ca, the addition of dynamics decreases the barrier but for heavier
projectiles the barrier is increased substantially, by more than 5 MeV in the heaviest
systems. This may be due to the onset of quasifission processes hindering fusion at near
(frozen) barrier energies. It may also be from proton pickup channels as was found for
52,54Ca+116Sn, possibly contributing to the increase of their fusion barriers.
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Fig. E.2.: Barrier energies for 44−58Ca+208Pb with frozen HF (circles) and TDHF (diamonds)
methods. Included for comparison are the AW potential (crosses), Bass (triangles)
and São Paolo (open diamonds) barriers. HF calculations were done with the SLy4d
parametrisation.
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FBarrier distributions with
CCFULL
Barrier distributions for 40−54Ca+116Sn were calculated using the ccfull code and are
presented in Fig. F.1. The barrier distribution plot for the system 44Ca+116Sn is enlarged
in Chapter 4, Fig. 4.14.
The barrier distributions were first calculated with no couplings (solid red line), then
with the 40−54Ca 3−1 state (blue dot dashed), 40−54Ca and 116Sn 3−1 states (pink long
dashed) and 40−54Ca 3−1 , 2+low states with the 116Sn 3
−
1 state (green dotted). The excitation
energy and deformation parameter inputs for these vibrational states were taken from
TDHF vibrational calculations, listed in Chapter 3 Tabs. 3.1 and 3.2. Additionally, for
the projectiles where the data exists, the experimental 2+1 state (orange dashed) was also
included into the ccfull calculations as a comparison. This low-lying collective state
changes the shape of the barrier distribution which is most apparent mid-shell projectiles
(42−46Ca), compared with the 3−1 state of the projectile which essentially renormalises
the peak [74].
The resulting barriers for the 40−54Ca+116Sn systems can be seen in Chapter 4, Fig.
4.15. Not including the experimental 2+1 state of calcium, all vibrational modes that were
included into the ccfull calculations reduced the static barrier (centroid of the solid
red line).
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Fig. F.1.: Barrier distributions for several target and projectile vibrational excitation combina-
tions for 40−54Ca+116Sn. Calculations made with ccfull using HF inputs.
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GParticle emission
Particle emission over time is presented in Figs. G.1, G.2, G.3 and G.4 for various systems
calculated with TDHF that reseparate at and above frozen HF barrier energies. In Fig.
G.1, which is the same as Fig. 5.8 in Chapter 5 but for ` = 10~, similar features occur to
the ` = 0~ case in that when the neck breaks, a surge in emission of particles is seen.
For 56Ni+208Pb at 1.3VB (bottom right panel), there is no characteristic surge seen
at the break of the neck. This system was close to the edge of the calculation box at
scission point. This may result in an inaccurate calculation of emitted particles which
could rejoin the compound system quickly if emissions occurred near the edge of the box.
For this system, the calculation beyond 18 zs (after the compound system hits the edge
of the box with hard boundary conditions) would lead to unphysical results of emissions
and total kinetic energy. Results presented within Chapter 5 for this system are taken
before this happens.
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Fig. G.1.: Particle emission versus time for 58Zn+208Pb (left panels) and 56Ni+208Pb (right
panels) at Ecm = 1.0VB , 1.3VB and ` = 10~. The shaded region indicates where the
neck at half saturation density occurred.
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The emissions for the system 58Zn+208Pb at Ecm = 1.1VB and 1.2VB for ` = 0~ and
10~ is presented in Fig. G.2. Protons and neutrons are emitted in roughly equal numbers
over the reaction time until the break of the neck (end of the shaded region). At and
after this point, more neutrons are emitted than protons.
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Fig. G.2.: Particle emission versus time for 58Zn+208Pb at Ecm = 1.1VB (top row) and 1.2VB
(bottom row) with ` = 0~ (left panels) and 10~ (right panels). The shaded region
indicates where the neck at half saturation density occurred.
The systems 64Ni+208Pb at Ecm = 1.0VB − 1.3VB are seen in Fig. G.3 for ` = 0~ (left
panels) and ` = 10~ (right panels). There are much smaller amounts of proton emission
as compared with the 56Ni,58Zn+208Pb systems in Figs. 5.8, G.1 and G.2. This is due
to the 64Ni projectile having a higher initial N/Z ratio as compared with the other two
projectiles, meaning the protons are more well bound and less susceptible for emission.
The surge of neutron emissions is apparent over the entire energy range and at both
values of angular momentum (noting the changing scale on the vertical axis).
Finally, emission versus time plots for 54Fe,54Cr,52Cr,50Ti+208Pb are presented in Fig.
G.4, all at Ecm = 1.0VB for ` = 0~, 10~. Contact times for these systems are very short
(less than 2 zs) resulting in the total emission amount being small compared to the
56,64Ni,58Zn+208Pb systems. Although there is a surge of neutron emission upon the
break of the neck, this does not exceed 0.2 neutrons which is rather small.
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Fig. G.3.: Particle emission versus time for 64Ni+208Pb at Ecm = 1.0VB − 1.3VB with ` = 0~
(left panels) and 10~ (right panels). The shaded region indicates where the neck at
half saturation density occurred.
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Fig. G.4.: Particle emission versus time for 54Fe,54Cr,52Cr,50Ti+208Pb systems (from top to
bottom) at Ecm = 1.0VB and ` = 0~, 10~.
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