Abstract. This paper achieves O(n 3 log log n/ log n) time for the 2-center problems on a directed graph with non-negative edge costs under the conventional RAM model where only arithmetic operations, branching operations, and random accessibility with O(log n) bits are allowed. Here n is the number of vertices. This is a slight improvement on the best known complexity of those problems, which is O(n 3 ). We further show that when the graph is with unit edge costs, one of the 2-center problems can be solved in O(n 2.575 ) time.
Introduction
The k-center problem is important in network analysis in various areas, such as facility location in operations research, location of file servers in local area networks, analyzing influential persons in social networks, etc. By identifying k-centers, we can minimize the distance or time from those centers to members of the given network under various criteria.
In this paper we consider the 2-center problems for a directed graph, which is regarded as the special case of the k-center problems with k = 2. Given a directed graph with non-negative real numbers as edge costs, the k-center problems compute the set of k vertices, called centers, which serve the whole graph in an optimal way in two definitions. One is to minimize the longest distance from the set of centers to all vertices. Here the distance from the set to a vertex v is the shortest distance from the k vertices to v. We call this problem the absolute k-center problem. The other definition is to minimize the sum of the shortest distances to all vertices from the k vertices in the set. This latter definition by the sum, if divided by n, is regarded as the average distance from the set to all vertices, and thus called the average k-center problem. These two problems are defined in Kariv and Hakimi [11] , [12] and Gary and Johnson [8] , and shown to be NP-complete. When k = 2, straightforward algorithms of O(n 3 ) time are known for the two 2-center problems. In [11] and [12] O(n 2 log n) time and O(n 2 ) time algorithm for the absolute and average k-center problems are shown for trees. Frederickson [6] gives a linear time algorithm for the k-center problems for a tree with unit edge costs. Apart from trees, if we restrict the graph to a cactus, where cycles share at most one vertex, O(n log 2 n) time algorithm is known for the absolute k-center problem [3] .
We show in this paper those problems can be solved in O(n 3 log log n/ log n) time for any directed graph after the all pairs shortest path (APSP) problem is solved in the same amount of time. We use the algorithm by the author [16] , which is based on a fast algorithm for distance matrix multiplication (DMM). It is shown in page 204 of [1] that the time complexity of (n, n)-distance matrix multiplication (DMM) is asymptotically equal to that of the APSP problem for a graph with n vertices. Thus [16] mainly deals with DMM. The algorithm for DMM in [16] is based on the divide-and-conquer and table look-up approach.
Fredman [7] was the first to break the cubic bound O(n 3 ) with O(n 3 (log log n/ log n) 1/3 ) for the APSP problem. This complexity was improved to O(n 3 (log log n / log n) 1/2 ) by Takaoka [13] with RAM, and to O(n 3 /(log n) 1/2 ) by Dobosievicz [5] with extended logical operations. Since then, there have been some more progresses such as O(n 3 (log log n)/ log n) 5/7 ) [9] and O(n 3 (log log n) 2 / log n) [15] , and O(n 3 log log n/ log n) [16] . Recently, algorithms with complexity O(n 3 √ log log n / log n) [18] , O(n 3 (log log n/ log n) 5/4 ) [10] , O(n 3 (log log n) 3 / log 2 n)) [4] , etc., appeared.
Our algorithms for the 2-center problems are also based on matrix multiplication algorithms under different definitions, but the idea of using divide-andconquer and table look-up is the same. The computational model in this paper is the conventional RAM, where only arithmetic operations, branching operations, and random accessibility with O(log n) bits are allowed all in O(1) time. The basic idea in [7] and the subsequent improvements is that we speed up the computation by processing O(log n) bits in O(1) time by either random accessibility with O(log n) bits or bit-wise logical operations on log n bits. We do not use bit-wise logical operations in this paper.
To multiply the small matrices resulting from dividing the original matrices, we sort distance data, merge sorted lists and use the ranks of those data in the merged lists. As the ranks are small integers, the multiplication can be done efficiently by looking at some pre-computed tables. We call this task of sorting "presort".
When edge costs are small integers, such as unit edge costs, we can solve the absolute 2-center problem in time more sub-cubic, that is, O(n 2.575 ). More precisely, O(n 2.575 ) is the time for solving the APSP problem with unit edge costs. Once the APSP problem is solved, the rest can be solved in O(n 2.376 log n), where O(n 2.376 ) is the time for ordinary matrix multiplication. Thus we can say the APSP is the bottle neck for the absolute 2-center problem in this case.
The rest of the paper is as follows: Section 2 defines the two versions of kcenter problems, and gives straightforward algorithms for them. Also the two versions of the 2-center problems are defined, and a formalization for solutions through matrix multiplication is given. In Section 3, we introduce the basic encoding scheme to deal with several small integers together in O(1) time, which contributes to the speed-up of our algorithms. In Section 4, we review the divideand-conquer algorithm for distance matrix multiplication given in [16] for two reasons. One is that the algorithm is used as the first stage of our 2-center algorithms. The other is that the technique used in [16] , divide-and-conquer and table look-up for small matrices, is extended to our problems in this paper. In Section 5, new definitions of matrix multiplication are given, which are used for our 2-center problems. In Section 6, we show how to construct tables used in our algorithms, and show that the times for constructing those tables are within the claimed time complexity. Section 7 summarises the whole algorithms based on the parts described in the earlier sections. Section 8 is devoted to an efficient algorithm for the absolute 2-center problem with edge costs of small integers. Section 9 discusses a possible application of the 2-center algorithms for k-center problems, and concludes the paper.
k-Center problems
Let G = (V, E) be a directed graph with edge costs of non-negative real numbers. Vertices are given by integers between 1 and n, and edges are by pairs of vertices. Let d(i, j) be the edge cost from vertex i to vertex j, and d * (i, j) be the edge cost of the shortest path from i to j. The shortest path from i to j is the path with the minimum sum of costs of edges over all possible paths. Let the matrices D and D * be the matrices whose (i, j) elements are d(i, j) and d * (i, j) respectively. The problem of computing D * are known to be the all-pairs shortest path (APSP) problem and well studied. We use the algorithm in [16] .
We define two kinds of k-center problems in this paper. Let C be a subset of V and k = |C|, the size of C. Let distance from C to vertex v, dis(C, v), be defined by
If C is the set of fire stations, v is a house in a town, and edges are roads, dis(C, v) is the distance from the nearest station to the house, although we deal with the more general model of directed graph. The cost of C is measured by the following two measures of abs(C) and ave(C).
Finally the optimal k-center with absolute measure, C abs , and that with average measure, C ave , are defined by C that gives c abs and c ave in the following.
Intuitively speaking, C abs is to minimize the longest distance from any fire station to houses while the number of stations is fixed to k. C ave is to minimize the average distance under the same condition. The actual average is c ave /n. In [12] , C ave is known as p-medians.
Both problems are known to be NP-complete, and thus there will unlikely be any polynomial time algorithm. The following is a straight-forward algorithm of exponential time based on a fast APSP algorithm. In the following consecutive statements in the same indentation level are regarded as being in the scope of the preceding "for".
Algorithm 1 k-Center with absolute measure 1. Solve the APSP problem by any fast algorithm
abs=max{abs, dis} 9. opt value=min{opt value, abs} 10. c abs = opt value
The algorithm for the average measure can be derived with slight modification in the following.
Algorithm 2 k-Center with average measure 1. Solve the APSP problem by any fast algorithm
ave = ave + dis 9. opt value=min{opt value, ave} 10. c ave = opt value
In both algorithms, line 3, 5, and 7 are iterated O(n k ), n, and k times respectively, resulting in total time of O(M (n) + n k kn), where M (n) is the time for distance matrix multiplication. There are several algorithms with M (n) less than O(n 3 ), that is, sub-cubic. When k = 2, the time becomes O(n 3 ). Our purpose is to improve the second term of complexity to be sub-cubic, so that the total time becomes sub-cubic.
We reformulate the problems for k = 2. Let us start from C abs . Let the set of centers be C = {i, j} and D ′ be the transposed matrix of D * , that is,
We compute abs(i, j) for all i and j by
Then c abs can be computed in O(n 2 ) time by c abs = min i=1,n;j=1,n {abs(i, j)} Let us define the (max, min)-product of matrices A and B by P = AB, where P = {p(i, j)} is given by
The set of {abs(i, j)} for all i and j is given by D * D ′ under (max, min)-matrix multiplication, abbreviated as (max, min)-multiplication. Note that if A and B are 0-1 matrices, this becomes Boolean matrix multiplication.
Similarly the 2-center with average measure can be reformulated. Let
Then c ave can be computed in O(n 2 ) time by
Let us define the (Σ, min)-product of matrices A and B by Q = AB, where Q = {q(i, j)} is given by
Then the set {ave(i, j)} for all i and j is given by D * D ′ under (Σ, min)-matrix multiplication, abbreviated as (Σ, min)-multiplication.
Thus our problem reduces to how fast we can compute the (max, min)-product and (Σ, min)-product for the given two matrices with non-negative real elements.
3 How to encode a short list of small integers A short list of small integers bounded by µ, x = (x 1 , x 2 , ..., x m ), is encoded into a single integer h(x) with 0 ≤ x i ≤ µ − 1 for all i by
Note that this function h is one-to-one, and those variable involved have values small enough that h(x) is contained in a single word. The encoding can be done in O(m) time by the Horner algorithm and decoding can be done in O(m) time by successive division by µ. We use this encoding scheme with various variables in later sections. The maximum value of h(x) is bounded by µ m . Since µ m = c m log µ for some constant c > 0, we can choose m and µ such that m = O(log n/ log log n) and µ = O(log n) to satisfy h(x) = O(n). We use the same name c for various constants hereafter. Let us call h the packing function, since the encoding is like packing small integers into a single word.
Brief review of distance matrix multiplication
The normal product of two matrices A and B, C = AB, is defined by
Now we use the divide-and-conquer approach, that is, divide A, B, and C into (m, m)-submatrices for N = n/m as follows:
Matrix C can be computed by
where the product of submatrices is defined similarly to (1). This divide-andconquer approach is made possible thanks to the associative property of the Σ operation.
The distance matrix multiplication is to compute the following distance product C = AB for two (n, n)-matrices A = [a ij ] and B = [b ij ] whose elements are real numbers. In the following we replace the addition and multiplication by various operations in such a way that we can still take the divide-and-conquer approach. The first is min for Σ and + for "·" given as follows:
The "min" operation is defined on submatrices by taking the "min" operation componentwise. This product is called distance product or (min, +)-product. We have N 3 multiplications of distance matrices in (4). Let us assume that each multiplication of (m, m)-submatrices can be done in T (m) computing time, assuming pre-computed tables are available. The time for constructing the tables is reasonable when m is small. The time for min operations in (4) is O(n 3 /m) in total. Thus the total time excluding table construction is given by O(n
(max, min)-multiplication and (Σ, min)-multiplication
By replacing the Σ and · operations pair by (max, min) and (Σ, min), we define the following two more matrix products. We call those products (max, min)-product and (Σ, min)-product. The two products, the main theme of this paper, are defined by
..N ) (8) (Each multiplication is similar to (7))
Let us rename A ik and B kj in (6) by A and B. Let M = {1, ..., m}. Let S(i, j) and T (i, j) be defined by
Utilizing the commutative property of max, we observe max k=1,n {min{a ik , b kj} } = max{max k∈S(i,j) {a ik }, max k∈T (i,j) {b kj }} (9) Let us assume sorted lists of the k-th column of A and the k-th row of B are available. The sorted lists are denoted by E k and F k . Let the merged list of E k and F k be G k . Let H k and L k be the lists of ranks of elements of the k-th column of A and k-th row of B in G k .
Then we have This table will be used for H(i) = (H 1 (i), . .., H m (i)) and L(j) = (L 1 (j) , ..., L m (j)) for each (i, j), where H(i) and L(j) are substituted for H and L.
Since
, we can compute (9) by looking up those tables in O(1) time for each i and j in the following, where M AP ′ is the bit-wise complement of M AP .
Note that the direction of scanning for packing of ranks for h(H(i)) and h(L(j)) is orthogonal to the direction of scanning for merging the lists E k and F k and computing H k and L k . See Figure 1 . Based on the method described, we now summarise our algorithm for (max, min)-multiplication in the following. Table construction and presort are mentioned in the upper structure of the algorithm in the following sections.
The algorithm for the average k-center is very similar. The equations (10) and (11) are replaced by
Using those mappings, we have the following algorithm.
We note that both Algorithms 3 and 4 take O(m 2 ) time.
How to construct the tables
In Section 3 we used h for encoding small integers. In this section, we describe h more specifically as well as how to construct tables. We choose the value of m so as to satisfy the time for table construction is manageable. For µ, we have the following two choices. When we encode ranks in H(i) or L(j), we set µ = 2m. When we encode a binary vector of size m, we set µ = 2. Let m = O(log n/ log log n). Then the size of the table is O(n) or less by choosing an appropriate value for constant factor c such that m ≤ c log n/ log log n, as shown below.
To compute M AP (α, β) = h(x 1 , x 2 , ..., x m ) for arbitrary α and β, we decode α and β in O(m) time, then compare the decoded lists of α and β, which are regarded as H and L in the previous section, one by one to get x 1 , ..., x m , and finally encode x 1 , ..., x m , spending O(m) time. We do this for all possible α and β. The possible range of α and β is up to (2m)
We note that table M AP is pre-computed, that is, computed independent of the input distance matrices, whereas tables M AX 
Algorithm for the whole problem and analysis
We summarise our algorithms for the absolute 2-center problem and average 2-center problem in the following. Note that we can use M AP , and other parts in common in the following two algorithms. 2 ) = O(n 3 log log n/ log n) time. Line 6 takes O(n 3 /m) = O(n 3 log log n/ log n) time. Line 7 takes O(n 2 ) time. Thus in total these algorithms take O(n 3 log log n/ log n) time.
When edge costs are small integers
If edge costs are small non-negative integers, the complexity for APSP becomes deeply sub-cubic, i.e., O(n 3−ǫ ) for some ǫ > 0, as shown in [14] , [2] , [17] and [19] . It is interesting to investigate whether we can use those sub-cubic algorithms for the APSP problem for the 2-center problems. Once the APSP problem is solved, the values in matrix D * , the all-pairs shortest distance matrix, are nolonger small integers; they can be O(n), even if edge costs are all one. Thus we cannot extend the technique used for the APSP problem to the 2-center problems straight away. We can efficiently solve the absolute problem in such a case by binary search as follows.
Let us assume the APSP problem for the given graph with unit edge costs has been solved with the shortest distance from vertex i to vertex j being d 
Algorithm 7 Algorithm by binary search
Obviously the iteration in the while loop is done O(log n) times. Thus the total time excluding APSP becomes O(B(n) log n), where B(n) is the time for multiplying (n, n) Boolean matrices. Let M (n) be the time for the APSP with unit edge costs. Then the total time including APSP becomes O(M (n) + B(n) log n), meaning that the APSP is the bottle neck, as the best known complexity for APSP with unit edge costs is O(n 2.575 ) and that of B(n) is O(n ω ) with ω = 2.376. Thus the APSP is the bottleneck with O(n 2.575 ).
When edge costs are in the range of [0, γ] for a positive integer γ, we can initialize β = γn in the above algorithm, resulting in the time of O(B(n)(log n + log γ)), excluding the APSP. The best time for the APSP for general γ is O(γ 1/(4−ω) n 2+1/(4−ω) ), which is the APSP bottleneck in this case. See [19] for the APSP complexities.
Concluding remarks
We showed an asymptotic improvement on the time complexity of the two versions of 2-center problems; absolute 2-center and average 2-center, both of which take O(n 3 log log n/ log n) time. As there are some algorithms for the APSP problem whose complexity is better than O(n 3 log log n/ log n) [4] , [10] , etc., there may be some room for further improvement of asymptotic complexity for our problems.
If edge costs are small non-negative integers, the complexity for APSP becomes deeply sub-cubic. Once the APSP problem is solved using those sub-cubic time algorithms, the values in matrix D * , the all-pairs shortest distance matrix, are no-longer small integers; they can be O(n) or more, even if edge costs are all one. To overcome this increase of the values of matrix elements, we used the binary search idea for the absolute problem. It is not known whether we can use the same idea for the average problem.
The next step of research would be to extend the algorithm to the k-center problem. For a heuristic approach we propose to use an efficient algorithm for the 2-center algorithm repeatedly for the given graph, starting from the original graph. Then divide the set of vertices into two parts; one is the set of vertices closer to one center, and the other closer to the other center. Let G 1 and G 2 be the two sub-graphs induced from these two sets. If c abs (c ave ) for G 1 is greater than that for G 2 , then we solve the 2-center problem for G 1 , otherwise for G 2 . We can continue this process of dividing the set of vertices with the largest value of c abs (c ave ) k − 1 times for k ≥ 2. The computing time by this approach is O(kT (n)) where T (n) is the time for the 2-center problem, but optimality cannot be guaranteed. Thus it is our concern how close to optimal the solution is. By experiments we observe that in case of the absolute problem this approximation algorithm achieves 1.2 times the optimal value for randomly generated complete graph with k = 4 and n = 64. For practical applications, graphs are more constrained, such as planar, satisfying Euclidean distance rule, hierarchical structure, etc. It remains to be seen whether these constraints serve for better approximation ratio by this heuristic.
