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Multichannel active noise control (ANC) systems  
• Better performance when we need to create large-size quiet zone.
• Applications:
Air ConditionerInfant IncubatorRange HoodInterior of Vehicles
Introduction
3
Motivation of using frequency domain design
• Easier to specify frequency dependent constraints.
• Constraints in one frequency band will not affect performance of other bands.
• Usually, better ANC performance.
• Convenient to design sub-band filter structure
Motivation of using cone programing 
• The computational complexity is usually significant for frequency domain design method.
• In recent study of convex optimization, very efficient algorithms were developed for cone 
programing.
• Many optimization problems can be converted to cone programing. 
• Potential to perform adaptive control in frequency domain with multiple constraints.







(Non-adaptive control is considered in the current work)





































𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement: Normalized energy of e:
Stability: Use Nyquist criterion:
Robustness: 𝑴𝑴- 𝚫𝚫 structure and small gain theory:
Filter response: The magnitude of frequency response:
Cost function:






𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H ,
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement:
Stability: Use Nyquist criterion:
Robustness: 𝑴𝑴- 𝚫𝚫 structure and small gain theory:
Filter response: The magnitude of frequency response:
Cost function: Total energy of e:






𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H ,
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement: Normalized energy of e:
Stability:
Robustness: 𝑴𝑴- 𝚫𝚫 structure and small gain theory:
Filter response: The magnitude of frequency response:
Cost function: Total energy of e:






𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H ,
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement: Normalized energy of e:
Stability: Use Nyquist criterion:
Robustness: 
Filter response: The magnitude of frequency response:
Cost function: Total energy of e:






𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H ,
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement: Normalized energy of e:
Stability: Use Nyquist criterion:
Robustness: 𝑴𝑴- 𝚫𝚫 structure and small gain theory:
Filter response:
Cost function: Total energy of e:








𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H , 𝑓𝑓0(𝑥𝑥)
Constraints:
𝑡𝑡𝑡𝑡 𝐸𝐸 𝑓𝑓𝑘𝑘 𝐸𝐸 𝑓𝑓𝑘𝑘 H 𝐷𝐷𝑒𝑒 𝑓𝑓𝑘𝑘 ≤ 𝐴𝐴𝑒𝑒
min Re 𝜆𝜆 �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 > −1
𝑊𝑊𝑥𝑥𝑖𝑖,𝑗𝑗 𝑓𝑓𝑘𝑘 ≤ 𝐶𝐶(𝑓𝑓𝑘𝑘)
max σ �𝑊𝑊𝑥𝑥(𝑓𝑓𝑘𝑘) �𝐺𝐺𝑠𝑠0(𝑓𝑓𝑘𝑘 𝐵𝐵(𝑓𝑓𝑘𝑘) ≤ 1
Enhancement: Normalized energy of e:
Stability: Use Nyquist criterion:
Robustness: 𝑴𝑴- 𝚫𝚫 structure and small gain theory:
Filter response: The magnitude of frequency response:
Constraints:
Cost function:
Cost function: Total energy of e:
𝑓𝑓𝑖𝑖 𝑥𝑥 ≤ 0, 𝑖𝑖 = 1, 2, 3 …
𝐴𝐴𝑥𝑥 = 𝑏𝑏
𝑓𝑓0(𝑥𝑥) to be a convex function
𝑓𝑓𝑖𝑖 𝑥𝑥 to be a convex function




𝐴𝐴𝐽𝐽 𝑓𝑓𝑘𝑘 𝑤𝑤 + 2Re �
𝑘𝑘=𝑘𝑘1
𝑘𝑘2






Original Problem General Convex Problem
Constraints:





−𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 + −𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘
H
2 − 1 − 𝜖𝜖𝑠𝑠 ≤ 0
max σ 𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 𝐵𝐵 𝑓𝑓𝑘𝑘 − 1 ≤ 0
‖𝐹𝐹𝑧𝑧 𝑓𝑓𝑘𝑘 𝑤𝑤𝐹𝐹𝑖𝑖,𝑗𝑗 ‖2 − 𝐶𝐶(𝑓𝑓𝑘𝑘) ≤ 0





Cost function: • Quadratic
• Hessian 𝐴𝐴𝐽𝐽 𝑓𝑓𝑘𝑘 positive semidefinite  
• Quadratic 
• Hessian 𝐴𝐴𝐽𝐽 𝑓𝑓𝑘𝑘 positive semidefinite
Matrix norm 
Vector norm
Replace by its upper-bound:




















−𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 + −𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘
H
2
− 1 − 𝜖𝜖𝑠𝑠 ≤ 0
max σ 𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 𝐵𝐵 𝑓𝑓𝑘𝑘 − 1 ≤ 0





𝑥𝑥 ∈ 𝐾𝐾𝑖𝑖 , 𝑖𝑖 = 1, 2, 3 …
𝑐𝑐 to be a constant vector
𝐾𝐾𝑖𝑖 to be a convex cone





𝐴𝐴𝐽𝐽 𝑓𝑓𝑘𝑘 𝑤𝑤 + 2Re �
𝑘𝑘=𝑘𝑘1
𝑘𝑘2








𝑥𝑥T 𝐴𝐴 𝑥𝑥 + 𝑏𝑏T𝑥𝑥 + 𝑐𝑐
Reformulation
14
Convex Problem Cone Programming
Constraints: ‖ 𝐴𝐴 𝑥𝑥‖2 ≤ 𝑡𝑡0 ?̃?𝑡0
𝑡𝑡0 + 𝑏𝑏T𝑥𝑥













𝑥𝑥T 𝐴𝐴 𝑥𝑥 + 𝑏𝑏T𝑥𝑥 + 𝑐𝑐 ≤ 0
𝑡𝑡1 + 𝑏𝑏T𝑥𝑥 + 𝑐𝑐 = 0
‖ 𝐴𝐴 𝑥𝑥‖2 ≤ 𝑡𝑡1 ?̃?𝑡1
?̃?𝑡1 = 1
• The vector norm itself meets second-order cone requirement
Reformulation
15
Convex Problem Cone Programming
Constraints:
• Reformulate eigenvalue constraints
Constraints :
Positive semidefinite cone




− 𝜖𝜖 ≤ 0
−𝐴𝐴(𝑥𝑥) − 𝐴𝐴(𝑥𝑥)H +2𝜖𝜖𝐼𝐼 ≽ 0
Constraints:
• Reformulate singular value constraints
Constraints :
Positive semidefinite cone
Each 𝐴𝐴𝑖𝑖,𝑗𝑗 is the linearly related to 𝑥𝑥
max σ 𝐴𝐴(𝑥𝑥) − 𝜖𝜖 ≤ 0
𝜖𝜖𝐼𝐼 𝐴𝐴(𝑥𝑥)
𝐴𝐴(𝑥𝑥)𝐻𝐻 𝜖𝜖𝐼𝐼 ≽ 0
Each 𝐴𝐴𝑖𝑖,𝑗𝑗 is the linearly related to 𝑥𝑥
Each 𝐴𝐴𝑖𝑖,𝑗𝑗 is the linearly related to 𝑥𝑥
Reformulation
16
Convex Problem Cone Programming
Constraints:





−𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 + −𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘
H
2 − 1 − 𝜖𝜖𝑠𝑠 ≤ 0
max σ 𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 𝐵𝐵 𝑓𝑓𝑘𝑘 − 1 ≤ 0
‖𝐹𝐹𝑧𝑧 𝑓𝑓𝑘𝑘 𝑤𝑤𝐹𝐹𝑖𝑖,𝑗𝑗 ‖2 − 𝐶𝐶(𝑓𝑓𝑘𝑘) ≤ 0
Constraints:
Cost function:Cost function:
‖𝑀𝑀0 𝑤𝑤‖2 ≤ 𝑡𝑡0 ?̃?𝑡0 , ?̃?𝑡0 = 1




‖𝑀𝑀1,𝑘𝑘 𝑤𝑤‖2 ≤ 𝑡𝑡1,𝑘𝑘 ?̃?𝑡1,𝑘𝑘 , ?̃?𝑡1,𝑘𝑘 = 1
𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘 + 𝑊𝑊𝑥𝑥 𝑓𝑓𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑓𝑓𝑘𝑘
H
+2 1 − 𝜖𝜖𝑠𝑠 ≽ 0
1
𝐵𝐵 𝑘𝑘
𝐼𝐼𝑁𝑁𝑠𝑠 𝑊𝑊𝑥𝑥 𝑘𝑘 �𝐺𝐺𝑠𝑠0 𝑘𝑘





‖𝐹𝐹𝑧𝑧 𝑓𝑓𝑘𝑘 𝑤𝑤𝐹𝐹𝑖𝑖,𝑗𝑗 ‖2 ≤ 𝑡𝑡3,𝑘𝑘 , 𝑡𝑡3,𝑘𝑘 = 𝐶𝐶(𝑓𝑓𝑘𝑘)







𝐴𝐴𝐽𝐽 𝑓𝑓𝑘𝑘 𝑤𝑤 + 2Re �
𝑘𝑘=𝑘𝑘1
𝑘𝑘2






Off-line Simulation based on experimental data
Experiment description:
• 2 reference microphones
• 2 control loudspeakers
• 2 error microphones
• sampling frequency is 8000 Hz
Red: Noise source
Yellow: Reference Microphones
Blue: Dummy, place for error microphone
Results
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It is more efficient, if the filter design problem is reformulated to cone 
programming and solved by the primal-dual interior-point method (although 
the scale of the problem is much larger).
FIR length cone programming + primal-dual interior-point
original formulation + 
sequential quadratic
cone programming + 
sequential quadratic
64 8.0 s 1790.4 s 1943.2 s
128 28.4 s 7504.9 s 5980.7 s
Table: Computation time for two problem sizes using different formulation-algorithm combinations
Results
19
Simulation of the attenuation performance for FIR length 128 using experimental data


















cone programming + primal-dual interior-point
original formulation + sequential quadratic
cone programming + sequential quadratic
ANC OFF
Conclusions
• The ANC filter design problem can be modified and reformulated to a cone 
programming problem.
• The calculation using the primal-dual interior-point method for cone 
programming can be faster, compared with that using the commonly used 
sequential quadratic programming method.
• In the future, if the efficiency of this method can be further improved, it is 
possible to consider making this filter design problem adaptive.
20
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