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Abstract
Many people in the world suffer from the loss of a limb (predictions estimate
more than 3 million people by 2050 only in the USA). In spite of the continuous
improvement in the amputation rehabilitation and prosthetic restoration,
living without a limb keeps limiting the daily life activities leading to a lower
quality of life. In this work, we focus in the upper limb amputation case, i.e.,
the removal of any part of the arm or forearm.
This thesis is about upper limb prosthesis control using electromyographic sig-
nals (the superficial electric potentials generated during muscle contractions).
Studies in this field have grown exponentially in the past decades trying to
reduce the gap between a fast growing prosthetic research field, with the in-
troduction of machine learning, and a slower prosthetic industry and limited
manufacturing innovation. This thesis contributes to the field from different
perspectives. The main goal is to provide and implementable new controller
based on adaptive filtering that overcomes the most common state of the art
concerns.
From the theoretical point of view, there are two main contributions. First, we
propose a new system to model the relationship between electromyographic
signals and the desired prosthesis movements; this new model takes into
account previous states for the estimation of the current position generating a
new human-machine synergy. Second, we introduce a new and more efficient
autonomously personalized training paradigm, which can benefit not only to
our new proposed controller but also other state of the art regressors. As a
consequence of this new protocol, the human-machine structure differs with
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respect to current state of the art in two features: the controller learning
process and the input signal generation strategy.
As a direct aftereffect of all of this, the experimental phase design results more
complex than with traditional controllers. The current state dependency on
past states forces the experimentation to be in real time, a very high demanding
task in human and time resources. Therefore, a major part of this thesis is the
associated fieldwork needed to validate the new model and training strategy.
Since the final goal is to provide an implementable new controller, the last part
of the thesis is devoted to test the proposed methods in real cases, not only
analyzing the robustness and reliability of the controller in real life situations
but in real prosthetic devices.
As a conclusion, this work provides a new paradigm for the myoelectric
prosthetic control that can be implemented in a real device. Once the
thesis has proven the system’s viability, future work should continue with the
development of a physical device where all these ideas are deployed and used
by final patients in a daily basis.
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Resumen
Mucha gente en el mundo se ve afectada por la pérdida de una extremidad (las
predicciones estiman que en 2050 habrá más de 3 millones de personas afectadas
únicamente en los Estados Unidos de América). A pesar de la continua mejora
en las técnicas de amputación y la prostética, vivir sin una extremidad sigue
limitando las actividades de los afectados en su vida diaria, provocando una
disminución en su calidad de vida. En este trabajo nos centramos en los casos
de amputaciones de extremidades superiores, entendiendo por ello la pérdida
de cualquier parte del brazo o antebrazo.
Esta tesis trata sobre el control mioeléctrico (potenciales eléctricos superficiales
generados por la contracción de los músculos) de prótesis de extremidades
superiores. Los estudios en este campo han crecido exponencialmente en
las últimas décadas intentando reducir el hueco entre la parte investigadora
más dinámica y propensa a los cambios e innovación (por ejemplo, usando
técnicas como la inteligencia artificial) y la industria prostética, con una
gran inercia y poco propensa a introducir cambios en sus controladores y
dispositivos. El principal objetivo de esta tesis es desarrollar un nuevo
controlador implementable basado en filtros adaptativos que supere los
principales problemas del estado del arte.
Desde el punto de vista teórico, podríamos considerar dos contribuciones
principales. Primero, proponemos un nuevo sistema para modelar la relación
entre los patrones de la señales mioélectricas y los movimientos deseados; este
nuevo modelo tiene en cuenta a la hora de estimar la posición actual el valor de
los estados pasados generando una nueva sinergia entre máquina y ser humano.
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En segundo lugar, introducimos un nuevo paradigma de entrenamiento más
eficiente y personalizado autónomamente, el cual puede aplicarse no sólo a
nuestro nuevo controlador, sino a otros regresores disponibles en la literatura.
Como consecuencia de este nuevo protocolo, la estructura humano-máquina
difiere con respecto del actual estado del arte en dos características: el proceso
de aprendizaje del controlador y la estrategia para la generación de las señales
de entrada.
Como consecuencia directa de todo esto, el diseño de la fase experimental
resulta mucho más complejo que con los controladores tradicionales. La
dependencia de la posición actual de la prótesis con respecto a estados pasados
fuerza a la realización de todos los experimentos de validación del nuevo
controlador en tiempo real, algo costoso en recursos tanto humanos como de
tiempo. Por lo tanto, una gran parte de esta tesis está dedicada al trabajo de
campo necesario para validar el nuevo modelo y estrategia de entrenamiento.
Como el objetivo final es proveer un nuevo controlador implementable, la
última parte de la tesis está destinada a testear los métodos propuestos en
casos reales, tanto en entornos simulados para validar su robustez ante rutinas
diarias, como su uso en dispositivos prostéticos comerciales.
Como conclusión, este trabajo propone un nuevo paradigma de control
mioélectrico para prótesis que puede ser implementado en una prótesis real.
Una vez se ha demostrado la viabilidad del sistema, la tesis propone futuras
líneas de investigación, mostrando algunos resultados iniciales.
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Resum
Molta gent en el món es veu afectada per la pèrdua d’una extremitat (les
prediccions estimen que en 2050 hi haurà més de 3 milions de persones afectades
únicament als Estats Units d’Amèrica). Malgrat la contínua millora en les
tècniques d’amputació i la prostètica, viure sense una extremitat continua
limitant les activitats dels afectats en la seua vida diària, provocant una
disminució en la seua qualitat de vida. En aquest treball ens centrem en
els casos d’amputacions d’extremitats superiors, entenent per això la pèrdua
de qualsevol part del braç o avantbraç.
Aquesta tesi tracta sobre el control mioelèctric (potencials elèctrics superficials
generats per la contracció dels músculs) de pròtesis d’extremitats superiors. Els
estudis en aquest camp han crescut exponencialment en les últimes dècades
intentant reduir el buit entre la part investigadora més dinàmica i propensa als
canvis i innovació (per exemple, usant tècniques com la intel·ligència artificial)
i la indústria prostètica, amb una gran inèrcia i poc propensa a introduir canvis
en els seus controladors i dispositius. Aquesta tesi contribueix a la investigació
des de diversos punts de vista. El principal objectiu és desenvolupar un nou
controlador basat en filtres adaptatius que supere els principals problemes de
l’estat de l’art.
Des del punt de vista teòric, podríem considerar dues contribucions principals.
Primer, proposem un nou sistema per a modelar la relació entre els patrons
de la senyals mioelèctrics i els moviments desitjats; aquest nou model té en
compte a l’hora d’estimar la posició actual el valor dels estats passats generant
una nova sinergia entre màquina i ésser humà. En segon lloc, introduïm un nou
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paradigma d’entrenament més eficient i personalitzat autònomament, el qual
pot aplicar-se no sols al nostre nou controlador, sinó a uns altres regresors
disponibles en la literatura. Com a conseqüència d’aquest nou protocol,
l’estructura humà-màquina difereix respecte a l’actual estat de l’art en dues
característiques: el procés d’aprenentatge del controlador i l’estratègia per a
la generació dels senyals d’entrada.
Com a conseqüència directa de tot això, el disseny de la fase experimental
resulta molt més complex que amb els controladors tradicionals. La
dependència de la posició actual de la pròtesi respecte a estats passats força a
la realització de tots els experiments de validació del nou controlador en temps
real, una cosa costosa en recursos tant humans com de temps. Per tant, una
gran part d’aquesta tesi està dedicada al treball de camp necessari per a validar
el nou model i estratègia d’entrenament. Com l’objectiu final és proveir un nou
controlador implementable, l’última part de la tesi està destinada a testar els
mètodes proposats en casos reals, tant en entorns simulats per a validar la
seua robustesa davant rutines diàries, com el seu ús en dispositius prostètics
comercials.
Com a conclusió, aquest treball proposa un nou paradigma de control
mioelèctric per a pròtesi que pot ser implementat en una pròtesi real. Una
vegada s’ha demostrat la viabilitat del sistema, la tesi proposa futures línies
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This chapter presents the motivations behind this thesis, its
objectives and main contributions. In addition, it also introduces
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Living without a limb can have tremendous consequences in people lives.
The development of cutting-edge prostheses technology is vital for minimizing
the inconveniences. Artificial limbs have made great progress in the last
years moving from static prostheses to intelligent ones with machine learning
algorithms. However, the rejection and low functionality has always been
a problem, specially with upper-limb amputation cases (Biddiss and Chau,
2007a; Datta et al., 2004). The satisfaction with prostheses is reported limited
(Davidson, 2002; Østlie et al., 2012) generating a gap between the academia
progress and an industry that faces a decreasing demand as prostheses do not
fulfill the users expectations.
The fast evolution of the Machine Learning field and the integration in upper
limb prostheses impulsed the last decades research. The goal is to develop
an optimal and robust prosthesis control helping the thousands of people that
suffer a major upper-limb loss to overcome their daily limitations. The general
idea of an intelligent controllable prosthesis is to infer the user’s intentions from
an available biological signal and move the prosthesis accordingly. In the last
15 years, the literature presented a diversified bundle of approaches combining
different signal sources and control methods. The high performance achieved
with completely different proposals proves the nonexistence of a unique solution
for the prosthesis control problem.
Despite the major progress into more efficient, powerful and complex systems,
not many of them have reached the market. The gap between the industry and
the academia is still large due to the lack of functionality of the novel proposals
in real environments. As a consequence, the research shifted into generating
more natural, robust and intuitive controls (Dohnálek et al., 2013; Marasco
et al., 2018; Scheme and Englehart, 2011; Scheme et al., 2010). Despite of this
effort, prostheses are far from replacing a natural human limb. Nevertheless,
a positive trend was observed in the last years decreasing the rejection rate
to a 20% (Biddiss and Chau, 2007a; Biddiss and Chau, 2007b) in upper limb
prostheses and 30% for body-powered devices in general (Vujaklija et al., 2016)
suggesting that the research is going in the right direction.
The motivation of this PhD thesis is to contribute into continue closing the
gap between the academia and the industry providing a functional proportional
and simultaneous prosthesis control. The thesis proposes a regression based
algorithm combined with an autonomous personalized training, developing a
prosthesis controller that presents excellent performance metrics while ensures




The main goal of this work is the development of an intelligent control for
upper limb prostheses that achieves robust performance in controlled and not
controlled scenarios with a novel training based on co-adaptation. The thesis
is a closed project (from beginning to end) that starts with the proposal of
a new algorithm and ends with its implementation in real life scenarios on a
final product. The novel system presents a different approach to the EMG
prostheses control and appeases several specific objectives related to the state
of the art research:
• Selection of the best input source and definition of the state of the art
for prostheses control. Implementation of an electromyographic (EMG)
signal acquisition process.
• Development of an intelligent adaptive auto-regressive controller for a
proportional and simultaneous control. Implementation of a novel infinite
impulse response (IIR) model and integration with state of the art finite
impulse response (FIR) regressors into a unique algorithm.
• Development of a co-adaptive training system where both agents, machine
and human, learn simultaneously and interact with each other. Analysis
and improvement of the training protocol and the user interface to exploit
the benefits of the regression based controller.
• Test the system in a representative sample. Large experimentation
with a significant sample of participants including subjects with limb
deficiencies, all tested in controlled and non-controlled environments.
• Development of a robust system capable of overcoming disturbances such
as: donning and doffing the prosthesis, arm movements during its use,
muscle fatigue and long term use; all this avoiding tedious and inefficient
re-training protocols.
1.3 Main contributions
Understanding the prosthesis control state of the art research is essential to
generate a useful and optimized model that could help to solve the problems
this field is facing nowadays. Therefore, a deep study about the literature
is carried out contributing with a paper that gathers the history, highest
performance systems (input signals and models), caveats and future work of the
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field. This research revealed that the main caveats are non optimal regression
based algorithms and a low acceptance due to a lack of robustness in non-
controlled environments (Igual et al., 2019b).
This thesis is shaped in order to contribute at some of these caveats. Note that
not only the machine learning algorithms play a critical role in the prosthesis
control task and its issues. As recent studies pointed out, the analysis of
the training protocols is essential for an optimal controller. One relevant
contribution of this work is the introduction of the co-adaptation concept into
the learning phase. This technique gives two agents of the system, human and
machine, a similar relevance for the learning process. In this situation both
are active learners that interact with each other in real time. The key is to
develop the right training such that the interaction between them enhances
the qualities of both learners (Igual et al., 2021a).
The major contributions of this thesis is a novel regression based algorithm
for simultaneous and proportional myoelectric upper limb prosthesis control.
The novelty relies on the development of an intelligent autoregressive–moving-
average (ARMA) model capable of learning a velocity or position control
choosing the best protocol to maximize the performance with 2 controllable
degrees of freedom (DoFs) (Igual et al., 2019a) that can be extended to include
a third DoF.
Trying to generate the most efficient training, this document presents a new
autonomously personalized training protocol, which exploits all the strengths of
regression based algorithms. The contribution resides in generating a training
that explores the complete continuous space and adapts efficiently the training
time distribution for each particular case depending on the user performance
(Igual et al., 2020b).
One of the main drawbacks the academia has faced in the last decades is the
robustness problem. This manuscript presents as a solution the introduction
of directly trained IIR models in real time with an optimal training that
includes the previously described features. This approach obtains controllers
that remain robust through time and other daily disturbances such as removing
and relocating the sensor generating small electrode shifting or altering the
EMG signals due to arm movements or fatigue. The system overcomes this
obstacles without needing any type of re-training or re-calibration, commonly
used as an acceptable but not completely efficient solution (Igual et al., 2020a).
The promising results of this PhD thesis lead to start assembling a final product
(prototype) as part of a possible future post-doctoral research. Preliminary
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tests proved the successful deployment of the algorithm into a real commercial
prosthesis. The training experience is also improved using a more immersive
environment based on Virtual Reality (VR) technologies. Finally, a prototype
based on 3D printing technology is being developed.
1.4 Framework
This thesis stands within the framework of the research FPU grant
FPU15/02870 funded by the Spanish Ministerio de Educación, Cultura y De-
porte supporting all the work carried out by Carles Igual Bañó on this research
and the elaboration of this manuscript.
The project has its origin in the visiting research fellowship Jorge Igual did
in 2015 at the Parra Lab1 belonging to the City College of New York. The
main purpose of this visit was to develop a high performance lineal regressor
for myoelectric prosthesis control. The Parra Lab had previously collaborated
with Janne M. Hahne, a german researcher nowadays working for the ART-Lab2
a world leader group in prosthesis control, developing a novel lineal regressor
for prosthesis control (Hahne et al., 2014). The thesis project started with the
goal of continuing the development of the algorithm initiated by Jorge Igual
and creating viable prosthesis controlling system.
In addition, the Ministerio de Educación, Cultura y Deporte funded Carles
Igual one visiting research fellowship. In 2019 Carles Igual visited the german
group ART-Lab in Göttingen to collaborate with Janne M. Hahne, the research
leader in the work used as basis for this thesis, and work in a world reference
laboratory of this field. The goal of this scholarship was to perform test in
real prosthesis and use all the german group infrastructure to implement the
research in real world applications. A second non-funded visit occurred in 2020
to the Parra Lab3 of the City College of New York. As this group has other
research projects that involve other biological signals as input for prosthesis
control, the aim of this visit was to gain knowledge about those other input
sources and optimize the training strategy used with the current myoelectric
control. The two visits had a great impact in this thesis. The work developed







The manuscript is divided in 8 chapters. This chapter has done a brew
introduction to the history and motivation about the topic of this research,
myoelectric control for upper limb prosthesis. It also describes the main
contributions to the field and the framework that supported the project.
In Chapter 2 an exhaustive analysis about the prosthesis control problem
and the state of the art controllers is carried out. This chapter introduces
the problem of the loss of an upper limb and the possible limbs anatomies
describing the different biological signals used as input for prosthesis control.
Classification and regression methods are presented along with the training
paradigms and learning systems used in the literature. At the same time, a
deeper analysis about the electromyographic signals and its data acquisition
process is conducted.
Chapter 3 gives an especial attention to the new co-adaptive concept and its
value in the controller training. So far only one learner, machine or human,
was active during the learning phase. With this new technique both learners
are active at the same time influencing the other learning and optimizing the
controller training.
Chapter 4 introduces to the reader the novel co-adaptive auto-regressive filter
algorithm for myoelectric control tested for 2 controllable DoFs. A velocity
control strategy with a regression based model is used to train a controller in a
virtual environment. To measure the new model performance an experiment is
conducted comparing the proposed model with other state of the art regressors
and evaluating our model strengths and weaknesses.
Chapter 5 details the training procedure and the basics of an optimal learning.
In particular, a novel training protocol to optimize and personalize the learning
process is explained in depth. The performance of the user shapes the duration
and target distribution during the training period, fitting it to the user’s needs.
Chapter 6 emphasizes the problems the academia is facing to reach the market.
Several disturbances from the daily use of a real prosthesis are analyzed. On
one hand, experiments with the new model are used to test the robustness and
capabilities to overcome these disturbances such as time, arm movements and
donning/doffing the sensor.
In Chapter 7 an introduction of the future work is carried out. This chapter
presents the preliminary tests developed to prove the benefits of all the
previously proposed methodologies for the control of 3 DoFs. In order to
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keep improving the model’s capabilities, a new virtual reality (VR) user
interface (UI) designed to improve the user experience when carrying out the
experiments. It also shows some preliminary results from the deployment of
the algorithm in a real prosthesis.
A final Chapter 8 presents the conclusions obtained from the thesis ending
with the citation of the scientific publications derived from the work.
The organization of the thesis follows the temporal workflow from the review
of the state of art to the deployment and testing of the new ideas in
real environments. In Figure 1.1 we show the different modules and the
paper associated to each of them. They correspond to each chapter in this
manuscript. Some of these chapters are extended/adapted versions of the
corresponding papers. That explains why some content (introductions) might
overlap.
Figure 1.1: Thesis workflow diagram.
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Myoelectric control for upper
limb prostheses
This chapter reviews the state-of-the-art and provides a
taxonomy emphasizing the challenges in the field. High-end
prostheses are electro-mechanically devices able to provide a great
variety of movements in order to functionally replace a human
limb. This chapter reviews the most recent literature in upper limb
prosthetic control. It covers commonly used variants of possible
biological inputs, state of the art prosthesis models, its signal
processing and translation to actual control, mostly focusing on
electromyograms as well as the problems it will have to overcome
in the near future.
Chapter based on Igual, C., Pardo, L.A., Hahne, J.M. and Igual, J. (2019).
Myoelectric Control for Upper Limb Prostheses. In Electronics, vol. 8, nº 11:
1244. JCR Impact factor: 2.41 (Q2).
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In the USA alone, each year around 158,000 persons undergo amputations
(Dillingham et al., 2002). In 2005, 1.6 million persons were living in the USA
with the loss of a limb, with a 3.6 million prediction by the year 2050 (Ziegler-
Graham et al., 2008). For amputees, the use of artificial limbs (prostheses) is
vital for their quality of life. Unfortunately, rejection and non-functional use
has been traditionally high, specially in upper-limb amputation cases (Biddiss
and Chau, 2007a; Datta et al., 2004) and satisfaction with prostheses was
reported limited (Davidson, 2002; Østlie et al., 2012).
Upper limb prosthesis control has been a growing research topic in the last
decades. Different studies focused on developing robust prosthesis control to
help the thousands of people that suffer a major upper-limb loss. Trying to
predict the user’s intent from available biological signals has been a challenging
problem. Electromyography (EMG) is the most important input source for
upper limb prosthesis control. Numerous methods have been tested in the
last 15 years presenting different approaches to this problem and leading to
a diversified literature. The performance of the different methods strongly
depends on the environment and experimental setup, proving the nonexistence
of a unique solution for prosthesis control.
Despite the great number of different attempts, not many of the recent,
complex and powerful proposals have emerged as a daily functional option.
Some companies have developed prostheses using sophisticated classification
controllers, but the difference between academia and industry is still one of
the most intriguing situations. As a consequence, clinical usability has become
a key issue in the research community. The need for more intuitive, natural
and robust controls is the main topic in many recent papers (Dohnálek et al.,
2013; Marasco et al., 2018; Scheme and Englehart, 2011; Scheme et al., 2010).
Prostheses have to improve a lot to naturally replace a human limb. The
prosthesis rejection decreased to a 20% in the last years (Biddiss and Chau,
2007a; Biddiss and Chau, 2007b). This rejection percentage goes up to a 35%
for body-powered devices in general (Vujaklija et al., 2016).
Diverse signal sources were considered for a better estimation of the user’s
intent. Non-invasive and invasive methods have been compared in order to
establish a preference depending on the user’s condition. Contingent to the
physiology of the patient, there are differences in the availability of muscles and
signals. For the data acquisition process (see Figure 2.1), surface EMG signals
are the most common ones. They are used to obtain the features in the time
or frequency domain that are the basis for the prosthesis control algorithm.
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Depending on how data is collected and processed, offline and online methods
can be used, i.e., learning can be done with prerecorded signals or in real time.
The opportunity for the user to adapt during an online experimentation and
in real life makes these versions more realistic and accurate.
Figure 2.1: Closed loop for prosthetic myoelectric control. First step, acquisition of
multiple EMG channels from upper limb muscles. Second, mapping into control signals with
machine learning techniques (classification or regression) using the EMG features as inputs.
Third, model estimation of the prosthesis output for control, and last, feedback to the user
from the prosthesis (or other output interface).
Another fundamental challenge is the learning model, the second step of the
control loop in Figure 2.1. Commercial systems generally work with a hard-
coded control using two channels. One option is that with a co-contraction,
the user switches between functions. Furthermore, contractions in different
channels generate outputs in the selected function. The other one is where the
slope in each channel signal determines the function used. The prosthesis does
not have any learning process. Here, the user adjusts the parameters to the
best fitting, but the machine is already programmed to work in a specific way.
As opposed, machine learning models have to be trained to learn. They know
what the goal is, typically, an error cost function to be minimized, and try to
learn from the input data. During training, the machine finds the most suitable
transformation for the input data to estimate the best output according to the
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goal set and the model parameters. This is known as machine adaptation; the
machine adapts itself to improve its performance using the input information.
After training, it is tested in unknown conditions to evaluate its performance.
Classification models, which assign the current data to specific movements (a
finite length alphabet of allowed movements) were the most common models in
past research. Seeking for a more natural and smooth control, researchers are
recently implementing regression models with high performance. This allows
a more continuous control of the model’s output.
To complete the closed loop structure of Figure 2.1, the last element is the
feedback channel. The most common feedback is the visual channel, when the
user is observing the prosthesis reactions or graphical representations of the
model output in virtual tasks. The importance of feedback has been proven as
critical in the learning process (Jiang et al., 2012), optimizing the performance
if the user is able to predict the prosthesis’ behaviour and to interact with the
system. At the beginning, studies were focused only in the machine adaptation
process. But recently, researchers found out that the human adaptation is as
important and should be studied with the same effort. Human adaptation is
the process in which a human learns from the machine’s actions and changes his
behavior to achieve the best results (Ison et al., 2016). The great impact of the
concept of human adaptation in prosthesis control motivated the researchers to
further investigate it. Due to this, co-adaptation emerged (Hahne et al., 2015).
The application of this concept, understood as the simultaneous adaptation of
machine and user, has shown promising results. Both learners are able to
adapt to the other’s response. This helps the control to be more dynamic
and accurate in real time, avoiding non-optimal solutions. Another interesting
concept developed is transfer learning, which allows previous knowledge from a
different task to be used to perform a new task with high accuracy and within
a shorter training period (Ameri et al., 2019).
Algorithms achieved peak performance in controlled environments, but
adapting these to realistic environments and daily life situations exhibited
issues in robustness (Jiang and Farina, 2014; Scheme et al., 2011). Many
factors, such as changes in arm position (Fougner et al., 2011), small electrode
shifts (Young et al., 2011), skin conditions (Jiang et al., 2012), mechanical
load due to the weight of the prosthesis (Cipriani et al., 2011) or time between
algorithm training and application (Amsüss et al., 2013) can impact the
reliability and contribute to the limited usage of more sophisticated prosthesis
control methods in final users. Trying to deal with this, a new research area
focused on clinical usability has been initiated. Studying i.e., sensor shifting
effects or long-term use, helps to improve the prosthesis’ performance in the
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real world. Furthermore, testing in real prostheses has become more regular,
being aware of the need to analyze the theoretical progress in real environments
(Hargrove et al., 2017; Vujaklija et al., 2017).
This chapter presents an overview of literature related to upper limb prosthesis
control. We seek to clarify the different methods that have been used by
research laboratories around the world. This review made it possible to
identify the large number of alternatives used for prosthesis control in the
literature. These were analyzed in depth, in order to present their advantages
and disadvantages. In the next Sections, we review in detail, each of the
blocks in Figure 2.1 and in the last Section, we discuss the future challenges
in myoelectric upper limb prosthetic control.
2.2 Data acquisition
2.2.1 Muscle contraction physiology
The body movements are generated by muscle forces applied to the skeleton
when contracting. The signals responsible of muscle contractions are generated
in the brain’s motor system which is mostly located in the frontal lobes.
The motor cortex is divided in several areas each controlling different parts
of the body. The motor cortex will plan, control and execute the voluntary
movements. In the premotor areas the complex movements will be planed and
coordinated to finally send from the primary motor cortex through the spinal
cord the output signal. The process will generate voltage fluctuations in the
brain resulting from ionic current within the neurons. Afterwards, this signal
will reach its target and generate a contraction and movement of the muscles.
Muscles are composed of fibers controlled by the central nervous system
(CMS). The CMS controls through motor neurons different fibers. A single
motor neuron can control more than one fiber creating groups of fibers
that will contract simultaneously named as motor units (MU) (Buchthal and
Schmalbruch, 1980). Therefore, a muscle is composed by several MU (Al-
Faiz and Al-Mashhadany, 2009). The axons from the spinal cord carry action
potentials (generated by depolarizations of the motor neurons membranes)
towards the muscles. Once the action potential reaches the muscles, they will
trigger the release of neurotransmitters that will depolarize the muscle fibers of
the MU to achieve the desired contraction. The level of the force depends on the
number of activated MUs and the firing rates of each MU (Despopoulos, 2003).
The local depolarizations will travel through the conductive tissue reaching the
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skin surface. There we will be capable of measuring a surface electromyogram
(sEMG) of the superposition of all MUs depolarizations.
2.2.2 Input signals
Decoding information transmitted from the brain to the muscles is a complicate
task. The access to it can be performed invasive or noninvasive and can be seen
as a straight forward procedure, but its decoding, interpretation and usage as
control input for a prosthesis are more challenging. In principle, an expectation
of a human’s movement intention can usually be extracted from different stages
of the transmission.
It is possible to access signals directly from the brain, using i.e., electroen-
cephalography (EEG) (Frisoli et al., 2012; Hochberg et al., 2006; McMullen
et al., 2014; Velliste et al., 2008). Ganguly and Carmena (2009) were able to
generate a stable cortical map for prosthetic function. The problem is to create
a stable neural interface that remains unchanged over time. Due to the plastic-
ity of cortical circuits, neural representations for natural movements have been
proven unstable, but with long-time use of prosthetic control, a stable map can
be created. This representation can persist over time even with the addition of
other cortical maps. Finding a stable EEG feature is key to a prosthesis brain
control. Galán et al. (2008) controlled a wheelchair after users were able to
perform stable EEG features that maximize separability between tasks. Nev-
ertheless, the data acquisition process, as well as its necessary hardware are
still not suitable for daily use.
Another option is to access it directly from activated muscles using EMGs.
Nowadays, these are the most commonly used signals for upper limb
prosthesis control and they have been utilized since the 1940s (Childress,
1985; Marquardt, 1965; Sherman, 1964). EMG measures electrical potentials
generated in a muscle during its contraction representing neuromuscular
activities. Therefore, they contain information about the neural signal sent
to attempt a specific movement. The amplitude of the EMGs reflects the
number of activated MUs and the firing rates (up to a few millivolts for strong
contractions). Because of its easy access and the available information, EMGs
are the first option for prosthesis control. They can be recorded placing non
invasive superficial electrodes on the skin of the stump or other active muscles.
Working with EMGs as inputs for user-intent estimation models has trained
systems with excellent performance (Englehart and Hudgins, 2003; Fougner
et al., 2012; Parker et al., 2006; Resnik et al., 2018; Scheme and Englehart,
2011; Scheme et al., 2010; Scheme et al., 2011). A deeper study on EMGs
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was developed by Sartori et al. (2018), in which they generated a biomimetic
model-based decoder that synthesizes the dynamics of the musculo-skeletal
system controlled by the residual EMG measured. Additionally, it is possible
to extract the central nervous system (CNS) "force functions" of muscular
synergies from EMG recordings, which represent the Degrees of Freedom
(DoFs) control signals that models have to estimate.
In addition, if the availability of active muscles is limited, Targeted Muscle Re-
innervation (TMR) (A. et al., 2004; Huang et al., 2008; Kuiken et al., 2009;
Miller et al., 2008; Souza et al., 2014), is an effective procedure to generate
meaningful inputs and to treat phantom limb pain (Dumanian et al., 2019).
With TMR, residual nerves are surgically transferred to alternative muscles
where surface EMGs can be recorded. After successful reinnervations, the new
muscles contract on motor commands sent to the lost limb. Thus new hot
spots for intuitive EMG driven prostheses are created (Mioton and Dumanian,
2018). The experiments on patients who underwent TMR surgery prove that
the nerve activity is amplified to an acceptable amplitude level. Using this it is
possible to develop a control with the generated EMGs as good as the systems
with biologically natural EMGs. This situation is more frequent in patients
with a high level of amputation like transhumeral or shoulder-disarticulation
amputations were some nerves are no longer bio-mechanically useful (Mioton
and Dumanian, 2018). Moreover, for these individuals, the need to create
additional signal sources is particularly large, as a high number of functions
need to be replaced while only few natural sources are available. The TMR
surgery helps to overcome this paradox and offers these patients a functional
use of prostheses.
As the EMG signals are the most suitable and the most common in the
literature, we will focus on them from now on.
2.2.3 Data amount: number of channels and sampling frequency
Larger amounts of acquired data contain more information to be used as an
input for a prosthesis. Nevertheless, this additional information might not
always be valuable. At a certain point, increasing the number of channels in a
limited space will provide a lot of redundant, and therefore, useless information.
This occurs to be a problem if it increases the computational cost needed to
process the data in a reasonable amount of time, consequently decreasing the
overall efficiency and performance of the system. Therefore, before performing
acquisition, it is necessary to establish the number of channels to record from
and, therewith, the amount of data to collect. Some studies use a high-density
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data acquisition system reaching up to 192 channels of EMG signals (Hahne
et al., 2014, 2012b; Ison et al., 2016; Young et al., 2013), but this amount
of data is not necessary for high performance. Young et al. (2013) tested the
effect of the number of channels during EMG data acquisition suggesting that
having more than six channels did not reduce the estimation error, therewith,
performance did not improve. Hahne et al. (2014) performed a similar study
and showed that fewer channels were more optimal, due to the lower amounts
of training data required. The increase of performance was not significant
regarding the computational cost implied and most of the extra information
obtained was redundant. The state-of-the-art methods are typically based on
four to twelve channels using EMGs (Chen et al., 2013; Oskoei and Hu, 2007;
Parker et al., 2006; Peerdeman et al., 2011; Pilarski et al., 2011; Sensinger
et al., 2009). Within this range, models reach their peak performance with a
high efficiency during the data acquisition process.
Since the bandwidth of EMG signals is around 400–500 Hz (Clancy et al.,
2002), a typical sampling frequency is 1000 Hz (Nyquist–Shannon sampling
theorem) (Ajiboye and Weir, 2005; Chu et al., 2006; Farina et al., 2004). Other
studies use a lower sampling frequency with similar results. For a comparison of
sampling frequencies and performance see Li et al. (2011). In some commercial
devices, the sampling frequency is reduced to 200 Hz in order to capture enough
signal information at a lower cost (Phinyomark et al., 2018).
2.2.4 Data segmentation: sample size for feature extraction
Once the input source has been digitized and the number of channels have been
properly set, the EMG signal must be processed in order to use it afterwards
to feed the system. Therefore, the next phase consists of segmentation, where
input signal is windowed for feature extraction purposes: from all the data,
only a specific amount (simple size defined by the window size) will be used
to extract the information at each time step as it is sketched in Figure 2.2.
The window is continuously moving accepting new samples. Farrell and Weir
(2007) proposed a maximum delay of 300 ms to avoid unacceptable delays in
real-time operations. The optimal window length was between 100 and 125 ms.
Finding the trade-off between accuracy and time response is clue to window
sizing. Nielsen et al. (2011) establish that the system decreases performance
with windows smaller than 100 ms.
The second point in data segmentation is the windowing technique. The shape
of the window is the rectangular one. With respect to the displacement,
there are two options: adjacent windowing (disjoint segments) and overlapped
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Figure 2.2: Feature extraction process. The upper plot represents EMG raw data
from which only a portion is processed at each time step. The currently processed portion,
named window, is displaced in time each iteration with a defined step-size (Disp 1 for the
first iteration, Disp 2 for the second). This example uses an overlapping scheme where
consecutive windows overlap in order to compensate the data acquisition delay and smooth
the feature vector. The data in the window is updated to the most recent data recorded.
Features (the root mean square RMS) are constantly extracted from the current window at
each time step. The lower plot corresponds to the extracted features of the data. (Neither
window nor displacement sizes exemplify actual dimension, but had to be enlarged for visual
simplicity).
windowing (windows slide over each other, smoothing the feature vector).
While variance can also be reduced in non overlapping windowing by using
greater windows, they are slower and introduce delays. These delays exacerbate
the user experience in real-time operations. Overlapping will reduce these
delays, not having to wait for a time set by the window size to generate a
new output. At the same time, overlapping uses enough data to not generate
high-variance outputs. Phinyomark et al. (2013) tested different overlapping
options, suggesting that overlapping does not improve the accuracy of the




As previously stated, feeding the system directly with myoelectric signals is
unpractical due to the randomness and non-stationarity of the inputs. Some
recent studies have been working with full EMG signals using a Convolutional
Neural Network (CNN) to extract the main information (Ameri et al., 2019),
but the common workflow consists of mapping the signals into smaller
dimensions, increasing the information density. This method is called feature
extraction and resides on the condensation of the relevant information, drafted
in Figure 2.2. This process is critical for the success of any model.
There are three different categories of features for feature extraction: time
domain (TD), frequency domain (FD) and time-scale domain (TSD). Oskoei
and Hu (2007) did a deep theoretical study on the different categories and
features that can be extracted from EMGs. Time domain features often
investigate amplitude and related features of the EMGs, while frequency
domain features are more focused on the power spectrum parameters. The
use of wavelets falls into time-scale domain features. Time domain features
are the most common in myoelectric controls due to their simplicity and since
they are computed rapidly. The root mean square (RMS) is an example of TD
features that works better with high level contractions following a Gaussian
Model. Others, like mean absolute value (MAV), work better with low level
contractions (or fatigue effects) using a Laplacian model. Phinyomark et
al. (2018) studied 26 different, individual features and eight sets of multiple
features. With lower sampling frequencies, that can reduce power-consumption
and computational costs in a clinical application, the selection of the feature
has a critical effect. The effect of dropping the sampling frequency was
unavoidable, but signal amplitude or power features incurred less reductions.
Features like EMG amplitude estimators, e.g., integrated absolute value (IAV),
mean absolute value (MAV), root mean square (RMS), and waveform length
(WL)) and power features, e.g., difference absolute mean value (DAMV),
difference absolute standard deviation value (DASDV) and mean value of the
square root (MSR)) obtained good results.
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2.3 Learning
Extracted features are the input to the learning system. Features will be used
to train the model for estimating the user’s intent. It will map the features to
an output of various degrees of freedom.
The majority of commercial devices are non-learning systems that control one
DoF at a time. An activation pattern allows the user to switch between the
functions available. While using other patterns, the user can control the output
of the prosthesis in the activated function. Which DoF is controlled will depend
on the function. Looking for a more realistic and natural control of the output,
researchers developed more complex algorithms.
There are two agents that participate in this learning process: the machine
and the human. Focusing on the machine learning system first, the models are
mostly based on two fundamental approaches: classification and regression.
Depending on the final application we want it for, we will use one or the other.
2.3.1 Classification
A classifier is designed to identify patterns in data and to categorize them.
Classifiers recognize patterns in the data generated during the training phase
and assign a particular input to the corresponding target motion class during
the application phase. The concept can thus be applied to recognizing and
separating EMG signals and to relate them to the intention of the user. Several
linear and non-linear approaches were investigated in the last decades. Early
attempts used a linear approach based on time series parameters that was
able to correctly separate classes (Graupe and Cline, 1975). Artificial Neural
Networks, which are mathematically modeled networks inspired by biological
neurons, added the ability to learn the distinction between different conditions
in patterns and therewith, the linear and nonlinear relationships directly from
the data being classified. Kelly et al. (1990) showed that a discrete Hopfield
model is capable of generating the same time series parameters as those
produced by the conventional sequential least-squares-algorithm with higher
computational efficiency. Furthermore, the model could distinguish between
four separate arm functions using a two-layer perceptron, although at still high
computational costs.
Heretofore, many classifiers have been explored, such as Linear Discriminant
Analysis (LDA) (Englehart and Hudgins, 2003; Spanias et al., 2015), Gaussian
mixture models (Castellini and Van der Smagt, 2009; Huang et al., 2005),
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Support Vector Machines (SVM) (Alkan and Günay, 2012; Oskoei and Hu,
2007; Al-Timemy et al., 2013), Hidden Markov Models (HMM) (Chan and
Englehart, 2004), K-Nearest Neighbors (KNN) (Zardoshti-Kermani et al.,
1995), Multi-Layer Perceptrons (MLP) (Karlik et al., 2003; Kelly et al., 1990),
Quadratic Discriminant Analysis (QDA) (Scheme et al., 2011) and Hyper-
Dimensional Computing (HDC) (Rahimi et al., 2016).
Currently, it is widely accepted that a simple time-domain feature-set, as
proposed by Hudgins et al. (1993) in combination with an LDA classifier is
sufficient and presents a good balance between classification accuracy and
computational usage, as well as robustness towards some non-stationarities
(Young et al., 2011).
Due to the usage of multiple channels for signal acquisition, the extracted
feature vector dimension can become large. In order to overcome problems with
dimensionality, feature-reduction (FR) or feature selection (FS) are commonly
performed. Using Principal Component Analysis as a method for FR decreases
computational costs by projecting the high dimensional feature set into a
relatively low dimensional space, still preserving the linearity (Hargrove et al.,
2008b). FS is achieved with methods such as Sequential Forward Selection
(Hargrove et al., 2008b; Li et al., 2017), Genetic Algorithms (Oskoei and
Hu, 2006; Peleg et al., 2002), Kohonen’s Self-organizing Map (Huang et al.,
2003) and Particle Swarm Optimization (Khushaba and Al-Jumaily, 2007).
Moreover, Common Spatial Patterns (CSP), a method generally employed to
overcome binary classification problems of EEG signals, has been shown to also
improve performance and robustness against noise in EMG pattern recognition
Hahne et al. (2012a).
In fact, not many classification methods reached clinical usage, in part due
to missing reliability outside of laboratory conditions (Almström et al., 1981;
Farina et al., 2014; Jiang et al., 2012; Lorrain et al., 2011). All classifiers need
thorough training to identify the intention of the user and the high performance
levels obtained with the applied techniques often drop when natural variations
in the EMG patterns and noise-sources, typical for real-world conditions, are
introduced (Amsüss et al., 2013; He et al., 2015; Vidovic et al., 2015). These
non-stationarities (Samek et al., 2012; Von Bünau et al., 2009) may be caused
by changed electrode impedances due to sweat or dry skin (Jiang et al., 2012),
altered armpositions (Fougner et al., 2011; Radmand et al., 2014), mechanical
loads due to the weight of the prosthesis (Cipriani et al., 2011; Roy et al.,
2007), small shifts of electrode positioning (Hargrove et al., 2008a; Young et
al., 2011) or variations in the user’s contractions. Furthermore, a classifier
provides only an estimation about the executed movement but not the level of
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contraction that is needed to control the velocity or grip force of a prosthesis.
To obtain a proportional control, which is clinically important, the discrete
signals of the classifier output are combined with a force-estimate (Castellini
and Van der Smagt, 2009), achieved by averaging of the amplitude of all EMG
channels (Jiang et al., 2012).
2.3.2 Regression
Regression models do not classify input signals in a discrete set of classes,
but approximate continuous multivariate outputs. Classifiers have the
disadvantage that only a finite number of pre-trained patterns can be learned.
Regressors do not have that handicap and give the user more freedom. A
continuous mapping of the output allows a complete control and lots of
combinations of values. The user can perform any movement generated by
the controlled DoFs activation even if it has not been trained.
Classification has other limitations. The need of re-training for the non-
stationary EMGs is one of them. As mentioned before, small changes in the
EMG signals, e.g., fatigue, electrode shifting or sweat, are not well handled by
classifiers. The user is more able to adapt to these effects in regression (Hahne
et al., 2017). Small changes in the input signal can generate small variations
in the prediction, which could lead to a missclassification. A small variation
in the prediction on a regressor is better handled due to its continuity. There
are no abrupt changes as class-boundaries, so the user can directly react and
better compensate for potential errors in the estimation.
In summary, regression models include the control for all DoFs simultaneously,
independent and proportional, generating a smoother and more natural
behavior of the prosthesis (Fougner et al., 2012). Therefore, a large amount
of different motions could be used for prosthesis control. But for now, only
two to three DoFs can be reliably controlled (Ameri et al., 2014a,b,c; Hahne
et al., 2014, 2015, 2012b; Huang et al., 2017; Hwang et al., 2017; Jiang et al.,
2008). Regression allows the user to skip the separate and sequential control
of different DoFs that classification proposes.
Hahne et al. (2014) compared different linear and non linear regression
techniques for two DoFs control. These techniques include linear regression
(LR), mixture of linear experts (ME), multilayer-perceptron, and kernel ridge
regression (KRR). Results have shown that KRR outperformed the other
regressors. But with a basic linearization in the feature space, simpler
regressors as ME or LR were able to perform as well as KRR, showing
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that simple linear models with the correct features are perfectly suitable for
prosthesis control, increasing the efficiency of the model. It was also shown
in the study how regressors were able to generalize for DoF combinations,
where no training data was provided, proving their robustness against unknown
situations for the model.
This more natural control was taken to a realistic manipulation scenario by
Strazzulla et al. (2017). They were able to control two robotic arms that
had ten independent DoFs between both, using a linear regressor for each
DoF. With them they controlled the torque and force for each of the motors.
The learning models were based on incremental ridge regression with random
Fourier features. They achieved a completion rate of 95% of single-handed
tasks and 84% of bimanual tasks.
Another very common regression approach is the support vector machine
regression-based (rSVM). Ameri et al. (2019) compared this regressor to a new
regression convolutional network (rCNN). Regressors showed advantage over
previous CNN classification studies facing independent simultaneous control
of motions. Furthermore, the ability of the rCNN to extract underlying motor
information in the EMG with no need for feature selection was presented as
an advantage over rSVM and an option to solve robustness issues.
In regression control, there have been two strategies. One can either control
the position (Hahne et al., 2015, 2017) or the velocity (Ameri et al., 2019;
Hwang et al., 2017; Smith et al., 2016) of movement. Those two approaches
were hard coded and fix i.e, they lack the ability to adapt continuously. In
Chapter 4 we present a new controller that overcomes this limitation. In fact,
we show there that these state of the art regression methods can be seen as
particular cases od the proposed new one. This was the first adaptive strategy
to directly learn proportional velocity control. The machine is who learns one
protocol or the other, depending on the user’s actions. The studies showed a
clear trend to velocity control. This option seems to be more natural to the
user and has a number of benefits in practice (Engeberg et al., 2008) such as
less overall effort and no limitations on range of motion.
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2.3.3 Feedback
Biological myoelectric control does not only consist of the brain activating
a muscle in order to control a limb. A fundamental feature of our motor
apparatus is a highly efficient sensory feedback system. In a human hand, this
feedback carries information about its position, the pressure it is applying on
something or even the stretch level of its tendons. Without sensory feedback,
a prosthesis will keep being a simple tool with no possibilities of completely
replace a missing limb.
Therefore, after generating the data and learning a prediction model, feedback
is the last element of the state-of-the-art closed loop structure. Feedback
increases the efficiency of the learning process. It is shown that, providing
feedback to the user, the movement can be intuitively corrected by him.
Problems appearing in the model learning process as estimation errors and
poor robustness in changing conditions can be avoided with an appropriate
feedback. This also will help to avoid local minimum solutions and give the
user the ability to interact with the system when the output is not the desired.
There have been different approaches through time. One way of generating
feedback and replacing the affected limb was bilateral mirror training (Muceli
and Farina, 2012). The user is asked to perform the desired movement with
both arms. Nielsen et al. (2011) used this to generate data to control the
force and torque of the affected limb. Executing the task with the complete
limb helps the user to reproduce the movement on the other side while
EMG generation is not as easy. In the same study, they also proved that
by generating both signals at the same time models in one limb are also
suitable for the other limb. They recorded data of the force and torque in
the healthy limb and generated a model to control those outputs with the
EMGs. Then, they applied that model to the other limb so force and torque
could be controlled with its own EMGs. Ameri et al. (2012, 2014c) used the
same training procedure to also help the user and to mirror the recorded data
of the intact limb to the phantom limb.
This feedback method is natural but it is not functional for bilateral amputees,
where there is no intact limb to measure from. So, Ameri et al. (2014a)
proposed a virtual visual feedback. With this approach, the system generates
a visual representation of the users’ performance. It is essential that the users
understand the meaning of the visual feedback. The higher the relationship
between the visual representation and the realistic movement, the easier the
comprehension for the participants. Virtually showing the users’ output has
been the most common feedback used by researchers. Users can control cursors
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as in Figure 2.3a (Ameri et al., 2014a,b,c; Fang et al., 2017; Hahne et al.,
2015; Hochberg et al., 2006) or even virtual prostheses. Powell et al. (2014)
developed a virtual prosthesis that executed the system’s output for the user’s
intent. Then, the user was able to compare that to the desired output and try
to correct it if necessary.
Figure 2.3: Common used feedbacks. (a) Visual interface representing the model
estimation output as a red cross and the target as a green circle; (b) Virtual Reality
environment to perform upper limb prosthesis control tasks; (c) Vibrotactors used to provide
sensory-motor feedback to the user; (d) An actual prosthesis with two degrees of freedom
and changeable grasp type used by an able-bodied participant.
The next level of visual feedback came with Virtual Reality (VR) (Figure 2.3b)
(Ison et al., 2016). This allows the user to train in a realistic environment where
the patient can use the prosthesis as it is going to be used in real life. The user
sees how the prosthesis will react to the inputs and can adjust the behavior in
a more realistic way, which helps to the user’s acceptance and adaptation.
Another class of feedback is based on mechanical communication. This looks
for generating some kind of non visual stimulation in the user. Peerdeman
et al. (2011) developed a study among prosthesis users to find out which were
their needs. The need for a proper environmental feedback was one of the main
request that users had in common. They found that an implementation of a
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proper environmental feedback system that helps them control the prosthesis
and interact with its surroundings is extremely important.
On the one side, non-invasive methods, as vibrotactors (Figure 2.3c), are easily
introduced into the prosthesis (Guémann et al., 2018; Thomas et al., 2019).
On the other side, invasive electrodes directly innervating the nerves might
simulate human sensory feedback to a much higher degree. Markovic et al.
(2018b) showed that providing non-invasive feedback in form of vibrations on
the remaining stump, subjects were able to scale the force of their prostheses
better.
2.3.4 Human adaptation
The machine is not the only learner in the control system. Humans have to
learn how to use the system in order to generate more stable and consistent
signals. Practice makes the human a better user, therefore, everything that
helps the human to adapt to the system will increase the system’s performance
(Radhakrishnan et al., 2008). Ison et al. (2016) proved that these learning skills
positively influence the system. Human learning is consistent with the stages
of typical motor skill learning for new tasks. First, it requires gathering a lot
of information. Then, with repetition, the user starts to understand the task
and gets used to it. Finally, the task becomes autonomous. The effects of this
human adaptation were also described by Strazzulla et al. (2017). Experienced
users (the ones familiar with the experimental setup) needed less time to
complete the tasks while naive subjects were much slower. The completion
rates were similar for both groups of patients which made the researchers
conclude that it was not a machine effect, but a human effect. Expert users
were more adapted to the system so had a more efficient behaviour.
The data can be collected offline and used to train the model. Afterwards, the
user gets online control creating a closed loop with a fixed algorithm. This
online control has shown improvement with respect to its offline counterpart
(Hwang et al., 2017; Vidovic et al., 2015; Zhu et al., 2017). They found out
that including the user into the learning loop and allowing him to interact
in real-time helps to solve problems like arm position change or other non-
stationary situations. The real-time feedback the user receives allows him
to overcome the impact of interference and to interact with the system
instantaneously. Hahne et al. (2017) added noise to the EMG signals to test
how regression and classification methods behaved. Results exhibit that in
online control experiments the user was more capable to compensate these
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external disturbances and that this ability was better for regression than for
classification, due to the continuous feedback regression offers.
The data can also be collected, and the model trained, online. Therewith, the
user becomes part of the closed loop while the algorithm is adapting, giving
him the ability to interact with the machine learning process (Betthauser et
al., 2018; Nishikawa et al., 2001). This leads to the concept of co-adaptation
studied in Chapter 3.
2.4 Usability
While the research and prototype models are continuously upgraded, the
transfer into commercial prostheses is still limited. The great majority of
prostheses are still fit with simple two-electrode systems without machine
learning and only two simple classification-based controllers that do not allow
for simultaneous motions are on the market (Coapt Engineering Website 2020;
Ottobock Website 2020). Newer and better models have been developed, but
these control schemes do not have a consistent performance in non controlled
environments yet. With the first tests of the algorithms in clinical situations
a lot of problems that were not being taken into account appeared. So far the
models relied on the EMG used to train, but with time, those EMG signals
showed a non stationary behaviour. This has been related to electrode shifting
(Ison et al., 2016), fatigue (Huang et al., 2017), donning/doffing (Hwang et
al., 2017), arm position (Betthauser et al., 2018; Fougner et al., 2011), etc.
Researchers had to overcome this situation to get a decent level of functionality
for real life activities with more robust and stable systems, especially when user
motivation and emotions must be taken into account.
One of the proposed solutions is the use of re-training or re-calibration (Zhu
et al., 2017). The idea is to add a small amount of data that represents
the untrained conditions to the training set. Chen et al. (2013) also used
this technique. Adding the data used for the test to the training set once the
data was labeled correctly during the testing phase, improved the classification
process. Increasing the amount of training data helps to deal with unknown
inputs. Yeung et al. (2019) proposed a new re-training system, in which
depending on the new data added to the training set specific old data was
erased. This directional forgetting deleted old data that was in the same
direction that the new one added. So, this updating process of the direction
induced less distortion to each region, while discarding training data that was
obsolete.
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Re-training is used in order to correct system’s performance degradation.
However, with the development of newer and more robust models the re-
training needs have been minimized (Hahne et al., 2018). Nevertheless, on the
basis of this concept, the transfer learning protocol was developed (Ameri et al.,
2019; Paaßen et al., 2018). Researchers saw that different tasks or movements
had some relation between them (Braun et al., 2010). After having learned a
task or a movement, they realized that there are associated movements that
can take advantage of the previous task’s model. Some tasks are similar to
others, so the base of the information is related. This allows to, instead of
re-training the entire system for a new move, learn new motion models using
the previous data and adding a small amount of new data to overcome the
differences. It can also be used when the data had suffered greater changes, so
that the fundamental information is the same but the old model does not work.
Paaßen et al. (2018) used the transfer learning concept instead of re-learning
a new model, re-using an old version and adapting it to the new situation.
Long term use is also a problem for prosthesis control. Users have to wear
the prosthesis during several hours during the day and the control has to be
stable. Initially, this was associated with less efficient re-training protocols
that were needed frequently (Sensinger et al., 2009). Re-training, however,
has been developed into more efficient ones (Vidovic et al., 2015; Zhu et al.,
2017). Additionally, models have been developed taking this undesired needs
in consideration, trying to avoid them. That is why some studies have focused
on the long term use of their models (Powell et al., 2014; Vidovic et al., 2015)
achieving models that perform properly during 8 hours without re-training.
These training protocols usually take several days, where in different days the
model is trained to learn the non-stationarities that time and fatigue could
generate in the EMGs. At the end, users want to re-train as fast (better
re-training methods) and as less (long term stability) as possible.
Once the models improve their robustness against the possible non-
stationarities of EMG data, it is interesting to see how they perform in real life
tasks using prosthesis (Figure 2.3d). Daily life will challenge prosthesis control
to perform tasks that have not been considered in a lab environment. Testing
the control in tasks like the Clothespin Relocation Test (Hahne et al., 2018)
and holding and grasping objects (Castellini and Van der Smagt, 2009; Straz-
zulla et al., 2017). These tasks represent a more realistic performance of what
the end user will experience. Results showed that the academic algorithms that
outperformed the commercial ones in lab environments are reducing the gap
in usability terms with the industry. Some of them even started to outperform
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the commercial algorithms in daily life applications. In Chapter 6 we test the
robustness of the new controller in this kind of scenarios.
2.5 Open problems
Hitherto, the ultimate goal to fully replace a human limb is far from being
reached and more deep knowledge about neural and behavioral changes that
result from amputation is mandatory (Wheaton, 2017). However, the field
of prosthesis control has been constantly growing for the last decades. Great
advantages have been achieved recently and the rate of improvement seems
to constantly grow. As we have seen, despite the major goal of reaching high
functionality, some of the advancements in academia have not reached the
industry due to a lack of robustness and usability. Thus, some newer proposals,
the prosthetic technology could benefit from, are not appropriate for a daily
use. Therewith, giving the user a more natural control that comes closer to the
way an intact hand is actuated and a better evaluation of device adaptation,
utility, and motor learning is to remain an essential objective.
Some recent classification systems are being used by some prosthetic devices,
applying sequential control, which is far from being an accurate implementation
of a biological limb behavior. Overall, the new developed learning models
achieve great results in laboratory environments but they do not reach the
commercial use. This is due a lack of robustness and overcoming non-
stationarities that appear in a real-life use. Reducing this functionality problem
has become the focus of the recent years with promising results. Users have to
deal with systems that are very distant to offer a natural limb condition with
antiquated one DoF control in a switching-between-functions system. New
studies are starting to propose more natural controls (Amsuess et al., 2015b;
Kuiken et al., 2016; Velliste et al., 2008). Consequently, regressors need to
be improved to develop a robust control in more than two to three DoFs, to
be able to be implemented into commercial prostheses. Alternatively, instead
of using classification or regression by their own, a merger of both systems
could be favorable. With this system, the benefits of one method could be
used to overcome the limitations of the other. This idea is the focus of some
ongoing studies. Being there yet no perfect learning model, a mixed model
of classification and regression seems to be a good proposal (Amsuess et al.,
2015b).
Feedback implementation is another of the main open and active fields. How
to integrate the user into the system seems to be one of the keys to improve
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prosthesis control and give a more suitable handling to the user. Able-bodies
with intact limbs are provided with several feedback information: touch,
vision, pressure, etc. Therefore, as a next step, it is necessary that these
information gathered by the sensors of the prosthesis become accessible for
the users, to get closer to the functionality of a biological limb. Nowadays,
actual prostheses are mostly limited to intrinsic visual and acoustic feedback,
available by observation of the prosthesis and sounds of the motors, therefore,
the implementation of all other kinds of feedback has to be further investigated,
as it is the case for vibrotactors or pressure (Markovic et al., 2018a). This
will increase the acceptance of the prosthesis with the corresponding positive
effects.
The computational power required by the new systems are higher than the
ones actually used in commercial prostheses. In terms of hardware, the use of
complex features, models, the control of multiple DoFs and the implementation
of feedback requires high computational resources (Dargazany et al., 2019).
For some of the proposed features, it is still to be shown whether they can
be computed on a minimalist low-power hardware within the short time
available in order to meet real-time constraints. Some examples of complex
systems working in real time using computer front-ends are (Ameri et al.,
2019, 2014b). Furthermore, some other of the novel models have been tested in
embedded systems proving their capability to achieve the desired performance
and overcoming the technological limitations (Hahne et al., 2018; Kuiken et al.,
2016), but they are still under development.
Currently, the market of upper limb prostheses is relatively small. Therefore,
development becomes slow and expensive. However, the prosthetic industry
can take advantage of additional new emerging technologies and benefit from
the fast developments such as the smartphone sector, intelligent robotics and
other consumer and industry sectors. Prostheses could take advantage of
the fast growing 3D printing field lowering manufacturing cost (Dargazany
et al., 2019; Silva et al., 2015). The computational capabilities of low-power
processors is constantly increasing, pushed in part by the large smart device
market. This situation will help to generate new embedded systems, suitable
for prosthesis control. Furthermore, Internet-of-Things (Farahani et al., 2018;
Hiremath et al., 2014; LeMoyne, 2016; Li et al., 2019) or 5G (Wubben et al.,
2014) could rise as a possible solution, using e.g., real-time cloud computing
to withdraw the high computational requirements from the device. These
new technologies allow the integration of new processing protocols such as
data fusion. Cloud computing could be used to collect data from different
users generating larger datasets. The use of this datasets to extract common
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information between patients could improve the model’s performance and
adaptability. This can be understood as a transfer learning process between
different users.
Prostheses have to be adapted to the significant variability in the population of
users (Cordella et al., 2016). This variability demands to the prosthesis control
to be usable in a wide range of physiological conditions. Moreover, prostheses
have to be simple, in order to be configured by a non-signal processing expert
such as orthopaedic technicians. The end user needs to have an easy usable
prosthesis and he has to be able to understand how to use it without help.
A simple user learning is necessary to reach a wider population. Complicated
learning processes of the prosthesis control will not be suitable for beginners
who could quit under the difficulty and consider it as not useful. The systems
have to be accessible for everyone and not only for advanced users. So, working
on the final training protocol and the setup of the prosthesis to make it as
easy as possible, even using complex models, is a future task for the research
community.
Lastly, one of the biggest problems is that most models have been tested
extensively in controlled environments but the prove for robustness under
the non-stationary conditions of daily life is often missing. This needs to
be reflected in the evaluation procedures, that should include factors such as
fatigue, arm positioning, sweat and long time use. The final proof of robustness
has to be conducted in the daily life of the end users, revealing the need for





Machine and human are capable of learning. But so far, each
agent learns for its own interest. Making them co-operate and
learn in the behalf of the whole system is what has been recently
named as co-adaptation. The different agents have an online
learning focusing on the same goal in order to maximize the model
performance. In this case there will be two learners: human and
machine. Co-adaptation also allows simpler algorithms to obtain
high performance.
Chapter based on Igual, C., Igual, J., Hahne, J. M. and Nazarpour, K. (2021).
’User-prosthesis co-adaptation’ in Nazarpour, K. (ed.) Control of Prosthetic
Hands: Challenges and Emerging Avenues (Healthcare Technologies). London:
Institution of Engineering & Technology, pp. 159-174.
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In the early stages of myoelectric control for upper limb prostheses, researchers
focused on obtaining the a more efficient model for the prosthesis control
(Figure 3.1) (Englehart and Hudgins, 2003; Huang et al., 2005; Karlik et al.,
2003; Kelly et al., 1990; Nazarpour et al., 2014; Parker et al., 2006). The
focus was on the fast growing machine-learning field, where a wide range
of potential methods were available. Having already developed machine-
learning models in other areas leads to an accelerated evolution of the
research in the prosthetic field. A broad variety of algorithms were applied
to estimate the user’s intent in upper limb movements among others. High-
performance models were generated facing the task with completely different
perspectives not finding a unique solution for the problem (Ameri et al., 2014a;
Castellini and Van der Smagt, 2009; Hochberg et al., 2006). Despite these
promising results and the newer developments of more complex and powerful
algorithms, the older and simpler models remained as the main option for
the prostheses control. A clear example of this is the most commonly used
control protocol for commercial prosthesis: a basic one degree of freedom (DoF)
control switching system. The machine-learning developments have so far not
succeeded to replace the conventional 2-channel systems in a large scale. Even
if these approaches presented an excellent behavior in controlled and specific
environments, migrating to the real world has become a challenging task. In
daily use, reliability of machine-learning modes remains an issue and regular
re-calibration may be required for some users. These first approaches were
considering the machine as the only agent that could learn. But the machine’s
learning is not the only factor that can be used to improve the overall system’s
performance, the user’s learning can be integrated too.
Figure 3.1: Generic prosthesis control scheme. The human patterns are used as input
(in this case EMG signals extracted form an armband) by the machine to estimate an output
(applied to a prosthesis or in a virtual environment) of the user’s attempted action.
Originally, the models were mainly developed via off-line investigations (Hahne
et al., 2012b; Jiang et al., 2008; Nazarpour et al., 2007; Nielsen et al., 2011).
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The data was previously recorded and then the model was trained and tested in
an off-line scenario. The machine and the participant did not interact in those
phases. The two agents of the process were completely separated. Later on,
the researchers realized that while testing the algorithms on-line (Ison et al.,
2016), the users were able to correct behaviors where the machine was failing
in the off-line evaluation. The reason on-line tests were outperforming off-line
protocols was the human adaptation (Dyson et al., 2018, 2020; Ghazaei et al.,
2017; Hahne et al., 2017; Krasoulis and Nazarpour, 2020; Krasoulis et al.,
2019a,b; Pistohl et al., 2013, 2014; Radhakrishnan et al., 2008; Strazzulla et
al., 2017). The human modified their behavior to compensate errors induced
by the machine or by external perturbation. Because of the real-time feedback,
the user could adapt to the machine’s behavior. From here, human adaptation
has been considered an essential element of the closed-loop structure learning
and a powerful tool for improving the system’s performance. Two learners
were participating in the learning process: the machine and the human. The
common, but not necessary, way to make the user interact with the machine
was during the test phase once the model was learned. All along the learning
process the user and the machine remained separated. The users were meant
to perform the requested signals during a data acquisition period. Afterward,
the machine was being trained with the recorded data. The user did not
play any active role in the process of learning the model and that was only
machine learning. Human learning was adapting the human behavior to the
previously learned model with the goal of achieving the highest performance
possible during the test. On-line studies allowed the users to adapt to the
systems’ output and correct the EMG signals they were generating in order to
achieve the desired target. This improved the systems’ performance but the
gap between the academia and the industry remained significant.
Seeking to boost the benefits of human–machine interaction, some groups tried
including the user as an adaptive agent into the model learning phase as well
(Dyson et al., 2020; Hahne et al., 2015). These first trials triggered the concept
of co-adaptation. The essence is that both agents adapt at the same time with
a common goal of helping each other to learn the optimal model. Before
getting deeper in the co-adaptation benefits, it is necessary to identify the role





We will focus our attention on the machine’s learning process first. The
objective for the machine here is to learn the underlying information of the
data used as input. Since the beginning, it is necessary to define which kind
of information we want the machine to understand and learn. The models
are divided into two approaches: classification (Castellini and Van der Smagt,
2009; Krasoulis et al., 2019b; Rahimi et al., 2016; Spanias et al., 2015) and
regression (Ameri et al., 2014c; Fang et al., 2017; Guémann et al., 2018;
Hochberg et al., 2006; Krasoulis and Nazarpour, 2020; Krasoulis et al., 2019a;
Markovic et al., 2018b; Thomas et al., 2019). The difference relies on the
system’s output: a label to tag the input data in a class (classification) or a
continuous mapping of the output (regression). However, for our interests both
approaches follow the same learning procedure.
As it is shown in Figure 3.2, the initial step is to feed the system with the
input data that forms the base for the variables the machine should estimate.
A proper choice of input variables is crucial for the system’s performance. If the
data is not appropriate, the machine will not be able to learn what is desired.
We will go deeper in this later as it involves the human also. For now, the goal
is to understand the learning that both learners go through individually.
Figure 3.2: Example of a machine-learning process. EMG’s signals are used as input
for feature extraction. The features are used to train an adaptive model with an error-based
cost function.
Once the data acquisition is complete, features are extracted in a block-wise
manner (Oskoei and Hu, 2007). Features will then be the input for the
learning algorithm. Feature extraction isolates meaningful information from
the input data and simplifies the learning task for the machine, discarding
irrelevant information. The executed patterns should correspond to features
as independent as possible for different motions, so the model is capable of
differentiating them.
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During algorithmic training, the machine receives the data and forms a model
to estimate the output. In the case of myoelectric control, this is to extract
the user intend from the EMG features. Depending on the complexity of the
machine learner, the provided repetitions for each of the contraction patterns
need to be consistent within each class and separable across different classes.
Similar constraints apply in the case of regression. The number of independent
patterns the user is able to generate in a repetitive way determines the maximal
number of functions or DoFs that can be controlled.
This could be a limitation for some users because of their limb deficiencies.
The physiology of the stump could limit the capability of generating enough
EMG patterns (Cordella et al., 2016). Algorithms that work with multiple
DoFs in able-bodied have also to be tested in amputees for this reason. The
system’s final goal is to achieve a natural and proportional control of multiple
DoFs. Usually commercial devices can control only one DoF at a time without
any machine-learning program. The selection of the DoF is done with an
activation function that allows the user to switch between DoFs. The output
value depends on a metric extracted from the EMGs as it could be the
amplitude of the signal. Obviously, this mapping is not natural and requires
long training sessions for the user to learn how to control the prosthesis. Due
to the non-learning protocols, all the adaptation lies on the human. With
the newer machine-learning models, it has been tried to learn the underlying
correlations between the EMG signals and the movement generated (Sartori
et al., 2018). This gives the prosthesis control a more natural movement
and intuitive relation with the signals. The similarities with a real hand are
higher, due to the machine’s ability to learn. The modeling of EMG-movement
relationship helps the user to learn a more intuitive control.
3.3 Human adaptation
Now we will move on to the second agent of the learning process, the human.
Humans can adapt their behavior to achieve a better performance. Ison et
al. (2016) studied the human-learning skills and their effects on the final
system’s performance. Like in every task, the user is able through practice
to improve their results with a fixed model (Dyson et al., 2018; Radhakrishnan
et al., 2008) and become more stable and consistent in the signal generation.
Recently, studies focused on finding the right tools to help the user understand
the system’s output and interact with it. The comprehension of the system
would make the human adaptation process more efficient (Powell et al., 2014).
Complex environments where the user does not understand the given feedback
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would not allow them to learn and adapt. Because of this, finding the best
feedback to exploit the benefits of human adaptation and improving the user
experience has gained relevance in recent years.
As expected, the human-learning process seen in prosthesis control follows
the stages of a typical motor skill learning for a new task. The first step is
to understand the general remit of the task but not necessarily the details.
This understanding is achieved through repetition and practice where an
appropriate feedback map would play a fundamental role (Dyson et al., 2018,
2020; Jiang et al., 2012; Pistohl et al., 2013). Finally, once the user builds
the appropriate internal model, they can perform the task (in this case
controlling the prosthesis) readily. At this point, the user has learned and
performs significantly better than during the first trials due to the experience
gained. Strazzulla et al. (2017) proved the hypothesis of how experienced
users outperform amateurs. The difference between the two groups was not
in the accuracy metric, both were able to complete the task. The difference
was on the time metrics, experienced users completed the target faster than
amateurs. Their experience made them aware of the shortest strategies to reach
the target so they performed it straight way. Opposite to this, the amateurs
that did not have any experience had to search for an optimal strategy before
executing the task. Being the completion time, the main difference between
both groups’ performances (and not the completion ratio) made the researchers
set the cause in the human adaptation and not the machine-learning process.
The larger experience of more experienced users was translated into a more
efficient behavior.
The initial idea of taking advantage of human adaptation was conducting
an on-line prosthesis control test (Hwang et al., 2017). The fixed model
learned with the user’s EMGs is tested in real time, giving the control to the
participant. The on-line control with feedback to the human created a closed-
loop structure as in Figure 3.3. The feedback of the machine’s output could
be used by the human to adapt their behavior to the machine improving the
system’s performance with respect to the previous off-line proposals (Vidovic et
al., 2015; Zhu et al., 2017). Human adaptation is able to solve some robustness
issues that prostheses users were facing in experimental applications due to
the nonstationary EMG signals. Due to the given feedback, the user is able to
correct their contraction pattern and compensate potential disturbances. This
user real-time reaction was tested by Hahne et al. (2017). They conducted an
experiment adding noise to the EMG signals and testing on-line the capability
of the user of maintaining a stable control. The results showed that the noise
disturbances were countered successfully. Comparing a classification algorithm
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against a regression method, the regression had a better performance due to
the continuous output. This study proved that with the right feedback, the
user can understand the process and adapt properly to unstable situations
avoiding degradation in the system’s behavior.
Figure 3.3: Closed-loop structure. The output of the machine generates the input of
the human and vice versa.
3.4 Re-calibration
As we have said, sometimes the user is able to counter some undesired effects
of the non-stationarities. However, what human adaptation can overcome has
its limits and in other occasions the user cannot succeed in dealing with the
system’s degradation. There can be multiple reasons for a model to stop
performing as well as at the beginning: different sensor positioning (Hargrove
et al., 2008a), EMG patterns that are not consistent through time (Betthauser
et al., 2018; Huang et al., 2017), the user (Amsüss et al., 2013), etc. In these
scenarios, the possibility of re-calibrating the model is a suitable solution (Zhu
et al., 2017).
The idea of re-calibration is to retrain the model with new data in order
to adapt it to the present, and probably new, conditions. The human is in
constant adaptation using the system daily, leading to some modifications in
their behavior. The patterns the user ends up using could not be the same with
the ones used for training the model. After some time, the machine could need
to go through an adaptive process if we want the system to stay functional.
With re-calibration, what we try to achieve is to adapt the machine to the
EMGs that the human is using after some time since the model was trained.
During this period, the user has been adapting, while the machine remained
invariant (human adaptation). The user has been the one taking all the
responsibilities to overcome the possible degradation effects. The prosthesis
user wants an easy control, so at some point the user efforts could not be enough
to deal with degradation, or simply generate an undesired user experience
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because the great efforts needed. This is the moment when re-calibration
should be implemented. We have to be aware that this need could be dependent
on the user; if the user is comfortable with the behavior or he prefers to stay
with the current model, the re-calibration will not be necessary. The process
will teach the machine some part of the adaptation the user has gone through
and readjust their behavior to the present EMG spectrum input. The machine
will now be aware of the new conditions and release the user of the needs
to force their behavior to achieve a desired performance. With this, we will
be updating the machine learning including in their training data the new
user knowledge generated with the adaptation. Both agents have adapted
independently in different occasions, and with the re-calibration we merge
both adaptation processes in one common retraining. This could be seen as
restarting the process again, but not from scratch. Now the machine and the
user have a lot of experience (the initial training data for the machine and all
the user adaptation process for the human). Both have gone through a first
adaptation process and the cycle would be repeated; the machine will update
its learned model and after that the user would re-adapt to it. However, these
new adaptation phases will be shorter as the new information or changes are
less different compared to the initial step. The active learner will become the
frozen one when the other agent goes under their adaptation process. The
agents will be switching their roles through time as the re-calibration phases
are executed.
The re-calibration process can be executed in a wide range of different protocols
(example in Figure 3.4). At the beginning, the first approaches were using a
more frequent re-calibration (Sensinger et al., 2009). Trying to reduce these
Figure 3.4: Example of a re-calibration protocol. Initial data is recorded in t1 for
training the model 1. After some time, in t2 new data is recorded (yellow). A new training
set is configured with the new data and a high percentage of the old data that is kept (green).
The oldest (or outdated) data from t1 will be deleted (red).
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times, researchers kept developing new ideas until they reached more efficient
paradigms (Vidovic et al., 2015; Zhu et al., 2017). To represent the untrained
conditions and add them to the training set, Chen et al. (2013) proposed a
training data set expansion during the test. Once the test data was labeled
correctly, it was added to the training data set. This procedure was reinforcing
the correct labeled data for each cluster trying to reduce the weight of the
data that could be leading to misclassification. Expanding the training set
proved to have benefits against shorter data sets, so the idea was to increase
it with the test data and re-calibrate the system with the expanded training
set. Yeung et al. (2019) proposed a similar method but with a directional
paradigm. As newer data was being added to the training set, and older
data with similar information was being erased. With this, they reduced the
distortion to each region generated by redundant and outdated data while
updating the training set. The data erased was obsolete as the newer data
represented the same condition in a recent situation. The model was receiving
the new data representing something already learned that had undergone some
small changes. These small changes could not be a problem yet, but in the long
run it could end in a poor performance. With re-calibration, we are looking to
update the system to the present and forget about the past representations.
What all methods have in common is the general concept of re-calibration,
adding new data to the training set and updating the model to the newest EMG
patterns and disturbances. However, it would be ideal that the system does not
need re-calibration at all (Hahne et al., 2018). The system should be robust
enough to deal with disturbances from the outside and keep their performance
stable. The user also does not want to spend their time re-calibrating the
system very often. Therefore, the re-calibration process has to be as fast as
possible and requires less time as possible to be usable.
While researchers experimented with re-calibration, based on this, the concept
of transfer learning emerged (Ameri et al., 2019; Paaßen et al., 2018). The basic
concept of transfer learning is that the outdated data (and model) from a task
is still usable to update the model to a current state. Because the differences
between the past and the present will be small and the basic information
carried by the EMG patterns are the same; only a small amount of data will
be necessary to update the small changes in the task through time. In this case,
we are retraining the model in the same task but in different times succeeding
in keeping the high performance. Moreover, researchers found out that the task
does not need to be the same to take advantage of previously recorded data.
There is underlying information that is shared among similar tasks (Braun et
al., 2010). This is similar to the idea of structural learning in the motor control
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community. Structural learning advocates that humans can learn the general
structures of a task and then generalize it to other tasks that are related in
some base level. So instead of re-calibrating for the same function, we could
use a similar protocol to learn a new task faster. If there are similar tasks,
we could use the data and the model of the previously learned one to learn a
new task adding only a small amount of data that represents the differences
and updating the previous model. Paaßen et al. (2018) used this concept to
adapt an old myoelectric control model to a new situation where the data was
completely obsolete.
3.5 Co-adaptive prosthesis control
Now as we studied both learners, we can look for the opportunities to combine
their adaptation processes in one. In the on-line tests, the human is able to
adapt his behavior with the objective of reducing the difference between the
estimated and the desired output. The human has the opportunity to interact
with the machine to achieve the best possible performance. However, in this
phase the machine is fixed, it is not adapting, and all the adaptation is being
performed by the user. The on-line condition during the test gives the user
the possibility of adapting, while the machine had adapted during the model
training. The first natural approach for co-adaptive systems was to merge
both concepts in one, a complete on-line experimentation, training and test
(Betthauser et al., 2018; Nishikawa et al., 2001). The model is trained at the
same time the data is collected, all executed in real time. This closed-loop
learning structure gives the two learners, user and machine, influence over the
other’s learning. This was the beginning of co-adaptive systems.
Before co-adaptive models, it was obvious that both agents were going through
a learning process but separately. Besides, they were learning for their own
interest. The data from the other agent was being used as input to adapt and
perform as good as possible without considering the other’s adaptation process.
With the new proposal, the learning becomes cooperative. The co-adaptive
training makes both agents focus on the same goal: to optimize the model.
However, for that purpose they have to take into account all the variables
including the other agent adaptation. Now that both agents adapt at the
same time, each of them can react in real time to the other’s adaptation and
its consequences. So, instead of having one agent learning while the other is
off, here both have to adapt to the previously learned situation, as before,
but now it also adapts to the new behaviors the other part is adopting. This
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procedure allowed simpler algorithms to obtain a higher performance avoiding
some problems that are present with off-line training (Hahne et al., 2015).
The co-adaptation inkling is the common goal for both the learners. The
essence is making them work together in order to learn the best model (Müller
et al., 2017). The novelty relies in that each part does not only adapt to
different situations with a prefixed answer. Now the other part adaptation has
to be taken into account too. So, for adapting each learner does not only have
to think in how it should react to an undesired performance but it also has to
consider how the other will echo to your new reaction because its behavior is
not fixed. The human learning shapes the machine’s behavior and vice versa.
The feedback has a great importance in the human learning (Fang et al.,
2017), but it acquires a higher impact in co-adaptive systems. The channels
of information between human and machine have to send clear information
to the receiver about the transmitter actions. The EMG patterns, which are
used by the machine as input, have to be consistent. The same targets need to
have similar EMG patterns for the model to be robust. At the same time, the
displayed output of the machine has to be clear for the user as it is his/her input
data for the adaptive process. If the user does not understand the meaning
of the feedback, he/she is not capable to perform consistent EMG patterns or
the required correction. His/her misunderstanding of the information would
probably lead to a poor model with an undesired behavior. Because of the on-
line training and the real-time adaptation of both learners, their inputs would
be constantly adapting as well as their outputs. The adaptation of one side will
be the input for the adaptation of the other side. This potential continuous
adaptation was ignored for a long time in the prostheses control research.
The two-learners problem was modeled by Müller et al. (2017). The model
describes that the system has two channels of information as in Figure 3.5.
The first one goes from the human to the machine. The human sends the
myoelectric signals that the machine takes as representation of the user’s intent.
This channel (human–machine) was developed widely with the evolution of
the machine-learning algorithms as we commented earlier. The objective is to
decode the encoded information in the EMGs through the machine-learning
process. The second channel goes the other way around, from the machine
to the user. Here is where the feedback system plays its part. The human
receives information about the machine’s output through this channel that
represents the machine’s estimation of the user’s intent. This feedback is meant
to provide data to the user to make him aware of the machine’s behavior. The
user has an expectation of the machine’s behavior, so with the feedback they
can evaluate whether there is a need for adaptation or not. The understanding
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of this data provides the user the knowledge to change his/her own behavior
in order to correct the possible undesired actions. In the end, both channels
could be represented by learning coefficients that would define the system’s
performance. Both the adaptation processes have an effect on the general cost
function. The first experiments showed promising results for prostheses control
(Hahne et al., 2015). With co-adaptive algorithms, the user tries to minimize
the error adapting him/herself with the real-time feedback he/she is receiving
about what the machine is understanding from his/her attempts. With this
information, the user can search for the signals that generate the desired
output. At the same time, the machine knows what the target is and which
EMGs the user is generating so it adapts its coefficients to get closer to the
target with those EMGs. This co-adaptive process continues through the whole
training. Once the training is over, the system has converged to a common
solution between the two agents. With this paradigm and interaction, when
one of the sides is converging to a local minimum, the other side adaptation
could force to avoid this situation and keep searching for a better solution. If
the user is not contented with the machine model, he/she could keep varying
the inputs trying to make the machine react and achieve a better performance.
The novelty is that instead of a two-phase process, now those coefficients are
updated at the same time in one phase. Therefore, the evolution of the cost
function would be different than in a two-step paradigm leading to different
solutions.
Figure 3.5: Co-adaptation scheme. The human receives the machine’s output through
some sort of feedback (sensor, visual or a prosthesis) and reacts according to the feedback.
He will generate the desired EMG patterns to achieve the target and send them to the
machine.
For all these reasons, the experimentation should shift from off-line to on-line.
The real-time reactions allowed in on-line experimentation would lead to faster
adaptive systems with simpler models performing with high accuracy. In next
chapter we introduce an algorithm that is based on this co-adaptive idea.
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The co-adaptive system overcame a strong barrier in users with limb
deficiencies using more developed algorithms that include multiple DoFs. It
is not easy for them to generate combined movements without any kind of
feedback that allows them to reproduce the pattern consistently. Also it can
be stated that the co-adaptive learning allows a simple regression model to
outperform the state-of-the-art regression controls. As a result of co-adaptive
learning and the simplicity of the algorithm, the computational time is reduced
compared to more complex state-of-the-art methods.
Couraud et al. (2018) also studied the effects of co-adaptation in the field
of myoelectric control. They designed a model of human adaptation and
performed different levels of co-adaptation. With a gain parameter (setting
a value of 1 as fast human adaptation) they controlled the speed of the human
model adaptation to the data. Low adaptation gain values generated a model
too slow to perform a full adaptation and high values were too unstable to
adapt to the added noise. At the end, the best solution was a variable gain
system combining the benefits of both.
3.6 Discussion
As we have seen, there are two potential learners in machine-learning-based
prosthesis control systems. Depending on the structure defined for the control
loop, the adaptation process will differ. The machine-learning process has
been exploited since the introduction of it to this field. However, the human–
machine adaptation was not as important as it is now. In the most recent
studies, the human adaptation has shown significant influence in the system’s
performance and a great potential to be used as a solution to the most
common obstacles. In these scenarios, co-adaptive systems raise as an option
to take advantage of maximizing the benefits of both adaptation processes
to overcome the difficulties. The co-adaptation idea lies in making the human
and the machine learn simultaneously and dependently on the other’s learning.
These co-adaptive implementations have already allowed simple algorithms to
present a robust and high performance against disturbances solving some of the
most common problems among prostheses control algorithms. However, the
commercial prostheses are still majorly controlled by old non-learning control
protocols that do not allow the user to have a natural control of the hand. The
reason is that these simple and old paradigms are still the most robust option.
The academia has made great advances in the prostheses control algorithms,
but the achievements have been only partly transferred into the industry.
However, the research has shifted from very controlled environments to more
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realistic conditions, which points the future research path. It is clear that the
current goal is to improve the user experience. Advanced algorithms have been
already developed with high performances. The challenge is to transfer these
algorithms into real scenarios, reaching stable conditions in daily life. Here
is where co-adaptive models could be a solution to close the gap between the
academia and the industry.
The most important element in a real scenario are the users. At the end,
they are the ones who will utilize the system, and their interests and opinions
have to be taken into account. This is why the research is more focused
in reaching the user than before. Having a high accuracy could not be as
valuable as having a good user experience. That is one of the reasons why
studies shifted to a more realistic experimentation trying to evaluate the real
usability. The co-adaptation concept has the advantage that it incorporates
the user in the training process and generates a shared experience between
user and machine. The theoretical benefits of the co-adaptation systems have
been already explained. But there are some qualitative benefits that the user
experiences too. The process is now more personal and the user can feel how
the machine learns with him. This relation makes the control more natural
and intuitive as it is more similar to how humans learn to use their bodies.
The idea at the end is to have a prosthesis that feels as similar as possible
as a real hand. For this, it seems natural to involve the user as much as the
machine during the training of the system. This will help the users to feel
the control protocol as theirs and not as an external forced model. There
are other reasons for the studies to shift to a more realistic experimentation,
other elements that will be relevant for improving the user experience. The
robustness of the prosthesis control is a clue element in the future of the field.
A prosthesis has to be robust, not just to reach the market but also to have
a high acceptance among the users. Users with limb deficiencies would rather
not use a prosthesis and overcome their necessities in another way than using
a prosthesis that does not make their lives easier. The ideal situation would
be where the prosthesis reaction is always the one expected by the user.
The system has to have a robust behavior against the different disturbances the
user will face during the time they are using the prosthesis. The electrodes will
not be always placed in the same location, the EMG patterns will change for
the same movement depending on the arm position, fatigue or other external
conditions that will affect the system. The prosthesis cannot have an erratic
behavior depending on external states unavoidable for the user. Thus, an
optimal system should be usable in almost all common conditions with a high
performance and not only in controlled environments. At the same time, the
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easy use of the prosthesis is also important. Tedious training protocols and
complicated control structures, in order to achieve a robust performance, are
not a solution and will lead to rejection. The use of a prosthesis has to be
intuitive and natural, and for this a clear communication between the two
agents is essential. Here the training paradigms play a key role and researchers
will have to give them the attention proportional to their high relevance in
the final outcome. For this, it is essential that the training procedures are
clear for the user so the learned model is consistent. Co-adaptive models are
potential candidates to achieve these requisites. So the model is shaped by
the user’s learning and therefore by their comprehension of the system. These
models will be then more logical for the own user and adapted to their way of





This chapter develops a co-adaptive controller for two-
dimensional continuous wrist movement. The novelty lies in the
use of adaptive auto-regressive moving average (ARMA) filters,
which can in principle smoothly titrate between velocity and posi-
tion control. The human-machine pairs learn to perform smoother
cursor movements with a larger range of motion as compared to our
previous efforts with moving-average (MA) filters. Importantly, the
novel co-adaptation approach results in faster and more accurate
movements with less muscle effort based on a more intuitive veloc-
ity control strategy. which is the likely cause of the performance
gains.
Chapter based on Igual, C., Igual, J., Hahne, J. M. and Parra, L. C. (2019).
Adaptive Auto-Regressive Proportional Myoelectric Control. In IEEE Trans.
Neural Syst. Rehabil. Eng., vol. 27, nº. 2, pp. 314-322. JCR Impact factor:
3.34 (Q1).
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Electromyographic (EMG) signals are small electric potentials generated
during muscle contractions (Merletti and Parker, 2004). They can be measured
non-invasively on the surface of the skin. As their amplitude increases with
increasing muscle force, EMG signals can be utilized for proportional control.
In rehabilitation this is successfully used to control electrically powered hand
and arm prostheses from EMG-signals of the residual muscles (Muzumdar,
2004). In conventional myoprostheses, two bipolar EMG-signals are placed
on antagonistic muscle-groups, such as the wrist extensors and flexors, and
are used to control the velocity of one degree of freedom (DOF) (Muzumdar,
2004). Extending this concept to more DOFs is usually not directly possible
because typically not enough independent control signals are available. In
commercially available prostheses, cumbersome switching concepts are used to
control multiple functions sequentially.
Research efforts over the past decade have extracted more complex control
information of a larger number of EMG-sensors with machine learning
techniques (Oskoei and Hu, 2007; Parker et al., 2006; Peerdeman et al.,
2011; Scheme and Englehart, 2011). Most work focused on classification-
based approaches, which in its original form were still restricted to sequential
on/off control of each individual function. Extensions of this work allow for
a proportional control (Castellini and Van der Smagt, 2009) and combined
activation of multiple functions (Young et al., 2013), but the highest flexibility
is obtained by a continuous mapping of EMG features into control signals using
regression techniques (Ameri et al., 2014a; Fougner et al., 2012; Hahne et al.,
2014, 2018; Jiang et al., 2008; Muceli and Farina, 2012).
A challenge in most mapping algorithms is obtaining reliable labels for
supervised training. While in able-bodied individuals the kinematics (Hahne
et al., 2014; Muceli and Farina, 2012) or forces (Jiang et al., 2008), of the
actual limb can be measured, in prosthetic end-users this is not possible.
One approach is to perform bilateral mirrored contractions, but this implies
certain errors and is limited to unilateral amputations (Nielsen et al., 2011).
Alternatively, one may rely on visual cues given to the participants as targets
under the assumption that participants can reliably follow these cues (Ameri
et al., 2014a). However, “blindly” generating consistent muscle contractions is
difficult and so here we provide real-time visual feedback to help participants
follow a desired target movement. In this approach, both the user and
the learning algorithm attempt to follow a common target, whereby humans
adjusts muscle force in real-time and the machine simultaneously adapts its
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control parameters. As a result, the human and the machine can in principle
concurrently adapt to converge to a common control strategy.
The new algorithm proposed in this chapter extends the work done by
Hahne et al. (2014) developing a more advanced control for continuous
movements in 2D environments. We ask able-bodied participants to generate
muscle contractions that result in 2D wrist movement (wrist flexion/extension,
ulnar/radial deviation). Myoelectric activity is recorded from the forearm by a
wearable armband. This activity is then used to predict an intended movement
using a virtual target. Previously, it has been used linear regression to predict
location from instantaneous EMG-amplitudes. With such linear proportional
control, stronger muscle contractions lead to larger cursor displacements, i.e.,
muscle contractions control the position of the target (Hahne et al., 2014). The
regressor was defined as:
y(t) = B(t)x(t) (4.1)
where y(t) is the target position, x(t) the EMG feature vector and B(t) the
linear transformation to be estimated. In position control, the position is
maintained as long as the user maintains the muscle contraction. This can be
tiring and would quickly cause fatigue when holding objects. Therefore, in most
commercial prosthetic devices, the velocity is controlled proportionally to the
EMG amplitude instead, i.e., the strength of the contraction controls the speed
of movement. If the user relaxes, the prosthesis remains in the current position
and an antagonistic contraction is required to revert the movement. However,
because it is difficult to visually estimate and replicate the velocity of an object,
training of regression algorithms by visual cues are typically done in a position
control mode. In the current work we present a novel, more general control
concept, that is not restricted to either position control or velocity control.
The algorithm is capable of incorporating both control schemes including
intermediate combinations of both. The goal is for the control strategy to
emerge naturally from a closed-loop interaction of the human and machine,




Our approach is to explicitly use the current position to predict the next
intended location. This leads to an auto-regressive predictor that is more
flexible than either position or velocity control. To clarify the importance of
using an auto-regressive filter consider the following. Denote the 2-dimensional
position that we would like to control as y(t), and the M -dimensional
myolectric control signal as x(t) (typically related to the EMG signal power).
In its simplest form, proportional controls implies y(t) = Bx(t) (ordinary
linear regression), which is what it was implemented in (Hahne et al., 2014). To
implement velocity control, the input has to be able to modify the difference of
the current from the previous position, y(t)−y(t−1) = Bx(t). In other words,
we need an auto-regressive structure: y(t) = y(t − 1) + Bx(t). To gradually
adjust between position and velocity control we should allow for additional
coefficients: y(t) = Ay(t − 1) + Bx(t). When A = 0 we have pure position
control, when A = I we have pure velocity control. More generally, we will
allow these coefficients A and B to be multi-input multi-output (MIMO) filters:
multiple temporal inputs are filtered in time to generate multiple outputs in
time (not just instantaneous mapping). In doing so we can filter the input,
for instance, to smooth the noisy fluctuations of myographic activity (with q
tabs of a moving-average (MA) filter: Bk, k = 0 . . . q). With an auto-regressive
(AR) filter we can take a variable history into account for computing velocity or
acceleration on a variable time-scale (with p filter tabs: Ak, k = 1 . . . p). The
most important aspect here is that these filters are not fixed, but instead,
they should be adapted to best match the behavior of the human when
presented with the task. In total, we are proposing an adaptive ARMA-MIMO









The mathematical derivations that follow are established theory of adaptive
IIR filtering (Diniz, 2013; Shynk, 1989; Widrow and Stearns, 1985). We
reproduce this theory here to tie it into the context of myographic motor
control, to motivate the choices we made among various recursive algorithms,
and to provide explicit equations for implementation. Note that during training
the filter matrices Ak(t) and Bk(t) are themselves dependent on time as they
will be adjusted so that y(t) matches a desired target location d(t). Generally
the user will vary x(t) on a rapid time scale of less than a second, whereas
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the filter parameters are adjusted on a slower time scale of many seconds or
minutes. The human learner can also adjust strategy of movement on this
slower time scale. The concurrent learning system is expected to converge
due to the common training goal (reducing the distance of current position to
target) and assuming an appropriate choice of learning constants to prevent
instabilities (we touch on this in more detail in Section 4.6).
The feature used as the input vector x(t) in this case is the moving root mean







where t1 = t−N + 1, x̂(k) ∈ RM×1, with M number of sensors (channels) and









where N = T · fs and fs is the sampling frequency.
Note that when p = 0 in eq. (4.2), the output has a finite impulse response
(FIR) and when p = q = 0, we obtain the instantaneous linear regressor
proposed in eq. 4.1 (Hahne et al., 2014). Here we extend over this prior work
by adding the auto-regressive filter Ak, which results in an infinite impulse
response (IIR). In all experiments we will compare the performance of the FIR
system with the new adaptive IIR filter structure proposed here.
In order to simplify the problem, we will assume that y1(t) and y2(t) are
independent; this means that the axes that determine the two wrist angles,
the flexion-extension axis, and the radial-ulnar axis are independent (Hahne et
al., 2014). Assuming this independence, the matrices Ak(t) are diagonal, and
each angle yi(t) i = 1, 2 can be estimated separately from previous positions










bTi,k(t)x(t− k), i = 1, 2
(4.5)
where ai,k(t) are the corresponding diagonal entries in Ak(t), and bi,k(t) are
the corresponding rows in the filter matrices Bk(t).
We can express equation (4.5) in a compact form such as:
yi(t) = β
T
i (t)zi(t), i = 1, 2 (4.6)
with the coefficients vector βi(t) and the data vector zi(t), both of which are
column vectors of length p+ (q + 1)M , and are defined as:
βi(t) =[ai,1(t), ai,2(t), . . . , ai,p(t),
bi,0(t),bi,1(t), . . . ,bi,q(t)]
T
(4.7)
zi(t) =[yi(t− 1), yi(t− 2), . . . , yi(t− p),
xT (t), . . . ,xT (t− q)]T
(4.8)
The learning task is to find the β̂i(t) that minimizes the mean squared error










This is called the output-error formulation (Shynk, 1989), since the filters are
estimated using the mean squared-error of the output y(t). Once the filters
β̂i(t) are calculated, the estimate of the current position ŷ(t) is obtained using
eq. (4.5) and the error can be obtained.
However, notice that with definition (4.8) z(t) depends on the history of
y(t) and thus it itself depends of the parameters β(t). Through this
recursive dependence the error is a non-linear function of the parameters βi.
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Nevertheless, since eq. (4.6) resembles a linear regression problem, it is called
a pseudolinear regression. The nonlinearity implies that the cost function is
not a quadratic function, so the linear estimate can be suboptimal.
4.3 Adaptive filtering of the EMG signals
An adaptive approach to the problem is particularly important in the context
of closed-loop feedback. The user can in principle change the control strategy
in real-time, and so the optimal mapping between EMG signal and target
location should be able to adjust to the current control strategy. Our goal is
to continuously adapt the coefficient sample by sample, instead of recalculating
the coefficients with a batch of training data, and then having the user adjust
to the new set of coefficients as in our previous work (Hahne et al., 2015).
The main idea behind the adaptive methods is that the new estimate is
obtained from the previous estimate by moving in the direction that minimizes
the MSE in eq. (4.9). Since the negative gradient vector points in that
direction, we just have to calculate the partial derivatives of the MSE with
respect to the coefficients of the system.
The updating rule is:
β(t+ 1) = β(t)− µ∇εMSE(t), (4.10)
where ∇εMSE(t) is the gradient and µ the step size. The gradient requires the
calculation of the expected values. Since we do not know the distributions,
these expectations must be estimated. The simplest solution is to remove the
expectation operator; i.e., to use the instantaneous value, obtaining the least
mean squares LMS algorithm (Widrow and Stearns, 1985).
Calculating the gradient vector, the updating rules for the coefficients in βi
are:
ai,k(t+ 1) = ai,k(t) + µei(t)
∂yi(t)
∂ai,k(t)







k = 0, . . . , q; j = 1, . . . ,M
(4.12)
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where ei(t) is the instantaneous error at time t, i.e., ei(t) = di(t)− βTi (t)zi(t).





















k = 0, . . . , q; j = 1, . . . ,M.
(4.14)
The second term in the right hand side of eq. (4.13,4.14) is due to the recursion
model, since the estimated position at time t depends on the p previous
positions, and, each of these depends on the coefficients.
In eq. (4.13,4.14) we have an additional problem. The equations are not
recursive; i.e., they depend on the present value of ak(t) and bk(t) (do not
confuse a recursive system with a recursive algorithm). If we use a small step











Using this approximation in eq. (4.13,4.14), we obtain:
∂yi(t)
∂ai,k(t)
















k = 0, . . . , q; j = 1, . . . ,M.
(4.18)
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in a recursive calculation:




k = 1, . . . , p
(4.19)




k = 0, . . . , q; j = 1, . . . ,M
(4.20)
Note that the derivatives in eq. (4.19,4.20) are delayed versions of yi(t) and
xj(t) filtered by the time-varying recursive filter ai,k(t).
We call this the IIR LMS algorithm. This algorithm estimates p + q ×
M − 1 parallel filters at every iteration; this requires a lot of storage and
computational resources. With the assumption that the step size µ is small, we
can obtain a simplified IIR LMS algorithm. Since the coefficients ai,k(t) do not
vary too much in intervals of length p, ai,k(t) ' ai,k(t− 1) ', . . . ,' ai,k(t− p),
we can assume that they are time invariant in that period, and we can exchange
the order of filtering and delay operations in eq. (4.19,4.20). It means that we
can first filter the input and output signals for k = 1 and k = 0, respectively,
ỹi(t) = ψai,1(t) (4.21)
x̃ji (t) = ψbji,0(t) (4.22)
and, then, approximate the other elements in the gradient vectors as delayed
versions of them. This is called the filtered IIR LMS algorithm. It requires
only M + 1 filters to approximate the derivatives.
The LMS algorithm updates the parameters according to the gradient of the
instantaneous squared-error (a stochastic gradient descent method). Another
option is to use the recursive Gauss-Newton RGN algorithm that improves the
convergence rate using sample covariance matrices to control the direction
during the updating step. The algorithm is more complicated, since in
every iteration the inverse of the covariance matrix must be also updated.
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Nevertheless, the inversion of the matrix is avoided thanks to the matrix
inversion lemma, reducing the computational cost (Diniz, 2013).
The general updating rule for the RGN algorithm for the equation and output
error formulations is:
βi(t+ 1) = βi(t) + µPi(t+ 1)z̃i(t)ei(t), (4.23)
where z̃i(t) is the filtered version of the data vector, ei(t) is the error with the
current coefficients ei(t) = di(t)− βTi (t)zi(t), and P−1i (t) an estimate of the
Hessian matrix that is updated by:
P−1i (t+ 1) = λP
−1
i (t) + γz̃i(t)z̃
T
i (t) (4.24)
with λ the forgetting factor that controls the weight of previous values in the
current estimate. Typical values (see Shynk (1989)) are λ = 0.9, . . . , 1, and
λ = 1− µ, γ = 1.
The inversion of the matrix is avoided using the matrix inversion lemma, and
the updating rule becomes:







λ/γ + z̃Ti (t)Pi(t)z̃i(t)
)
(4.25)
The difference with the LMS algorithm is due to the Pi(t) matrices. So, if
these matrices are equal to the identity matrix, both algorithms are the same
and depending on the equation or output-error formulation that is chosen, we
get the LMS algorithms explained previously.
The implementation of the filtered IIR RGN algorithm is summarized as
follows:
Initialization,
Iteration (t = 0, 1, . . .),
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ei(t) = di(t)− yi(t) (4.27)
Filter signals:









i (t− l) (4.29)
z̃i(t) =[ỹi(t− 1), ỹi(t− 2), . . . , ỹi(t− p),
x̃T (t), . . . , x̃T (t− q)]T
(4.30)
Update:







λ/γ + z̃Ti (t)Pi(t)z̃i(t)
)
(4.31)
βi(t+ 1) = βi(t) + µPi(t+ 1)ẑi(t)ei(t) (4.32)
Updates of the AR coefficients are only executed if they lead to stable recursion
(i.e. the poles of the AR coefficients remain within the unit circle).
Note that if we remove the filtering step, we obtain a pseudolinear regression
algorithm. If we substitute the output signal by the observed output, i.e., we
follow an equation-error instead of the output-error formulation, p = q = 0
(there is no feedback nor memory in the system) and µ = γ = 1, the
algorithm is the same that the exponentially weighted recursive least squares
algorithm. The cost function is a modification of the least-squares cost
function, by incorporating a forgetting factor λ so recent samples are weighted







Note that eq. (4.33) is the cost function used in Hahne et al. (2015), i.e., the
recursive version of the linear regression solution. The algorithm in Hahne
et al. (2015) is adaptive, but the system is not recursive, so there is no
feedback between the past and present positions, nor between the past EMGs
observations and the current position. The exponential factor allows to obtain




We use a Myo Armband from Thalmics to acquire the EMG signals. It
has a flexible diameter to fit a forearm circumference between 7.5 to 13
inches. It has eight bipolar EMG electrodes and samples the EMG at 200
Hz at 8 bit resolution. This does not cover the entire EMG-spectrum and
would be insufficient for more complex feature-extraction, but is sufficient for
extracting simple amplitude features. Signals are transferred to the computer
via Bluetooth. A Matlab program is executed in order to acquire and process
the data in real-time. We use Matlab 16a 64 bit version running on a 2.6 GHz
personal laptop with 8 GB RAM.
We use log-variance of the EMG signals as the input feature vector x(t), with
variance computed in a time window of 200 ms and updated every 40 ms as in
Hahne et al. (2014) (t is sampled at 25 Hz). The sensors are placed in the same
position and orientation for all participants (upper part of the forearm, close
to the elbow with the LED light of the device pointing to the same direction).
This experiment targets the muscles from an upper limb with a forearm stump
of 3 inches or longer. The targeted muscles are the flexor carpi radialis and
ulnaris muscles, extensor carpi radialis longus and the brachioradialis muscle,
among other residual EMG measurements. Fifteen able-bodied participants
were tested (8 males, 7 females) with ages ranging between 20 to 50 years. We
also tested two male individuals and a female with limb deficiency; one amputee
(with a 20 cm stump; Figure 4.1) and two congenital (with a 10 cm and a 25 cm
stump respectively). All individuals provided written informed consent before
the experiment. The experiments were in accordance with the declaration of
Helsinki and were approved by the UPV ethics committee, approval number
P11-23-03-18.
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(a) (b)
Figure 4.1: Myoelectric Armband. (a) Amputee participant using the Myo Armband.
(b). Able-bodied participant using the Myo Armband.
4.4.2 Study design
Participants sat in a comfortable position in front of a computer screen, with
the elbow of the arm resting on the table and flexed by nearly 90 degrees. The
able-bodied ones were instructed to relax the hand so that forearm activity was
only dedicated to wrist motions as shown in Figure 4.2. After the armband
was placed on the forearm of the participant and connected to the computer,
the device was initialized. The experiment consisted of a training and testing
phase as follows.
Figure 4.2: Controllable DoFs. Directions of wrist movements allowed to the participant




Figure 4.3(a) shows the user-screen during training. The center of the
coordinate system corresponds to the neutral position and the two axes to
the two DOFs controlled in this study. The green circle indicates the desired
target position d(t) and the red cross is the current estimated position y(t).
This display is updated at the same 25 Hz rate (40 ms) as the adaptive filter
equations. Before the start of the training phase participants are familiarized
with the closed-loop user feedback shown in Figure 4.3(a).
(a) (b)
Figure 4.3: User interface. (a) User-feedback screen during training experiment. Red
cross: estimated position. Large green circle: current target position. Small green circles
anticipate future target positions. (b) The 36 targets placed in 3 different radii (0.3, 0.6,
0.9) for the test experiment. There are 6 targets in the inner circle, 12 in the intermediate
and 18 in the outer circle.
Training of the IIR system: The three small circles indicate the direction
of movement for the upcoming target positions. This helps the user prepare
for the upcoming movement and maintain muscle contractions synchronized
with the desired target locations. We defined a set of simple trajectories in the
flexion-extension (right-left) and radial-ulnar (up-down) axes that were paced
with a constant speed that participants could easily follow without significant
delays. The target starts in the center. Then it moves during 6 seconds from
center to the right side. Once it reaches the right-most position, it returns back
to the center in 6 seconds without stopping at any location. The same is done
for the up, left and down directions. This four movement directions defines a
lap. The training experiment consists on five consecutive laps, totaling 240 s
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of training. The order and time of these target movements are identical across
participants. The users were instructed to move their wrist so that the red
cursor follows the green circle. For example, in Figure 4.3(a), participant would
have to conduct a left movement with his/her wrist. They were instructed not
to worry even by larger deviations from the target, but to try their best and
remain focused on the task. For the able-bodied individuals it was easy for the
experimenter to monitor their effort. During the training phase the Ak and
Bk parameters are continuously adjusted using the filtered IIR RGN algorithm
explained in the previous section. Here we used p = 1, q = 0, i.e. we used the
immediately preceding position and the instantaneous input (without temporal
filtering).
Training of the FIR system: As comparison to the new recursive IIR
algorithm we test a FIR structure with the same training procedure as in
Hahne et al. (2015). Briefly, a target circle is first shown at the center to start
at a neutral position. When the red cross is at the center a target appears at
one of the outer-most positions, directly to the right, up, left or down. The
participant has to move the forearm till it arrives at this target. The users
have 20 seconds to hit the target, after which the next target appears. After
reaching the target and maintaining the red cross inside the green circle for
1 s (a hit) the target circle jumps back to the center. If the target is not
hit within 20 seconds, it also jumps back to the center. The process repeats
with the other three directions. This is considered one lap and total training
consists of 5 repeated laps. During the training phase the Bk parameters of the
algorithm are continuously adjusted using the FIR algorithm in Hahne et al.
(2015). That algorithm is the same as the one in our model in eq. (4.2) with
p = 0, q = 0, i.e. no recursive feedback of position is used, but the input is
filtered, and an additional post-processing step (an exponential moving average
filter) is used to smoothen the output (see Hahne et al. (2015) for the details).
Test phase
The test phase starts after the 5 training runs were completed and is identical
for the IIR and FIR systems. During the test-phase the parameters of the
algorithm were kept constant. In the test phase, the goal for the participants
is to move the red cursor to various target locations (indicated by the green
circle) and maintain this location for at least one second. The task was similar
as in the training FIR phase, targets were static. If the target was reached
in less than 20 seconds and maintained for 1 second it was counted as a hit,
otherwise it was counted as a missed target. After each hit or miss, a new
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target was shown at a new pseudo-random location. Eventually a total of
36 uniformly distributed target positions were presented with no repetition
(Figure 4.3(b)). The targets were shown in the same pseudo-random order
for all participants. Note that the targets include regions that have not been
explored during training. Therefore, we are also testing the ability of the
algorithm to generalize and to avoid over-fitting.
To control the effects of fatigue and practice, we divided participants into two
groups. One group first trains and tests with the FIR system and after that
with the IIR system. The other group does the opposite. We set the learning
constants to µ = 1 and λ = 1 during training so the algorithm is effectively
integrating across all samples.
4.4.3 Performance metrics
To quantify the performance during the online test phase, we measured four
quantitative metrics. The completion rate (CR) was defined as the number of
hits H over the total amount of targets N expressed in a percentage scale %:
CR(%) = 100 · H
N
(4.34)
We defined previously a hit such as reaching the target and staying inside for
one second, everything in less than 20 seconds.
To evaluate the efficiency and ease-of-use we also calculated the traveled






‖yi(j)− yi(j − 1)‖ (4.35)
where N is the number of targets and Ji is the number of samples to get from
target i to target i+ 1. For the first target i = 1, we assumed that d0 = (0, 0)
and y1(0) = (0, 0) (the starting point for all the test experiments was the origin
of coordinates). The starting point for the next segment was equal to the final
position of the actual one, i.e., yi+1(0) = yi(Ji).
The path efficiency (PE) indicated if the distance traveled by the participant
during the experiment was close to the optimal path, i.e., the shortest one.
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The PE was defined as the ratio in % of the sum of distances between targets
and the real distance traveled by the subject:






A larger value of PE implies a more linear trajectory in the 2D space. Linear
trajectories in the 2D space are directly correlated with the activation of
combined DoFs movements. Therefore, the PE can be used also as an indirect
measurement of the simultaneous multiple degree of freedom control.
The completion time (CT) metric measured the efficiency in the time domain.







where ti is the time in seconds to travel from target i− 1 to target i. For the
missed targets (the subject was not able to reach the target before 20 seconds
and kept into the target for at least one second), ti = 20 in Equation 4.37.
To measure the stability of the system to accomplish the targets hit condition,
we defined the attempt ratio (AR). It was defined as the average ratio between






By definition, AR ≥ 1; the lower the AR value, the lower the attempts needed
to hit the targets. A value close to 1 means that the system was very stable,
since the first time that he got into the target he was able to stay for the




4.5.1 Real-time adaptation during training
To gain a sense for the speed of adaptation of the system during closed-loop
training, we first show the learning process for one user in Figure 4.4. The
panels show the FIR and IIR coefficients (bi and a1) for the flexion-extension
direction as they adapt in time. In this example, the FIR coefficients start to
converge after the first lap (48 seconds), while the IIR coefficient is learned in
just 15 seconds.
Figure 4.4: Parameter adaptation during training. This is a representative sample
from the training. The behavior presented in this plot is common among all users. The
first row shows the eight FIR coefficients bi as they develop in time during training for one
representative able-bodied participant. The second row is the IIR coefficient a1 in that same
time period. Coefficients are shown here for the flexion-extension direction only. Note that
the IIR coefficient converges almost immediately to a1 = 1, which corresponds to velocity
control. Results are similar for other participants and in radial-ulnar direction. Gray vertical
lines indicate start/end of the five repeated training laps with identical target trajectories.
In Figure 4.5 we show the position and error during training. The first two
panels show the moving target (black) and the cursor position (color) generated
by two users during training. The position error increases whenever the target
moves ahead of the user’s response, but decays over the total duration of the
training session.
67
Chapter 4. Adaptive auto-regressive proportional myoelectric control
The same trend is observed for the instantaneous error averaged over the 15
participants as shown in the third panel. A repeated measures ANOVA on
the mean position error of the five repeated training laps shows that position
error is reduced over time (F (14) = 32.9, p = 3 · 10−7, with time coded as
a continuous predictor variable). In particular, there is a reduction of error
between the last two laps (paired t-test, t(14) = 3.2, p = 0.007).
Figure 4.5: Performance during training. This is a representative sample from the
training. The behavior presented in the first two rows of this plot is common among all users.
First and second row indicate the instantaneous position of the user-machine system during
training for both axes. Able-bodied participant (red), a participant with limb deficiency
(blue) and target (black). The third row shows the instantaneous error during training
averaged over all 15 able-bodied participants. Shaded area indicates standard error of the
mean across participants. Gray vertical lines indicate start/end of the five repeated training
laps with identical target trajectories.
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4.5.2 Performance gains of IIR system during the test phase
We observed during the test phase that participants produced smoother
trajectories and wider range of movement when using the IIR system. In
contrast, the FIR system required more force and some participants had a
limited range of movement in some directions.
Test phase performance of the closed-loop learning algorithm was evaluated
for all participants with both FIR and IIR algorithms. Figure 4.6 shows that
the rate of targets hit increases in all but one participant by addition of the
auto-regressive filter structure (IIR). At the same time, the length of the path
to reach the targets is reduced for all participants. A Wilcoxon signed rank test
shows that difference in rate of hits as well as in path length are statistically
significant (p = 0.005 and p = 0.00006, respectively with N = 15).
Figure 4.6: Test phase metrics for able-bodied individuals. Each line is a participant.
Completion rate increases or stays the same for IIR structure. Average path length to reach
a target is shortened for all 15 participants when using the IIR structure. This method also
improved the path efficiency and reduced the number of attempts needed to hit a target for
all users. Completion time does give mixed results. Line color indicates the value a1 learned
by the IIR filter (in the IIR condition) for one axis. Evidently almost all participants learned
velocity control, i.e. a1 ≈ 1. There is a single exception with a1 = 0.54 (the blue line).
With the IIR method, 95% of the targets were hit, with perfect performance
for half the users (no targets were missed). Of the 5% that were missed, 90%
were missed due to the 20 seconds time limitation. A color map of the interface
is shown in Figure 4.7. Only one position was missed by three out of fifteen
participants (orange circle) while many targets were hit by everyone (electric
green circles) and some of them were missed by one or two participants (clear
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green circles). For the FIR algorithm, hit rate was around 85% and there are
targets that were missed by 3 people (orange), 4 (light red) and 5 or more
times (dark red). Only one participant got a perfect score. The FIR errors
were located in the outer positions indicating the FIR learning algorithm is
limited in gain. This could be the result of a non-linear relation between EMG
and displacement, whereby the linear gain b0 is suitable in the inner range,
but not for larger displacements. In contrast, the IIR system has no range
limitation as the cursor can in principle continue moving if the user/machine
pair learned velocity control, i.e., a1 = 1.
Figure 4.7: Test accuracy. Number of missed targets over all 15 able-bodied participants
during the test phase.
The other metrics are also shown in Figure 4.6. Path efficiency is improved
similarly to overall path-length, as it is the same measure except that it is
normalized by the shortest length to reach a target. Completion time is
faster for most participants when using the IIR system (11 out of 15). In
general, movement was slower and better controlled, which explains why some
participants did not gain in speed despite improving on all other measures.
Attempt ratio captures the ability to reach and maintain the target for the
prerequisite 1 second. A ratio of 1 indicates that the participant never exited
the target area prematurely. Evidently, the IIR system allows significantly
better control to hold the position, despite velocity control.
To visualize the difference in path efficiency, we plot in Figure 4.8 the
trajectories of one participant for both algorithms. This figure also compares
the paths from an inner to an outer target achieved with both methods (blue:
IIR, red: FIR). With both algorithms, the user was able to hit the outer target,
but the FIR path is much more erratic and clearly shows the effort that was
required. As an example of the user experience, we show the last seconds of
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the testing phase for the FIR and IIR algorithms for the same participant in
the video (User experience video 2018).
Figure 4.8: Trajectories following the 36 targets during the test phase for one
user. These are representative samples for common behaviors during the test. The IIR
trajectories are smoother and shorter than for the FIR filter. This participant does not
reach some areas in the FIR case. The right panel compares the trajectory from one target
to the next for another participant. The blue line is the IIR method; the red line is the FIR
algorithm. The IIR trajectory (blue curve) is smoother than the FIR trajectory (red curve)
and takes less time and effort.
4.5.3 Results on participants with limb deficiency
Able-bodied individual rely on actual wrists movements during training and
testing. To demonstrate that this is not required with the closed-loop
feedback, we recruited three individuals with limb deficiency (Figure 4.1). The
identical training and testing was used as before. These individuals relied
purely on visual feedback on the screen to guide their muscle contractions.
Performance is numerically lower in these individuals, as compared to able-
bodied participants. We ascribe this to the lower EMG signal strength we
observed in these participants, in particular for the individual with a shorter
stump.
All performance metrics showed a performance benefit with the IIR system
(Figure 4.9). The number of hits increases, the total path length, is reduced
almost by 40% and the efficiency of the trajectories increases accordingly. The
attempt ratio is improved in all participants and is close to 1 with the IIR.
This indicates that when the target was reached, it was easy to maintain the
position. When inspecting the coefficients found by the IIR algorithm we find
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again that the a1 ≈ 1, meaning that this human-machine pair again learned
velocity control.
Figure 4.9: Performance metrics for the participants with limb deficiencies. Same
metrics as in Figure 4.6. Same color map is used also for a1 values, in this case all are a1 ≈ 1.
4.6 Discussion
We have demonstrated here the benefits of learning recursive filters for
proportional myographic control. The recursive filter allowed us to seamlessly
titrate between position and velocity control. Given these options, the human-
machine system naturally converged to a velocity-control strategy. Velocity-
control is known to have a number of benefits in practice (Engeberg et al.,
2008) such as less overall effort for the user and no limitations of the range of
motion (e.g. due to fatigue) . However, to our knowledge no adaptive strategy
has yet been proposed to directly learn proportional velocity control, and our
own previous efforts had been limited to position control (Hahne et al., 2015).
By introducing a recursive structure we were able to readily incorporate more
general control strategies into a closed-loop learning mechanism. To do this
we leverage established theory of adaptive IIR filtering (Diniz, 2013; Shynk,
1989; Widrow and Stearns, 1985). The novelty lies in relating this theory
to myoelectric control, which allows for a gradual transition between position
and velocity control and an efficient closed-loop training procedure without the
need for manual parameter adjustments.
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In the case of the FIR filter, the controller only learns instantaneous regression
coefficients b0 as in eq. 4.1. Afterwards a post-processing filter can be used to
smooth the output signals, following Hahne et al. (2015). In the IIR approach
proposed in this paper, this post-processing is not necessary since it is implicitly
implemented in the output recursion. In addition, the human-machine pair
naturally learned a velocity control strategy. Since we are using a model with
only one recursion and instantaneous input coefficients, this limited number
of free parameters allowed us to learn the coefficients with relatively short
training session of a few minutes.
Another practical benefit is that velocity or gain-factors do not need to be
adjusted manually as in other approaches Hahne et al. (2018), since all factors
are learned during the process of real-time, closed-loop adaptation.
An important caveat of this work is that we have tested the system on
a somewhat artificial 2D cursor movement task and that we have focused
mostly on able-bodied individuals. The preliminary results with limb deficient
participants are nevertheless encouraging. In these individuals, myographic
signals are typically weaker and electrodes more difficult to place. Despite
overall lower performance we find that the adaptive IIR filter still shows an
improvement in this target group over to the FIR filter. A larger number of
participants have to be tested to determine if these results can be replicated
across the more diverse physiology in this group. This work will be later
introduce in Chapter 5. Similarly, the proposed strategy should be tested
on a realistic motor control task, ideally using an actual prosthetic device,
e.g. Amsuess et al. (2015a) and Hahne et al. (2018). This work is part of
the continuation of this thesis (future post doctoral work); we show some
preliminary results in Chapter 7.
Here we used a closed-loop learning system where in principle the human
and machine can simultaneously adapt. In contrast to Hahne et al. (2015),
parameter adaptation is ongoing during the entire closed-loop training period.
The learning rules proved stable in practice despite concerns that such
concurrent adaptations can become unstable (Rupp and Sayed, 1996). The
issue of stability of co-adaptive learning has been studied previously on a
theoretical level (Müller et al., 2017). The main observation of that work
is that stable co-adaptation may be achieved as long as one learner adapts
slower than the other. In the example shown in Figure 4.4, adaptation of the
controller happened relatively quickly (15-50 seconds). This is evidently slower
than the time constant of human motion control (<1 second), but faster than
the time constant a human may use for adapting movement strategy. This
means that the machine is slow enough to allow the participants to control the
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specific movement trajectory, yet fast enough to adapt to the strategy the user
is trying to implement. From the controller’s standpoint, the human is quasi-
stationary, and from the human’s standpoint, the controller is quasi-stationary
as well (since it stabilizes so fast). The net result is a stable system despite the
closed-loop interaction of the human-machine controllers. For this stability it
is necessary that the user generates consistent muscle contractions on the time
scale of parameter adaptation (approximately 120 seconds here). We believe
that providing clear instructions to the users at the beginning is important in
this regard, as well as the game-like interface which keeps participant motivated
to follow those instructions. The most important aspect of this interface is the
real-time feedback coupled with a consistent goal, namely, the machine and
human continuously attempt to reduce the same error.
Note that the guidance to the user can be suggestive of position control (“to
move further out, try to make a larger effort”) or it can suggest velocity control
(“to move in a given direction, flex the muscle and just wait for the cursor to
move”). We could think about envision controlling wrist rotation, which is
common in prosthetic devices. In that case we anticipate that participants
will require more careful instructions in order to consistently perform muscle
contractions that were not previously associated with wrist rotation. Future
work may explore this and other training protocols with concurrent human-
machine learning (Hahne et al., 2015; Müller et al., 2017). The next chapter
introduces a new training protocol that already benefits from the co-adaptation
process.
Finally, we note that nothing about the proposed approach is specific for
myoelectric control. The method could be used equally well for motion control
using high-dimensional signals from re-innervated muscles (Kuiken et al., 2009)
as these behave similarly to conventional myographic signals where signal
amplitude increases with effort. The approach could also be used in brain-
machine interfaces (Hochberg et al., 2006; Velliste et al., 2008). These capture
neuronal firing directly from the motor cortex, which is known to encode both
position and velocity of movement (Paninski et al., 2004).
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Optimal training for myoelectric
regression control
The training paradigms for regression-based controllers com-
monly follow a training protocol based on the classification ap-
proach, where only a finite set of movements are trained. Along
with this, the training is usually the same for all users, not con-
sidering that prostheses control is highly dependent on the patient
condition and abilities. In this chapter we present a novel training
protocol for regression based solutions that, instead of using only a
finite predefined set of movements, it explores the whole set of the
output space and exploits in real time the previous performance of
the patient to automatically adapt the training session to his skills.
As a consequence, the algorithm distributes the training time effi-
ciently, focusing on the movements where the performance is worse
and optimizing the training for each user. The results prove that
this novel training procedure autonomously produces a better train-
ing session, since the completion rate is significantly increased for
able-bodied and subjects with limb deficiencies.
Chapter based on Igual, C., Castillo, A. and Igual, J. (2020). Optimal training
for myoelectric regression control. Paper submitted.
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As we have seen in previous chapters, looking to improve the prosthesis control
behavior and its robustness, researchers have been exploring deeply the four
parts of the prostheses control loop: the EMG signal acquisition, the feature
extraction, the models and the feedback channel to the user from the prosthesis
behavior. As a reminder, the model algorithms are mostly divided into two
groups: classification and regression. This chapter will focus its attention into
the regressors modeling part, specially the training phase, which plays a critical
role in the system final performance.
The training paradigms that were employed with the first classification based
models basically consisted in generating data for each cluster, clustering
different arm positions or functionalities (Fang et al., 2017; Young et al.,
2013). More recently, understanding the relevance of a correct training, a study
analyzed different training protocols for a classification controller; concluding
that a dynamic environment is the optimal one (Yang et al., 2017). With
the introduction of the regression based models, the conventional classification
training protocol was reproduced with a positional target representation of
the prosthesis state (Ameri et al., 2019; Hahne et al., 2015). This training
consisted in showing the patient a desired target in a specific location (related
to a prosthesis position) while the user generates the appropriate EMG pattern.
The target varies from a predefined list while the user adapts the input EMG
pattern to the new targets. During this process the machine learns the relation
between the input and the desired output so that, when the training has
finished, it is able to map EMG patterns to a continuous spectrum of prosthesis
positions.
However, this positional training goes against the usual velocity control of the
prostheses, where the system’s output is the velocity of movement and not
the prostheses position. This led to a transformation into a velocity control
model after the learning phase (Hahne et al., 2015), shifting the meaning of the
learned positional targets from prosthesis positions to directions of movement.
Despite of this, the model kept being trained in a position based environment.
Some studies tried to reduce this gap with mobile targets (Hahne et al., 2017)
or directional feedback (Shehata et al., 2018a,b); however the model remained
mapping the EMG input patterns into estimated positions.
In addition, the traditional positional training contains two inherent draw-
backs. The first one is that it only trains in a discrete space (finite number of
targets) while the final use is in a continuous one. This works under the as-
sumption that, for linear models, any (non-trained) movement would be given
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by a linear interpolation of the learned ones. However, the linear assump-
tion is far from the human behavior and, consequently, the interpolation to
non-trained targets may contain significant errors.
The second issue is that it is implicitly assumed that the skills of any user
are almost the same. In fact, since all users run the same training protocol,
it is implicitly considered that their ability to generate EMG signals and
learning procedure are almost the same; i.e. one-size-fits-all approach. This
also considers that, for the same target at different times, the generated
EMG signals will be approximately equal. All these assumptions may fail,
specialy for the real final patients with limb deficiencies, who present a
wide range of different anatomies that may degrade their EMG pattern
generation/recognition. A potential solution to these problems goes through
designing a personalized training (Montalivet et al., 2020), with the goal
of giving the best possible training to each user. However, generating
personalized trainings has to be developed carefully as it could require large
quantities of time and resources, something that can be non-acceptable from
a clinical/commercial point of view.
The chapter introduces a novel training protocol that is automatically
customized for each patient without increasing the training length, generating
an optimal training for each particular individual. The basic idea is that, in
order to enhance the training efficiency, the user should spend more time at
the directions that have shown poor performance, evaluating it in real time.
As stated before, the poor performance of the algorithm can be due to the
skills of the user and due to the variance of the EMG input signals for the
same target. In both cases, a natural solution is that the subject spends more
time in the directions that showed significant errors in the past. In this way,
the user is forced to keep training the directions that have exhibited errors (no
matter which is the cause). To achieve this goal, an output feedback training
algorithm is proposed, where the previous performance of the user is taken
into account in real time in order to determine the next training target.
This training protocol is independent of the regression based model used by
the controller as it only uses the error and the training target list; in other
words, it can be integrated with other regression based learning algorithms.
In this paper, for providing experimental results and continuing the previous
work, we will apply the proposed training paradigm to our previously developed
regression based model seen in Chapter 4 (Igual et al., 2019a).
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5.2 Prostheses control problem
The user generates, at each time instant, internal muscular contractions used
to control related prosthesis movements. These measurement of this electric
potentials through M EMG sensors is transformed to an input feature vector
x(t) , [x1(t), ... , xM(t)]T . The prosthesis control learning problem consists on
inferring the user intentions from this generated EMG pattern and map them
into the desired prosthesis movement.
This problem can be mathematically formulated as follows: find a mapping
f(x(t)) as introduced in Chapter 4, so that:
u(t) = f(x(t)) (5.1)
where u(t) ∈ RQ represents the control signal for a prosthesis with Q DoF. For
the linear regression case, the problem can be stated as:
f(x(t)) = B(t)x(t), (5.2)
where the rows of the B(t) ∈ RQ×M matrix represent the regression coefficients
for the corresponding DoF.
The matrix B(t) is estimated during some time (the training period) under
controlled conditions, e.g., in a supervised experiment, and then validated in
order to measure its performance (the test period).
During the training period, the EMG sensors are installed in the upper limb
(forearm) of the participant to record the generated muscular contraction data.
Once the training process starts, a target signal d(t) ∈ RQ is shown. Then,
the user generates the related EMG pattern altering the input signal x(t) as
the target d(t) changes. These input-output signals (supervised learning) are
used to obtain the model coefficients B(t) so that d(t) ≈ B(t)x(t).
After training, the learned controller B(t) is used to move the prosthesis in a
real scenario. If the training was correct, the obtained output should be close
to the intended one by the user: u(t) = B(t)x(t) ≈ d(t), where u(t) is no more
restricted to the specific set of targets used during the training (now, it is a
continuous Q dimensional space).
This training-test procedure must be repeated when performance is deterio-
rated (for example, due to electrode shifting (Prahm et al., 2019; Young et al.,
79
Chapter 5. Optimal training for myoelectric regression control
2011) or time degradation (Amsüss et al., 2013)). The goal is to shorten the
re-training sessions and, at the same time, to obtain a robust enough matrix
B(t) so that it can maintain a good performance as long as possible to guar-
antee that the user experience is satisfactory; otherwise the user will reject the
prosthesis.
5.3 Traditional position based controller open-loop training
paradigm
The standard training paradigm is composed of three steps. First, a set of
I targets are defined D = {d1,d2, . . . ,dI}. Second, a target di is selected
from the list and shown to the participant during some time Ti by using a
computer visual interface, d(t) = di, ti < t ≤ ti + Ti. During this time, the
corresponding EMG pattern x(t) ' xi generated by the participant is recorded.
It is common that the duration of each target is the same, i.e., Ti = T , and to
repeat the whole procedure L times so the targets are shown several times to
the participant. Third, the supervised learning u(t) = B(t)x(t) is carried out
using the input-outpout pairs (x(t),d(t)), t = 1, . . . , T ′, with T ′ = L · T · I.
The least squares criterion is the most common cost function used to learn the
coefficients:













The B(t) matrix is usually estimated iteratively and sometimes the cost func-




being λ ≤ 1.
A block diagram of this procedure is shown in Fig. 5.1. Note that this diagram
only represents the controller learning loop (open-loop in this case) and not
the human-machine loop which is a closed-loop structure due to the visual
feedback.
Many papers follow this learning methodology (Ameri et al., 2014a,b,c; Hahne
et al., 2014, 2015, 2012b; Huang et al., 2017; Hwang et al., 2017; Jiang et al.,
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2008); although we can find differences in the used cost function or details in
the specific training set up, they can all be grouped under the same training
paradigm: the open-loop controller training model. Afterwards, some of them
include a post-processing stage where the position training algorithm is used
to obtain a velocity controller for the prosthesis (directions of the movement).
Figure 5.1: Block diagram of the controller learning process. A desired positional
target, d(t), is shown to the human; who generates EMG signals, x(t), to reach this desired
position. The signals x(t) and d(t) are sent to the learning algorithm, which finds the best
regression coefficients, B(t), so that d(t) ≈ u(t).
Figure 5.2: Block diagram of the proposed controller closed-loop learning
process. If there exists a persistent error e(t) = u(t)−d(t) between the theoretical direction
computed with the current regression coefficients u(t) = B(t)x(t) and the desired direction
d(t), the feedback term reinforces the learning in such direction. If the learning is correct,
then e(t) ≈ 0 and it reduces to the open-loop training in Fig. 5.1.
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Some issues about this controller learning method
As mentioned in Section 5.1, it is clear that one underlying drawback in this
kind of models is that the untrained values û(t), û(t) /∈ D, will be interpolated
using the trained observed outputs. This relies on the assumption that,
for linear models, any (non-trained) movement would be given by a linear
interpolation of the learned ones. However, in practice, this interpolation may
lead to errors as there is no real knowledge about the signals x(t) that the
patient will generate in those unknown conditions. To mitigate these errors,
the set D of training positions should be made larger in order to include as
much targets as possible. In the ideal case where there were no limitations
for the duration of the training, an optimal learning process should include all
possible prosthesis movements. For a typical 2 DoF velocity control prosthesis,
this is a continuous space; thus, it may require a lot of time and consistency
from the user to generate a reliable set of EMG signals, x(t), for all the possible
targets. Obviously, this optimal training makes no sense from a practical point
of view as it will take an excessive amount of time; therefore, a trade off between
the accuracy of the model and the duration of the training must be chosen in
advance by the experiment designer.
On the other hand, since the target-input d(t) does not depend on the
estimated output u(t), this training strategy is clearly an open-loop process
for the controller (Fig. 5.1). As a consequence, the training procedure
remains static (i.e. any participant will always see the same targets unless
they are manually changed by the experiment designer). This implies that
the training it is neither adapted to the specificity of each participant nor to
the unintentionally errors (outliers) that the participant could have introduced
(for example due to distractions or fatigue), resulting in a learning procedure
whose accuracy mainly depends on the consistency of the input data generated
by the patient. The effects of these errors can be also mitigated by increasing
the duration of the experiment with the purpose of extending and diversifying
the training data set. But, in addition to the associated disadvantages of
increasing the training duration, it is not optimal to extend the duration for
all the I targets when the outliers are just generated during a short period of
time that may only affect to one or two of them.
In conclusion, this training procedure does not detect outliers in the input data
in real time and adapt the training accordingly. Also, as the target list is just
a finite set of points, additional errors may appear due to interpolation. As a
potential a posteriori solution the algorithms can be prepared to deal with the
robustness problems caused by these caveats (Lin et al., 2018). We propose a
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parallel potential a priori solution focused on optimizing the training protocol
itself.
5.4 A novel velocity based controller closed-loop training
paradigm
Here we propose a novel controller closed-loop training strategy for mitigating
the previously discussed caveats. The main idea is simple: the learning
algorithm makes use of the real time knowledge about the previous performance
of the user in order to modify adaptively the current target that the user sees.
In order words, it introduces a closed-loop term that modify the current target,
d(t), based on the previous errors d(t′)−u(t′), t′ < t. A block diagram of this
new controller learning paradigm is depicted in Fig. 5.2.





The second term in Eq. 5.4 adapts the training, reinforcing the learning in
the directions that have caused errors. This term updates the final target d̄(t)
increasing the training time in those movements where the algorithm performs
poorly and reducing the time spent in the directions where the model is already
working well. This effect persists until the error is corrected; i.e., if the next
target is the same as the previous one, it means that the algorithm did not learn
anything and it must continue the training repeating the same movements until
it finally learns how to perform that movement (exploitation learning phase).
The model learns by itself how to generate the training movements starting
from an universal set of targets, the predefined d(t), designed to guarantee the
exploration learning phase by introducing movements in different directions.
With the proposed controller training strategy, we ensure that the input data to
the controller learning algorithm is customized to the particular behavior of the
corresponding user. This is very important, specially for real patients, where
we find a large diversity in physiological characteristics, e.g., the ability to
generate some myoelectric signals depends strongly on the kind of amputation
and active muscles. So it is vital that the training session is able to detect
those difficult movements and over-train them until the user-controller system
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performs well and under-train those movements that are already learned by
the algorithm.
In the next section we show how this new paradigm can be effective in order to




The same hardware explained in Chapter 4 was used. As usual, the armband
is placed in the upper part of the forearm. However, this experiment is
independent of the muscles source, therefore reproducible with other EMG
signals from different origins. Previous works (Igual et al., 2020, 2019a)
have used these specifications for the data acquisition protocol with successful
results.
In this case, the experiment was performed by 20 able bodied participants (13
males and 7 females) and 4 with limb deficiencies (2 males and 2 females)
with ages ranging between 20 to 60 years. All participants provided written
informed consent before the experiment. The experiments were in accordance
with the declaration of Helsinki and were approved by the UPV ethics
committee, approval number P11-23-03-18.
5.5.2 Controller
The proposed new controller training paradigm is designed based on the general
definition of regression-based algorithms; therefore, it is adaptable to different
controllers.
In this chapter we use the same velocity controller introduce in Chapter 4
(Igual et al., 2019a) based on the one pole IIR linear filter:
u(t) = y(t)−A(t)y(t− 1) = B(t)x(t) (5.5)
where u(t) is the controlled output (direction of movement), y(t) is the current
estimated position, A(t) the IIR matrix to be estimated, B(t) the FIR part
of the filter that must also be estimated and x(t) is the input features (in this
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case, the root mean squared (RMS) vector of the EMG raw signal). The IIR
filter is reduced to a velocity control of independent DoFs, i.e., A(t) = I (see
Chapter 4 for details).
It is important to emphasize that the proposed procedure is independent of the
regression model used. For example, an alternative can be found in Hahne et
al. (2015), where they use a position control based model without the IIR filter
part. The goal is to show the benefits of the proposed closed loop controller
training scheme, not to compare different controllers. Also note the difference
between the novel closed-loop structure used in the controller training that we
propose in this chapter which is not related to the commonly used closed-loop
structure for the human-machine feedback channel with sensory cues as both
co-exist in this system.
5.5.3 Study design
Training phase design
Participants are asked to sit in a comfortable position with the elbow flexed
90 degrees and the forearm pointing forward. After the armband is placed and
the Bluetooth connection is opened, the experiment starts. The whole process
is divided in two controller training phases: traditional open-loop paradigm
(Fig. 5.1) and the novel proposed closed-loop paradigm (Fig. 5.2). The
participants are divided equally in two groups: half of them perform first the
open loop training and later the closed loop one; the other half perform the
reverse trainings order. The number of controllable DoFs is 2, so B(t) ∈ R2×8.
Open-loop training: Figure 5.3(a) shows the user-screen interface that
represents the open-loop structure from Figure 5.1. Similarly to the one used
in Chapter 4, the center of the coordinate system corresponds to the rest
position and the two controlled DoFs are mapped in the vertical and horizontal
axis. The vertical axis corresponds to wrist flexion/extension movements and
the horizontal axis to wrist radial/ulnar deviation. The positional target
d(t) = yd(t) is displayed as a green circle and the user current estimated
output u(t) = y(t) is prompted as a red cursor after each iteration of the
algorithm. Participants get familiarized with all the interface elements and
their meaning before starting the experiment. The training protocol consists
of 5 laps, i.e., L = 5 in Eq. 5.3. Each lap is divided in 4 active targets (up,
left, down, right) and 4 rest targets alternated with the active ones. For each
target the user has to perform the related EMG pattern x(t). The user has ten
seconds to reach the target and maintain the cursor within the target for one
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second. If this happens, the target is hit and the next target appears. If after
the ten seconds this requirement is not fulfilled, the target is missed and the
next target appears. During this phase the model updates the B(t) coefficients
in real time (eq. 5.5).
Closed-loop training: Figure 5.3(b) shows the user-screen interface for the
closed-loop training paradigm (Figure 5.2). In this case, the targets d̄(t) are a
modified version of the predefined trajectory d(t) = yd(t) − yd(t − 1), where
yd(t) is the previously defined position. The interface presents the target d̄(t)
as a yellow arrow centered in the origin of the coordinate system and rotates
over it. The modified directional target d̄(t) (eq. (5.4)) is represented with
the arrow. The user performs the related EMG pattern x(t) to the arrow’s
direction. In this case the targets are directional (m dimensional vectors
pointing to the direction of movement), instead of positional targets (desired
positions) as in the open-loop training case; this directional representation has
a more similar behavior to a real prostheses since they are usually based on
velocity commands and not position. As for the DoFs, wrist flexion/extension
and wrist ulnar/radial deviation are used as in the position control paradigm
mapping them to vertical and horizontal movements respectively. The main
novelty takes place in the background, with a hidden evaluation process the
target generation takes into account the user performance to adapt the target
(the bottom of the closed-loop in Figure 5.2) exploring directions that might
not be considered in the initial target list D.
(a) (b)
Figure 5.3: User interfaces. (a) User interface adapted to the traditional open-loop
controller training paradigm. Red cross: estimated output u(t). Green circle: current target
d(t). (b) User interface adapted to the novel closed-loop controller training paradigm. Yellow
arrow: Desired target d̄(t).
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A lap is initiated at the center and starts moving in the up direction for 6
seconds with constant speed, i.e., d(t) = [0, 1], 0 < t < 6, and bounces back
to the center for the next 6 seconds, i.e., d(t) = [0,−1], 6 < t < 12. After
those 12 seconds, the target generates the same kind of trajectory but for
the other three semiaxis in a counterclockwise direction (left-right, bottom-up
and right-left). A lap consists on this four movements. The whole training
process consists of 5 laps totaling 240 seconds. The user estimated output,
u(t) = y(t) −A(t)y(t − 1), is estimated with the velocity control model (eq.
5.5). The A(t) and B(t) coefficients are updated in real time creating the
closed-loop structure proposed above and updating the user estimate. The
target is modified, as mentioned previously, feeding the resulting direction to
the user through the arrow in the interface. Therefore the target generation
depends on the user performance while the user is only aware about the trained
direction at each time period. To make the results comparable, note that
both paradigms start with the same initial target list, which includes only 1
DoF activation targets. However, the closed-loop model is able to generate
new training directions while the open-loop paradigm is constrained to the
predefined set (d(t) is not modified before it is shown to the user, no matter
the previous performance).
Test phase design
After each training, the participants perform the same test phase from Chapter
4 but in this case with only 10 seconds to reach the target and remain inside
for 1 second. As before, the model for the test is frozen and the targets are
prompted in a pseudo-random order (the same for every participant). The test
ends when the participant goes trough the 36 targets that cover the complete
output space.
To quantify performance we used several metrics described in Chapter 4: the
completion rate (CR) defined as the number of hit targets over the total, the
path efficiency (PE) as the shortest path between targets over the path followed
by the user, the completion time (CT) as the time to complete a target (or 10
seconds in case of a missed target) and the attempt ratio (AR) as the number
of entrances in a target per complete targets.
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5.6 Results


























































Figure 5.4: Training time and error distribution. (a) Controller open-loop training
paradigm. (b) Controller closed-loop training paradigm. The two plots show the training
metrics for a specific able-bodied participant. The blue lines represent the percentage of
time used to train a specific direction over the total training. The red lines represent the
percentage of the accumulated error in a specific direction (eq. 5.6) over the total of the
complete training. Note how the case a) generates a discrete distribution while at b) one
is continuous with a high correlation with the accumulated error (i.e. it spends more time
training the directions that showed errors). In plot b) the data is sampled for visual purposes,
generating a data point every 5 degrees with a value equal to the sum of the interval values.
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Figure 5.5: Training time and error distribution. Same plot as in Fig. 5.4. This time
with the results of a limb-deficient participant.
5.6.1 Training analysis
The first result is the different target distribution generated by the two
paradigms. While in a controller open-loop training paradigm (see Section 5.3)
this distribution is finite and limited to a predefined target list with cardinality
|D| = 4, the novel controller closed-loop training paradigm (see Section 5.4)
searches in a continuous [−π, π] range of values.
In Figure 5.4 we show the time spent in each angle (percentage) during a
training session by an able bodied participant (the blue lines). While the
controller open-loop training paradigm results in a discrete learning of only
the four principal directions (predefined targets), the controller closed-loop
training protocol trains all directions exploring outside the principal directions
(predefined targets). We show in Figure 5.5 the same case for an amputee,
obtaining the same conclusion.
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The second experimental result is related to the target generation process.
While in a open-loop protocol the targets are listed in advance and fixed,
this does not occur in the closed-loop version. In this last case, the target
generation, as stated in Eq. 5.4, depends on the accumulated error. The
paradigm autonomously emphasizes the training in those directions that
generate errors, aiming to minimize them. As the targets depend on the error,
the larger the error in one direction, the longer the time to learn and minimize
that error, i.e., the algorithm by itself is able to allocate smartly the training
time dynamically depending on the performance. This error over the final
system input d̄(t) is computed as:
e(t) = d̄(t)− u(t) (5.6)
with −π < e(t) ≤ π. The relation between this error and the trained directions
in the closed-loop structure is shown (red lines) in Figure 5.4 (b) and 5.5 (b) for
able-bodies and amputees respectively. We can see how the peaks and valleys
of the error and the trained directions have a similar pattern. We obtain that
the able bodied participants have an average correlation value between error
and trained directions of ρ = 0.799 ± 0.108 while in the amputees group the
average correlation value is even higher, ρ = 0.863±0.052 (p = 0.27 > 0.05 for
a two-sample t-test, so we can not reject the null hypothesis that the average
correlation of the able bodied and amputees populations are equal). As an
example, in Fig. 5.6 we show the Pearson correlation for one able bodied case
(ρ = 0.79) and an amputee case (ρ = 0.93).
As a consequence of this high correlation, both paradigms also differ in the
user customization of the training session. While a open-loop protocol is fixed
and does not depend on the user, we observed that the closed-loop paradigm
generates targets dependent on the accumulated error and therefore on the
user performance. This difference in the trained direction distributions leads
to a customized training in the controller closed-loop training version. With
this method, each participant training is focused on the regions with the
worst performance, which differ among users. Figure 5.7 illustrates this result
comparing the trained directions histograms of two participants from the same
group for both groups. The histograms show that in each case participant 1
and 2 perform a completely different training. In the case of Figure 5.7 (a) we
can see how able-bodied 1 (blue) trained considerably the directions between
-45º and 0º. However, able bodied 2 found the control in this range relatively





Figure 5.6: Correlation analysis. (a) Able bodied participant. (b) Participant with limb
deficiency. Pearson correlation test with two variables: the trained directions (Direc) and the
accumulated error (Error) for the controller closed-loop training paradigm (eq. 5.6). Both
participants show a high correlation value between the two variables as shown in Figures 5.4
and 5.5.
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(a)
(b)
Figure 5.7: Comparison of training time histograms. (a) Able bodied participants.
(b) Participants with limb deficiencies. The plots show the trained direction probability
histogram for two participants in each case (blue and orange). Note how the histograms are
different due to the adaptation to each patient performance.
5.6.2 Test analysis
The analysis of the metrics during the test phase (Table 5.1) shows a significant
improvement in the system performance with the novel closed-loop training
strategy. As we can see, the completion rate metrics increases about a 10%
in both groups while the path efficiency metric is more than doubled in both
cases. The stability is also improved significantly as we can see with the decay
of the attempt ratio, close to 1 in both groups with the closed-loop strategy,




Able Bodied Limb Deficient
Open-Loop Closed-Loop Open-Loop Closed-Loop
CR (%) 86.25 95.83 58.33 69.44
PE (%) 39.55 83.74 24.83 56.55
CT (s) 4.81 6.79 6.76 7.32
AR 1.67 1.08 2.27 1.17
Table 5.1: Test metrics. Average metrics (Completion Rate (CR), Path Efficiency (PE),
Completion Time (CT) and Attempt Ratio (AR)) among all participants divided by groups
for the test phase.
5.7 Discussion
We have demonstrated the differences and benefits of a novel controller closed-
loop training paradigm against the classical open-loop version for a regression
based myoelectric prosthesis control.
The first practical benefit is the continuity in the generated target list.
The continuity of the output in regression-based algorithms was the main
advantage against the classical classification-based algorithms. However, this
characteristic has only been exploited for the test phase, maintaining a discrete
training paradigm based on the traditional classification protocols. In this
sense, the controller closed-loop structure introduces a changing control input
signal that achieves the exploration of continuous set of possible outputs during
the training, generating a diverse and complete training data set. In the case
of the open-loop paradigm, the trained targets are immutable, belonging to a
finite predefined list.
The second benefit is related with the following question: can we detect the
most difficult movements for each user in real time during the training in order
to reinforce the learning of these movements?. With the proposed closed-loop
strategy, the learning starts with a predefined target-list; but the target is
modified in real time depending on the accumulated error (which is related
to the user performance and the difficulties that he/she may have in some
directions). In this sense, the learning is reinforced in the directions that
have shown accumulative errors in the past; which generates an autonomous
customization of the training for each individual. In contrast, the open-loop
version does not adapt the training autonomously, being the same for all
participants and relying on the capability of the user in generating the correct
data.
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As a consequence, the participants have improved the completion rate and the
path efficiency by +10% and +50%, respectively.
Finally, we want to highlight that these two benefits arise from the controller
closed-loop training structure (Fig. 5.2) and not to the specific target-
modification rule (Eq. (5.4)). In addition, this closed-loop learning structure
could be applied to other machine-learning problems that are not strictly
related with EMG prothesis control but whose learning principles are similar.
Summarizing, we have presented a novel controller closed-loop training
paradigm that enhances the qualities of the regression based models compared
to the classical controller open-loop training paradigm. While the second ones
try to minimize the training session relying on the capability of the algorithm
to generalize to unknown movements, the novel paradigm follows an efficient
training time distribution focusing the training on the worst targets. At the
same time, this novel strategy explores the whole input spectrum generating a
continuous input target list, opposite to the discrete training in an open-loop
version. This is a characteristic of any regression model versus the classification
approach that has been overseen till now in the proposed regression based
prostheses controllers. As an additional advantage, we accomplished to
autonomously create a personal training for each participant depending on
his/her needs and performance. All this lead to a significant improvement
of the system performance, mainly of the path efficiency. These findings
make the novel controller training protocol a potential solution to improve
the performance of the current state of the art myoelectric prosthesis control




One reason to explain the reluctance to deploy more advanced
controllers in the commercial prostheses is robustness. Traditional
controllers are validated by many years and users, so open the door
to another controller paradigm requires a lot of evidence. In this
chapter we approach the robustness against donning/doffing and
arm position for recently proposed linear filter adaptive controllers
based on myoelectric signals. We show that the model learned
during the initial training is robust enough to different scenarios.
It means that the adaptive linear regression approach can be one
candidate for future real world controllers. The adaptive approach
allows to introduce some feedback in a natural way in real time in
the human-machine collaboration, so it is not so sensitive to input
signals changes due to donning/doffing and arm movements.
Chapter based on Igual, C., Camacho, A., Bernabeu, E. J. and Igual,
J. (2020). Donning/Doffing and Arm Positioning Influence in Upper Limb
Adaptive Prostheses Control. In Applied Sciences, vol. 10, nº 8: 2892. JCR
Impact factor: 2.47 (Q2).
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In the last years the upper limb prostheses control has become a growing
research field (Igual et al., 2019b). The prosthetic industry has been developing
new prostheses to mitigate the effects of losing a limb. However, despite of
all the research and efforts carried out, there is a gap between the newer
developments in the academia and the available commercial prostheses. The
main problems the research faced have been a low user satisfaction and high
prosthesis rejection due to a non-functional use (Biddiss and Chau, 2007a;
Biddiss and Chau, 2007b; Datta et al., 2004; Davidson, 2002; Vujaklija et
al., 2016). Because of that, nowadays a primary goal in this field is to find
prostheses control protocols robust enough to be used in real life.
As seen in previous chapters, there have been several developments in all the
areas of the prosthesis control systems, including new prostheses technologies
(Pasquina et al., 2015b). Nevertheless, most of these improvements have
never been implemented in real life devices. One of the reasons is the lack of
usability in real world scenarios. Thus, although these new systems have a high
performance in controlled environments, they exhibited a lack of robustness
when tested in daily life situations on realistic environments (Igual et al.,
2019b; Jiang and Farina, 2014; Scheme et al., 2011). Several factors could
generate non-stationarities in the EMG signals that fed the system limiting
a robust performance. The most common problems are: limitations of EMG
signal acquisition process (Beck et al., 2008; Lendaro et al., 2017; Mastinu
et al., 2015; Pasquina et al., 2015a), arm positioning (Fougner et al., 2011;
Hwang et al., 2017), electrode shifting (Hwang et al., 2017; Prahm et al., 2019;
Young et al., 2011), skin conditions (Jiang et al., 2012), fatigue (Cipriani et al.,
2011) or time degradation (Amsüss et al., 2013). These factors affected the
reliability of modern prosthesis control methods over time and conditions of
use. A lot of work is being done in this direction in order to obtain controllers
that behave in a more natural and robust way (Dohnálek et al., 2013; Marasco
et al., 2018; Mastinu et al., 2017; Scheme and Englehart, 2011; Scheme et al.,
2010).
We have previously proposed an adaptive auto-regressive proportional myo-
electric control system (see Chapter 4), which showed a much effective perfor-
mance in controlled environments, such as laboratory experiments, than the
today state of the art regression models. The goal in this new work is to an-
alyze whether this higher performance is maintained under real life "noisy"
conditions, i.e., to study the robustness of the system against external distur-
bances while performing the virtual task. Firstly, we analyze the effect of time
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degradation and small electrode shifting; to do this, the participants simulate
the real life use of prostheses by a donning/doffing experiment during a four-
day period. Secondly, we study the robustness and generalization of the model
for different configuration environments; to do this, the participants carried
out a consecutive series of tasks while the arm position is changing. Our re-
sults demonstrate the algorithm capabilities to overcome non-stationary inputs
without any re-adjustment. These capabilities are essential for a comfortable
real prosthesis control and open the possibility that the proposed method could
be implemented in the future in a test stage with real patients in a clinically
supervised experiment.
6.2 Materials and methods
See Chapter 4 for details about the methods and data acquisition process.
The two disturbances effect studies were conducted independently with
different participants so we can guarantee that there was no learning
contamination from one experiment to the other; 8 able-bodied participants
(5 males and 3 females) executed the donning/doffing experiment and 4
participants (2 males and 2 female) the arm position experiment. Participants
were in between 20-50 years old. All individuals provided written informed
consent before the experiment. The experiments were performed in accordance
with the declaration of Helsinki and were approved by the UPV ethics
committee, approval number P11-23-03-18.
6.2.1 Study design
All participants were asked to sit in a pleasant position so that they
could perform the entire experiment in a comfortable way, minimizing
the movement of different parts of the body other than the desired arm
movements. Two wrist DoFs were used in this study: wrist flexion/extension
and radial/ulnar deviation measuring the forearm EMG activity of those
movements. The flexion/extension movements were mapped into the vertical
axis and radial/ulnar deviation into the horizontal axis of the 2D interface
explained in Chapter 5 (see Figure 5.3 (b)). To guarantee that the participant
run the experiment naturally, no more instructions were given about how
to move. Few additional instructions regarding the experiment and the
user interface used were given. In this way, we ensured that the subject
knew the objective function and understood the procedure to achieve the
goal. Henceforth, the device was initialized and the experiment started.
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Experimentation had two procedures: training and testing. Depending on
the experiment purpose, the protocol of the procedure execution was different.
Training phase
During the training, the machine and the user collaborated to achieve a
common goal: minimize the error between estimation and target. The
proposed co-adaptive system set both agents (machine and user) as active
learners. The machine learning algorithm obtained the model coefficients
grouped in the βi(t) vector for each direction, while the user adapted his
behavior to the estimated machine output. As feedback, a visual interface
was prompted to represent the machine’s performance in a natural and
understandable environment for the user (see Figure 5.3 (b)).
The training process consisted in 4 laps as in Chapter 5. One lap was 32
seconds long, 8 seconds each movement. Therefore, the complete training (4
laps) lasted 128 seconds. The training phase was equal for every participant
independently of the experiment. The purpose of the training was to generate
the model coefficients for each participant. They were requested to try to
follow the target with the cursor controlled by their wrist movements.
Test phase
The test phase evaluates the performance of the coefficients learned during
the training. With a fixed model, the participants controlled a cursor in a
visual interface used as feedback (the same as in the experiments in previous
chapters).
The test consisted in a total of 36 targets that covered the full space. Targets
in every direction were displayed testing in untrained positions and the ability
to avoid over-fitting. The participant had to reach and stay in a target for two
consecutive seconds before a 10 seconds timer expired. Once accomplished the
task, the next target was displayed and a new 10 seconds timer started. If the
user did not achieve the task, it was considered a miss and a new target was
prompted with the corresponding new timer. The 36 targets were shown in
the same random order for all participants. The user was requested to reach
each target as fast and straight as possible.
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6.2.2 Experimental paradigm
Donning and doffing protocol
Eight participants were used to analyze the effects of donning and doffing the
armband on the system performance. The right arm was set in the same
position for all sessions, with the elbow flexed 90 degrees, to do not add
more variables. All participants executed the experimental protocol shown in
Figure 6.1 (testing and resting days) in the same schedule to obtain comparable
results.
Figure 6.1: Donning/Doffing experimental protocol scheme. All test sessions used
the same model learned on day 1 training session. Five tests were performed after the training
session. First, a baseline test is executed immediately after completing the training, so the
differences between testing and training conditions are minimal. Afterwards, starting at the
same day, one test per day is performed. The donning and doffing of the Myo Armband was
carried out on the first day between the baseline test 1 and test 2 and between experimental
days.
The first day the participants completed a training phase. The model learned
during the training was used in all the tests sessions in order to study its
degradation through time and donning/doffing. The first test after the training
was performed without any electrode shifting and without removing the sensor.
This was considered the baseline test. Once the first test was completed,
the Myo Armband was removed and the participant had a 5-minute break.
Afterwards, a second test phase was performed relocating the Myo Armband.
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The positioning was done in realistic and manual conditions without any
technical procedures. The researcher photographed the initial position to
place the sensor as similar as possible in further sessions. No other re-
positioning considerations were taken into account trying to reproduce a
realistic environment where a daily-based prosthesis user places it without
absolute precision.
The following days the participants performed one test phase per day, with
the same trained model, completing three more tests. At the end of the entire
process each participant had carried out one training session and five test
sessions.
Arm position protocol
Three arm positions were adopted to analyze the effects of arm postures
variation: straight arm pointing aligned with the torso (P1), elbow flexed
90 degrees (P2), and straight arm at a 90 degree angle to the torso (P3) (see
Figure 6.2).
Figure 6.2: Training arm positions. Each position involves different muscle activation
and has different effects from gravity and fatigue. P1: Arm fully extended pointing down
with the wrist. P2: Arm pointing front with the wrist and elbow flexed 90 degrees. P3: Arm
fully extended pointing front.
The experiment protocol was divided in three sessions conducted in one day.
A single session had one training and four tests. First, the training was carried
out in one of the three arm positions P1, P2 and P3, and then tested in all of
them. The fourth test evaluates the robustness in a less controlled environment.
During this test (P4), the participant was requested to variate the arm posture
at his will after three consecutive targets without constrains. This was repeated
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two more times, until all the arm postures (P1, P2 and P3) were used as the
training arm position. The test in each session using the trained position was
considered the baseline to compare with the results of the other positions.
The order of the training position was permuted between patients to cover all
combinations.
6.2.3 Performance metrics
To quantify performance we used several metrics described in 4: the completion
rate (CR) defined as the number of hit targets over the total, the path efficiency
(PE) as the shortest path between targets over the path followed by the user,
the completion time (CT) as the time to complete a target (or 10 seconds in
case of a missed target) and the attempt ratio (AR) as the number of entrances
in a target per complete targets.
6.3 Results
6.3.1 Donning and doffing experiment
The obtained metrics (mean and variance) of the five donning/doffing
experiments for each subject are shown in Table 6.1. They are shown
graphically in a box and whisker plot in Figure 6.3.
Figure 6.3 shows that the completion rate metric had a consistent high value
for all subjects. In our previous work at Chapter 4 (Igual et al., 2019a) we
showed that the IIR adaptive algorithm had a 95% CR when the training and
test armband position were the same. In this study it was observed that the
high completion rate was not diminished by the donning/doffing effect. Three
participants achieved a median 100% accuracy and the worst result was a value
of 90% for subject #3 one day. Figure 6.3 also shows that the variance is small
for all participants and metrics. It means that after training the first day, the
system was robust enough to maintain the same performance the next days
both in space and time efficiency.
Only one participant showed a wider variance in path efficiency, subject #6.
Looking into the time evolution of the results for that subject, we discovered
a continuous learning trend during the experiment. This was the only patient




Participant CR (%) PE (%) CT (s) AR
1 99.44 ± 1.24 90.75 ± 1.86 5.338 ± 0.387 1.017 ± 0.025
2 97.78 ± 3.62 87.20 ± 1.95 5.554 ± 0.230 1.046 ± 0.034
3 95.00 ± 2.32 75.32 ± 4.00 6.153 ± 0.321 1.212 ± 0.076
4 98.33 ± 2.49 92.28 ± 2.40 6.151 ± 0.230 1.049 ± 0.066
5 92.22 ± 3.62 73.42 ± 3.07 5.673 ± 0.388 1.151 ± 0.087
6 95.55 ± 4.65 82.56 ± 7.85 5.740 ± 0.499 1.121 ± 0.116
7 95.00 ± 3.62 79.90 ± 4.03 5.568 ± 0.257 1.070 ± 0.060
8 93.33 ± 2.48 92.14 ± 1.98 5.994 ± 0.217 1.053 ± 0.047
Avg 95.83 ± 3.00 84.19 ± 3.39 5.771 ± 0.316 1.090 ± 0.064
Table 6.1: Performance metrics for the eight participants in the donning/doffing
experiment. The metrics tabled are completion rate (CR) as the completed targets over the
total targets, path efficiency (PE) as the shortest distance over the total distance traveled,
the completion time (CT) as seconds per target and the attempt ratio (AR) as number of
attempts to hit a target. Each row presents the results for one participant showing the value
and the variance for each metric. Last row is the average of all subjects.
Analyzing our results in deep, Figure 6.4 shows the PE for subject #6 (blue
line) compared to the average value of all participants (black line) vs. the test
number. It reveals that the PE performance of subject #6 improved during
the training sessions, while the other participants had a steady performance,
with an approximately 84% PE value. Thus, his higher variance in the PE
metric is not due to a lack of robustness but to a learning process.
A repeated measures ANOVA (p < 0.05) confirms that no-one metric was
changing with time, reassuring the robustness of the initial training: CR
p = 0.8397, PE p = 0.3152, AR p = 0.8096, and CT p = 0.5311. To confirm the
robust behavior, we run a MANOVA test that restates the results obtained with
the previous ANOVA analysis: there was not statistically sufficient evidence
to reject the hypothesis that all metrics come from the same distribution
(p < 0.05).
The values in Figure 6.3 and Table 6.1 provide a visual and quantitative
performance analysis of the adaptive filtering algorithm in donning/doffing
experiments, but do not show the dynamics of the experiments, i.e., the user
experience.
To show this behavior in a more intuitive and visual way, we included some
videos where the dynamics of the system are appreciated. We show the
trajectories for each test for the five tests for the first seven participants:
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Figure 6.3: Robustness analysis. Box and whisker plot for the Completion Rate (CR),
Path Efficiency (PE), Attempt Ratio (AR) and Completion Time (CT) for each participant.
Except for patient 6’s PE value, the rest of the boxes show a small variance. This is a proof
of a consistent behavior through time.
participant 1 1, participant 2 2, participant 3 3, participant 4 4, participant
5 5, participant 6 6 and participant 7 7. In the videos every test is represented
by a different color: red, green, blue, cyan and magenta for test 1,2,3,4 and
5 respectively. The next target for a corresponding test is displayed with the










Figure 6.4: Path efficiency case. PE for subject #6 (blue line) and average PE value
between all participants (black line) vs. the day of experiment. This figure explains that the
larger variance of the PE value for that participant is not due to instability problems of the
algorithm, but to his learning process (his performance improved significantly from test 1 to
5). Once the learning saturates (as we can see in the last two tests) the behavior started to
be more stable like the other participants results.
as circles with different diameters. Note that in the real experiments all the
circles (targets) had the same size. In addition, to avoid that the plots become
too cumbersome because cross crossing trajectories, only a few samples are
plotted. Analyzing the videos, if lines are far away, it means that some target
was missed or the path efficiency was changing from test to test. The way to
check the simplicity from the user point of view is to check if the trajectories
are close to the straight lines joining the previous and next target. A curve
that is moving around a target means that the attempt ratio was poor (AR
much greater than 1), since it means that the user was entering and leaving the
target in an unstable way. This behavior of the system will be translated from
the user point of view, first, as an insecure experience, and later, if he finds
out that this instability is persistent in time, in a disaffection to the system.
In order to show a visual interpretation of some trajectory patterns examples
that determine the global PE values, Figure 6.5a shows the paths traveled by
two users: participant #1 (red curve) and participant #5 (green curve) for
targets 1 to 5. It is clear that the path between targets 2 and 3 was smoother
for subject #1. The longer path traveled by subject #5 translated into a
lower PE compared to subject #1 PE. There were other trajectory behaviors
in this timespan that were related to the path efficiency. Note that the red
trajectory was smoother not only between targets, but also in the transition
(when one target was achieved and the next one was shown to the user). On
the contrary, the green line is slightly advanced than the red line; the user chose
between a faster movement with the risk of a potential instability or at least
more attention since muscle activity translates into more erratic trajectories,
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and a smooth movement where inertia can be sometimes an annoying issue
depending on the subject perception.
(a) (b)
Figure 6.5: Example trajectories. (a) Path for test 5 for subjects 1 (red) and 5 (green)
for the first five targets. This is a comparison between a high PE and a lower PE value.
Green path shows a more erratic behavior reaching a lower PE value as the red path follows
an almost straight trajectory from target to target with a high PE value. (b) This is an
attempt ratio value example showing the stability of the controller to maintain a position.
Red line corresponds to subject 1; green line corresponds to subject 3. The subject 1 entered
the target 2 and remained inside at the first try. Opposed to this, subject 3 entered and
left the target two times until the target was missed. The participant, in this occasion, was
not able to maintain the position having a less stable control measured by the attempt ratio
value. This is a representative sample from the training. The behavior presented in this plot
is common among all users.
In Figure 6.5b we show the trajectories for subjects #1 (red line) and #3
(green line) moving from target 1 to 2 and then to target 3 on test 5. The
performance in this timespan gives us a visual example of the AR metric values.
It is clear that subject #3 had difficulty maintaining the position in target 2.
He achieved target 2 easily from target 1, but could not remain into the circle
for two consecutive seconds. He left and entered the circle several times. As a
consequence, the attempt ratio was increased indicating a less stable position
control, also the completion time metric was increased, i.e., it was delayed
with respect the path defined by subject #1. As we can see in the Figure 6.5,
subject #1 was able to arrive to the third target while subject #3 was still in
between. This effect seems to be repeated occasionally as we can see in Table
6.1 comparing the AR and CT values for both participants.
Analyzing statistical relationships between the different performance metrics,
we found a positive correlation between the CR and PE and a negative
correlation between the CR and AR. This is in accordance with the expected
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values. A high CR means that few targets were missed so the subject was
accomplishing the task; i.e., the path efficiency must be high and the attempt
ratio must be low in those cases. We also obtained a negative correlation
between the path efficiency and the attempt ratio. However, the time required
to complete the experiments is independent of the other metrics.
6.3.2 Arm position experiment
The arm position experiment was developed to test the robustness of a model
in unknown arm positions (different to the trained one) and also to study if
any of the training positions obtains better results. The mean values for each
metric, training and testing position are shown in Figure 6.6. The free arm
positioning was called P4 to simplify the notation.
Figure 6.6: Arm position experiment metrics. Mean CR (top-left), PE (top-right),
AR (bottom-left) and CT (bottom-right). The horizontal axes are the training positions. The
color bar represent the arm position during the test: P1 for the red bars, P2 for the green
bars, P3 for the blue bars and yellow when there were no restriction in the arm position
(P4). The height of the bar indicate the corresponding metric average value between all
participants.
The exact mean values are shown in Tables 6.2, 6.3, 6.4 and 6.5.
Figure 6.6 plots the data for every test. Our results clearly show that the
performance is high regardless the learning position or the training position.
The minimum CR= 89.58% is obtained for the model trained in P3 when
tested in P2; the rest of the CR values are above 91%. The PE values are
also high independently of the combination, with PE≥ 83%. The system was
107
Chapter 6. Robustness analysis
Training Test P1 Test P2 Test P3 Test P4
P1 96.53 93.75 93.75 91.67
P2 95.83 92.36 91.67 88.89
P3 95.14 89.58 95.84 90.28
Table 6.2: Completion Rate metric analysis. Average Completion Rate (%) metric
among all users for different training and test arm positions. Each row indicates the arm
position used to train the model. Each column indicates the arm position used to test the
model.
Training Test P1 Test P2 Test P3 Test P4
P1 92.91 89.85 86.87 81.32
P2 89.78 88.06 83.50 78.22
P3 91.30 86.34 90.31 80.84
Table 6.3: Path Efficiency metric analysis. Average Path Efficiency (%) metric among
all users for different training and test arm positions. Each row indicates the arm position
used to train the model. Each column indicates the arm position used to test the model.
robust against arm positioning variations. Figure 6.6 also shows that the trend
inside each training arm position is consistent with all the different training
options, i.e., the bars follow a similar pattern for all the training arm positions.
This confirms that the results were independent of the training position.
The results in Figure 6.6 indicate that P1 was the best testing position.
Position P1 (red bars) performed slightly better than P2 (green bars) and P3
(blue bars) in almost all metrics, independently of the training arm position.
We applied the non parametric Friedman test for repeated measures to each
training position. The results revealed a statistically significant difference for
the PE metric with values of p = 0.0112, 0.0129, 0.0194 for the three different
training positions. A posterior multiple comparison test indicated that the
difference was between testing in P1 and testing in P4 (free movements) in all
cases. After ranking the PE for the different training positions, P1 was always
ranked in the first place and P4 in the last position in all experiments except
one.
We also observed qualitative results related to the effect of fatigue and usability.
All the patients reported ending up very tired after performing the test in P3.
Holding the arm straight generated shoulder fatigue that did not allow the
patients to keep a consistent performance. Some participants even stopped at
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Training Test P1 Test P2 Test P3 Test P4
P1 1.022 1.045 1.022 1.159
P2 1.045 1.094 1.118 1.104
P3 1.038 1.074 1.076 1.128
Table 6.4: Attempt Ratio metric analysis. Average Attempt Ratio metric among all
users for different training and test arm positions. Each row indicates the arm position used
to train the model. Each column indicates the arm position used to test the model.
Training Test P1 Test P2 Test P3 Test P4
P1 5.573 5.632 5.590 5.776
P2 5.643 5.950 5.536 5.908
P3 5.690 6.001 5.549 6.037
Table 6.5: Completion Time metric analysis. Average Completion Time (s) metric
among all users for different training and test arm positions. Each row indicates the arm
position used to train the model. Each column indicates the arm position used to test the
model.
some point to relax the arm. This observation is related to the quantitative
results seen before, where P3 tests have lower PE values training in P1 an P2.
This effect was mitigated when P3 was the training arm position because the
fatigue was included in the training information.
The yellow bars in Figure 6.6 give information about the system robustness
against arm position changes within short periods of time (P4). These tests
were performed allowing the users to move the arm with no restrictions at
all becoming every test unique, therefore not comparable with other test.
In any case, the results showed that all the metrics had an expected drop
in this dynamic and uncertain scenario. The user adaptation was proven
to be essential in this case. The participants managed to maintain a high
performance (CR=90.28% and PE=80.13% on average). However, the system
and the user needed a moment after changing the arm position to adapt to the
EMG variations of it. Changing the arm position generated a transitory state
in the EMG where the muscle activation was the result of changing the arm
position and not due to the controller. Added to this effect, because of having
a new arm position, the EMG patterns differ from one position to the other,
so the user has to find again the correct activation patterns for the control.
This process would take a small amount of time, but enough to generate an
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unavoidable decay of the metrics. After this, the users performed consistently
again until the next arm change.
Figure 6.7: Trajectories in arm position experiment. Trajectories during free arm
position test. During this test the participants were asked to change the arm position every
three targets. Each color represents the estimations for the period of time (three targets)
that one arm position was hold. Three sets of three targets and the trajectories followed
between them are plotted: Set A (green), Set B (blue) and Set C (red). Starting from
A1, after reaching the last target of each set, A3 and B3 (which means changing the arm
position), the plot shows how the trajectories became more erratic. Once the user adapted
to the new position the behavior returned to a smooth control. This is a representative
sample from the training. The behavior presented in this plot is common among all users.
An example of this is illustrated in Figure 6.7. In order to prove the robustness
against the disturbance we can analyze the behavior in these situations. Figure
6.7 demonstrates how the participant presents a high PE before changing the
arm position (before reaching A3 and B3). After moving the arm to the new
position, there was a drop in the PE (after leaving A3 and B3) followed by the
user reaction against the drop, successfully recovering the high PE.
6.4 Discussion
An important handicap of the current myoelectric prostheses controls is the
performance degradation suffered facing daily EMG pattern alterations. These
effects emerge as a result of “noisy” factors that alter the input data. An
ideal control should overcome these disturbances and lasts for a long time
under different real-life scenarios before the performance starts to degrade
and a re-calibration is necessary. In this chapter, we have analyzed whether
the adaptive IIR linear filtering control previously described in Chapter 4
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(Igual et al., 2019a) satisfies these robustness requirements for an optimal
prostheses control. The results demonstrate that the performance of this
recently proposed method was not affected by the time elapsed since training
or the small electrode shifting deviations due to donning/doffing the armband
in consecutive days that alter the EMG patterns. Moreover, we also show that
the models trained in a specific arm position kept the high performance in
other arm positions and that this position can be changed at any time. Thus,
the important novelty of this work relies on the capabilities of the algorithm
to stay stable through different disturbances without any re-adjustment. In
spite of the encouraging results, a larger number of subjects must be tested in
order to enhance the statistical confidence in the results reported in this paper.
In addition, we have to experiment with limb deficiency subjects in order to
analyze if the robustness is maintained in real patients.
It has to be noted that in this study, and along the whole manuscript, we used
wrist movements to control the active DoFs. This is not a restrictive choice.
As far as there are enough independent patterns, any muscle activation could
be used as input. For some patients, such as amputees, the limitation in the
EMG signals that they can generate will limit the number of DoFs and the
pattern selection. At the end, EMG patterns will be mapped to the available
movements in the prosthesis no matter which is the biological origin. If desired,
the EMG patterns could be selected to match the prosthesis functions. In
summary, the algorithm performance relies only on the independence of the
EMG signal patterns. Of course, the larger the signal to noise ratio, the better
the system will be able to map the EMG signals into the desired movements.
In order to exploit the benefits of the algorithm, the training protocol was
implemented as a co-adaptive task in real-time. Due to the IIR adaptive
algorithm characteristics (the previous estimated output is used to estimate
the next output in addition to the new EMG signals), the system was able to
learn the dynamics of the user-computer interaction in real time avoiding any
post processing, allowing to obtain a velocity controller in a natural way. If one
of the agents does not operate properly, the other part will become confused,
affecting its learning and performance. In practice, it means that user must
try to generate similar EMG patterns for a given movement. This is the main
advantage of using an adaptive filtering approach: the learning of a continuous
and dynamic environment enhances the capability to overcome small variances
in the input data.
A first approach focused on the effect of small electrode shifting and time
that alters the EMG patterns. The donning/doffing experiment proved
that the models learned in a short training (128 seconds) are usable for
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at least four days, keeping a high performance. Neither the removal of
the sensor nor the long-term use affected the system behavior. In some
ongoing tests, some patients have been using the same model for months
without significant degradation. These observations strongly support that
the model is robust enough to overcome these two real life disturbances.
Previously, the FIR version of the model (Hahne et al., 2015) was tested against
similar disturbances in Hwang et al. (2017) being significantly affected by the
donning/doffing of the electrodes. Overcoming these disturbances is another
benefit of the novel IIR version.
Another important aspect of the study is the analysis of the influence of arm
position. Modifying the arm posture introduces other disturbance sources
as gravity, fatigue or EMG offsets that alter the initial EMG patterns. The
results proved that the model was able to generalize from single arm positions
to unknown situations keeping a high and stable performance. This is essential
for a natural prosthesis control where the user has to be able to control the
hand movement with similar EMG patterns no matter the position of the arm.
Other interesting observations came out from this experiment. Note that P1
position gave better results regardless of the training position used to learn
the controller. Initially, one could expect that the best results during the test
would be achieved by the same position used while training. One possible
reason for these results is the effect that external conditions as fatigue or other
muscle activity can generate in the system performance. In P1 position the arm
is completely relaxed except for the active muscles used to perform the desired
movement. Other positions (P2 and P3) require strength to hold the arm
position, involving phenomena like gravity, fatigue or tension. These factors
will generate and offset in the EMG patterns, non-related to the control task.
The absence of this needless information and effort in P1 would be evidenced
in a slight improvement on the performance metrics. Our findings also show
that the algorithm is robust and efficient even in dynamic situations as the
test P4, where participants reproduced a more realistic use. The change of the
arm position every three targets generated a transient period where control
became erratic since the signal to noise ratio became very low. However, this
was quickly overcame by user adaptation, recovering the control and the high
performance in a short time. On the other hand, none of the tested training
positions seemed to be significantly better for training the model as we could
have expected. This makes us think that the clue is again the consistency of
the EMG patterns. As far as this is accomplished, this algorithm will learn
a high performance model. This is possible thanks to the natural way in
which the system learns that a velocity control is the best strategy. Note
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that in a system where the learning procedure is based on position control
and during post-processing the velocity control is enforced, the system lacks
the ability to respond in real time to changes in the input signal patterns.
The observations proved that the model was robust enough against the EMG
variations generated by different arm positions. This is strictly necessary for
a natural prosthesis control where the users arm movements should not affect
the prosthesis behavior.
In summary the new model has a high and robust performance in all the real
life conditions presented for our able-bodied participants. After facing different
types of disturbances that alter the EMG signals, we found out a general benefit
of the new model applied to all of them. Since the robustness of the adaptive
system is increased with respect to other controllers, it is also remarkable that
the model does not need any adaptation or special training further than a basic
and short initial training. This helps the user to understand and to increase the
acceptance of this controller. The capability to overcome daily disturbances
without re-calibrating or re-training the model is a great advantage for the
user.
Our future work will replicate and extend in time these experiments in real
patients to test if the system is also robust for end users with limb deficiencies in
real life scenarios and to increase the number of participants. This future work
is initially supported by the results shown in this study for healthy subjects in
real conditions and the fact that in Chapter 4 (Igual et al., 2019a) the behavior






The development of a novel co-adaptive regression based
control combined with the new training paradigm allows to perform
robustly in non-controlled scenarios with 2 controllable DoFs.
These results open the door to more complex applications and the
introduction of newer technologies such as extending the control to 3
DoFs, using Virtual Reality (VR) interfaces or deploying the model
in real prosthesis. This work is in a preliminary stage, however
some promising results indicate its potential as future post doctoral
research activities.
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7.1 3 DoFs control
After the success of controlling 2 DoFs, the idea is to extend the regressor to a
larger space, 3 controllable DoFs. To the best of the author’s knowledge, this
task has not been achieved so far with a fully proportional and simultaneous
control. In this case we keep the two previously defined degrees of freedom,
flexion/extension and radial/ulnar deviation, and introduce a third dimension:
opening/closing the hand.
7.1.1 Material and methods
The idea is to extend the controller from Chapter 4 adding a third dimension.
Since we are assuming independent movements, the theoretical model is the
same; the only difference is that we have to estimate the filter coefficients of
the new DoF. From a implementation point of view, it means that eq. 4.5 is
extended to the case i = 1..3.
As a baseline, we started with a preliminary study setting p = q = 0 as it
is easier to develop a clear UI and generate a more static training in order
to achieve consistent EMG patterns from the users. Later on, with further
modifications in the UI, we are capable of switching the environment to the case
p = 1. In any case, the data acquisition process stays the same as in Chapter
4 while the training and testing are adapted to the new three-dimensional
space. The test phase stays very similar testing the complete output space
in a uniform distribution and the results are evaluated with the same metrics
defined in Chapter 4.
So far we conducted the experiment with ten able-bodied participants (6 males,
4 females) with ages ranging between 20 to 50 years. We also tested two
male individuals and a female with limb deficiencies. All participants provided
written informed consent before the experiment. The experiments were in
accordance with the declaration of Helsinki and were approved by the UPV
ethics committee, approval number P11-23-03-18.
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Training paradigm
The user interface was modified to represent a three-dimensional environment.
The three controllable DoFs are the 2-D position of the mobile object and its
size. As in previous experiments, the vertical and horizontal axes are related
to the flexion/extension and radial/ulnar deviation movements of the wrist
respectively, while the opening and closing of the hand controls the size (larger
or smaller) of the object.
During the training, the targets are labeled depending on their number of active
DoFs. The target values on each DoF are set to: -1, 0 or 1 (-1 or 1 would be
an active DoF value while 0 would set the DoF to an inactive condition, see
Figure 7.1).
Figure 7.1: Blind training 1 active DoFs targets. The controllable dimensions are
the x and y axes and the size of the target. The first two dimensions are represented by
a solid circle located at the exact position. The third dimension is represented by a solid
ring that increases or decreases its size. To give feedback of the neutral position in the third
dimension the target element has a dashed ring in the 0 value of the third dimension.
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This distribution generates 27 possible targets combining the three possible
values at each DoF: rest position, 1 active DoF (6 possible targets shown in
Figure 7.1), 2 active DoFs (12 possible targets) and all 3 DoFs active (8 possible
targets).
From here we design three different training protocols and compare them to
find out which one reinforces more the benefits of the controller and achieves
a more optimal 3-DoF model:
• Protocol 1: A blind training with no user feedback about the system’s
performance. A lap is defined as going once through all the possible 1
active DoF targets with a rest target after each of them. The training is
completed after five of these laps.
• Protocol 2: A blind training with no user feedback about the system’s
performance. It develops one first lap as defined in Protocol 1.
Afterwards, it goes once through all the possible combined targets (2
and 3 active DoFs) with a rest target after each of them. The difference
with respect to Protocol 1 is that here the training goes through combined
DoFs targets to reduce the non-trained regions.
• Protocol 3: It develops 1 first blind lap as defined in Protocol 1.
Afterwards, we activate the user feedback channel showing the controller
output with another mobile element (Figure 7.2). The training continues
going once through all the possible combined targets (2 and 3 active
DoFs) with a rest target after each of them. The difference with respect
to Protocol 2 is that here the user has feedback during the combined DoFs
targets.
Test paradigm
After each training the participants performed a test where they had to fit
the cursor into a positional target. By controlling the 3D cursor they had 20
seconds to reach each target’s 3D position with less than a 10% error. If they
are capable of reaching and holding this position for 1 second within the 20
seconds the target is considered a hit. If this requirement is not fulfilled the
next target is prompted.
The test targets are all the possible combinations of the different DoFs with
the three possible values (27 targets) covering the complete output space.
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Figure 7.2: Feedback training at 3 DoFs experiment. The targets follow the same
representation as in Figure 7.1. The user estimate is represented by a yellow object that
follows the same principles. In this case there is a pointer that marks the location of the two
first dimensions and should be fit into the solid area of the target. The controllable object
also has a ring which size should match the target’s one.
Able Bodied Limb Deficient
CR (%) PE (%) AR CR (%) PE (%) AR
P I 64.31 37.75 2.292 16.67 24.67 3.185
P II 71.53 47.71 1.999 28.24 29.71 4.571
P III 76.25 45.97 1.655 43.52 30.35 1.8
Table 7.1: Metric analysis. Average metrics among all participants divided by groups
and training protocols (P I, P II and P III) for the test phase.
7.1.2 Preliminary results
Figures 7.3 and 7.4 show the different metrics for both groups depending on
the type of target and the training protocol.
The results show an improvement in all metrics from Protocol I to Protocol II
(except at the AR for amputees) as a consequence of introducing the combined
targets in the blind training. Protocol III achieves the best results globally for
each type of target and subject and in average (Table 7.1), proving the utility
of the co-adaptive approach.
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Figure 7.3: Able bodied metrics. Each panel shows the results for each metric depending
on the type of target and the training protocol used.
A non-parametric Friedman test followed by a Bonferroni test for each possible
pair, revealed that the improvement from training with 3 active DoF targets
vs 1 active DoF targets (protocol I vs. II), was statistically significant only for
path efficiency (Figure 7.5). However, the co-adaptive training (protocol III)
was statistical significant better than protocol I for all three metrics. and in
the case of PE the significance was extended to 2 active DoFs targets. This
proves how Protocol III is significantly better than Protocol I for the goal of
controlling simultaneously the 3 DoFs while none of them remains inactive.
This results could variate with the continuation of the experiments as it is still
on going and the number of participants should increase.
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Figure 7.4: Participants with limb deficiencies metrics. Each panel shows the results
for each metric depending on the type of target and the training protocol used.
The introduction of co-adaptation did not generate a significant statistical
difference between the other training protocol that used combined targets
(Protocol II and III). However, we find the key difference between I and III
showing a significant improvement in all metrics related to 3 active DoFs (see
Figure 7.5), and in the case of PE the significance was extended to rest and 2
active DoFs targets. This proves how Protocol III is significantly better than
Protocol I for the goal of controlling simultaneously the 3 DoFs while none of
them remains inactive.
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Figure 7.5: Statistical test. Each panel shows the boxplots for each metric in the case
of 3 active DoFs targets (only with able bodied participants as the number of participants
with limb deficiency is not large enough for an statistical test). The cases with significant
difference are indicated with an asterisk.
In Figure 7.6 we focus on the Completion Rate metric. For able bodied
participants there is a positive trend as we progress on the training protocols.
We can see how the orange targets (missed by the 60% of the participants)
become greener with the third protocol as more targets are achieved reaching
a 70% of success among participants. In the case of amputees the results are
less accurate, but nevertheless we can observe the same trend. At Protocol
I almost all targets are missed by all the participants while in the last stage
(Protocol III) there is a larger amount of orange targets and some green ones.
All these results prove how the introduction of multiple active DoFs targets
combined with a co-adaptive learning allow the model to improve the learning
of a fully simultaneous and proportional 3D control for able bodied. In the case
of participants with limb deficiencies the algorithm reached the best accuracy
in the literature so far to the best of the author’s knowledge.
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Figure 7.6: Completed targets. The plot is divided depending on the participant
group and the training protocol used. Each target is colored depending on the number
of participants that missed it.
Adding only one of the two attributes to the training did not generate a
significant improvement, while the combination of both proved to be the key
to a useful control. So far 3D control has been solved by controlling the 3DoFs
in pairs always leaving one inactive and switching the combined pair. The
novelty here relies on the capability to fully control the 3DoFs at the same
time achieving a consistent performance.
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7.2 Virtual reality interface
With the introduction of a third DoF and the complexity of representing a
three dimensional space in a two dimension interface we found the need to
search for more suitable options to give the user a proper target representation
that improved the understanding and therefore the EMG pattern generation.
The UI is the key to a good learning, even more important in the participants
with limb deficiencies, as it tells the participant the EMG pattern to
perform. The information has to be clear and precise to avoid any type of
misunderstanding.
In the last decades the Virtual Reality technology has suffered a major
development. This technology offers the perfect qualities for an efficient UI
as it directly represents the final use without any misconception. An example
with different targets is presented in Figure 7.7.
Figure 7.7: VR interface. Each picture shows the desired target in the VR interface
and a smaller image of the wrist movement performed by the user while wearing the Myo
armband.
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Switching to a VR representation generates a more immersive experience to
the user. The need of the user to translate the interface information to arm
movements is erased. With the VR interface the user is already controlling the
final product, an external hand as the prosthesis. Here there is no doubt about
the EMG pattern requested as the participants see the hand moving and know
which is the desired muscle contraction.
For participants with limb deficiencies this is a great improvement as sometimes
visual targets can be hard to correlate to muscle contractions that are not easy
to perform consistently. With hand movements the user is more capable of
reproduce the same movement each time as it is a straight related target.
The software used to develop the new interface was Unity with version
2019.3.7f1.
7.3 Prosthesis experimentation
A final step to conclude the validation of the proposed controller in this thesis
was the deployment of the controller into a real prosthesis. During the stay
at the ART-Lab1 in Göttingen we had access to a Michelangelo Hand (Figure
7.8) from Ottobock2 to test the developed system in a real device. However,
the limited time access did not allow for a properly designed experiment, but
was enough to run some validation experiments.
The development of a prototype to test the model was set as the next goal.
In this direction we recently started the manufacturing of our own prosthesis
with 3D printing technology. This will allow us to test the controller in the
last of the product design stages.
The preliminary test was a success as the user was capable of robustly and
accurately control the prosthesis for several manipulative tasks as grasping
objects with different shapes or the clothespins relocation test. Figure 7.9
shows snapshots of different prosthesis positions and the interaction with





Figure 7.8: The Michelangelo Hand from Ottobock. The picture shows the prosthesis
and the adapter for able bodied users manufactured by the ART-Lab.
Figure 7.9: Prosthesis experiments. Different snapshots from the test process showing
prosthesis positions (left column) and the manipulation of several elements with different





The myoelectric prosthesis control field suffered during the last decades from
the gap between the academia and the industry not allowing the latest
developments to reach the market. For this reason, in Chapter 2, the state
of the art of upper limb prosthesis control and the most relevant caveats the
field is facing were introduced.
Firstly, the different input signals for upper limb prosthesis were explored,
focusing on EMG signals as an option characterized by its easy access and low
signal processing cost without compromising the high performance. Secondly,
the next element of the control loop, the learning process, was presented.
Nowadays there are two main control models: classification and regression.
Classification solutions were the first approaches used for this application.
However, this kind of control has an inherent discrete component that generates
a rather artificial user experience resembling the typical robotic movement.
In pursue of a more natural movement, regressor models allow to map the
muscle activity into a continuous output space. Despite of this, regressors
did not present enough robustness to overcome some of the real world daily
disturbances. As a consequence, the older paradigm based on classification
remains the standard controller in today commercial devices. These prostheses
are based on a switch that allows to change from one DoF to another and are
trained based on the EMG-target patterns (classification approach).
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Hitherto, the major interest in the literature has been over the learning
algorithm, not paying enough attention to the training paradigms, which
play a critical role at reaching the full algorithms’ potential. While training
technologies and feedback channels have grabbed all the attention in the last
decade, there has been a lack of transformation and analysis in the relationship
between the two agents, machine and human, during the training phase.
Focusing on this element of the system, this manuscript introduced the co-
adaptive concept in Chapter 3. So far, the two learning agents (machine and
human) were trained independently and in different learning stages in time.
However, the integration of a co-adaptive training proved to be an important
capability for future algorithms. Making both learners interact and influence
each other offers the possibility to solve, in real time, stability problems and
escape from local minimum solutions.
This implementation allows the machine and human to learn simultaneously
maximizing the benefits of both learners leading to a consistent and robust
controller. The model is learned based on the interaction between machine
and human and generated from their understanding. This interaction saves
future problems that raised when both agents, trained independently, interact
for the first time with an already frozen model during the test stage without the
capability to adapt simultaneously. With past methodologies the adaptation
relies completely on the human once the machine is trained and some times
the gap between them is too wide. With co-adaptive strategies these problems
are minimized from a consensual solution.
Although this strategy requires a much more amount of time and thinking
to carry out the experiments (note that the co-adaptive approach only allows
real time online learning experiments, since the training is different for each
participant and even for the same participant is different for each iteration of
the same experiment), we show the advantages of this approach with respect
to fixed target based training paradigms and offline learning (the previously
recorded EMG signals are used to train the controller).
To the best of the author’s knowledge, regression based prostheses faced
a problem achieving high performances and efficient control in real life
scenarios. Taking advantage from the benefits of the co-adaptive strategy,
the development and implementation of a novel regression based algorithm is
presented in this thesis (see Chapter 4). This model overcomes some of the
state of the art regression problems for prosthesis control, including current
regressors as special cases of the proposed models.
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The model is based on a recursive filter used for myographic control. The
new closed-loop system merges different control strategies titrating between
them depending on the user’s intention during the training. The novelty of
the system relies on the possibility to train directly a proportional velocity
control. This option resulted as the most natural model converged by the
users. Moreover, this was not only the most natural option, it also achieved
the highest performance compared to other state of the art methods. The
hypothesis is that this control represents a more natural, comfortable and
intuitive behavior for the user. The controller managed to improve the
performance of state of the art regressor in a 2 controllable DoF environment.
Additionally, preliminary studies proved the consolidation of this results
extending it to a 3DoF environment. This utility has not been achieved
before with a fully proportional and simultaneous control to the best of the
author’s knowledge. This manuscript presents the first results of a 3 DoFs
simultaneous and proportional control which integrates all the novel training
strategies introduced through the thesis. Since experiments require a lot of
time and people, due to the special circumstances (COVID-19 pandemic) in
which this new experiments must be carried out, we decided to separate them
from this thesis (future post doc work).
As another conclusion from the analysis on the training process, the
implementation of this algorithm and the co-adaptive system open the
possibility to other kinds of training, which have proved to be more optimal.
The velocity control strategy has been present as a final layer in some state
of the art proposals that used it to overcome the limitations of a positional
based control. This was necessary and beneficial due to the functionality
of a real prosthesis, usually controlled by velocity commands. However, the
training remained in a positional environment. Chapter 5 detailed a novel co-
adaptive training protocol that directly trains a velocity control, without the
need to implement it afterwards, offering several benefits. This novel closed-
loop controller training generated an autonomously personalized training that
distributed optimally the training time at each target depending on the user
performance while exploring the continuous output space. As this training
covers the complete output space, there are no unknown values which makes
the algorithm more robust for future disturbances at the same time that the
performance increases with the optimization of the training time distribution.
The robustness problem against external disturbances has been a trending
topic in the field literature, therefore the last part of this thesis gives an special
attention to the experimentation in non-controlled environments. Chapter 6
proves the robustness of the novel regression based algorithm against small
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electrode shifting, arm movements and time. These disturbances that alter
the EMGs could alter the output of the system translated into an undesired
behavior. The results proved the new model to be consistent in time without
measuring significant degradation in any of the performance metrics. One
remarkable benefit of the new model is that with a short initial training it
does not need any kind of re-training or re-calibration in the medium term to
stay robust. The time the user spends on learning how to use the device is
significantly decreased and therefore resulting in a simpler system what helps
the user to embrace it.
The development of an optimal training along with the new algorithm lead
to the possibility of including a third DoF. Preliminary results show the
significant improvement compared to a classical blind training achieving the
best results with regression control to the best of the author’s knowledge in
this scenario. At the same time, with the purpose of exploiting all the new
algorithm’s potential, a new interface was developed using VR to strength the
bond between machine and user through a more immersive experience and
training. Finally, the algorithm was deployed into a real prosthesis showing
the capability of use for several manipulative tasks.
In future works, the great results obtained in all the previously exposed
experiments and at the preliminary tests with real prosthesis motivate to
continue the project and develop a new prosthesis prototype where the system
presented in this manuscript could be deployed.
In summary, this thesis presented a novel adaptive controller for multi-
dimensional (up to 3 DoFs) continuous wrist movement. The algorithm is
based on adaptive auto-regressive moving average (ARMA) filters, developing
a system that can learn directly velocity and position control. The integration
of this algorithm with a co-adaptive training allows users to create a velocity
control strategy, which results in a smoother and more natural prosthesis
control with a larger range of motion. The performance is improved compared
to previous state of the art systems at the same time that the muscle effort is
reduced. The key of these results relies both in the algorithm and the novel
training protocol. By setting both agents as active learners they influence each
other and generate a shared learning experience that will take into account
both learners at the same time. Along with this, the new training protocol is
capable of detecting which areas of the continuous output space need more time
diverting more resources to train those low performance areas. Therefore, as
the training depends on the low performance areas, the system is autonomously
generating a personalized training optimizing the training time distribution
while keeping it significantly shorter than other state of the art training. The
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resultant controllers of the combination of this novel algorithm and training
approaches showed a robust high performance capable of overcoming the daily
life disturbances without needing major changes over time. New technologies
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