Abstract-This paper presents a new Kalman filter-based noise, while avoiding excessive bias for non-stationary signals. One subspace tracking algorithm and its application to directions of can determine the number of measurements using the intersection of arrival (DOA) estimation. An autoregressive (AR) process is confidence intervals (ICI) bandwidth selection [4] . Alternately dimensional signal vector z(t). Let z(t) E CN be the observed data The PAST algorithm considers the signal subspace as the --solution of an unconstrained minimization problem, which can be vector sampled at time instant t 1,2, T .Then, z(t) can be simplified to an exponentially weighted least-squares (LS) problem represented as the following model:
subspace tracking algorithm and its application to directions of can determine the number of measurements using the intersection of arrival (DOA) estimation. An autoregressive (AR) process is confidence intervals (ICI) bandwidth selection [4] . Alternately, the used to describe the dynamics of the subspace and a new proposed Kalman filter aims to determine the appropriate number of adaptive Kalman filter with variable measurements (KFVM) the measurements adaptively according to the approximated algorithm is developed to estimate the time-varying subspace derivatives of the system state in order to reduce the complexity in recursively from the state-space model and the given the bandwidth selection algorithm. Basically, when the signal observations. For stationary subspace, the proposed algorithm subspace varies rapidly, few measurements will be used to update will switch to the conventional PAST to lower the the state estimate. On the other hand, when the subspace is slowcomputational complexity. Simulation results show that the varying or even static, increasingly more past measurements should adaptive subspace tracking method has a better performance be employed. However, a heavy computational complexity will be incurred for large numbers of measurements in the KFVM.
than conventionaenal gorithms in DOA cstimation for a wid Therefore, the KFVM can be switched to the PAST (RLS) varicty of experimental condition.
algorithm to lessen the arithmetic complexity. This gives a new adaptive subspace tracking algorithm, which composes of KFVM and RLS. We will use the directions of arrival (DOA) SUBSPACE TRACKING AND PAST ALGORITHM very attractive and a number of fast subspace tracking algorithms were developed. A very efficient significant subspace tracking Consider r narrow-band incoherent signal impinging a algorithms is the project approximation subspace tracking (PAST) uniform linear antenna array with N elements, it allows the Napproach [2] . dimensional signal vector z(t). Let z(t) E CN be the observed data The PAST algorithm considers the signal subspace as the --solution of an unconstrained minimization problem, which can be vector sampled at time instant t 1,2, T .Then, z(t) can be simplified to an exponentially weighted least-squares (LS) problem represented as the following model:
by an appropriate project approximation. The PAST algorithm is r implemented using the recursive least-squares (RLS) algorithm. z(t) Zca(o))s, (t) + n(t)=As(t)+ n(t), 
tracking is to track the signal or noise subspace instead of the whole 1H(t)' L y(t) eigen-structure to reduce the computational complexity. -£(t) (14) by S-1(t), we get the following minimum, but also to an orthonormal basis of signal subspace. By linear regression:
using the projection approximation, the above problem can be 
.. .
and 4(t) =-S-1(t)E(t) . Note that E(t) is whitened by S-1(t) and
The aim of subspace tracking is to recursively estimate the thaT (t) i I signal subspace at time t from the subspace estimate W(t -1) at the residual 4 
(t) satisfies E[4(t)4T (t)] I It can be seen that (15) t -1 and the current data vector z(t) . Let h(t) = WH (t -1)z(t)
is a standard LS regression problem with solution:
the cost function (4) becomes a typical LS function: 
IS -1(t)l F~(t -) s -I{(t)LL fx(t)+4(t).
(18) On the other hand, if the system is time-invariant or slowly time-
varying, including more past measurements can help to reduce the P(t ± lit) F(t)P(tit)F(t)T + Q(t), 
measurements (KFVM) to achieve the best bias-variance tradeoff K(t) =P(ti/t-1)11(t)T for time-varying environment.
*[11(t)P(tit -1llH(t)T ± R(t)]-,
Suppose the measurements used for tracking the state estimate
are: [y(t-L±l),..,y(t-l),y(t)] , where L is the number of it)= 4tt 1)+ Kt)(t, 12 measurements used to update the state estimate. Including all these P(tit) = I-K(t)H(t)]P(tit-1) , for our Kalman filter-based subspace tracking algorithm.
The proposed scheme is given as follows:
Comparing (23) and (24) with the state-space equations in (6) and (ESPRIT) [7] for the estimation of the directions of arrival (DOA)
Alternately, L(t) can also be determined using the intersection of of plane waves impinging on a uniform linear antenna array. Here, confidence intervals (ICI) rule [4] , at higher arithmetic complexity.
we will evaluate the performance of the proposed KFVM plus RLS algorithm using this DOA tracking application.
The observation signal vector z(t) , t = 1,2,. ,600s , is IV. KALMAN FILTER-BASED SUBSPACE TRACKING -composed of r =3 narrow-band sources impinging on a linear As mentioned earlier, the conventional PAST method, which is uiomatiaarywt esr.Tebcgon bae on th RL aloitm is abl to trc th,ttoarrsol observation noise iS assumed to be an AWGN with a SNR of 20dB.
time-varying subspaces very well. However, when the signal suspc vaie actey th trcigpromnewleeirt.
The parameters for the adapJtive selection of the number of To address the problem, a dynamical function based on an AR measurements are: Ts=100, LL are deonstraed usng a DA estiationappliction. Fig. 3 . Number of measurements used in KFVM for subspace estimate.
