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Abstract. This article addresses the Computer Aided Diagnosis (CAD) of
melanoma pigmented skin cancer. We present back-propagated Artificial Neu-
ral Network (ANN) classifiers discriminating dermoscopic skin lesion images into
two classes: malignant melanoma and dysplastic nevus. Features used for our
classification experiments are derived from wavelet decomposition coefficients
of the image. Our research objective is i) to select the most efficient topol-
ogy of the hidden layers and the network learning algorithm for full-size and
downgraded image resolutions and, ii) to search for resolution-invariant topolo-
gies and learning methods. The analyzed classifiers should be fit to work on
ARM-based hand-held devices, hence we take into account only limited learning
setups.
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1. Introduction
Computer aided classification of the benign form (displastic nevus) and the malignant
form (melanoma) of the pigmented skin lesions plays a crucial role in the prevention
of human melanoma. Melanoma, as contrasted with the other forms of skin cancer, is
extremely dangerous due to early metastases. Early diagnosis of this tumor is a life-
saving factor. Lack of specialists, too late detections and an increased melanoma
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morbidity rate have become a medical problem for some time and, on that account,
a challange for computer assisted diagnosis (CAD) [1–3]. The standard therapy,
biopsy, is not feasible for all the patients due to treatment costs and some health
reasons. Even if affordable, excision must be done at an early stage, when standard
clinical diagnosis based on the ABCD criteria may fail [4]. For that reason, analysis
of skin lesions images have become a useful diagnostic tool. The most popular and
cheapest form of lesion screening is dermoscopy (ELM-Epiluminescence Microscopy)
[5]. This technique uses optics and white light illumination of the lesion and stores
the skin image usually on a computer. This is extremely useful for comparing past
and current advances of the lesion. Some advanced instruments can illuminate the
lesion at different angles or with a set of different wavelengths. This helps penetrate
deeper layers of the skin to reveal its spatial structure [6–8]. Their coverage is however
limited and the most common are the cheapest, handy dermatoscopes.
Stages of pigment cells atypia are recognized by medical doctors with help of the
semi-quantitative descriptive measures: ABCD(E), the 7-Point Checklist, Menzies
and other less common [9]. Clinical diagnosis of Melanoma depends on the appearance
of classic dermoscopic features but unfortunately the so called early melanomas are
mainly featureless [10].
The computer aided melanoma diagnosis is roughly divided into two classes of
methods:
 Segmentation-based methods: they assume that melanoma can be visually ex-
amined based on shape, color and structure content. There are two main reasons
why those methods may fail:
– different illumination and optical magnification plus noise and artefacts
(hair, blistery areas) can make such observations/analyzes not sensitive
enough [11],
– search for featureless melanomas is infeasible.
 Texture-based methods (wavelet- or curvelet- based): they attempt to search
for some frequency and scale information of the skin texture [12] to distinguish
between benign and malignant skin progression [13, 14]. The related works
referenced in this article (Sec. 2) prove that especially wavelet-based methods
are robust and show high performance in the melanoma classification.
There exists a big market for (para)medical smartphone applications. Both med-
ical doctors, who are interested in medical decision-supporting tools, and plain con-
sumers, who want to quickly ’self-diagnose’ and be aware of personal health issues,
show interest. The self-examination/self-diagnosing optical extensions and grip pan-
els for mobile phones are very popular. There is also a growing market for handy
dermatoscope-like devices with optics and ARM-based processors for a ’mobile’ CAD
and melanoma diagnosis [15,16].
Since the developed machine learning and image recognition and interpretation
algorithms may demonstrate high complexity and small handheld devices have limited
processing power and memory, it is of great importance to search for methods that
analyze optimally both full-size dermoscopic images and preserve high efficiency also
in downgraded image resolutions.
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In Sec. 2 research on wavelet based features and methods is presented. One
conclusion of the latest advances [17] is that different wavelet families perform not
equally in terms of the melanoma classification efficiency. The reverse bi-orthogonal
(RBio) and bi-orthogonal (Bior) wavelets prove to be the most efficient, robust, and
resolution invariant wavelet families for the machine learning of dermoscopic images.
In [17] ensemble learning of different model types and optimized for various quality
measures is performed for the wavelet features. In this work we want to check ef-
ficiency and classification performance of a single, homogeneous model taking into
account the most successful wavelet families concluded in [17]. We pick the RBio3.1
wavelet base and study back-propagated artificial neural network (ANN) classifiers of
the melanoma (RBio3.1)-based features with limited topologies for the hidden layers
to take into account execution platforms with limited processing resources.
Within these bounds our objectives are:
 to select the best NN topology and learning method in terms of absolute melano-
ma classification performance upon condition of efficient cost/time of ANN back-
propagation learning for three different resolutions of the dermoscopic images,
 to search for a resolution-invariant model of ANN for the original clinical data
and the descendant downgraded image resolutions.
Below we review previous research on both wavelet-based features of melanoma and
NN-based melanoma classifiers. Then we show methodology of our machine learning
experiments and present and discus the results.
2. Related work
The first contribution to wavelet based decomposition of melanoma dermoscopy im-
ages belongs to Patwardhan et al. [18, 19]. This group successfully studied binary
classification models for benign nevus and melanoma by decomposing different fre-
quency scales of the skin texture (wavelet packets). This approach also known as
selective wavelet trees in each iteration decomposes all the sub-bands of the pig-
mented skin texture rather than the low-frequency sub-band only (recursive algo-
rithm). Since that time the wavelet-based features have also been successfully stud-
ied by other groups [20–28]. The binary classifiers from Patwardhan [18, 19], and
early contributions from [20–22], were using only one wavelet base (Daubechies 3) to
build classification models. Recent research on efficiency of different wavelet bases in
classification of melanoma and benign dermoscopy images shows that bi- and reverse
bi-orthogonal wavelets outperform other wavelet families. In this article we use the
reverse bi-orthogonal wavelet 3.1 (RBio3.1) as the transform base.
Neural learning of wavelet-based features at various stages of melanoma develop-
ment was first studied by Walvick et al. [13]. Their feature set was then optimized
by removing redundancies with help of principal component analysis. A feed for-
ward neural network trained with the back propagation algorithm was then used in
the classification process to obtain better classification results. In [29] a two level
wavelet transform was performed on the segmented image in order to take into ac-
count only the lesion region and not the surrounding tissue. In order to maintain the
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original image size, a stationary wavelet transformation was used which suppresses
down-sampling, producing a wavelet matrix of the same size as the input image. For
the approximations and details components mean and variance of wavelet coefficients
were calculated and normalized (0,1). Three wavelets from four different families
(Daubechies, Coiflet, BiorSplines, Symlet) were tested to see the impact on the clas-
sification. The feed forward back propagation neural network consisted of 8 input
nodes (for 8 features), 2-5 hidden nodes and one output node and was trained/tested
by the LOO technique. The overall classification accuracy was about 83%-86% for all
the wavelet bases for the best performing network with 3 hidden nodes.
Also [24] employed the variance and mean of wavelet decomposition coefficients
to extract useful features of dermoscopy images. Those coefficients were used as the
inputs of neural network. Results showed 90% ability in distinction between benign
and malignant lesions.
Work [30] segmented suspicious lesions from the normal skin and extracted features
that distinguish malignant melanomas from benign moles with 2D wavelet transform
in Matlab. Some selected features formed the input to an ANN classifier. Authors
claim accuracy to be 84% but no details about the procedures are available.
An interesting research was done in [31]. This paper proposes a melanoma classi-
fication system based on coefficients created by wavelet and curvelet decompositions.
The curvelet transform returned the set of curvelet coefficients indexed by scale,
orientation and location parameters. Fast Discrete Curvelet Transform via wedge
wrapping was used to find the features. Recognition accuracy of the three layers (40-
25-10) back-propagation neural network classifier with wavelets was 51.1%, which is
a surpisingly low value, and with curvelets 75.6%, not high neither.
Good indication for lesion malignancy is border irregularity. Work [32] presented
a contours harmonic wavelet coefficients forming a sequence of multi-scale roughness
descriptors to characterise the distribution of energy across contour’s line. The de-
scriptors for regular and irregular borders were compared with ground truth from
experts. Differentiating between benign and malignant lesions according to those
descriptors led to maximum classification accuracy of 93.3% with sensitivity of 80%.
Similar work was reported in [14] where wavelet decomposition was used to extract
energy distributions among different wavelet sub-bands. Statistical and geometric
irregularity descriptors based on the wavelet coefficients were used to model structural
components from the contour. The effectiveness of the descriptors was measured
using the Hausdorff distance between sets of data from melanoma and mole contours.
The best descriptor outputs were input to a back propagation neural network to
construct a combined classifier system. Experimental results showed that the selected
thirteen multi-scale features with small sample set produced the best discrimination
performance with AUC = 0.89 and best specificity of 90%, and sensitivity of 83%.
Artificial neural networks (ANN) in general are widely used in various pattern
recognition problems, also in CAD. There are different types of neural systems well
suited to classify visual features from (medical) images. In this short review we list
only standard back-propagated neural networks (not e.g. CNN). In the melanoma
classification problem ANNs are used as one of the following:
 the main classification engine (melanoma-benign lesion) for all/selected features,
 dedicated expert system for a single segmentation task (e.g. edge detection), or
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 auxiliary ML system for initial/post- analysis and verification.
First ANN classification of melanoma and benign lesions comes from [33] where
about 80% correct classifications were reported. The network topology (14-X-1, X-
hidden neurons) accepted two asymmetry- and twelve color-based features.
In [34] authors analyzed basic, shape and color features with different normaliza-
tion conditions and concluded that on both dichotomous and trichotomous tasks, the
ANNs performed (sensitivity: 91%, specificity: 94% for 1619 lesion images) similarly
as logistic regression and SVMs, and better than k-nearest neighbors and decision
trees.
In [35] authors analyzed 48 parameters belonging to four categories: geometry,
color, texture, and color clusters inside the lesion and performed step-wise feature
selection to identify an optimal subset of 10 variables (starting from the most sig-
nificant: red multicomponent, decile of red, border homogeneity, mean value of red,
grey-blue areas, contrast, interruptions of the border, mean skin-lesion gradient, back-
ground regions imbalance, variance of the border gradient). The clinical/dermoscopic
equivalents of those variables are: multicomponent pattern/homogeneity, lesion dark-
ness, border cleanliness, mean color of the lesion, grey-blue areas, network analysis,
variation in the border cleanliness, grading of the border, color asymmetry, intensity
in the border interruptions. Distinguishing melanoma from benign lesions with these
optimal features gave the maximum sensitivity of 93% and specificity 92.75%.
Project DANAOS [36] aimed at analyzing robustness of the NN-based machine
learning system with respect to multi-population lesion samples. Its authors con-
cluded that the performance of their NN expert system is comparable with that of
clinicians, with the average AUC of 84,4%.
Rajab et al. [37] investigated the neural network edge detection (NNED) in the
iterative thresholding segmentation. They drew conclusions on the method perfor-
mance over a range of different border irregularity properties and signal-to-noise ratio.
Preprocessing of dermoscopic images through the Fourier and log-polar transforms
was used to build an unsupervised image segmentation and image registration system
where neural networks and discriminant analysis were used to find the best classifi-
cation rules for the extracted border- and color-based features [38].
Article [39] described a multi-layer perceptron classifier for melanoma recognition
with accuracy of 77.7%. The number of features for classification was optimised to
only five which speeds up the CPU time.
In [40] a service on the Internet was introduced to upload dermoscopy images for
on-line extraction of the tumor area and calculation of 428 global features (color,
symmetry, border, and texture ABCD) for the characterization of the lesion. The
extracted features classified the lesion as melanoma or nevus using a neural network
classifier achieving a sensitivity of 85.9% and a specificity of 86.0% on a set of 1258
dermoscopy images using cross-validation.
A co-operative neural network-based edge detection on enhanced colors and con-
trast of the image is reported in [41]. As supervisors (ground truths) three expert
dermatologists were used.
An automatic neural skin cancer classification system was developed in [42] for
dermoscopy imagess and optimized for different types of neural network topologies
and different preprocessing modes. The authors reported best recognition accuracy
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of the 3-layers back-propagation neural network classifier as 89.9% and of the auto-
associative neural network as 80.8%. In the system some features were extracted
through 2-D wavelet packet decomposition under performance tests of seven different
wavelet bases (the best wavelet base was Bior5.5, and the most stable experimentally
Db1 or Db10). Some opimization was done to the number and structure of the hidden
layers. The best topology was reported for the three hidden layers with 40-25-10
neurons.
In [43] a back-propagation neural network (BPN) is used for segmentation. The
results are compared with the ground truth images which shows that BPN has slightly
worse segmentation accuracy and slower training period than Extreme Learning Ma-
chine (ELM).
Authors in [44] claims rather low accuracy of the melanoma discrimination with
back propagation neural network which yields 60%–75%. This outcome is outper-
formed by the SVM models.
Group [45] segmented dermoscopic images using Maximum Entropy Threshold and
extracted features using Gray Level Co-occurrence Matrix (GLCM) for classification
into cancerous or non-cancerous cases using back-propagated neural networks (BPN).
The reported accuracy is 88%.
Paper [46] proposed the flow: feature extraction, dimensionality reduction and
classification to discriminate skin lesions into ’normal’ and ’abnormal’ skin cancer
classes. In the first stage authors used discrete wavelet transforms, in the second
stage PCA. In the classification stage a feed forward back-propagated artificial neu-
ral network and a k-nearest neighbor paradigmes were applied. Accuracy of those
experiments was: 95% (ANN) and 97.5% (kNN).
Discrimination between the six Menzies color classes in the calibrated RGB der-
moscopy images were studied in [47]. The JeffriesMatusita and transformed diver-
gence separability distances were used to evaluate the color class separability. A non-
linear cluster transformation allowed almost the total separation of each color class
in the feature space. Several neural networks in competition were used as classifiers.
Classification achieved 93% of sensitivity, 62% of specificity and 74% of accuracy
(average). Authors claim that it might be possible to evaluate a lesion based on the
presence of Menzies colors in the dermoscopic image, mimicking the human diagnosis.
In [48] statistical features and dermoscopic features (ABCD: Asymmetry, Border,
Color and Diameter) for detection and diagnosis of melanoma were used. Segmen-
tation-based thresholding plus statistical feature extraction using GLCM were used
to calculate the Total Dermoscopy Score (TDS). The combined result of the TDS
parameter and a neural network classification yielded accuracy of 88% which was
claimed to be efficient for the skin cancer detection and diagnosis.
Article [49] presents a melanoma detection system working in two phases: the
first phase detects whether the skin lesion is of pigment type, the second phase dis-
tinguishes between malignant melanoma and benign skin lesions. The reported clas-
sification results from the neural network are about 98% (phase 1) and 93% (phase
2). Although algorithms and methods are presented step-by-step some details cannot
be derived. The high results are controversial.
Article [50] analyzes the recognition performance of three different classifiers: sup-
port vector machine (SVM), artificial neural network (one hidden layer, sigmoid trans-
fer function) and k-nearest neighbor. From experiments run on a database of more
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than 5000 dermoscopy images they concluded that the SVM approach outperforms
the other methods reaching an average recognition rate of 82.5% comparable with
those obtained by skilled clinicians. So this is an upper limit for average recognition
rate by neural network.
In [51] several methods of melanoma classification were proposed: a multilayered
perceptron, a Bayesian classifier and the K nearest neighbors algorithm. These meth-
ods worked independently and also in combination making a collaborative decision
support system. The performance factors obtained for seven neurons in a single hid-
den layer were: classification rate: 86.73%, sensitivity: 78.43%, specificity: 95.74%,
slightly less than in the collaborative method: classification rate: 87.76%, sensitivity:
78.43%, specificity: 97.87%.
In the review [52] authors surveyed computer-based systems according to acqui-
sition, feature definition, extraction and skin lesion classification. Authors concluded
that some widely used lesion parameters like lesion size, shape, color, and texture
do not correspond to known biological phenomena and the structural patterns that
are considered essential for manual lesion categorization are absent in the analysis
due to their complexity. From the analyzed machine learning methods (discriminant
analysis, neural networks, support vector machines) SVM performed the best. Neu-
ral Networks using two principal components as input produced 85% correct matches
(sensitivity 79%, specificity 90%) for the vertical growth phase of melanoma develop-
ment and 94% correct matches (sensitivity 86%, specificity 90%) for the radial growth
phase.
Using meta-analytical methods Authors of [53] compared the diagnostic accuracy
of the different dermoscopic algorithms with each other and with the artificial intelli-
gence methods for the detection of melanoma. They concluded that pooled sensitivity
for artificial intelligence was slightly higher than for dermoscopy (91% vs. 88%) and
pooled specificity for dermoscopy was significantly better than artificial intelligence
(86% vs. 79%). There was no significant difference in the diagnostic performance
of various dermoscopy algorithms (ABCD, 3-point checklist, 7-point checklist, Men-
zies score). A useful 1994-2006 summary for characteristics of the included studies is
included.
Authors of article [1] classified and researched literature on the CAD systems for
melanoma identification. They tabularized lots of references according to the generic
steps of CAD: image preprocessing, border detection, features/descriptors extraction
and classification. Low opinion was expressed on the lack of common standards and
absence of benchmark datasets for standardized algorithm evaluation.
In the review [2] the state of the art of melanoma CAD was examined: in-vivo
imaging techniques, image acquisition, pre-processing, segmentation methods, feature
extraction and selection, and classification of dermoscopic images. Of high value are
the indications of various conditions that affect the technique’s performance. The case
of artificial neural networks for the melanoma classification is broadly represented in
the following references.
Article [54] reviews to a lesser extent the 2011–2014 works in the skin cancer
detection. Classifier performance results from other existing melanoma CAD systems
can be found in [55]. The last review [3] gives a vast look at different feature types
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and classification methods. It reports and classifies the 2007–2015 studies paying
attention at refering them to the global and local patterns.
3. Data and Methods
3.1. Data
The database collected for this study included anonymous images of the moles from
185 patients of one private clinic in Poland (the formal agreement forbits publications
of the location details to keep the patients data unidentified). The examinations were
performed with plain digital camera with an extra dermoscopy extension and immer-
sion liquid to remove light reflections. The primordial JPEG pixel resolution was
2272x1704 and the RGB color depth 24-bit. The resection and hist-pat examination
of the moles allowed to assign labels to 102 malignant melanoma and 83 dysplastic
nevus cases. The 83 non-melanoma images were picked up randomly from the pre-
dominant majority of about 2000 displastic lesions. In our analysis there were no
’unknown’ or ’don’t care’ labels.
Melanoma incidence rate may fluctuate over countries, but clinical statistics show
an average of about 5% melanoma images as a fraction of all the dermoscopic images
of the pigmented nevi. This means that the melanoma class is under-represented
compared to the benign class. Learning classifiers from such cases would require
special rules to properly treat the imbalanced class i.e. to draw equal attention to the
minority class [56–58]. In this experiment we took the whole statistics for the minority
class (melanoma, 102 cases) and then randomly selected the 83 non-melanoma images
from the larger pool (about 340) covering the pigmented benign lesions (dysplastic
junctional nevus, displastic compound nevus). In clinical practice only the above
mentioned benign pigment cases are confused with melanoma. The ground truth was
in each case the hist-pat examination.
In this work we do not analyze in detail the impact of data balancing techniques for
the classification of malignant melanoma (see e.g. [58]) but we estimated if such impact
affects our classifiers. Three different under-sampling procedures of the majority
class in the data space were performed to balance the data vectors learned by the
classifier before cross validating the classifier models. No major change in classification
performance (< 2%) was observed. This allows us to treat the data imbalance problem
in our experiment under control. This of course does not mean that there is no impact
of the data imbalance problem at all but that the bias comes preferably from the
’clinical’ source and not the data statistics or procedures.
In the analysis there were three sets of images: the original set 2272x1704 (A) and
the two downscaled sets (by averaging neighbor values in 2x2 elements) of 1136x852
(B) and 568x426 (C) pixels respectively.
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3.2. Features
There were no apparent artefacts on the analyzed dermoscopy images (black borders,
hairs, droplets of immersion fluid, etc.) or there were few negligible distortions so no
preprocessing tasks to the images took place.
To support wavelet transformations the dermoscopy images of all three sets (A, B,
C) were transformed to indexed images with linear, monotonic color maps of double
precision numbers. Each iteration of the wavelet decomposition downscales the input
image by 2 both in rows and columns and three such iterations were done.
Wavelet decomposition of signals is well established in theory after works of Mal-
lat [59], Daubechies [60] and the others (Gabor, Morlet). It is widely applied espe-
cially to discrete signals in the form of DDWT-Discrete Dyadic Wavelet Transform.
This transform is widely used to analyze the signal structure, signal de-noising and
compression capabilities.
Images are two-dimensional signals and the wavelet transform to the images are
done according to the Mallat algorithm [59]. One iteration of this algorithm produces
4 downscaled sub-images which can be considered as LL, LH, HL and HH filters
(L-low-pass, H-high-pass filter) after one-dimensional wavelet transform on the rows
and then on the columns.
DDWT can be applied recursively to the low-frequency sub-band only, but in our
analysis we used the wavelet packets so each of the four filters was subject to further
wavelet decompositions (not only LL).
Altogether in the three iterations 1+4+16=21 different transformation branches
were produced. In one branch the following 12 simple features were calculated:
(ei, i=1,2,3,4) – energies of the sub-images, (ei/emax, i=1,2,3,4) – maximum energy
ratios and (ei/Σek, k 6= i, i=1,2,3,4) - fractional energy ratios, after [18–20]. Energy
was defined as a sum of absolute values of the pixels. This procedure was repeated
for the three sets A, B, C of different image resolutions yielding 21x12=252 attributes
in each single set.
For reasons presented in the Introduction for the skin texture analysis we took
RBio3.1 wavelet base. Reverse bi-orthogonal wavelets (wavelet pairs) have the prop-
erty of perfect reconstruction i.e. if X-image, A-reconstructed image of approxima-
tions and D-reconstructed image of details, then X=A+D. This property is possible
due to two separate filter sets, one for decomposition and another one for image recon-
struction. This wavelet is symmetric function and is not orthogonal (X2 6= A2 +D2).
Search for the best subset of features [61] can be used to i) reduce bias (overtrain-
ing), ii) reduce computational burden and iii) enhance classification performance.
This is usually done because the simplest approach, an exhaustive or random search
to evaluate the best feature set, is infeasible or even computationally prohibitive. In
this work we do not take advantage of any feature selection or extraction algorithms.
This follows the results presented in [62] where widely known feature selection mech-
anisms (CFS, PCA, GSFS) were applied to melanoma classification problem. It was
concluded that although application of feature selection algorithms may reduce the
complexity of the classification, the performance is highly dependent upon the clas-
sifier. Therefore, it was opted to use all the features and preserve them for some
late-selections. It is also the objective of this work – to search for efficient ANN clas-
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sifiers in terms of their topologies and/or error minimization approaches and not by
the feature selection of the data base.
3.3. Algorithm
Artificial neural network is a black-box approach to the knowledge acquisition and can
model complex relationships between inputs and outputs. As a learning method it is
a ’standard’ and well recognized approach [63–65]. Our objective was to collate this
’simple’ learner with ensemble models discussed in [17] for the same (high-performing)
wavelet families (Bio/RBio). Since both the topology (hidden layers) and the learning
details (the choice for the learning function) can bias the classification performance of
melanoma, we examined and compared different setups. Since neural computations
can be burden on CPU/memory and can be time-consuming, we arbitrarily focused
on one static feedforward back-propagated artificial neural network (ANN) without
any recursive or meta (deep) learning extensions. Parallel processing (both CPU- and
GPU-based) was implemented.
In our study we used a static feedforward back-propagation artificial neural net-
work (ANN) to classify the dermoscopy images based on the calculated 252 wavelet
features. As a preprocessing phase normalization of the the input was done and the
labels were fixed to ’1’ (Malanoma) and ’0’ (Dysplastic Nevus).
The ANN structure was:
 252 input nodes that represent the wavelet features,
 a number of hidden nodes grouped into one or two hidden layers (T opol) subject
to change (T opol∈ {10, 20, [10− 10], [10− 20], [20− 20]}),
 2 output neurons, each one activated on the vectors belonging to one class only
(so in the binary classification in mutually exclusive way).
Two setups were analyzed within the scope of the activation functions:
 NN1: hyperbolic tangent sigmoid transfer function (a1) for the hidden layers
and linear activation function (a2) for the output layer [65]. This is a generic
ANN to model any kind of input to output mapping.
 NN2: hyperbolic tangent sigmoid transfer function (a1) for the hidden layers
and also hyperbolic tangent sigmoid transfer function (a1) for the output layer.
This ANN should perform more efficiently while classifying inputs according to
target classes.
As a performance function (Perf) for NN1 and NN2 we used the ’standard’ mean
square error (mse) and the cross-entropy (ent). The latter case was an attempt
to check how ’information-gain’-based learning objective affect both the classifica-
tion and computational performance. The binary cross-entropy (ent) is calculated as
−p ∗ log(p) − (1 − p) ∗ log(1 − p) (p-a priori probability of one class) and it heavily
penalizes outputs that are extremely inaccurate, with very little penalty for fairly
correct classifications.
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For the sake of cross-validation (CV) we randomly divided our data into training
(70/100), validation (15/100) and testing (15/100) set. Every epoch all the training
samples were presented simultaneously to the network to train it. The validation
data was used to evaluate the prediction errors hence to optimize and update the
weights in the backpropagation phase. The testing set was used to calculate all the
performance coefficients. The algorithm was as follows:
1. Separate data into three sets: training, validation, testing
2. Build a network (NNx, Perf, T opol, Learn)
3. Determine the parameters (stoping conditions: maximum number of epochs,
maximum training time; learning conditions: learning rates, etc. Loop (4–6)
(average over initial conditions, #(CV partitions)=6)
4. Initialize the weights and biases randomly (but with same seed to compare
different setups) Loop (5–6) over epochs until stop1
5. Train the network with the train data
6. Compute the network performance on validation data and back propagate the
error to update the weights
7. Use the network (compute the network performance on the test data)
As stop1 standard conditions were applied: the maximum number of epochs reached,
maximum time exceeded, performance gradient fallen below e−6.
Several training algorithms and refinements for ANNs have been proposed in the
literature to enhance the convergence speed and reduce the generalization error of the
network [64–66]. In this work we do not discuss mathematical properties of those al-
gorithms, rather focus on the classification interest when they are run with ’standard’
base parameters. The analyzed backpropagation training algorithms (Learn) were:
(shown with initial parameters where applicable)
L1 Levenberg-Marquardt (µ = 0.001),
L2 Bayesian Regularization (µ = 0.005),
L3 Broyden-Fletcher-Goldfarb-Shanno,
L4 Conjugate Gradient with Powell-Beale restarts,
L5 Fletcher-Powell Conjugate Gradient,
L6 Polak-Ribiére Conjugate Gradient,
L7 Gradient Descent (lrate = 0.01),
L8 Gradient Descent with Adaptive Learning (lrate = 0.01),
L9 Gradient Descent with Momentum (lrate = 0.01,momentum = 0.9),
LA Variable Learning Rate Gradient Descent (lrate = 0.01,momentum = 0.9),
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LB One Step Secant,
LC Resilient backpropagation (lrate = 0.01,∆ = 0.07),
LD Scaled Conjugate Gradient.
Although in our ANN learning we meet the CV paradigm and validate during training,
to promote better generalization for the Perf function ’mse’ (mean squared error) we
applied also the performance regularization ratio (0.01) which takes into account not
only minimizing the error but also the weights and biases (for L2 set to 0).
Due to performance aspects the Matlab library was used for calls to the ANN
training algorithms. The code was run on the CUDA-based NVidia GTX 1070 GPU.
In our brief review of the related literature we went through the advances of
both the ANN and mobile devices for the melanoma CAD. Unfortunately, there are
no methodical studies how the ANN structure (hidden layers) affect the melanoma
classification performance. Arbitrary values for both the number of the hidden layers
and the number of neurons in the hidden layers are published. Usually 2- and 3-
hidden layers are presented. Taking into account the computational burden reported
and own attempts on both CPU- and GPU-based parallel computing platforms and,
last but not least, performance analyzes and benchmarks for the ARM-based mobile
devices, we limited ourselves to up to 2 hidden layers with pretty small (up to 20)
neurons on each layer.
4. Results and Discussion
We analyzed two networks: NN1 and NN2 (see Section 3.3.) each tought according
to two performance measures: (mse) and (ent). The best CV performance for the
discrimination of Melanoma from Dysplastic nevi is reached with NN2(mse) which
is full sigmoid-like network. Performance of NN1(mse/ent) and NN2(ent) is slightly
worse (by about 8-3%) and more sparse in terms of (Learn, T opol) coverage. Below
we present the results for the best performing NN2(mse).
Our objective was to find the best performing ANN for the classification of melanoma
dermoscopy images under the assumption that the algorithm for using the (trained)
network and, as a next step, even the network training process take place on an
ARM-based mobile device. For that reason only limited topologies were taken into
account (starting with 10 hidden neuron on one hidden layer up to 20x20 hidden
neurons on two layers). Although we take into account only about 10, 20, 100, 200,
and 400 weights this is not a small selection compared to the literature. Close by
performance our experiments show coarsely how complex in terms of epochs and time
the back-propagation algorithms can perform. Statistics for the 5x13=65 different
setups shows the following grouping of results in terms of pairs (number ofepochs,
setups finished): (10, 17), (15, 31), (20, 38), (30, 44), (50, 45), (100, 51). As a neces-
sary condition for further analysis we took the threshold of 20 epochs (median).
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In Table 1 we show numerical results of AUC for resolutions A, B and C for the five
setups of the hidden layers and for the thirteen different back-propagation algorithms
assumed that the number of epochs is below 20. Absence of L7-LA proves that
methods based on (variations of) gradient decent converges very slowly (maximum
number of epochs even above 1000) and are out of range of mobile hand-held devices
and are not feasible as CAD applications.
Table 1. Numerical results for AUC for (from top to bottom) resolutions A, B, C as
a function of T opol and Learn. Filter: #Epoch<20
T opol AUC [10−2]
L1 L2 L3 L4 L5 L6 L7 L8 L9 LA LB LC LD
10 92 94 92 94 94 95 – – – – 95 – 93
20 94 6 94 95 - 93 – – – – – – 97
10–10 97 6 93 96 96 96 – – – – 97 – –
10–20 95 93 95 93 92 94 – – – – 95 92 92
20–20 96 61 92 94 91 95 – – – – – 89 96
10 99 86 97 98 96 98 – – – – 98 98 –
20 100 72 98 98 98 98 – – – – 97 99 97
10–10 98 86 98 99 97 98 – – – – – 92 –
10–20 97 86 99 98 96 99 – – – – 99 97 –
20–20 95 14 99 98 98 97 – – – – 99 – –
10 95 – 95 94 94 93 – – – – 94 92 92
20 98 – 93 92 92 93 – – – – 93 93 94
10–10 92 92 91 91 93 93 – – – – 92 89 –
10–20 94 93 91 90 91 92 – – – – 92 94 94
20–20 94 7 92 92 93 93 – – – – 93 93 –
AUC is a good overall measure for how a classifier performs. When the classifier is
used however one should pick up the threshold thereby the tradeoff between the sensi-
tivity and specificity. This is called the ROC operating point and its ’manual’ optimal
selection does depend on the subject of interest. In this study we determined the opti-
mal operating point from probabilistic considerations [67] by the following geometrical
procedure. A straight line calculated with slope=NP
(p(P |N)−p(N |N))
(p(N |P )−p(P |P )) crossing the point
ROC(0, 1) we shifted down and to the right, until it intersected the ROC curve. P and
N are the total instance counts in the positive (melanoma) and negative (dysplatic)
class and expressions for p denote different probabilities for misclassifications, e.g.
p(N |P ) denotes the probability of misclassifying a positive class as a negative class
etc. In Figure 1 we present those optimal points from trainings with different Learn
and T opol setups.
First we remark that the above numerical procedure fail for few points (middle
field and right upper corner). All the other points are optimal operating points.
The strings of ’Lx’ stand for the best-performing back-propagation algorithms and
the colors represent the structure of the hidden layers. There are no single winners
and we should mind that all the points come from the best-converging networks. It
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Figure 1. Optimal points (not components of one ROC) from trainings with different
Learn and T opol setups. Resolutions A, B, C are presented.
seems that different combinations of learning algorithms and topologies reach upper-
left ROC region. Taking into account possible system limitations of the developed
applications (e.g. image resolution limits, the number of the weights, memory limits
of the training cycle) one can optimally select a pair (Learn,T opol).
L1 (Levenberg-Marquardt) shows extreme robustness for almost all topologies for
resolutions A, B and C.
L6 (Polak-Ribiére Conjugate Gradient) seems to be the second best for A, B, C –
it is less represented but reaches high AUC values in the upper-left corner.
Figure 1 shows that the magnitude of the the operating points is preserved and
stable for B and C and, unexpectedly, outperforms the initial A conditions. An
extra attempt was done to degrade the resolution C by a factor of two, but it failed
(performance decrease by 30%). A stable overall performance for A, B and C proves
resolution invariance of the wavelet features for the original clinical data and the
two descendant downgraded image resolutions. This behavior confirms results from
[17] where the ensemble learning paradigm was implemented. In our setup a single
’standard’ learner (ANN) performs in the same way. It seems that this performance
is even better than in [17] where the downgraded resolutions showed still high but
slightly worse results. In our experiments with ANN, which is a homogeneous (not
complex) model, better sensitivity and specificity is reached for dermoscopy images
with smaller resolutions. The maximum reached at B shows the best production
resolution of 1136x852 pixels.
Whether this behavior is due to the wavelet features and not the (selected) learning
methods it should be further studied both in some future experiments with other
learning paradigms and by theoretical considerations about the wavelet families and
their properties.
203
5. References
[1] Korotkov K., Garcia R., Computerized analysis of pigmented skin lesions: A re-
view. Artificial Intelligence in Medicine, 2012, 56(2).
[2] Masood A., Ali Al-Jumaily A., Computer aided diagnostic support system for
skin cancer: A review of techniques and algorithms. International Journal of
Biomedical Imaging, 2013, 2013(7), pp. 323268.
[3] Oliveira R.B., Papa J.P., Pereira A.S., Tavares J.M.R., Computational methods
for pigmented skin lesion classification in images: Review and future trends.
Neural Computing and Applications, 2016.
[4] Skvara H., Teban L., Fiebiger M., Binder M., Kittler H., Limitations of der-
moscopy in the recognition of melanoma. Arch. Dermatol., 2005, 141, pp. 155–
160.
[5] Stolz W., Semmelmayer U., Johow K., Burgdorf W.H., Principles of der-
matoscopy of pigmented skin lesions. Seminars in Cutaneous Medicine and
Surgery, 2003, 22(1), pp. 9–20.
[6] Wang S.Q., Hashemi P., Noninvasive imaging technologies in the diagnosis of
melanoma. Seminars in Cutaneous Medicine and Surgery, 2010, 29(3), pp. 174–
184.
[7] Talbot H., Bischof L., An overview of the polartechnics solarscan melanoma di-
agnosis algorithms, 2003, pp. 33–38.
[8] Boone M., Suppa M., Dhaenens F., Miyamoto M., Marneffe A., Jemec
G., Del Marmol V., Nebosis R., In vivo assessment of optical properties of
melanocytic skin lesions and differentiation of melanoma from non-malignant
lesions by high-definition optical coherence tomography. Arch. Dermatol. Res.,
2016, 308(1), pp. 7–20.
[9] Johr R.H., Dermatoscopy: Alternative melanocytic algorithms - the abcd rule of
dermatoscopy, menzies scoring method, and 7-point checklist. Clinics in Derma-
tology, 2002, 20, pp. 240–247.
[10] Kittler H., Pehamberger H., Wolff K., Binder M., Follow-up of melanocytic skin
lesions with digital epiluminescence microscopy: Patterns of modifications ob-
served in early melanoma, atypical nevi, and common nevi. J. Am. Acad. Der-
matol., 2000, 43(3), pp. 467–476.
[11] Goodson A.G., Grossman D., Strategies for early melanoma detection: Ap-
proaches to the patient with nevi. J. Am. Acad. Dermatol., 2009, 60(5), pp.
719–735.
[12] Chang T., Kuo C.C., Texture analysis and classification with tree-structured
wavelet transform. IEEE Transactions on Image Processing, 1993, 2(4), pp.
429–44.
204
[13] Walvick R.P., Patel K., Patwardhan S.V., Dhawan A.P., Classification of
melanoma using wavelet-transform-based optimal feature set. In: Medical Imag-
ing 2004, International Society for Optics and Photonics, 2004, pp. 944–951.
[14] Ma L., Staunton R.C., Analysis of the contour structural irregularity of skin
lesions using wavelet decomposition. Pattern Recognition, 2013, 46(1), pp. 98–
106.
[15] Massone C., Hofmann-Wellenhof R., Ahlgrimm-Siess V., Gabler G., Ebner C.,
Soyer H.P., Melanoma screening with cellular phones. PLoS ONE, 2007, 2(5),
pp. e483.
[16] MacKinnon N., Vasefi F., Booth N., Farkas D.L., Melanoma detection using
smartphone and multimode hyperspectral imaging. SPIE BiOS, 2016, 9711, pp.
971117–1.
[17] Surówka G., Ogorza lek M., On optimal wavelet bases for classification of
melanoma images through ensemble learning. Artificial Intelligence and Soft
Computing, Lecture Notes in Computer Science,, 2016.
[18] Patwardhan S.V., Dhawan A.P., Relue P.A., Classification of melanoma us-
ing tree structured wavelet transforms. Computer Methods and Programs in
Biomedicine, 2003, 72, pp. 223–239.
[19] Patwardhan S.V., Dai S., Dhawan A.P., Multi-spectral image analysis and clas-
sification of melanoma using fuzzy membership based partitions. Computerized
Medical Imaging and Graphics, 2005, 29, pp. 287–296.
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