Distorted sums of models were introduced and discussed in [Sh2] . This notion generalizes the notion of disjoint (or direct) sums of models by letting the summands overlap.
Conventions. (i) From now on (I, d) will be a metric space and I a model with universe I.
M is ∪ d t∈I M t and h: M → I as above.
(ii) a, b, c, d denote elements in M and s, t, u, v elements in I, usually h(a) = s and h(b) = t.
(iii) When M ∩ I = ∅ we stipulate h(t) = t for t ∈ M ∩ I.
(iv) d(a, b) for a, b ∈ M is d(h(a), h(b)), d(a, t) for a ∈ M and t ∈ I is d(h(a), t).
(v) d(t, s) ≤ k means d(t i , s) ≤ k for some t i ∈t. d(t, s) > k means ¬d(t, s) ≤ k. Definition 1.4 (Distorted Sum of Models). Let I be a τ 0 -model and d a metric on I. Let, for t ∈ I, M t be a τ 1 -model. We say that a τ 2 -model M is the d-distorted F -sum of {M t : t ∈ I} and write M = Remark. Assuming s = t ⇒ d(s, t) > 1 we see that a direct sum of models is an instance of the above definition.
We define now some neighborhoods of finite sequences of elements and the notion of an ncomponent. These will be needed in formulating the distorted sum lemma. 
(ii) Call J ′ ⊆ J an (n, we shall not distinguish between M n (ā), M n (s) and even M n (a 0 , . . . , a ℓ−2 , s ℓ−1 ).
Facts 1.6. (i) E
n J is an equivalence relation on J, hence when J is finite there is a unique (up to permutations) partition J = J 0 ∪ J 1 . . . ∪ J r−1 into n-components, with r minimal.
Proof. Clear.
♥
We will call a decomposition as in (i) above a minimal decomposition into n-components.
Notation. For n, ℓ ∈ N define α(n, ℓ) by recursion: α(0, ℓ) = 0 and α(n, ℓ) = α(n − 1, ℓ + 1) + ℓ + 2 for n > 0.
Definition 1.7. Let n, ℓ ∈ N andā = a 0 , . . . , a ℓ−1 ⊆ M . The models M n (ā) and I n,ℓ are defined as follows:
(A) M n (ā) is the model with universe M n (ā) and with the signature τ n 1 consisting of the following relations:
(i) restrictions of the relations of M and I i.e. for every R ∈ τ 1 we let
and for every R ∈ τ 0 we let
(iv) unary predicates expressing x ∈ M and x ∈ I.
(B) I n,ℓ is the model with universe I and with signature τ n,ℓ 0 defined by induction on n. τ 0,ℓ 0 is τ 0 and for n ≥ 1 τ n,ℓ 0 is τ n−1,ℓ+1 0 and the following relations:
The next facts are used in the proof of the distorted sum lemma.
Fact 1.8. Let n, m, ℓ, r ∈ N.
t one can compute a minimal decompositionx 0 , . . . ,x k−1 ofx into m-components and the theories
(ii) Lets = s 0 , . . . , s r−1 ⊆ I. respectively.
The distorted sum lemma states that for everyā ⊆ M of length ℓ, the n-theory ofā in M can be computed from the local theories of the n-components ofā and the theory of h(ā) in I n,ℓ .
t∈I M t be a distorted sum of models. For every n, ℓ ∈ N there is a function F n,ℓ such that ifā = a 0 , . . . , a ℓ−1 ⊆ M , and a 0 , . . . ,ā r−1 is a minimal decomposition ofā into n-components then
Proof. We will prove the existence of F n,ℓ by induction on n and for every ℓ.
F 0,ℓ is F from the definition of distorted sums. Letā = a 0 , . . . , a ℓ−1 ⊆ M andā 0 , . . . ,ā r−1 be a minimal decomposition into (n + 1)-components. Suppose now that F n,ℓ+1 exists, denote h(a i ) = s i . Now we would like to compute
and
and let's compute T 1 and T 2 separately.
By the induction hypothesis we have
therefore for computing T 1 it is enough to compute the set of possibilities
Our data includes Th α(n+1,ℓ) (M n+1 (ā i );ā i ) for i < r and by 1.8(i) (as α(n + 1, ℓ) > α(n, ℓ + 1)), from each such theory we can compute a minimal refinement into n-componentsā i,0 , . . . ,ā i,ki−1 and the theories Th
On the other hand Th n+1 (I n+1,ℓ ;s) gives us {Th n (I n+1,ℓ ;s ∧ t) : d(s, t) > 2 n } and from this we can compute {Th
we can compute the set {Th
T 2 : Let b ∈ M and h(b) = t. Suppose that for some k < ℓ we have d(t k , s) ≤ 2 n and that
Let's assume for simplicity thatā
and thatā 0 ,ā 1 ,ā 2 , . . . ,ā r−1 is a minimal n-decomposition ofā. We will show that we are able to
Clearly computing T 2 can be reduced to computing a set like T (and then using F n,ℓ+1 that exists by the induction hypothesis). Now Th n+1 (I n+1,ℓ ;s) gives us the set
. . is a minimal n−decomposition ofs ∧ t for each t as above, the theories Th α(n,ℓ+1) (M n (ā i );ā i ) for 0 < i < r are fixed and computable from Th
of the data, so we only have to compute
Therefore, given t it is enough to compute the set {Th
(All the possible s's as well as s − := Th n (I n,ℓ+1 ;s ∧ t) are given by the datum
belongs to this set if and only if there exists t
This can certainly be computed from Th α(n+1,ℓ) (M n+1 (s 0 );ā 0 ) as lg(s 0 ) ≤ ℓ and α(n + 1, ℓ) = α(n, ℓ + 1) + ℓ + 2. So we are done.
Remark. Comparing with [Sh2] §3 and §5, one sees that the size of the neighborhoods taken around a sequenceā ⊆ M is improved to be a power of 2 (≤ 2 n+lg(ā) ) rather than a power of 3.
One instance in which the distorted sum lemma is of no use is when M =I and for t ∈ I A t = {t}. In this case Th n (I n,ℓ ; h(ā)) is stronger then Th n (M;ā) and computing the second theory from the first one is pointless. We will formulate an abstract version of the distorted sum lemma (in which Th n (I n,ℓ ; h(ā)) is simplified) and prove in the next sections that the setup can be realized and applied in the context of models with distance functions.
Context. Let β(n) : n ∈ N and m(n) : n ∈ N be strictly increasing, satisfying β(n) ≥ n and 2 m(n+1) ≥ 3 · 2 m(n) (m(n) = 2n will be used later).
The following definition (and the lemma below) assume that we have fixed β(n) : n ∈ N and m(n) : n ∈ N . Definition 1.10. Let n, k ∈ N ands = s 0 , . . . , s ℓ−1 ⊆ I. The model I n and the theory DTh k (I n ;s) are defined as follows:
(A) I 0 is I and for n ≥ 1 I n is the model with universe I and with signature τ n 0 consisting of τ 0 and distorted unary Feferman-Vaught predicates Q t n where Q t n (u) holds iff and there exists c ∈ M such that h(c) = u and
(B) DTh 0 (I n ;s) is Th 0 (I n ;s) and
So DTh k (I n ;s) describes elements that are distant froms. Note that I n+1 is richer than I n (if β(n + 1) is big enough), however in general there is no reason to assume that DTh k (I n ;s) is computable from DTh k+1 (I n ;s).
Notation 1.11. Whenx = x 0 , . . . , x ℓ−1 andȳ are in M ∪ I, we definē
t∈I M t be a distorted sum of models. For every n ∈ N there is a function F n such that ifā ⊆ M , then
provided that: for every k ≤ n and for everyā and
Proof. By induction on n. F 0 is given by the definition of distorted sum of models (and we may choose β(0) = m(0) = 0). Letā = a 0 , . . . , a ℓ−1 be given. Assuming n+1 and the existence of F n we would like to compute Th n+1 (M;ā) from DTh
As before, we partition Th
and compute T 1 and T 2 separately.
This sequence is computed from the datumTh β(n+1) (M m(n+1) (ā);ā) and from Th
gives us the set of possibilities
And now we use F n to compute T 1 .
For computing T 2 it is clearly enough to show how to compute
Therefore we can compute Th
close to a 0 , and from Th β(n) (M m(n+1) (a i );ā) when a i is distant from a 0 (and we know which of the possibilities holds from Th 0 (M m(n+1) (a 0 );ā)). Similarly, we can compute Th
To sum up, the datumTh β(n+1) (M m(n+1) (ā);ā) gives us the set of possibilities
and using the datum DTh n+1 (I n+1 ; h(ā)), the assumption n+1 and the existence of F n , we get
Distant elements in metric spaces.
Here we are concerned with the problem of determining, in a given model, the existence of elements that are distant from a tupleā given the local theory ofā. From now on it will be more convenient to work with a new set of neighborhoods:
Notation 2.1. let (I, d) be a metric space andā ⊆ I, we define
So our problem is the following: let (I, d) be a metric space and I be a τ 0 model with universe I (τ 0 is a finite relational signature). Suppose thatā andb are ℓ-tuples of elements in I and let C ⊆ I be a definable set such that there is some c ∈ C with d(ā, c) > m. What size of neighborhoods V k (ā) and V k (b) should we take aroundā andb in order the ensure that (for sufficiently large n)
The answer, in the context below, is that diameter 3m suffices. The proof is basically given in [Ga] , but the bound is slightly improved and shown to be a lower bound.
Context.
(1) Distances up to 2m (i.e. "d(x, y) ≤ k" for k ≤ 2m) as well as "c ∈ C" are definable in I.
(2) V k (ā) computes correctly membership in C (e.g. when C is a unary predicate in τ 0 ) and distances up to 2m. 
♥
Remark. The depth n of the local theory Th n (V k (ā);ā) depends on lg(ā), the depth of "c ∈ C" and the depth of "d(x, y) ≤ 2m".
Let us show now that 3m is the minimal diameter that is needed to take in order to ensure the existence of distant elements. For a graph (G, R) let d(x, y) be the natural distance function defined
Example 2.3. Let (G, R) be an infinite graph. Let C ⊆ G be an infinite subset such that for every c ∈ C {e ∈ C : d(c, e) = k} is infinite for k = 1, 2 and such that d(c, e) ≤ 2 for every c, e ∈ C.
Suppose a, b ∈ G \ C satisfy:
(i) d(a, c) ≤ 1 for every c ∈ C except for a unique c * ∈ C that satisfies d(a, c * ) = 3, and
When τ 0 consists only of the graph relation R and the unary predicate C we have Th(V 2 (a); a) = Th(V 2 (b); b) but no element of C has distance > 1 from b. We need to take V 3 (a) and V 3 (b) to distinguish between the theories.
3. Models with a distance function.
As an application we will consider models with a distance function and improve a theorem by Gaifman ([Ga] ).
Context 3.1. Let τ be a finite, relational signature. When M is a τ -model we can define a distance function d between the elements of M as follows:
(a, b) ≤ 1 iff for some predicate R ∈ τ (including equality) and some tuplec ∈ M containing both a and b, M |= R(c),
If As M = I we are not interested in the main version (1.9) of the distorted sum lemma, however the abstract version of the distorted sum lemma is applicable in a slightly modified form.
Lemma 3.2. Let β(n) : n ∈ N and m(n) : n ∈ N be strictly increasing, satisfying β(n) ≥ n and 2 m(n+1) ≥ 3 · 2 m(n) . Let M be a τ -model with a distance function defined as above.
For every n ∈ N there is a function F n such that ifā ⊆ M , then
Proof. Similar to the proof of lemma 1.12. The only difference is that we replaced the sequenceTh β(n) (M m(n) (ā);ā) with (the stronger theory) Th
We shall see below that DTh n (I n ;ā) is in fact determined by Th
so it can be eliminated.
Definition 3.3. ϕ(x 0 , . . . , x m−1 ) is a k-local formula if it is (equivalent to) a formula where all the quantifiers are of the form (∃u ∈ V k (x)) and (∀u ∈ V k (x)). We denote k-local formulas by
Gaifman's theorem states that in our context all formulas are equivalent to Boolean combinations of local formulas.
Theorem 3.4 (Gaifman) . Every first order formula α(u 0 , . . . , u m−1 ) is logically equivalent to a Boolean combination of (I) Sentences of the form
where
(II) Local formulas of the form ϕ (t) (w) wherew ⊆ū.
Moreover, if the quantifier depth of α(ū) is n then the following inequalities can be guaranteed:
If α is a sentence then only sentences of the form (I) occur.
We improve of Gaifman's theorem be replacing the exponent of 7 is replaced by an exponent of 4.
Basically we are interested in computing the diameter k(n) = 2 m(n) that can be used in lemma 3.2. We show that k(n) can be chosen to be equal to 3 · 4 n−1 . The depths β(n) are not specified and we shall write occasionally Th(. . .) instead of Th β(n) (. . .). In general this can be construed as a theory that is rich enough to express the relevant distances (this depends of course on the arity of the relations in τ ). For every m ∈ N, Th
(Here n * = n * (n, m) is n + the depth needed to express distances up to m).
Proof. There are 2 cases:
is determined by Th
Fact 3.7.
(1) k(n) exists for every n ∈ N (2) k(0) = 1 and k(1) = 3.
Proof.
Gaifman's theorem gives us the existence of k(n). k(0) = 1 is trivial. Given Proof. By induction on n where the case n = 1 is given above.
As before, we decompose Th Let β(n + 1) be β(n) plus the depth required to define distances ≤ 2 m(n+1) .
For computing T 1 it is enough, by the induction hypothesis, to find the minimal k ∈ N such that Th β(n+1) (V k (ā);ā) detrmines {Th
Clearly k = 2k(n) is as required.
For the second part we will use lemma 3.2. Let m(0) = 0, m(1) = log 2 (3) and m(n + 2) = m(n + 1) + 2 so DTh n (I n ;ā) describes elements of distance > 3 · 4 n−1 fromā. We need this:
Subclaim. For every n ≥ 1 Th β(n) (V 2 m(n) (ā);ā) determines DTh n (I n ;ā). This is proved by induction on n, for everyā. The case n = 0 is clear. Assuming the subclaim for every k ≤ n, we have to show that DTh n+1 (I n+1 ;ā) is determined by Th β(n+1) (V 2 m(n+1) (ā);ā). Now DTh n+1 (I n+1 ;ā) is the set of pairs DTh n (I n ;s ∧ t), Th 0 (I n ;s ∧ t) with d(s, t) > 2 m(n) .
To compute it we need to know Th β(n) (M m(n) (a i ); a i ) for i < lg(ā), which is computable from Th β(n+1) (V 
