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In deep learning (DL) modelling for spectral data, a major challenge is related to the choice of DL network ar-
chitecture and the selection of the best hyperparameters. Often, slight changes to the neural architecture or its
hyperparameter can have a direct influence on the model's performance, making its robustness questionable. To
deal with it, this study presents an automated deep learning modelling based on advanced optimisation tech-
niques involving Hyperband and Bayesian optimisation, to automatically find optimal neural architecture and its
hyperparameters to reach robust DL models. The optimisation requires a base neural architecture to be initialized,
however, later it automatically adjusts the neural architecture and the hyperparameters to reach the optimal
model. Furthermore, to support the interpretation of the DL models, a wavelength weighing schema based on
gradient-weighted class activation mapping (Grad-CAM) was implemented. The potential of the approach was
showed on a real case of wheat variety classification with near-infrared spectral data. The performance of the
classification was compared with that previously reported on the same dataset with different DL and chemometric
approaches. The results showed that with the proposed approach a classification accuracy of 94.9% was reached,
which was better than the best reported accuracy on the same data set i.e., 93%. Furthermore, the better per-
formance was obtained with a simpler neural architecture compared to what was used in earlier studies. The
automated deep learning based on advanced optimisation can support DL modelling of spectral data.1. Introduction
Classification modelling with near-infrared (NIR) spectral data is
widely performed for a non-destructive and rapid identification and
assignment of samples to its belonging class. For example, NIR spec-
troscopy has been widely explored for classification of food products such
as teas [1,2], classification of bacterial pathogen strains [3], micro-plastic
substrates [4], gasoline [5], pharmaceutical tablets [6], vegetable oils [7]
and many more [8–11]. NIR spectroscopy allows such a classification as
it can capture both the physical and chemical properties which differ
between samples belonging to different classes. Although, sometimes the
difference is in the physical properties, appearing as differences in the
scattering information in the spectra, other times, the difference is in the
chemical composition which appears as absorption peaks in the spectra.
In most real-life cases, both the physical and chemical informations are
mixed in the spectra as scattering and absorption. Due to such a complex
mixture of information often data modelling approaches are used to
model the NIR spectra.puneet.mishra@wur.nl (P. Mish
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evier B.V. This is an open accessClassification modelling for NIR spectral data can be purely chemo-
metrics based, such as, partial least-square discriminant analysis (PLS-
DA) [12] and soft independent modelling of class analogies (SIMCA)
[13], while others are traditional machine learning (ML) approaches
such as support vector machines (SVM) and logistic regressions [14]. A
key point to note is that a main distinction between chemometrics and
traditional ML approaches is the latent space modelling involved in the
chemometric approaches such as PLS-DA and SIMCA. Further, based on
the classification case, NIR spectral data classification can be performed
either for one class [15] or multiple classes simultaneously [2].
In recent years, due to fast progress in the domains of artificial in-
telligence (AI) and deep neural networks (DNNs), deep learning (DL)
methodologies have been slowly diffusing into the realm of chemo-
metrics supplying a large potential to model NIR spectral data [16,17].
For predictive modelling i.e., regression, DL has already outperformed
traditional chemometrics and classic machine learning approaches
[18–20]. Although new algorithms are appearing in the literature every
day, currently, the state of the art for spectral data modelling can bera).
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to extract complex features from the spectral data, which can then be
combined with either a neural network or a traditional machine learning
approach such as SVM for predictive modelling [18,19]. The second
approach involves the use of Convolutional Neural Networks (CNNs)
architectures for joint feature extraction and predictive modelling [17,
21]. The application of DL for spectral classification is also increasing and
DL has already shown to outperform traditional chemometric methods
such as PLS-DA and ML methods such as SVM [22,23].
In classical NIR spectral data modelling, the pre-processing of spectral
data is widely performed [24–26]. The pre-processing of the spectra al-
lows to eliminate/reduce unwanted variability from the data (noisy
bands, light contamination, scattering effects, etc.) that can have detri-
mental effects in terms of the model performance [27,28]. For example,
when the aim is to predict chemical components by predictive modelling,
it is widely recommended to eliminate/reduce the scattering information
from the data and use the absorption information related directly to the
overtones of chemical bonds [27]. However, when the aim is to predict
physical properties, the recommendation is to use the raw spectra that is
rich in scattering information which is related to the physical charac-
teristics of the samples [27]. Several pre-processing methods such as
smoothing, spectral normalisation, scatter corrections and derivatives,
are therefore, used to improve/enhance the model predictive power
[28]. Since not all pre-processing works in the same way, i.e. they carry
complementary information, that can be combined differently to
improve model performance [27]. However, the positive effects of
pre-processing are dependent on the case and one of the main challenges
researchers face is the arduous exploration and identification of the best
pre-processing from a wide set of methods [25,26]. To alleviate this
burden, ensemble pre-processing approaches such as sequential [29,30]
and parallel pre-processing [31] through orthogonalization are becoming
increasingly popular in chemometrics. The ensemble approaches have
shown that different pre-processing indeed carry complementary infor-
mation and allows for improved prediction of both chemical and physical
properties [27,32–35]. These works suggest that future chemometric
modelling can benefit from using a pre-processing ensemble approach for
spectral modelling [27]. This can be particularly helpful in the case of
certain DL models because their ability to non-linearly combine distinc-
tive features can be enhanced by the ensemble approach [17]. On the
other hand, in the face of a DL model optimisation, the gains in analysis
simplification by the simultaneous use of several pre-processed spectra
can be diluted due to the high number of hyperparameters that this type
of model requires. For DL models that require large training times,
hyperparameters optimisation using grid search or random search ap-
proaches can be very computationally expensive [47,56]. Fortunately,
parallelization [57] and Bayesian optimisation algorithms [43] can speed
up the process of finding the correct Neural Architecture (NA) for the
problem at hand and optimise its hyperparameters [42]. This automated
way of implementing automated DL modelling has already given signs of
being an extremely useful tool for future research [44,52] and could
become a potential tool for automated DL modelling of spectral data.
One of the most appreciated features that classical chemometric
techniques displays is the ability to interpret most of the chemometric
models in terms of spectral responses allowing for researchers to un-
derstand better what spectral bands are more relevant to the quantity
being measured. For many non-linear machine learning (ML) models
such as SVM (using rbf kernels) and CNNs, the understanding of how the
model behaves the way it does is reduced, i.e., in terms of interpret-
ability, these models are not as simple to understand as classical (linear)
chemometric models. Nonetheless, in the specific case of CNNs used for
classification, multiple techniques that allow to understand where the
network focus its attention to make a classification are already available
[58–61]. These techniques can be used to expand the benefits of the
improved performance of DL algorithms by supplying information about
the spectral bands that are relevant the model.
In this study, an automated data analysis pipeline for spectral2
classification modelling that combines chemometric pre-processing
ensemble and advanced DL modelling is proposed. The pipeline lever-
ages several advances in DL model optimisation to automatically opti-
mise the DL models to produce highly robust 1D-CNN classifier and
reducing the optimisation time. Model interpretability is also included by
assessing spectral bands contribution towards the classification process.
The potential of the approach was showed on a real case of wheat variety
classification with NIR spectral data. The performance of the classifica-
tion was compared with previously reported results on the same dataset
with different DL, chemometrics and ML approaches. A direct compari-
son with an earlier study was possible as the already pre-partitioned data
i.e., training, validation, and test set, is available as open-access to the
scientific community.
2. Materials and methods
2.1. Data set
The data set used in this study includes of 147,096 wheat kernels
mean NIR spectra, measured on 30 varieties of wheat kernels, harvested
in 2019 and stored under the same conditions after harvest i.e., dried and
packed in woven plastic bags [22]. The wheat kernels come from the
wheat plants grown in the same fields. More detailed description of the
samples variety and growing condition can be found in [22]. To have
sufficient data points for DL modelling, many kernels were measured
from each variety. According to [22], the NIR data of the kernels were
extracted from hyperspectral (HS) images running in spectral range of
874 to 1734 nm, and later, by selecting a region of interest at the center of
the kernels, the average spectra were estimated. HS imaging was per-
formed with a NIR-HSI system having an imaging spectrograph
(ImSpector N17E; Spectral Imaging Ltd., Oulu, Finland), a
high-performance camera (Xeva 992; Xenics Infrared Solutions, Leuven,
Belgium) with 326  256 (spatial  spectral) pixels and a camera lens
(OLES22; Specim, Spectral Imaging Ltd., Oulu, Finland). In the final data
set, the average spectra were the same as the total number kernels.
During the scan, the kernels were placed in a plate (negligible reflec-
tance) and, using a step motor, the scan lines were recorded. To have
balanced samples for training and validation for each variety, 2400
kernels were used for training, 800 kernels for validation, and the rest
were used for independent testing of the model. According to [22], due to
the high noise level in extreme bands the spectral range was reduced to
975–1645 nm with 200 sampling bands. The original data used in this
study can be found in the supplementary material of [22]. A summary of
calibration, validation and test set are shown in Fig. 1. It can be noted (in
Fig. 1) that the calibration and validation sets have balanced samples for
all 30 wheat varieties and do not require any pre-processing for class
balancing.
2.2. Data augmentation with chemometric pre-processing ensemble
In the earlier work from where the data set was collected [22], DL
modelling was performed using only the averaged reflectance spectra as
input. However, recently, a new study [17] has shown that reflectance
spectra stacked with several pre-processed versions to augment the input
features space, can be highly beneficial for DL modelling. Therefore,
following the approach described in [17], the reflectance spectra of
wheat kernels were pre-processed using several pre-processing methods
and stacked together as explained in Fig. 2 (see also Fig. 3).
The input vectors were therefore augmented from 200 features to
1200 features. In this study, only SNV [37] and Savitzky-Golay (SAV-
GOL) [38] derivatives were used as they were recommended in an earlier
study for being independent of any external reference spectra or weights
estimation as needed to other techniques like multiplicative scatter
correction [39] or variable sorting for normalisation [40]. The window
size and polynomial order for the SAVGOL filter were fixed to a 13-points
window and 2nd degree, respectively. Although window size and
Fig. 1. A summary of samples in calibration, validation, and test set for different wheat varieties available in the data set. The classes for calibration and validation sets
are balanced.
Fig. 2. The spectral data augmentation approach. (A) Reflectance, and (B) reflectance data augmented with different pre-processing methods.
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computational load, only the previously mentioned parameters were
used. Prior to the DL modelling the spectra were standardized
column-wise to remove differences between the signal amplitudes ob-
tained after different pre-processing's and put them in a value range
required by the DL model. The labels of the wheat classes where one-hot
encoded from their original numerical format {0, 1, 2,…, 29} prior to use
in the DL model.2.3. Initial architecture of the deep learning model
DL model implementation and optimizations were done using the
Python (3.6) language and the open-source deep learning framework
TensorFlow/Keras (2.4.0) [65], running on a desktop workstation
equipped with a NVidia GPU (GeForce RTX 2080 Ti), an Intel® Core i7
4770k @3.5 GHz and 16 GB RAM, running Microsoft Windows 10 OS.
To classify the same data set, in earlier studies [22], the authors
adopted a CNN architecture composed of an attention block, 3 conv.
layers and 3 fully connected (FC) layers for classification of the wheat
data. In this study, a simpler neural architecture is chosen as base model
and then automatically evolved through Neural Architecture (NA)
search. The base model adopted is a 1D convolutional neural network
(1D-CNN) presented in [21] and slightly adapted for this classification
problem. There were two main reasons for using the already available
model as the starting point in the present analysis. The first reason was
that NAS optimisation if more efficient if it starts from a template model,
compared to randomly probe subsets of combinations of multiple types of
layers. The template model serves as a base structure for the NAS to
organize the layers. That being said, it would be possible to create a pool3
of different types of layers (conv1d [with 1 or multiple kernels],
max-pooling, mean-pooling, etc.) and build a “novel” network architec-
ture from scratch. However, that would require a lot of more computa-
tional resources than the ones presently at our disposal. The second
reason to choose the neural architecture presented in [21] as template
model is because such a simple 1D-CNN architecture has shown prom-
ising results for spectral data modelling [16,17,21,36]. The template
model was composed of just 1 conv. layer with 1 filter (size ¼ 5) and
stride 1, followed by 3 FC layers (with 512, 256 and 128 units) and a final
output layer with 30 units, to account for the 30 classes in the data. In the
last layer a “softmax” activation function was used, and for all the other
layers, exponential linear units “elu” were used. The weights in all the
layers were initialized using the “He normal” initialization procedure
[49], setting the random seed parameter to 42 to ensure better model
reproducibility. Weight regularization in all layers is also implemented in
the form of L2 regularization. Since this is as multi class problem, the
categorical cross-entropy was used as the loss function and themodel was
trained using the adaptive moment optimiser algorithm (Adam) [50].
Table 1 supplies further details on the base CNN architecture which was
automatically adjusted based on the optimisation as mentioned in the
following sections.
Training DL models on large data sets can be computationally
expensive and, therefore, one should implement strategies that optimise
this process. In this work, Early Stopping was adopted during training to
reduce overfitting problems and decrease training time (whenever
possible). This algorithm watches the progress of the accuracy on a
validation dataset during the training phase and interrupts training if this
metric shows no improvement after a certain number of epochs. Another
useful strategy to improve training speed, is to start the training with a
Fig. 3. A spectra of wheat kernel pre-processed with several pre-processing methods used for data augmentation.
Table 1
Intervals used for neural architecture (NA) and hyperparameters (HP) optimi-
sation. Learning rate was the only hyperparameter optimised separately.
Name Type Interval/step Base CNN
Number of FC layers NA [1–5]/1 3
Number of units p/FC layer HP [128–512]/2 [512, 256, 128]
Conv. filter size HP [3–20]/1 5
Number of Dropout layers NA [1–5]/1 0
Dropout rate p/Dropout layer HP [0–1]/0.005 0
L2 regularization β HP [0–0.003]/0.00001 0.003
Batch size HP [128–1024]/64 512
Learning rate* HP [1  108 – 0.1]
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(Adam in this case) and progressively decrease it, allowing gradient
descent to smoothly approach a minimum. This is done using the LR
scheduler, ReduceLROnPleateau that reduces the LR by half (until a
predefined minimum LR) whenever validation loss stops improving. To
find the largest and minimum LR to explored in the optimisation, a LR
range test first proposed by [53] was implemented. This test allows
visualizing how the validation loss varies as a function of LR and helps
find the range of LR that conduces to stable solutions. For this reason, the
LR hyperparameter is optimised first and independently from the other
hyperparameters.
In terms of NA search, the automatic optimisation pipeline explores
the number of FC layers (not counting the last output layer, as it was fixed
to 30 class output), the use of Dropout layers [62] between FC layers and4
the use of L2 regularization on all layers. On the hyperparameters side,
optimisation accounts for: the convolution filter size, the number of units
for each FC layer, the Dropout Rate (DR) for each Dropout layer, the
strength of the global L2 regularization β, the training batch size and the
Learning rate (LR). Table 1 shows the range of values probed during the
optimisation process.
Dropout randomly zeros the connections weights between units in
different layers during training enforcing network sparsity. Dropout and
L2 regularization provide layer/weights regularization, stabilizing
gradient descent algorithms and decreasing overfitting. The L2 regula-
rization considered in this study is globally applied to all layers (Conv.
and FC), i.e. there is no optimisation of β for each individual layer. In
contrast, Dropout Rate (DR, the fraction of the units in a layer that are
stochastically “dropped out”) is optimised individually for each dropout
layer. The number of dropout layers is optimised implicitly by allowing
the search interval for the DR to include zero. For example, if the opti-
misation process finds a solution were DR in one of the dropout layers is
zero then, effectively, that would be equivalent to not including that
dropout layer in the first place.2.4. Bayesian Optimisation strategy to automate neural architecture and
hyperparameter optimisation: Tree-structured Parzen Estimators (TPE) and
hyperband
For DL models to show their full potential, it is necessary to first
choose/engineer the correct Neural Architecture (NA) that best adapts to
the problem at hand and after that, carefully optimise its corresponding
Fig. 4. Validation Loss as a function of learning rate. The dashed vertical lines
mark the optima boundaries for LR to be used during training. The blue line was
obtained with the base model and the grey line was obtained ‘a posteriori’ with
the final CNN model, after the hyperparameters optimisation process. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)
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the first one involving a considerable degree of experience and/or
experimentation to find the right NA that best suits the user needs and
after that, optimising its hyperparameters. In [42], the authors showed
that performing joint NA and hyperparameter search can lead to better
model performance when compared to the case where NA and hyper-
parameter optimisations are performed separately. Based on their rec-
ommendations and in [43,44], in this work, a combination of Bayesian
Optimisation and Hyperband is used to perform joint automated opti-
misation of the DL model architecture and its hyperparameters. The idea
is to start from a general base architecture (as explained in earlier sec-
tion) and optimise it and its hyperparameters in an automated way.
Hyperband [45] is a bandit algorithm for hyperparameter optimisa-
tion that extends the capability of the Successive-Halving methodology
[46]. In broad lines, Hyperband optimises hyperparameter search by
considering a certain predefined computational budget B (e.g. CPU time,
number of training epochs, number of iterations, etc.) and by dynami-
cally allocating more resources to the most promising candidates by
watching a predefined objective function f. For a deep learning classifier,
such as the one presented in this study, the computational budget can be
the maximum number of training epochs and the target objective func-
tion, the model's accuracy. In this case, this algorithm works like a var-
iable Early Stopping strategy that interrupts training if the model with
the hyperparameters being tested converges to a bad solution (low ac-
curacy) and extends training if the model performance improves (high
accuracy). In the context of this study, Hyperband executes the following
steps: 1) given a predefined maximum number of training epochs (B ¼
450), dynamically allocates resources for several random hyper-
parameters configurations θk using Successive-Halving; 2) for each trial,
select many configurations for Successive-Halving, run several of those
for a small number of epochs and compute their accuracy; 3) increase the
training epochs for the most promising ones and 4) complete a pre-
defined fraction (1/4) of the best configurations. One of the downsides of
Hyperband is that, since it uses something like a random search to select
the hyperparameters configurations, there is no information passed from
trial to trial that could be used to focus the optimisation process on areas
of the hyperparameter space that show the best results. To overcome this
drawback, a Bayesian Optimisation (BO) technique can be implemented
in substitution of the random process that Hyperband uses for picking the
next hyperparameter configuration.
In general terms, BO uses a probabilistic model pðf jDÞ to model the
objective function f given a vector of observed points H ¼ fðθ0;y0Þ;…;
ðθi1; yi1Þg, composed by pairs of hyperparameters θ and objective
evaluations y. It is assumed that the evaluation of f ðθÞ is subjected to
some noise/uncertainty ε and therefore, what is seen is yðθÞ ¼ f ðθÞþ ε: At
each iteration, BO tries to maximize/minimize an acquisition function
aðθÞ, a function that balances exploration and exploitation of the
hyperparameter space to choose what points will be selected/“acquired”
next. For example, a common choice for aðθÞ is the expected improve-
ment (EI) over the currently best observation α ¼ minfy0; …; yng After
selecting a new point θnew, based on the optimised acquisition function,
BO evaluates ynew ¼ f ðθnewÞ þ ε and updates this point to the vector of
observed points H.
In [43,44] the authors propose the use of a Tree-structured Parzen
Estimator (TPE) [47], a BO method that uses Parzen window estimators
(a.k.a kernel density estimators) to estimate the probability densities
associated with good and bad hyperparameter configurations
lðθÞ¼ pðy< αjθ; DÞ
gðθÞ¼ pðy> αjθ; DÞ
over the input configuration space instead of modelling the objective
function f directly by implementing pðf jDÞ. To select a new candidate θnew
to evaluate, it maximizes/minimizes the ratio lðθÞ=gðθÞ depending on the
type of objective function. For example, considering that the objective5
function is the model's accuracy, for each trial, TPE looks for the
hyperparameters that provide an evaluated accuracy y, higher than the
best previously found value α, i.e., it works towards maximizing gðθÞ and
towards minimizing lðθÞ: Due to computational resources limitations, in
this study, NA search is restricted to optimise the number of FC layers, the
number of units per FC layer and the inclusion (or not) of weights reg-
ularization and dropout layers. The NA and hyperparameter optimisation
pipeline (using TPE and Hyperband) was implemented using Optuna
v.2.6 [48], an automatic hyperparameter optimisation software frame-
work, designed for machine learning.
3. Results and discussion
3.1. Spectral profiles
A summary of reflectance and pre-processed spectra are shown in
Fig. 3. Although the spectra were presented in separated plots in Fig. 1,
however for deep learning, all signals were concatenated and used as
single input vector. In the reflectance spectra peaks related to overtones
of OH, CH and NH bonds can be identified [41]. For example, at 1200 nm
the peak can be related to 2nd overtones of CH bond [41], at 1450 nm
bands can be related to OH [41] overtones related to moisture in wheat
kernels, at ~1500 nm can be related to the 2nd overtone of NH bond [41]
which are abundant in food molecules such as protein. In relation to the
effect of different pre-processing, a key point to note is that SNV (Fig. 3B)
retained the same shape of the spectra as the reflectance, however, the
intensity was normalised. Such an intensity normalisation with SNV al-
lows to remove the additive and multiplicative effects from the NIR data
which otherwise effects chemometric modelling [27,37]. The 1st deriv-
ative pre-processing (Fig. 3C) allowed revealing underlying peaks at
several spectral locations such as 1150 nm, 1250 nm, 1400 nm and 1500
nm. The 2nd derivative pre-processing (Fig. 3D) further revealed peaks
previously unresolved by 1st derivative pre-processing such as 1380 nm
and 1600 nm. The SNV pre-processing over the 1st and 2nd derivative
(Fig. 3E and F), did not revealed any new peaks, however, normalised the
signal intensity. The SNV over derivatives was used as it is a common
combination of pre-processing to correct the spectra of food for additive
and multiplicative effects [29]. In this study, several underlying peaks
revealed by derivatives, and the spectral normalisation attained with
SNV, is expected to complement the reflectance data while DL modelling.
Table 2
Optimised neural architecture and hyperparameters obtained from the auto-
mated optimisation.
NA/Hyperparameters Values for Optimised CNN
Number of intermediate FC layers 4
Number of units p/FC layer [310, 456, 250, 282]
Conv. filter size 3
Number of Dropout layers 4
Dropout Rate p/Dropout layer [0.035, 0.135, 0.405, 0.28 ]
L2 regularization β 3  105
Batch size 832
Learning rate in Adam () LRmax ¼ 2.5  103, LRmin ¼ 1  106
Fig. 6. Optimisation history of validation accuracy (100 %Þ over 1000 trials.
Red represent the evolution of the best values, blue the complete trials and in
grey the unpromising trials that were terminated earlier (pruned) by the
Hyperband algorithm. The dashed line marks the first 50 trials that were ob-
tained using random search and that serve as starting point for TPE. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)
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identification
The first hyperparameter to be optimised is the learning rate, LR.
Since the automated optimisation pipeline involves probing a few
thousand models, each of which is relatively expensive in terms of
computation time, using a large LR during training accelerates the pro-
cess. However, if the LR is too large the stochastic gradient descent al-
gorithm might overshoot potential minima and stride around it never
converging, or even diverging completely. For this reason, it is useful to
use a LR scheduler that dynamically adapts the LR during training, hence
the adoption of the ‘ReduceLROnPlateau’ strategy (as explained in
M&M) is justified. To find an aggressive LR that allows for rapid initial
convergence and still supplies stable solutions, the LR range test pro-
posed by [53] was used. It was assumed, based on earlier experience, that
the LR behaviour from the base CNN architecture behaves similarly to the
final optimised model. This initial assumption was later confirmed after
the optimal CNNwas obtained. In Fig. 4, the blue curve shows the impact
of the LR on the solutions obtained with the base CNN (without opti-
misation). The validation loss decreases steadily from around LR ¼ 1 
107 to around LR ¼ 2.5  103, after which it starts increasing again.
This interval where the validation loss decreases steadily with LR is the
region of interest for this kind of test. The right most LR value was then
chosen as the initial LR for the Adam optimisation algorithm, and LR ¼ 1
 106 is chosen as the minimum LR that ReduceLROnPlateau can
schedule.
With the LR already set, the rest of the hyperparameters was obtained
by the TPE þ Hyperband optimisation pipeline automatically. The TPE
algorithm was initialized with 50 trials of random search to ensure a
uniform exploration of the hyperparameter space, and therefore, pre-
venting that TPE focused just on the first local minima it founds. The
optimisation study considered a total of 1000 trials, each of which had a
maximum training budget of 450 epochs per model. The best model, that
achieved an accuracy of ~95% on test set, was obtained for the NA
depicted in Fig. 5 and the hyperparameters summarized in Table 2.
More details about the classification statistics for each class, the
precision, recall and F1-score for the independent test set are provided as
supplementary material.
3.3. Deep learning model optimisation for automated hyperparameters
identification
In terms of computation time, the TPE þ Hyperband method used
here was compared with a standard random search over the same range
of values. Over the predefined budget of 1000 models, TPEþ Hyperband
took 62 h to run, achieving an accuracy of 94.9% on the test set. In
contrast, random search took 179 h and achieved an accuracy of 93.1%
on the same test set. That corresponds to a factor of 3 in computation time
while achieving an inferior performance. Of the main causes of this dif-
ference is the pruning capability of Hyperband that prunes/ends trials
that perform poorly. Fig. 6 show the evolution of the accuracy achievedFig. 5. The optimal neural architecture obtained with
6
as a function of trial number. The most promising trial are coloured blue,
the “best so far” trials are coloured red and the pruned trials are coloured
grey. A key point to note is that by achieving an accuracy of 94.9%, this
study outperforms the best-known classification accuracy of 93% on the
wheat data set [22].
Fig. 7 illustrates how the optimisation using Bayesian Optimisation is
processed. In the first trials (white coloured dots), the optimisation
randomly samples all hyperparameter intervals and, progressively (bluer
dots), the validation accuracy improves as the algorithm zooms in into a
region of optimal values.
Moreover, the TPE implementation available in the Optuna package
allowed to instantiate multivariate kernels over the hyperparameterthe automated neural architecture optimisation.
Fig. 7. Validation accuracy (100 %Þ as a function of hyperparameters search space. The tone of blue shading shows the order of the trial. In the begging of the
optimisation process (light blues), the tested hyperparameters returned low accuracies, but as the optimisation proceeded (darker blues), hyperparameters drifted
towards higher accuracies. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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different hyperparameters (e.g. dependencies or adversarial effects) and
take advantage of those. In terms of the importance, for each hyper-
parameter during the optimisation process, one can estimate the contri-
bution of each by using the fANOVA hyperparameter importance
evaluation algorithm [51]. This algorithm fits a random forest regressionFig. 8. Hyperparameters importance for the optimisation process was computed using
the objective value given by a hyperparameter configuration.
7
model that predicts the objective value given a parameter configuration.
Fig. 8 shows the relative importance of each hyperparameter for the
optimisation. This can be helpful in the sense that it can serve as guide to
engineer future models. However, one must be cautious with this kind of
analysis because the range of values used for each hyperparameter
should also be taken into consideration.the fANOVA algorithm [51] that uses random forest regression model to predict
Table 3
Accuracies (%) of the final model for calibration, validation and test set obtained
under different settings.
Calibration Validation Test Accuracy on same
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As it was mentioned earlier, dropout layers work by randomly shut-
ting down connections between FC layers. This process is highly sto-
chastic and produces small fluctuations in the results every time a model
is trained. However, a robust model should be invariant to this type of
fluctuation. A robust model should also perform similarly if trained with
different configurations of the data and in the case where the initial
weights of all units are different [63,64]. To assess the robustness of the
optimised model, the mean accuracy over the following experiments was
considered: 1) train 10 models from scratch (to probe the effect of
dropout stochasticity); 2) train 10 models in 10 fold cross-validation
(shuffling that data at each epoch) on an extended data set composed
by pooling the original train and validation sets together (to also probe
the effect of different data partitions); 3) train 10 models using different
values of weight initialization each time (provided by changing the seed
of the ‘He Normal’ initialization). Table 3 supplies a summary of the
mean accuracy per experiment. All experiments provided the same
overall level of performance with a slight decrease in experiment 3.
Due to their complexity and highly non-linear character, deep neural
networks inner works are not easy to understand. Interpretability of these
kind of algorithms is an active research area and some tools are starting
to appear that can help experts interpret how these models work. One of
these techniques, that can be adapted to 1D data like the spectra used in
this study, is called Gradient-weighted Class Activation Mapping (grad-
CAM) [54]. This technique uses the back propagation gradient infor-
mation from the classifier layer into the last convolutional layer of the
CNN to decide the importance of each feature for a particular class. For
the CNN used here, this corresponds to tracking activity directly to the
conv. layer in the model easing interpretation of the extracted features,
i.e., there is no down sampling usually caused using polling layers in the
conv. block. This is also an advantage of the used architecture. To show
how this technique can be implemented in the spectral classification
pipeline, grad-CAM scores were computed for one spectrum of 5 different
classes of wheat (Fig. 9). The higher the grad-CAM score, the more
important that specific wavelength band was for the classification pro-
cess. Although this study included 30 classes, it was difficult to discuss
the key features for all the 30 classes in the text, hence for demonstration
purpose only 5 classes are shown in Fig. 9. It can be noted in Fig. 9 that
higher weights were attained for several spectral regions correspond to
chemical overtones related to CH, NH and OH bonds which are highly
abundant in wheat kernels. This post-prediction feature analysis based on
Grad-CAM also showed the advantages of using an ensemble of
pre-processed data as for each type of pre-processing the CNNwas able to
extract relevant information from different bands which eventually lead
to an improved performance of the DL model compared to earlier works.
3.5. Some optimisation tips and future improvements
In this study, a simple CNN architecture based on a single convolu-
tional layer was used, however, NA optimisation presented in this study
can be extended to account for multiple filters in the conv. layer and, if
the complexity of the data is higher, include diverse types of conv. blocks
with multiple conv. layers and channels, pooling layers, etc. The NA
search component of this pipeline could be further applied to the auto-
matic optimisation of the number of frozen layers in transfer learning
scenarios [16]. In the case of using ensembles of classical chemometric
pre-processed data, like it was presented in this study, one can also
differently treat each pre-processing type as a different data block and
use a multiblock input architecture that allows individual filter optimi-
sation [55]. The ensemble input data approach is useful because it saves
time (by not having to optimise the CNN for each pre-processing in
separate) and allows for the model to pick complementary information
from each pre-processed spectrum to improve classification.
For a swifter optimisation using TPE þ Hyperband, one option would
be to start the hyperparameter search from a subset of values that supply8
an already satisfactory solution. If the user has some intuition of a subset
of hyperparameters that return a good objective function (metric), this
subset should be enqueued into the search trials. By doing this, Hyper-
band will only complete training on the sets of hyperparameters that
show better performance than the enqueued set, therefore reducing
computation time. A possible downside of this strategy is that this may
cripple the exploration of new hyperparameter regions and might focus
the attention of the TPE on a local minimum and not a global one.
In terms of robustness of the final model, the optimisation pipeline
could allow for random initialization of the model's weights at every trial
(by using a random seed in the ‘HeNormal’ initialization). In principle,
the optimisation algorithmwould drift towards hyperparameters that are
more resilient to initial fluctuations, hence making the model more
robust.
A key point to note is that, based on the primary hypothesis of this
study, which was to demonstrate that a simple DL model with proper NA
adjustment and hyperparameter optimisation can lead to equal or even
better performance than more complex DL models, the result obtained
with a simple 1D CNN layer DL model showed that the hypothesis was
found to be true as this study achieved almost ~2% better classification
accuracy compared to that obtained in previous studies with complex DL
architectures. One other point to note is that, although due to compu-
tational cost reasons, this study used a limited search space for the NAS
and hyperparameter optimisation, the results obtained suggest that the
explored search space was sufficient to prove the hypothesis that a simple
DL model with proper optimisation can achieve performance better than
a complex DL architecture model. In the future, based on the application,
computation power and available time, the user can explore wider search
spaces if required. However, the authors would like to emphasise that,
the simpler the model, the better it is to interpret and use in practical
applications. For example, to deploy this model in an actual physical
sorting machine, it is much more desirable to have a simpler, lighter
model that can run on modest microprocessors, instead of a very complex
structure that requires much more computational resources.
4. Conclusions
This study presented a novel approach based on the combination of
ensemble chemometric pre-processing paired with advanced optimisa-
tion techniques to automatically achieve the optimal neural architecture
and the hyperparameters for the DL model. The method was showed on a
real near-infrared spectral dataset for wheat variety classification. The
results reached showed that the automated approach resulted in
improved performance of deep classification models compared to
randomly chosen neural architecture and hyperparameters. The results
were not only improved, but a best-known classification accuracy of
94.9% was reached on the wheat variety classification dataset. Further-
more, this study highlighted a series of steps that are conducive to
computationally affordable optimisation and to achieve robust models in
terms of neural architecture engineering and hyperparameters. This
Fig. 9. Representation of the grad-CAM scores for wheat samples from 5 different classes. For an easier interpretation, the ensemble input spectra are divided into
their original pre-processing methods, stacked vertically and coloured according to their grad-CAM score. Red segments correspond to the spectral features that the
CNN relied the most to perform the classification. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of
this article.)
D. Passos, P. Mishra Chemometrics and Intelligent Laboratory Systems 215 (2021) 104354study not only achieved higher accuracy compared to earlier works but
achieved it with a simpler model having only 1 convolutional layer, thus,
showing the benefit of proposed model optimisation strategy. Further-
more, the use of Grad-CAM feature visualisation approach allows a clear
visualisation of the important spectral band's contribution to the classi-
fication modelling closing the loop on the analysis pipeline. In terms of
time, the proposed optimisation strategy achieved the optimal model in 3
times less time compared to random search for optimal neural architec-
ture and hyperparameters. The method presented here can be general-
ised to wise range spectral data modelling problems.
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