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Some 2000 years ago, the average annual distance a person would normally travel, was approximately 500 km. The action radius of most people remained rather stable, but it rose gradually after the industrial revolution to some 1820 km (by car, bus, railway or aircraft) in the year 1960. Then, a period of rapid increase started, with almost 4390 km per year in 1990. Clearly, air transport, but also technological advances and changing lifestyles formed the background of this megatrend (see Chaturin 1988 , Schafer 1988 . Accessibility and proximity have become keywords in understanding the geographical pattern of the 'homo mobilis'. The emerging question is if and how this pattern of physical movement will be affected by the digital revolution.
Virtual connectivity through cyberspace has been a source of further unprecedented rise in the action radius of modern man. There is an increasing awareness that cyberspace and physical space are not substitutes. On the contrary these two domains are related with a complex relation, with cyber-place (CP) being the intermediate layer. The latter is essentially an integral part of Batty's (Batty 1997 ) concept of virtual geography, which is identified as the projection of the infrastructural layer of cyberspace on traditional space. CP is defined in accordance with cyberspace, the function of which is supported by CP.
Just like other elements of the Internet jargon such as the Internet superhighways, virtual communities, web-surfing, telecommuting, etc., CP and cyberspace are geographic metaphors. Apart from a way to understand the Internet structure, such metaphors expose its strong spatial foundation (Graham 1998) .
Just like any other social and economic activity, which is "inscribed in space and takes place" (Swyngedouw 1993, p. 305) , the Internet, as a platform for virtual interaction among individuals and organizations, has a geographical component. Following Batty's conceptualization, the virtual geography's element which is mostly responsible for the Internet's spatiality is the CP. Malecki (2002) , in his work about CP, recognizes that this element of the virtual geography fits best with the research questions that economic geography focuses on, as the cyberspace relies on the CP's real world fixities (Kitchin 1998a , Kitchin 1998b .
Despite the interpretation of early commentators that the Internet has an anti-spatial nature (Mitchell 1995) , the above discussion highlights the necessity to further explore the spatial dimension of such a system. Indeed, the rapid Internet penetration resulted in deterministic views about the impact of information and communication technologies (ICTs) , declaring the death of cities (Gilder 1995 , Drucker 1998 , Kolko 1999 , the death of distance (Cairncross 2001) , the emergence of tele-cottages (Toffler 1980) , and in general the end of geography, because of the widespread penetration of ICTs. However, such narratives have not been accompanied by hard evidence and empirical investigation. Although we know that "cities are well and alive" (Malecki 2002, p. 419) , and that ICTs did not generate such one-way dramatic impacts, there is not yet sufficient empirical knowledge about the relation between physical space and the Internet, especially at the macro -aggregated -level of geographic analysis. Indeed, the complexity of CP and cyberspace needs caution in the a priori adoption of (over-) simplistic approaches such as the cartoonish 'shrinking world' metaphor, which encompasses the complex interrelations between capital, space and technology and the subsequent recasting rather than shrinking impacts on space (Kirsch 1995) .
On the basis of the above, this chapter aims to achieve two goals. Firstly, a substantial effort is made in shedding more light on the complex nature of the CP adopting a spatial network perspective. The infrastructural layer of the Internet has developed as a network of myriad different networks. Although the topology of the Internet has been extensively studied from a complex system perspective (e.g. Faloutsos et al. 1999 , Adamic and Huberman 2002 , Pastor-Satorras and Vespignani 2004 and was one of the main test-beds for conceptual network models Albert 1999, Albert and Barabási 2002) , to date insufficient effort has been made to approach this complexity from a spatial perspective i .
Using this analysis, we also draw the big picture of the new -digital -urban hierarchies as they derived by their IP connectivities.
The results of this first analysis will feed into the following, second objective. Although we know that spatial configuration and the importance of agglomeration for social and economic activities is valid in the frame of the digital economy, we still do not know whether and how the Internet is affected by the tyranny of distance. While it is established that the Internet is a friction-reducing technology (Cohen et al. 2002, Cohen-Blankshtain and , the effect of distance and proximity on its structure is vague as we do not know whether its infrastructural layer is affected by centripetal or centrifugal forces.
Put simply, we do not know if the cost of physical distance affects the structure of a system to such an extent that it diminishes the cost of distance in digital communications.
The novelty of our contribution lies in the fact that although the geographic analysis of the Internet already has a short history of almost 15 years (Moss and Townsend 1997 , Wheeler and O'Kelly 1999 , Malecki and Gorman 2001 , Malecki 2004 , the impact of distance on the formation of the Internet -and most specifically on the formation of CP, which is the most well-defined Internet element in a spatial context -has not yet been empirically tested. The above is not surprising, as it reflects the overall disregard of the Internet by the spatial sciences because of its intangible, elusive, and complex technical nature (Bakis 1981 , Hepworth 1989 , Kellerman 1993 . After all, telecommunications infrastructure only becomes visible when it stops working (Star 1999) .
To empirically test the above research questions, we utilize here an extensive aggregated data set for the European CP, which, as far as we are aware, has never been used before in a spatial context.
Complex network analysis and gravity models which utilize panel data specifications will be employed in our study to quantitatively approach these research questions. From a spatial perspective, two different levels are used as a sensitivity analysis: a pan-European one using NUTS-3 regions and a local one, using Dutch municipalities.
The structure of the present chapter is as follows. In Section 2, the CP database is described. Then, in Section 3, the network structure of CP is explored using complex network analysis methods. Based on these results, Section 5 explores the urban geography of CP. Section 5 presents the modeling exercise on the impact of distance and proximity on the formation of CP. Finally, this chapter ends in Section 6 with some concluding remarks.
Database Description
The main data used for this study is the output of the DIMES project. This is "a distributed scientific research project, aimed to study the structure and topology of the Internet, with the help of a volunteer community" (DIMES 2010) . It is based on 3-6 million traceroute ii measurements made daily by a global network of more than 10,000 agents, who are voluntarily participating in this research project (for a description of the DIMES project, see also Shir 2005, Carmi et al. 2007 In addition, an inherent limitation of the geographic analysis of the Internet is its topological rather than geographic basis. Indeed, the Internet was designed as a logical network, the links of which are defined in topological terms, not using geographic coordinates. Thus, the Internet architecture of topological destinations (IP addresses) has little to do with physical locations (Dodge and Zook 2009) . In order to understand the above structure from a geographic perspective, an indirect approach is adopted and effort is spent to geo-code the different IP addresses using IP registration tables. This task is part of the DIMES project. We need to highlight here a potential accuracy issue due to the geo-coding process. It is common that IP addresses are owned by specific firms, which lease these IP addresses to the content providers (Dodge and Zook 2009) . The outcome of this process is that usually the physical location of the IP address, which is derived by the geo-coding process, does not match with the location of the content.
However, this does not create any bias in this study, as the focus of this chapter is the CP and the physical infrastructure of the Internet.
For the purposes of our analysis, an aggregation process has carried out. Initially, the IP links provided by DIMES were geo-coded at the city level. In order to homogenize and standardize the data, the IP links among European cities were aggregated at the regional NUTS iv -3 level in such a way that the city-to-city links were aggregated to region-to-region links. It needs to be noted here that the intra-regional links derived from the aggregation process were also included in the subsequent econometric analysis. In addition, the IP links were also aggregated to the Dutch municipality level.
In general, although specific limitations exist in studying the Internet from a geographic perspective, the DIMES data set appears to be the richest available secondary data source with a geographic projection of the Internet infrastructure. Despite the above-mentioned limitations, the size of the DIMES experiment and the wide-spread locations of the DIMES agents enable us to safely use this data set, especially considering the general lack of geographic data on the Internet and the Internet infrastructure.
The Network Structure of CP
The first phase of the analysis focuses on exploring the network topology of the IP network. To support this analysis concepts and methods from the complex network analysis (CNA) field are utilized here. To provide a brief introduction, the ideas which underpin this section are derived from the new science of networks (Barabási 2002 , Buchanan 2002 , Watts 2003 , Watts 2004 , an analytical field which focuses on large-scale real-world networks and their universal, structural, and statistical properties (Newman 2003) . Despite the strong focus of CNA on statistical physics, strong parallels exist between CNA and regional science, as the latter has a strong interest in networks (Cornell University 2010): while spatial economics and regional science focus on spatial structure, network analysis focuses on topological structure; and, while the former highlights the economic meaning of functional forms, the latter stresses the connectivity patterns of functional forms (Reggiani 2009, Reggiani and Nijkamp 2009 ). Using as a basis this conceptual parallel, CNA is used here as a tool to explore connectivity patterns in the topological configuration of the CP. The understanding of the latter is a vital step for continuing with the second part of our analysis, where the relation between physical distance and the topology of CP will be modeled. with the latter being almost doubled during the study period. Degree centrality is a connectivity measure and, in this case, is defined as the number of the accumulated IP links in each region discovered by the DIMES agents during the course of one year. Such a measure reflects the topology of the network. The vast increase in the maximum degree centrality is not reflected in the Gini coefficient, as the degree distribution was only slightly more uneven in 2008. Nonetheless, degree centrality appears to follow a highly uneven distribution in both years, while some form of hierarchy can be observed, with some regions performing network hub roles.
The outcome of the uneven distribution of the IP links among the European regions is an efficient CP.
Indeed, the average network distance is remarkably short despite the very low density of the CP. In a network framework, distance does not refer to Euclidean distance, but to the number of nodes that separate any two nodes v . For the case of CP, any two regions are separated on average by one intermediate node, which results in a network distance a little higher than 2. The latter is an indication of efficiency, as it reflects the ability of the network to transfer data flows with minimal routing, which involves less cost from the providers' point of view as well as faster and more secure communications for the Internet users.
The above qualities can be attributed to the small world (SW) characteristics of the CP. The latter refers to a widely used network model, whose main characteristic is the existence of highly-connected cliques, which gain global connectivity via a few links that span the entire network, linking distant clusters (Watts and Strogatz 1998) . This theoretical network model became popular because of its real-world applications. The CP resembles SW networks because of the short average distance -shorter than that observed in same size random networks (RN) -and the high clustering coefficient vi -higher than that observed in same size RN.
Another crucial element of the SW networks is the degree distribution, which distinguishes this network type from another widely used type of network model known as scale free (SF). SF networks share the above characteristics with SW networks, but the degree distribution of their nodes follows power laws, contrary to the exponential laws which characterize SW networks. The different distributions reflect the difference between these two types of networks in terms of the nodes' heterogeneity: while the powerlaw degree distribution of the SF networks reflects the existence of a very few super-connected hubs and a vast majority of less-connected vertices (Barabási and Albert 1999) , the exponential-degree distribution of SW networks resembles highly-connected cliques and less heterogeneous nodes 
Insert Figure 1
The scatter plots reveal the existence of two different curves for both years: a straight line indicating a power law for the most-connected nodes of the IP network and a curve suggesting an exponential law for the least-connected nodes. This 'dual' character of the CDF exposes a power law with a cutoff, since the power law does not fit the overall distribution, but only the most-connected nodes. The above visual observation is supported statistically by curve estimations based on OLS and the relevant log-log transformations (Faloutsos et al. 1999 , Gorman and Kulkarni 2004 , Schintler et al. 2004 , Patuelli et al. 2007 , Reggiani et al. 2010 , Tranos 2011 . The results of the OLS are presented in Table 1 , where three different laws are tested: exponential, power, and power with cutoff (Tanner function), accordingly: ,
,
Insert Table 1 Indeed, the OLS results confirm the visual observation that Tanner functions better fit better the overall distribution for both years. So, at an aggregated NUTS-3 level, the European IP network does not form a clear SF structure. From a spatial perspective, this can be interpreted as an agglomeration effect of IP connectivity in a limited number of regions which act as hubs. At the same time, the exponential tail denoted the existence of a cluster of less-connected regions, which is more homogeneous in terms of IP connectivity than if a hierarchical and clear SF topology were present. Moving a step forward, the next section will explore the impact of physical and relational proximities on the formation of this complex network.
The Urban Geography of CP
Despite the fact that CP fails to form a clear SF topology -at least at this level of regional aggregationthere are still cities which perform very important hub roles for the function of this system. 
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Furthermore, Outer London represents another phenomena: from one hand side we can observe a typical case of Modifiable Areal Unit Problem (MAUP -Openshaw 1984) which is related with the diverse size of the NUTS 3 regions in Europe and the non-systematic boundary building, and from the other side the spillover effect of the Internet connectivity. In regards to the former, the case of outer London indicates the artificial nature of the NUTS 3 boundaries as both Inner and Outer London regions refer to the same urban area. In general, the different size of NUTS 3 regions is a potential source of bias.
Although such a limitation is inherent in any analysis adopting the NUTS classification, at the same time et al. , Townsend 2003 . Nowadays, it is also common to find collocation facilities in remote areas which combine access to backbone networks and low cost electric power. The discussion has also emerged for locating such facilities in areas where renewable energy is available or in areas with low temperatures to decrease the cooling cost (for this discussion see Arnaud 2009 ). An indication of the above spillover effect can be observed in the below maps (Figure 2 ). Using local indicators of spatial association (LISA) we identify clusters of regions with high IP connectivity. This observation is a first indication of the existence of spatial spillover effects in the installation of the digital infrastructure.
Insert Figure 2
2 Alternative options include the aggregation at NUTS 2 level, but this would have resulted in much lower resolution analysis, and the use of Larger Urban Zones (Urban Audit in Eurostat 2011), which is not related with as extensive available statistical data as NUTS 3 regions.
CP and Proximity
In this section the impact of distance on the formation of CP is empirically tested. Distance is The above factor is the joint point with the notion of proximity as the underlying assumption behind our empirical analysis is that demand for such services will be increased between neighboring places. To justify this assumption we use argumentation borrowed from the French School of Proximity and Evolutionary Economic Geography. The former is a group of industrial economists, the main research objective of which is to endogenize space in economic analysis, and, more specifically, to incorporate space and other territorial proximity elements in a research framework, which aims to better understand the dynamics of innovation (for a review of the French School of proximty, see Torre and Gilly 2000) . A second development in further decomposing and analyzing the different components of proximity is research related to innovation and territorial learning in the broader framework of evolutionary economic geography. In recent years we have experienced an increased interest in factors which explain how firms and regions interact as part of a 'collective learning process', since learning and knowledge creation are essential components of the firms' and regions' competitive advantage (Boschma 2005) . The notion of proximity and its different expressions are linked with ideas about knowledge transfer and creation, tacit knowledge, and learning regions (Boschma 2004 ). The common basis of these approaches is the importance of proximity in innovation creation: more proximate actors will interact more intensively and this will lead to more innovation production. However, it needs to be highlighted here that proximity in this context is not defined only as physical proximity but also in relational terms. While Torre and Rallet (2005) refer also to organized proximity apart from the geographical one, Boschma (2005) introduces more proximity components including on top of the above, institutional, cognitive, and social proximity. Unlike physical proximity, organized proximity is a relational notion, and refers to the ability of an organization to enhance interaction between its members. The main point behind this concept is that members of the same organization will interact together more intensively than actors outside the organization (Torre and Gilly 2000) . Cognitive proximity is defined as the level of similarity of the knowledge base of different organizations (Nooteboom 2000 , Balland 2011 ). Organizations collaborate and form links and networks using as criteria for their choices the knowledge background of the potential partners, as people and organizations, which share the same knowledge background and expertise may learn from each other (Boschma 2005) . Social proximity lies on the idea that economic relations are embedded in a social context and this is why economic outcome is affected by social relations. Similarly to the above, the learning performance of an organization is affected by the social ties of its actors (Boschma 2005 ).
Finally, following North's (1993) definition, institutions are the amalgamation of formal rules and informal constraints including behavioral and social standards, while organizations can be approached as a group of agents performing the same activity. Put simply, organizations define agents' practices and strategies in the overall context provided by the institutional ecosystem in which they are positioned (Kirat and Lung 1999) .
Although the focus of this chapter is the relation between CP and physical distance or, in other terms, geographical proximity, we can 'borrow' the conceptual work on the different proximity dimensions to build our hypothesis: demand for IP communications and consequently the structure of CP, to the extent that the latter meets the former, is negatively related with distance. This hypothesis is empirically tested in this section. In order to do so, the intensity of the NUTS 3 IP links derived by the DIMES project are utilized in a gravity model with panel data specifications. Before we present the econometric specifications and the results of the modeling process, the quantification of the different proximity types is discussed.
The key variable in our modeling exercise is geographic proximity. Although it appears to be the most straightforward and easy to understand dimension of proximity, different conceptualizations can be utilized as physical proximity might be affected not only by Euclidean distance, but also by the transportation cost between two places and their accessibility. In our case, geographical proximity is represented by the Euclidean distance between the centroids of two NUTS-3 regions. In addition, other variables are also included in the analysis to capture other facets of proximity. Following Hoekman et al.
(2009), institutional proximity is defined on the basis of whether or not two regions are part of the same country. The underlying assumption is that two regions, which share the same institutional-country characteristics, will be characterized by a higher level of virtual interaction than two regions from different countries. Thus, the digital infrastructure between nearby places in institutional terms is expected to be more intensive than between distant places. For this reason, a dummy variable is built with 0 denoting an IP link between two regions from a different country and 1 indicating an intracountry IP link. In addition, the adopted level of analysis enables us to capture even more detailed institutional characteristics, as the adopted city-region spatial unit is characterised by a degree of functional integration. On that basis, we may assumed that the location of two cities in the same region will positively affect the intensity of the digital infrastructure between them. For this reason, a second dummy variable is built with 1 indicating intra-regional IP links, and 0 vice versa. Finally, a set of dummy variables is introduced in order to capture the potential effect of different geographical areas inside the European territory such as IP links inside the Nordic region, the South and the Central-East Europe.
These variables can be approached as a proxy for social proximity given the cultural similarities among countries from these areas.
The dependent variable in our proposed models is the intensity of IP links between NUTS 3 regions. As mentioned before, this is an infrastructural indicator, which does not represent the capacity of the digital infrastructure, but rather the number of IP links between places, as they were captured by the DIMES project. Of course, it would have been very interesting to have either the capacity of the installed infrastructure or the flows that run through these fiber-optic cables, but such data is not available at such fine-grained scale. Nonetheless, the intensity of the IP links between any two places provides good insight about the overall digital infrastructure -including bandwidth -installed between any two places.
Empirical results
In order to investigate the impact of physical distance and other types of proximity on the intensity of CP links the following generalized gravity model is estimated:
(1)
The dependent variable here is the natural logarithm of the intensity of IP links between any i and j Simply put, these variables present the total number of IP links originating or terminating in i and j. It should be noted here that, for the calculation of these variables, the IP links with non-European cities were also included in the analysis. This choice was made in order to better reflect the overall importance of i and j in CP. Finally, yearly effects t 2 -t 4 are also included in the regressions, α 0 is the effect common to all years and pairs of regions, and , with μ ij a bilateral random effect and υ ijt the idiosyncratic error.
Instead of estimating the above model cross-sectionally, a panel data specification is preferred. Firstly, panel data improves the researchers' ability to control for missing or unobserved variables (Hsiao 2003) . Such an omitted-variable bias as a result of unobserved heterogeneity is a common problem in cross-section models. In addition, potential selection bias in IP links due to the traceroute process can be addressed more efficiently with panel data. In a nutshell, a panel data specification reduces the risk of obtaining biased estimators (Baltagi 2001) .
While panel data introduces methodological gains, there are also shortcomings that need to be addressed. According to the literature (Wooldridge 2003) , the most widely used panel data models are the fixed effects (FE) and random effects (RE). As the main aim of this chapter is to estimate the impact of the different proximity measures on the creation of CP, it is preferred to use an RE model rather than an FE model, as because of the first differentiation process, the latter will result in the elimination of most of the proximity measures, because they are measured as time-invariant variables (e.g. Brun et al. 2005 , Etzo 2011 . Table 3 . The latter result confirms the argumentation provided in Section 3 about the SW attributes of the CP. Nonetheless, it needs to be highlighted here that the focus of the analysis is the IP connectivity and the number of IP addresses, and not the actual capacity of these links. Finally, the proxy variables for social proximity have also a positive sign, indicating higher intensity between these areas. However, their impact becomes insignificant when the country-to-country effects are also included in the analysis (column 5, Table 3 ).
Insert Table 3
To increase the robustness of our analysis, an attempt is also made to analyze the role of distance on the formation of CP at the very detailed scale of the municipal level. As mentioned above, MAUP might create bias in the above analysis because of the NUTS 3 classification. In order to overcome the potential bias, and also as a sensitivity analysis of the above model, the IP data was re-aggregated using as the Dutch municipalities as the areal unit. Based on this, a new simple gravity model is built and the results are presented below in Table 4 .
Insert Table 4
Again, the impact of physical distance is tested along with the Newtonian masses. As before, the latter are presented by total amount of IP links terminating in each municipality, including the links with nonDutch destinations. As it can be seen in Table 4 , column 1, physical distance has again a significant negative impact even at this very fine-grained scale. To further explore this relationship, we also included a dummy variable indicating intra-municipality IP links. Just like in the previous gravity model, for this case we used as distance the diameter of a circle, the perimeter of which is similar to the perimeter of the municipality. The importance of intra-municipal IP links overshadows the impact of distance, and the latter has a negative impact, which is not statistically significant. However, this is not an indication that distance is not relevant at such a small scale. On the contrary, distance is related with the location of IP links inside the boarders of a municipality, because such links are always of short distance. Interestingly enough, the boarder effect is strong in this case than distance itself.
To summarize the above multi-scalar results, IP connectivity appears to be higher between neighboring.
Border and localization effects become significant, even for the digital infrastructure.
Conclusions
Although spatiality is usually not an issue in the discussion around the Internet, our study aims to address this viewpoint, approaching the Internet infrastructure from a spatial perspective, despite the technical and conceptual difficulties that such an exercise involves. The novelty of this chapter lies not only in the spatial perspective adopted in the analysis, but also in the effort to quantify these issues through an evidence-based modeling approach. While the discussion about the relation between the Internet and real-world geography is not new in the literature, hard evidence deriving from a modeling exercise has not yet been extensively utilized. For instance, while it is clear nowadays that the 'end of geography' discussion was not a valid proposition, convincing empirical evidence has still not yet been provided.
Our analysis reveals that Tobler's First Law of Geography is valid in the CP. The intensity of IP connectivity is higher between neighboring regions indicating the role of physical distance in the formation of the CP. The latter can be approached both as an indication of cost in physical connectivity (Waxman 1988 ) and also as an indication of higher demand in IP communications between nearer destinations. Our results are in agreement with previous studies which focus on the interlink between physical distance and the digital infrastructure (D'Ignazio and Giovannetti 2007). In addition, in the present chapter the notion of distance is extended in relational terms. According to this, CP is not only affected by costs deriving from physical distance, but also by costs related with institutional proximity.
Drawing on the results of our analysis, specific spatial processes can be identified. Firstly, centripetal forces agglomerate IP links in specific locations, which act as the hubs of this digital infrastructure.
During the four-year study period, the uneven distribution of IP connectivity has -marginallyincreased. But, overall, CP appears to be strongly curved by agglomeration forces. In addition, spillover effects can be observed, as high IP connectivity can also be found around metropolitan NUTS 3 regions.
On the other hand, centrifugal forces 'protect' the less-connected regions, securing a level of connectivity which would not be observed if clear SF structures were utilized. Other forces, including the -limited -provision of IP connectivity from non-private ISPs, ensure that less-connected regions are not as thinly connected as an SF structure would indicate.
To conclude, despite the inherent difficulty to approach the Internet from a spatial perspective, the above analysis reveals not only the spatial dimension of the Internet, but also the impact of physical distance on the structure of this complex spatial network. Further research needs also to be done in order to understand the impact of more relational facets of distance and proximity. Such an exercise will enable us to further shed light into the complexity of the Internet by approaching it from a relational point of view. Standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% Standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at Gorman and Kulkarni (2004) , Schintler et al. (2004) , Vinciguerra et al. (2010) , and Tranos (2011) . ii Traceroutes are specific programs, which map the route that a data packet follows through different nodes in order to reach its final destination (Dodge and Zook 2009) . iii These links function at level 3 of the OSI model. As noted elsewhere (Tranos 2010) , the first three layers of the OSI model represent physical infrastructural capital, while the four highest layers reflect ' infratechnologies' (Tassey 1992 , Tassey 2008 . iv NUTS is the French acronym for the Nomenclature for Territorial Units of Statistics, and NUTS-3 is the most detailed level usually representing a province. v Because there are usually numerous different ways to connect any two given nodes (known as walks), research commonly focuses on the shortest path, known as distance (Nooy et al. 2005) . vi The clustering coefficient of node i is the ratio between the number of edges E that exist among its nearest neighbours (nodes which are directly connected with node i) and the maximum number of these edges, where k i is the number of nodes in clique i: C i = 2E i k i (k i −1) (Latora and Marchiori 2001) .
vii For a review of the new science of networks from a spatial economics perspective, the reader is referred to Reggiani and Vinciguerra (2007) , and, for an application of CNA on the Internet infrastructure, to Tranos (2011) . viii The maximum number of edges in a network is = n(n-1)/2.
