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Analytical calculations show that two-alternative force-choice data are not always suitable for specifying the parameters of the under-
lying discrimination model. Experimentally, we show here that in the case of contrast discrimination in humans, a variety of models
spanning a large range of parameters can explain the data within an experimental error. Monte-Carlo simulations indicate that the num-
ber of trials in psychophysical experiments is not the limiting factor in estimating the parameters in contrast discrimination. These results
can therefore explain the contradictory conclusions made by diﬀerent groups about the relationship between the response to contrast and
the noise amplitude.
 2005 Elsevier Ltd. All rights reserved.
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Human performance in psychophysical tasks, where
stimuli with diﬀerent intensities have to be discriminated,
depends on the magnitude of the internal response in the
brain, and on its trial-by-trial variability (Green & Swets,
1966). The speciﬁcation of these components is important
for understanding the characteristics of the internal mod-
ules that process the presented stimuli. However, these
components cannot be measured independently in a psy-
chophysical experiment. Recent attempts to resolve this is-
sue in the case of contrast discrimination led to conﬂicting
results, indicating that the internal noise magnitude is
either increasing with contrast (Kontsevich, Chen, & Tyler,
2002a; Lu & Dosher, 1999) or constant (Gorea & Sagi,
2001), or approximately constant (Foley & Legge, 1981).
Here, we show a limitation of the two-alternative force-
choice (2AFC) method in separating signal and noise in
contrast discrimination and provide an account for the var-
ious results reported in the literature.0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.09.022
* Corresponding author. Tel.: +972 8 934 3747; fax: +972 8 934 4131.
E-mail address: Dov.Sagi@Weizmann.ac.il (D. Sagi).In the 2AFC procedure, an observer reports which one
of two stimuli with diﬀerent intensities, presented sequen-
tially in a single trial, contains the target (e.g., the stimulus
with the higher intensity). Signal detection theory (SDT)
assumes that each stimulus evokes a one-dimensional inter-
nal response that varies across trials, and that the observ-
ers performance depends on the distribution of internal
responses. Two simplifying assumptions are usually added
in practice: (1) the distribution of the internal responses is
Gaussian, and (2) the decision is made by comparing the
internal responses for the two stimuli. The percentage of
correct discriminations under these assumptions is given
by Green and Swets (1966) and Thurstone (1927):
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where U(x) is a cumulative distribution function for normal
distribution, Rs1 ; Rs2 , are the mean internal responses,
rs1 ; rs2 are trial-by-trial standard deviations of the internal
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ination between stimulus s1 and s2. The values of P s1;s2 are
measured in the experiment, whereas the Rs and rs are the
parameters of the model. Eq. (1) has four unknown vari-
ables for one pair of stimulus intensities, leading to an
ambiguous solution for the Rs and rs. By increasing the
number of stimuli and pairs, it is possible to deﬁne an over-
determined set of equations, and thus, to estimate the
parameters of the model (McNicol, 1972; Torgerson,
1958).
A mathematical analysis of the above SDT equations
shows two types of problems when attempting to recover
model parameters (i.e., the internal response and noise val-
ues). First, there is the possibility of multiple solutions for
the same set of data (Iverson, 1987), as for example when
solving a quadratic equation. Second, since the data have
only limited precision and constitute only an estimate of
the actual performances, very diﬀerent solutions may cor-
respond to very similar performances (Katkov, Tsodyks,
& Sagi, submitted). Thus, two data sets with small diﬀer-
ences, which are within experimental errors, may result
from very diﬀerent values of parameters. The models that
give rise to such data are termed singular models. Not all
sets of performances correspond to singular models. For
non-singular data, small ﬁnite deviations in the measure-
ments produce small ﬁnite changes in the models parame-
ters. These non-singular models are expected to exhibit a
higher stability in the presence of experimental errors,
i.e., the parameters of such models should be relatively easy
to estimate. The mathematical analysis of Katkov et al.
(submitted) identiﬁed four families of singular models,
related to the above SDT equations, among which is the
family that includes models with constant noise. The term
family is deﬁned here as a set of models that explain the
data, within the experimental error. Thus, the size of a fam-
ily depends on the number of trials. When a family includesuntil respons
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Fig. 1. Experimental scheme. (A) Schematic representation of the presented s
ﬁxation point (300 ms), blank screen (350 ms), stimulus (92 ms), blank screen
observer was obtained. (B) Contrast pairs used in the experiment. The row
represent pairs of stimuli (deﬁned by the row and column indexes) used in thea singular model, all models that are not distinguishable
from the singular model are also included, and the range
of parameters explaining the data expands substantially,
making a reliable estimation of the ‘‘true’’ model almost
impossible.
As will be shown here by way of simulations, 2AFC per-
formances that are consistent with the constant noise mod-
el are also in agreement with non-constant noise models
when the measurement error is taken into account. This
ambiguity in the solutions can be resolved by applying
additional constraints on the underlying model, as is usual-
ly the practice, by assuming a speciﬁc functional dependen-
cy of noise on the response. An earlier attempt to construct
an unconstrained contrast discrimination model was made
by Foley and Legge (1981), who used low-contrast grating
stimuli at around contrast detection threshold. Here, we
analyzed contrast discrimination data covering a large
range of contrasts, without putting any constraints on the
underlying model. Speciﬁcally, we checked whether the
contrast discrimination data can be described by a constant
noise model. We also checked the eﬀects of a limited num-
ber of trials on the parameter estimation. To this end, we
estimated the parameters of the model that describes the
experimental data, and checked the sensitivity of the
parameters to small variations in performance. To check
the eﬀects of ﬁnite sampling, we performed Monte-Carlo
simulations of 2AFC experiments in the SDT framework
for diﬀerent types of models, including models describing
the measured data.
2. Methods
2.1. Psychophysics
The temporal 2AFC paradigm was used in the psycho-
physical experiment (Fig. 1A). The stimuli consisted of ae
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timuli. The following sequence of frames was presented to the observers:
(450 ms), stimulus (92 ms), and blank screen until the response from the
and column titles represent the index of the stimulus. The dark squares
comparisons.
M. Katkov et al. / Vision Research 46 (2006) 259–266 261single Gabor Patch (GP) added at the center of the screen
to an otherwise uniform gray display with a 36 cd/m2 mean
luminance. A GP is the product of a cosine grating and a
Gaussian envelope. The spatial frequency of the carrier
grating was 9.5 cpd and the width of the envelope was
equal to the period of the grating. The contrast of the
GPs (deﬁned here as the GP amplitude divided by the
screens mean luminance) was varied. Two stimuli with dif-
ferent contrasts were presented to the observer during a tri-
al and the observer had to report which of the two stimuli
appeared to have a higher contrast. The stimuli were pre-
sented on a Mitsubishi Diamond Pro 900u computer mon-
itor (19 in.).
The experiments were performed with each observer
covering the high (less than 61.5%) and middle (slightly
above detection threshold) contrast ranges. A total of seven
contrast levels were chosen in each range. Four neighbor-
ing contrasts were used in pair-wise discriminations for
each GP contrast (schematically represented in Fig. 1B).
All pairs chosen for comparison were checked so that they
had neither too many nor a too small number of errors
(60–90% of correct responses) in a short session. If some
of the performances were too high or too low, then the
set of contrasts was corrected, and the test was repeated.
Three observers (17–27 years old) participated in the
experiments and all of them had normal or corrected-to-
normal vision. Approximately 600 pair-wise discrimina-
tions were performed for each pair by each observer.
2.2. Monte-Carlo simulations
The performances of a hypothetical observer were mod-
eled using Monte-Carlo simulations. For this purpose, a
number of stimuli and a set of pairs for comparison were
ﬁxed. Then, a hypothetical observer was assigned a mean
internal response and noise amplitudes for each stimulus
(‘‘true’’ model), which were kept constant for all trials dur-
ing the simulations. The mean internal response as a func-
tion of the stimulus index was of two types: (1) a linear
function of the index and (2) a function generated by sort-
ing uniformly distributed random numbers in increasing
order. Noise amplitudes as a function of the stimulus index
were constant or sorted uniformly distributed random
numbers either in descending or ascending order. Addition-
ally, Monte-Carlo simulations were performed during the
sensitivity test (explained later) for the parameters of mod-
els derived from the experimental data. For the purpose of
normalization, the smallest and highest mean internal
responses were set to 0 and 1, respectively. Adding a com-
mon constant to all R values and scaling all the parameters
by the same value does not change the models perfor-
mance (Eq. (1)).
The simulation procedure consisted of modeling 2AFC
trials. A ﬁxed number of trials for each pair was chosen.
During each trial, an internal response for each stimulus
in the pair was computed using a generator of normally
distributed random numbers. The mean and the standarddeviation of the generator were set to the mean internal re-
sponse and noise amplitude for a corresponding stimulus.
The trial was marked as correct when the diﬀerences be-
tween the internal responses had the same sign as the diﬀer-
ences between the mean internal responses assigned to the
stimuli. At the end of the simulation, the rate of correct
responses was computed for each stimulus pair.
2.3. Parameter estimation
To estimate the parameters of the model (Rs and rs in
Eq. (1)), we computed an observer model that minimizes a
cost function based on the diﬀerences between the mea-
sured and modeled performances. We used the following
cost function:
EðxÞ ¼
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where x is the combined vector of the mean of the internal
responses (R) and noise amplitudes (r), and Pi,j is the cor-
rect discrimination rate measured for the pair (i, j). The
summation is performed over all pairs chosen for the
pair-wise discrimination. In the constant noise model, all
ri values were forced to be a single value (ri  r) for esti-
mating the parameters.
To determine the sensitivity of the estimated parameters
to experimental errors, one should check the deviation of
the estimated parameters as a result of small changes in
performance. In the singular case we expect large changes
in the parameters. To this end, we modiﬁed each Pi,j ob-
tained in the simulation or measured in the experiment
by adding a normally distributed random value with a zero
mean and a standard deviation equal to the standard error
computed from simulated or measured data, correspond-
ingly. Then, parameters were estimated for the modiﬁed
performances. This procedure was repeated several times.
The sensitivity of the parameters was also tested by repeat-
ing the simulation–estimation procedure several times,
starting with the same initial conditions. The results were
compatible in both cases.
The compatibility of the data with a constant noise
model can be checked by the v2 goodness of ﬁt presented
in Kontsevich et al. (2002a). The estimations of the proba-
bility of correct responses in the experiment after n trials
have a binomial distribution over diﬀerent realizations,
with a mean P (predicted by the model, see Eq. (1)) and
a variance P(P  1)/n. A single pair v2 can be computed as
v2 ¼ ðP 
m
n Þ2
P ð1 PÞ=n ; ð3Þ
where m is the number of correct responses in n trials.
The overall v2 error is the sum over all pairs. The num-
ber of degrees of freedom is the number of the experimental
comparisons minus the number of estimated independent
parameters. In the case of a constant noise model the
262 M. Katkov et al. / Vision Research 46 (2006) 259–266number of independent variables is the number of stimuli
minus one, since one variable can be used for choosing
the initial point in the internal response axis and does not
change the performances.
Each observer performed experiments in two ranges of
contrasts. The recovered constant noise models were used
to combine the results obtained in diﬀerent contrast ranges
into one model. The models for diﬀerent ranges were ﬁrst
scaled to have the same noise amplitudes and then a con-
stant was added to all values of the mean internal responses
for each model, producing the best ﬁt (in the least squares
sense) for the following equation with ﬁtting parameters c,
a1, a2:
RðcÞ ¼ a1cc þ a2. ð4Þ
Eq. (4) represents the high-contrast limit of the gain control
model (Legge & Foley, 1980).
3. Results
3.1. Psychophysics
The parameters of the model best ﬁtted to the discrimi-
nation data and their sensitivity to the experimental error
are presented in Fig. 2 for three observers (see details in
Section 2). It can be seen that the noise amplitudes, ob-
tained for the slightly perturbed performances, have a large
variability. There are two possible explanations for the
parameter variability: the limited number of trials, and0.1 0.2 0.3 0.4 0.5 0.6
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Fig. 2. Stability of the models obtained for the experimental data. The mean i
columns, respectively. Each row represents diﬀerent experiments (observer and
lines denote the recovered model and the open circles denote the parameters be
all cases, except the case represented by the last row.the presence of singularity (see Section 1). In the latter case,
increasing the number of trials does not change variability
much. In order to check which explanation is valid here, we
tested if any singular model can describe the data. To this
end, we ﬁxed all noise amplitudes to be a single value dur-
ing the ﬁtting and found the best constant noise model (a
singular model) that describes the data. We found that
there are no appreciable diﬀerences in the performances
predicted by the two models ﬁtted to the data (the constant
noise model and the unconstrained one). It is also reﬂected
in the goodness of ﬁt test. The goodness of ﬁt test, when ap-
plied to the performances predicted by the constant noise
model best describing the data, showed a signiﬁcance level
approaching 1.0 in ﬁve experiments and was around 0.6 in
the sixth one, meaning that the data are very well described
by the constant noise models. Thus, the variability of the
model parameters is mostly explained by its singularity
and not by the ﬁnite sampling. Moreover, the obtained
noise amplitudes for modiﬁed performances were either
decreasing or increasing functions of the contrast, similar
to the simulation results obtained for the constant noise
models (see Section 3.2 below, Figs. 4B and 5).
Three observers performed the experiments, each in two
ranges of contrast. The parameters of the constant noise
models obtained in the two experiments, performed by
each observer, were merged and are presented in Fig. 3.
The noise amplitude of these plots is equal to one for all
stimuli and the mean internal response for the smallest con-
trast is set to zero for the purpose of normalization. NoteG
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Fig. 4. Stability of the recovered mean response values and noise
amplitudes (simulation). The mean internal responses and noise ampli-
tudes are presented on the plots in the left and right columns, respectively
for three noise dependencies on stimuli: (A) increasing, (B) constant, and
(C) decreasing. The solid lines represent the values chosen before the
simulation (‘‘true’’ model), and the dashed lines represent the recovered
ones. The open circles denote the parameters best describing the perturbed
performances. The models were recovered from simulated performances
that were obtained with 2000 trials per pair.
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Fig. 5. Examples of noise amplitudes computed analytically and estimated
from simulated performances. The picture shows a comparison of noise
amplitudes estimated from the simulated data and ones obtained by
analytical computation for diﬀerent values of parameter c (Eq. (5)). The
‘‘true’’ model is a constant noise model here. The performance for all
models presented here is almost identical.
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Fig. 3. Combined mean internal response functions are presented for the
three observers who participated in the experiment (diﬀerent plots). The
noise amplitude for all plots is set to one. The dots represent the mean
internal response values for the range of middle contrast, open circles—for
the range of high contrast, and the dotted curves represent the power ﬁt
(Eq. (4)).
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trast, obtained in independent experiments, are consistent.
There is a good ﬁt of the parameters to the power function
for all observers, as suggested in the literature for the gain
control model (see Section 2 for details). However, since
the constant noise model is a singular one, and a singularity
implies that a large family of models can explain the same
data, the 2AFC method does not allow a unique speciﬁca-
tion of model parameters, as seen in Figs. 2 and 5.
3.2. Monte-Carlo simulations
The estimated model parameters are extremely sensitive
to small changes in performance when the true model
approaches a singular one (Katkov et al., submitted). How-
ever, even for non-singular models, there is a deviation of
the estimated model from the true one. To study the eﬀects
of ﬁnite sampling, we performed a Monte-Carlo simulation
of psychophysical experiments using the SDT model previ-
ously described (see details in Section 2). Based on the sim-
ulated performances, we estimated the parameters of the
model. To this end, we minimized the cost function, which
is deﬁned as the sum of the squared diﬀerences between
performances predicted by the model and the simulated
ones. The comparisons between the true parameters and
the ones estimated by the model are illustrated in Fig. 4.
It can be seen that the mean internal responses and noise
amplitudes were recovered reliably in all cases except where
the true model is a singular one (Fig. 4B). In this case, the
shape of the recovered noise amplitude is very diﬀerent
from the true one. In the following text, we focused on
the constant noise singular models, since the contrast dis-
crimination data are compatible with it (see Section 3.1).
The variability of the model parameters estimated in dif-
ferent runs (simulated performances followed by the esti-
mation of the model parameters using the same ‘‘true’’,model) exhibits behavior expected from the analytical cal-
culations: the constant noise true model (one of the singu-
lar models) shows a large variability of estimated
264 M. Katkov et al. / Vision Research 46 (2006) 259–266parameters, whereas the other models exhibit much less
variability. Moreover, the shape of diﬀerent solutions can
also be predicted from the analytical calculations. For
example, for the (singular) constant noise model, the corre-
sponding family of models can be parametrized in the fol-
lowing way (Katkov et al., submitted):
R0i ¼
ð1þ cRiÞRi
1þ c
r0i ¼
ð1þ 2cRiÞr
1þ c .
ð5Þ
Here, Ri is the mean internal response of the original singu-
lar model, r represents the noise in the constant noise true
model, R0i and r
0
i are the parameters of a model from the
family parametrized by c, which result in similar perfor-
mances (formally c 2 ½ 1
2
;þ1, and c = 0 corresponds to
the original constant noise model). Fig. 5 compares analyt-
ical models obtained for several c values (Eq. (5)) and those
obtained in the simulation. It can be seen that every model
obtained in the simulations can be closely approximated by
one of the models in the family described by Eq. (5). Thus,
we can also conclude that for the limited number of trials
used in the psychophysical experiments, the sensitivity of
the model parameters to the perturbation of the perfor-
mances in the singular case is higher than that deﬁned by
the ﬁnite sampling in the non-singular case. Thus, if the
data are compatible with a singular model, any model from
the corresponding family will describe the data well. More-
over, a family of a singular model spans a larger space of
parameters than models deﬁned by ﬁnite sampling.
Next, we investigated whether statistical tests can be
used to test whether a computed model belongs to a singu-
lar family or not. More speciﬁcally, whether the range of
models that are compatible with a given singular model is
dependent on the sampling size. The smaller the sampling
size is, the higher is the probability that a speciﬁc set of per-
formances are compatible with some singular set of perfor-
mances. We tested this possibility on the simulated data,
applying a v2 goodness of ﬁt test (see details in Section 2)
to the constant noise model best describing the estimated
performances (in the least squares sense). When the true
model had constant noise (a singular model) and the recon-
structed parameters were very diﬀerent (Fig. 4B), the signif-
icance level p was approximately one. For non-singular
models, where the model parameters are reliably recon-
structed, the test showed p < 1015, thus rejecting the con-
stant noise model. Therefore, the statistical tests can indeed
be used to specify the type of the recovered model (singu-
lar/non-singular).
The simulation results show that predictions of the ana-
lytical calculations hold for a realistic number of trials.
Speciﬁcally, there is a qualitative diﬀerence in the sensitiv-
ity of the estimated parameters regarding the experimental
errors between the two classes of models. The simulation
results also show that the least square estimator can reli-
ably reconstruct the parameters of the non-singular model,and that the v2 goodness of ﬁt test can be used to determine
which type of the model (singular or not) is more appropri-
ate to describe the data.
4. Discussion
Our analytical calculations show that a singularity exists
in the parameterization of the performances using the
2AFC procedure (Katkov et al., submitted). This singular-
ity leads to an ambiguity in the estimation of the parame-
ters for some types of models. For example, for the model
with noise amplitudes independent of the stimulus intensi-
ties, there is a family of other models with large diﬀerences
in parameters and close performances. Note that when per-
formance diﬀerences between two models are smaller than
the standard deviation of performances obtained in the
experiment, the models are practically indistinguishable.
In the singular case the span of parameters, bounded by
the standard deviation of performances, decreases with
the number of trials very slowly, remaining wide even for
an unrealistically large number of trials. On the other hand,
Monte-Carlo simulations show that the parameters of the
models outside singular families can be reliably estimated
by minimizing the sum of the squared diﬀerences between
the predicted and measured performances (the least squar-
es estimator). Whether the model is from the family of sin-
gular models or not can be established using the v2
goodness of ﬁt test.
An analysis of the SDT model shows that it is practically
impossible to distinguish between models of the same fam-
ily. The ﬁnite number of trials make the situation even
more dramatic. For example, models with internal respons-
es having a Poisson distribution with a mean above 5–10,
which can be approximated by the Gaussian distribution
having a variance equal to the mean, produce performanc-
es for pair-wise discrimination that are almost identical to a
certain Gaussian constant noise model. Thus, within the
number of trials used in the psychophysical experiments,
it will be almost impossible to discriminate between these
two types of models in the 2AFC experiments. Neverthe-
less, ambiguity can be removed if some constraint is ap-
plied to the model parameters. For example, an a priori
assumption that the noise is constant yields a unique mod-
el. An a priori assumption of Poisson noise leads to anoth-
er unique model. Thus, assumptions used in diﬀerent
versions of the Thurstonian scaling method (like any other
assumptions) may produce a unique solution (as in Foley &
Legge (1981)), which can be unique, however, only under
the assumptions used in the method.
The experimental results obtained in this work, in the
ranges of middle and high contrasts, are well described
by the constant noise model. This is consistent with some
of the results presented in the literature (Foley & Legge,
1981; Gorea & Sagi, 2001). Nevertheless, the present anal-
ysis shows that the true model for human observers is not
necessarily a constant noise model, since this model is a sin-
gular one, and for every constant noise model there are
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that can describe the data as well (Katkov et al., submit-
ted). This ﬁnding can explain the variety of results obtained
by diﬀerent groups.
Several authors modeled contrast discrimination using a
noise function that increases with internal response. Lu and
Dosher (1999) used an equivalent noise paradigm employ-
ing external noise. The experimental results were modeled
using a processing scheme that included both multiplicative
and additive noise, as well as transduction nonlinearities.
The model used is mathematically equivalent to a theory
of contrast gain control (Legge & Foley, 1980) with con-
stant noise (Lu & Dosher, 1998). Thus, it is mute in the
context of the present discussion regarding the dependency
of noise on the response magnitude. Kontsevich et al.
(2002a) used an SDT model, assuming that the mean inter-
nal response and the noise amplitudes are power functions
of contrast. The 2AFC paradigm was used in that work
and thus, a singularity problem may appear. However,
the power-function assumption used by Kontsevich et al.
(2002a) constrained the model parameters and could there-
fore hide singularities. In Fig. 6 we present some simula-
tions that illustrate this point. We assume here that the
true model is of the Legge and Foley (1980) type, as shown
in Fig. 6A, and that internal noise is independent of the
response (a singular model). A simulation of the contrast0 0.2 0.4 0.6 0.8 1
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Fig. 6. Power ﬁt of the contrast gain control model. Power ﬁts to data simula
transducer function used: R  c2.6/(c2.0 + 0.1). (B) Psychometric curves obtai
contrast pair. Psychometric curves are shown for three base contrasts: 0.25, 0.5
small variability of predictions. The average parameters for the ﬁt are presen
parameters for one of the models presented in plot (C). (E) The variability o
obtained from ﬁtting simulated performances (200 trials). Each curve repres
variability of estimated models gives an estimate of the conﬁdence intervals. M
inset.discrimination task was performed (see Section 2) with
contrast pairs consisting of three base contrasts, each
paired with 20 contrasts equally spaced between zero and
one (200 trials per measurement). Based on the obtained
performances, we estimated the parameters of the model
presented in Kontsevich et al. (2002a):
RðcÞ ¼ cp; rðcÞ ¼ kRðcÞq.
The estimated parameters obtained from repeating the
simulation/estimation procedure are presented in Fig. 6C.
The obtained models exhibit a behavior very diﬀerent from
that of the original true model. To estimate the conﬁdence
interval of the recovered parameters, we chose one of the
models and performed several simulation/estimation pro-
cedures. The variability of the estimated models is present-
ed in Fig. 6D. The range of estimated parameters and v2
are close to that presented in Kontsevich et al. (2002a).
As can be seen, the variability of the constrained parame-
ters and models is not wide. In contrast, when no con-
straints are applied to the model parameters, their
variability is much larger (Fig. 6E), as expected for a singu-
lar model. Thus, possibly the conclusion of Kontsevich
et al. (2002a) could be aﬀected by the constraint imposed
on the model.
A new approach for analyzing noise in detection tasks
was recently developed by Gorea and Sagi (2001). It was0 0.2 0.4 0.6 0.8 1
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ned from simulated performances of the model using 200 trials for each
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ted in the inset (see details in the text). (D) The variability of estimated
f estimated parameters if no constraints are applied. All the models were
ents the estimated model from separately simulated performances. The
inimal and maximal values of estimated parameters are presented in the
266 M. Katkov et al. / Vision Research 46 (2006) 259–266suggested that observers use a ﬁxed internal reference (Rref)
when making decisions regarding the presence or absence
of equally probable targets that are presented within the
same behavioral context (Gorea & Sagi, 2000; Sagi &
Gorea, 2004). This reference can be estimated from the
false-alarm rates associated with the diﬀerent targets.
False-alarm rates in turn depend on the noise amplitude
for non-target stimuli (r) and on the internal reference
(according to SDT, ZFA ¼ ðRref  Rno targetÞ=r, where
Rno target is the mean internal response in the absence of a
target). Thus, in the presence of a ﬁxed reference, the task
associated with the larger r is predicted to produce a higher
false-alarm rate, with ZFA inversely proportional to its
corresponding r (see the discussion in Kontsevich, Chen,
Verghese, & Tyler (2002b) & Gorea & Sagi (2002)). This
prediction was recently conﬁrmed in experiments using
external noise, where the paired targets had diﬀerent exter-
nal-noise amplitudes (with amplitude ratios up to 3), thus
eﬀectively producing diﬀerent internal noise levels (Sagi &
Gorea, 2004). To examine the dependency of internal noise
on contrast, Gorea and Sagi (2001) paired targets with dif-
ferent base-contrasts (non-target stimuli) and found equal
false-alarm rates, as predicted by equal noise amplitudes.
These results are in agreement with the results of the pres-
ent study by showing constant noise as a function of con-
trast. Since the Gorea and Sagi (2001) method does not
use the 2AFC procedure, the corresponding parameteriza-
tion is not constrained by the singularities reported here.
Despite the fact that we do not know the exact model
parameters, the excellent data ﬁt suggests that the basic
assumptions underlying the model (Gaussian distribution
of internal responses and the decision made by comparing
internal responses) are reasonable. Note that when the
noise amplitude is independent of the stimulus intensity,
the decision strategy based on comparing the responses
used in our model is equivalent to the decision based on
a likelihood ratio and hence is optimal (Green & Swets,
1966), i.e., our results indicate that human performance
on the contrast discrimination task approximates that of
an ideal observer. Also note that the compatibility of the
data with the models, where the noise amplitudes are inde-
pendent of the stimulus in the contrast discrimination task,
allows for characterization (still ambiguous) of the trans-
ducer function by other techniques such as the threshold
versus contrast curve technique.
5. Conclusion
In the present work, we analyzed a model of human per-
formance in the 2AFC contrast discrimination task within
the SDT framework. We found that the model parameters
describing the discrimination data exhibit a singularity.
This singularity does not allow estimating the parameters
of the model with reasonable precision. Nevertheless, in
the Monte-Carlo simulations, we found that if the truemodel does not belong to any family of singular models,
the least squares estimator can be used to determine the
parameters of the model with good precision, for an exper-
imentally reasonable number of trials. Since the sensitivity
of the parameters to changes in performances is much high-
er in the singular case than in the non-singular one, even
for a small number of trials, it is possible to use the good-
ness of ﬁt test to separate these two types of models. Any
prior assumption made regarding the model parameters
can hide singularities and as a result, may lead to a unique
model. The resulting model, however, is unique only within
the context of the assumptions made.
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