Abstract. For a given continuous function g : Ω → C, we establish some Schwarz type Lemmas for mappings f in Ω satisfying the PDE: ∆f = g, where Ω is a subset of the complex plane C. Then we apply these results to obtain a Landau type theorem, which is a partial answer to the open problem in [13].
Preliminaries and main results
Let C ∼ = R 2 be the complex plane. For a ∈ C and r > 0, we let D(a, r) = {z : |z − a| < r} so that D r := D(0, r) and thus, D := D 1 denotes the open unit disk in the complex plane C. Let T = ∂D be the boundary of D. We denote by C m (Ω) the set of all complex-valued m-times continuously differentiable functions from Ω into C, where Ω is a subset of C and m ∈ N 0 := N∪{0}. In particular, let C(Ω) := C 0 (Ω), the set of all continuous functions defined in Ω.
For a real 2 × 2 matrix A, we use the matrix norm A = sup{|Az| : |z| = 1} and the matrix function λ(A) = inf{|Az| : |z| = 1}. For z = x + iy ∈ C, the formal derivative of the complex-valued functions f = u + iv is given by It is well known that if ψ and g are continuous in T and in D, respectively, then f = P ψ − G g has a continuous extensioñ f to the boundary, andf = ψ in T (see [18, pp. 118-120] and [2, 19, 20, 22] ). Heinz in his classical paper [17] proved the following result, which is called the Schwraz Lemma of complex-valued harmonic functions: If f is a complex-valued harmonic function from D into itself satisfying the condition f (0) = 0, then, for z ∈ D,
Later, Pavlović [30, Theorem 3.6 .1] removed the assumption f (0) = 0 and improved (1.3) into the following sharp form
where f is a complex-valued harmonic function from D into itself. The first aim of this paper is to extend (1.4) into mappings satisfying the Poisson's equation, which is as follows.
where
If we take g(z) = −4M and f (z) = M(1 − |z| 2 ) for z ∈ D, then the inequality (1.5) is sharp in T ∪ {0}, where M is a positive constant.
The following result is a classical Schwarz Lemma at the boundary.
Theorem A. (see [15] ) Let f be a holomorphic function from D into itself. If f is holomorphic at z = 1 with f (0) = 0 and f (1) = 1, then f ′ (1) ≥ 1. Moreover, the inequality is sharp.
Theorem A has attracted much attention and has been generalized in various forms ( see [6, 23, 26, 27] for holomorphic functions, and see [21] for harmonic functions). In the following, applying Theorem 1, we establish a Schwarz Lemma at the boundary for mappings satisfying the Poisson's equation, which is a generalization of Theorem A.
. If f (0) = 0 and, for some ζ ∈ T,
where r ∈ [0, 1).
In particular, if g ∞ = 0, then the estimate of (1.6) is sharp.
In [14] , Colonna proved a sharp Schwraz-Pick type Lemma of complex-valued harmonic functions, which is as follows: If f is a complex-valued harmonic function from D into itself, then, for z ∈ D,
We extend (1.7) into the following form.
and µ(|z|) is decreasing on |z| ∈ (0, 1). In particular, if z = 0, then
Moreover, if g ∞ = 0, then the extreme functions
show that the estimate of (1.8) and (1.9) are sharp, where |α| = 1 and M > 0 are constants, and φ is a conformal automorphism of D.
We remark that if g ∞ = 0 and P ψ ∞ = 1 in Theorem 3, then (1.8) and (1.9) coincide with (1.7).
Let A denote the set of all analytic functions f defined in D satisfying the standard normalization: f (0) = f ′ (0) − 1 = 0. In the early 20th century, Landau [24] showed that there is a constant r > 0, independent of f ∈ A, such that f (D) contains a disk of radius r. Let L f be the supremum of the set of positive numbers r such that f (D) contains a disk of radius r, where f ∈ A. Then we call inf f ∈A L f the Landau-Bloch constant. One of the long standing open problems in geometric function theory is to determine the precise value of the Landau-Bloch constant. It has attracted much attention, see [4, 25, 28, 29, 32] and references therein. The Landau theorem is an important tool in geometric function theory of one complex variable (cf. [5, 33] ). Unfortunately, for general class of functions, there is no Landau type theorem (see [7, 32] ). In order to obtain some analogs of the Landau type theorem for more general classes of functions, it is necessary to restrict the class of functions considered (cf. [1, 3, 7, 8, 9, 10, 11, 13, 32] ). Let's recall some known results as follows.
denote the class of all complex-valued functions f ∈ C 2 (D) ∩ C(T) satisfying ∆f = g and f (0) = J f (0) − 1 = 0. We extend Theorems B and C into the following from.
where r 0 satisfies the following equation
Remark 1.1. Theorem 4 gives an affirmative answer to the open problem of [13] for the u-gradient We want to point out that it is failure of Landau type Theorem for f ∈ F g (D) without any other additional condition. It means that the condition f (0) = J f (0) − 1 = 0 is not sufficient to ensure the function of f to the Poisson equation with Landau type theorem, even when g ∞ = 0. In particular, Gauthier and Pouryayevali [16] proved that it is also failure of Landau's theorem for quasiconformal mappings The proofs of Theorems 1, 2, 3, 4 and Corollary 1 will be presented in Section 2.
Proofs of the main results
Proof of Theorem 1. For a given g ∈ C(D), by (1.1), we have
where P ψ and G g are defined in (1.2). Since P ψ is harmonic in D, by (1.4), we see that, for z ∈ D,
On the other hand, for a fixed z ∈ D, let
which is equivalent to
dt r log 1 r dr
Hence, by (2.2) and (2.3), we conclude that
Now we prove the sharpness part. For z ∈ D, let
where M is a positive constant. Then
which shows (1.5) is sharp at z = 0. For z ∈ T, the optimality of (1.5) is obvious. The proof of this theorem is complete.
Proof of Theorem 2. For a given g ∈ C(D), by (1.1) with f in place of ψ, we have
where P f and G g are defined in (1.2). Since f (0) = 0, we see that
By (2.4) and Theorem 1, we have
which, together with L'Hopital's rule, gives that lim inf
where z = rζ and ζ ∈ T. (
1) F (x, w) is a measurable function of x and w jointly, and is integrable over ω, for almost all x ∈ X held fixed. (2) For almost all w ∈ Ω, F (x, w) is an absolutely continuous function of x. (This guarantees that ∂F (x, w)/∂x exists almost everywhere.) (3) ∂F/∂x is locally integrable; that is, for all compact intervals
Then Ω F (x, w)dw is an absolutely continuous function of x, and for almost every x ∈ X, its derivative exists and is given by
Proof of Theorem 3. For a given g ∈ C(D), by (2.1), we have
where P ψ and G g are the same as in (2.1). Applying [19, Lemma 2.3] and Theorem D, we have
For a fixed z ∈ D\{0}, let
Then, by (2.5), (2.6) and the change of variables, we have
By (2.8), (2.9) and (2.10), we get
which, together with (2.7), yields that
By a similar proof process of (2.11), we have
By direct calculation (or by [19, Lemma 2.3])
, we obtain (2.13) lim
and µ(|z|) is decreasing on |z| ∈ (0, 1).
On the other hand, since P ψ is harmonic in D, by [14, Theorem 3] (see also [11, 12] ), we see that, for z ∈ D, (2.14)
Hence (1.8) follows from (2.11), (2.12) and (2.14). Furthermore, applying (1.8) and (2.13), we get (1.9). The proof of this theorem is complete.
New wi formulate the following well-known result = √ 1 + r 2 − 2r cos t +r cos t log 1 − r cos t + √ 1 + r 2 − 2r cos t −r − r cos t log r(1 − cos t), (2.16) where H(ρ) = ρ 2 + r 2 − 2rρ cos t + r cos t log ρ − r cos t + r 2 + ρ 2 − 2ρr cos t . 
Lemma 3. For x ∈ (0, 1), let
where M 2 > 0 and M 1 ≥ 0 are constant. Then φ is strictly decreasing and there is an unique x 0 ∈ (0, 1) such that φ(x 0 ) = 0.
Proof. For x ∈ (0, 1), let
Since, for x ∈ (0, 1),
we see that f 1 +f 2 is continuous and strictly increasing in (0, 1). Then φ is continuous and strictly decreasing in (0, 1), which, together with
implies that there is an unique x 0 ∈ (0, 1) such that φ(x 0 ) = 0. Proof of Theorem 4. As before, by (2.1) with f in place of ψ, we have
where P f and G g are defined in (2.1). By [19, Lemma 2.3] , Theorem D and Lemma 2, we have
By a similar proof process of (2.18), we get
On the other hand, P f can be written by
by Lemma E, we have In order to prove the univalence of f in D r 0 , we choose two distinct points z 1 , z 2 ∈ D r 0 and let [z 1 , z 2 ] denote the segment from z 1 to z 2 with the endpoints z 1 and z 2 , where r 0 satisfies the following equation f z (0)dz + f z (0)dz 
