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Abstract
In this paper, we propose a new method for object tracking robust to the intersection with other objects with similar appearance
and to the great rotation of the camera. The method uses 3D information of the feature points and the camera position by the
image-based localization method. The movement information of the camera is used by the prediction process and the calculation
process of the likelihood. Furthermore, the method extracts foreground objects by the homography transformation. The result is
used by the likelihood function and by the process judging whether the target object is occluded by a background object or not.
The proposed method can track the target object robustly when the camera rotates greatly and when the target object is occluded
by the background object or the other object. Results are demonstrated by experiments using real videos.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Tracking a target object in a video is a major subject in the ﬁeld of the computer vision. The tracking method can
be applied to many ﬁelds, such as a surveillance system, behavior recognition, and so on.
Tracking methods are roughly classiﬁed into two approaches, includingMatching-based approach and Classiﬁcation-
based approach. The matching-based approach has the model of the target object before tracking and searches the
best matching point or region in every frame. Template matching method is the typical Matching-based method, but
it cannot be applied when the shape or the scale of the target object changes. Methods updating the template20, those
using optical ﬂows16,10 and those changing the size of the rectangle for search19 are proposed so as to be able to track
the target object when the shape of the object is changed. On the other hand, Classiﬁcation-based approach classiﬁes
the image into background regions and foreground regions and tracks the foreground regions. Methods using a clas-
siﬁer, such as SVM, AdaBoost and Random forests, for extracting foreground objects have been proposed7,1,11,5. The
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Classiﬁcation-based approach, in general, needs the numerous learning data. These methods solve the problem by the
online-learning and a new learning method.
Recently, Filter-based approaches, which includes Matching-based approach, have been proposed. Filter-based ap-
proach mainly classiﬁes into Kalman ﬁlter based approach9,12 and Particle ﬁlter based approach6,4,8. These methods
treat tracking as a problem of estimating states of the target object. Kalman ﬁlter is known as a linear quadratic estima-
tion. The methods9,12 use the improved Kalman ﬁlter in order to obtain a good result under non-linear environments.
Methods based on Particle ﬁlter, which has a higher ﬂexibility than Kalman ﬁlter, have been proposed.
We have proposed the methods based on the particle ﬁlter18 8 in order to track robustly the target object taken by a
moving camera. The method18 detects objects similar to the target object which exists around the target. It tends to
fail in tracking when the method fails in detecting a similar object. The method8 uses the result of the image-based
localization for the judgment of the situation. The method estimates the regions of the foreground objects by the
fundamental matrix. These cause the robust tracking when the target object intersects with the other objects with the
similar appearance. The method has a problem that the accuracy of the tracking decreases when the target object is
occluded by a background object or other objects or when the camera rotates greatly.
In this paper, we propose a new method for object tracking robust to the intersection with other objects with similar
appearance and to the great rotation of the camera. The proposed approach improves the method8 in order to track
the target object more robustly. The method uses 3D information of the feature points and the camera position by
the image-based localization method. The movement information of the camera is used by the prediction process and
the calculation process of the likelihood. Furthermore, the method extracts foreground objects by the homography
transformation. The result is used by the likelihood function and by the process judging whether the target object is
occluded by a background object or not. The proposed method can track the target object robustly when the camera
moves greatly and when the target object is occluded by the background object or the other object. Results are
demonstrated by experiments using real videos.
2. Previous Approach for Tracking
The proposed method improves the previous method8. The method is based on the particle ﬁlter. The particle
ﬁlter estimates the posterior probability distribution by many particles. The basic processes of the particle ﬁlter are
as follows: 1) prediction, 2) weight calculation and 3) ﬁltering. At the prediction step, the particles are transited by
the state transition function. The weight of each particle is calculated by normalizing likelihood which is obtained by
the likelihood function in the weight calculation process. After calculating the weights, the particles are ﬁltered by
the weighted resampling with replacement. Through these steps, the particle ﬁlter estimates the state variables by the
weighted average of the state variables.
The procedure of the previous method is shown in the following.
STEP0 Initialization
STEP1 Judgment of Situation
STEP2 Prediction
STEP3 Calculation of Weight
STEP4 Estimation of State Variables
STEP5 Filtering
The steps from STEP0 to STEP 3 are explained brieﬂy in the following subsections.
2.1. Initialization
Each particle has state variables. The state variables should be initialized. The state variables of the i-th particle
are shown in Eq. (1).
c(i)t = (x
(i)
t , y
(i)
t , u
(i)
t , v
(i)
t ,w
(i)
t , h
(i)
t )
 (i = 1, · · · ,N) (1)
where c(i)t represents the vector of the state variables of the i-th particle at a time t. (x
(i)
t , y
(i)
t ) means the center position
of the target object in the frame image. (u(i)t , v
(i)
t ) means the velocity of the target object (pixels per frame). w
(i)
t and
979 Shinji Fukui et al. /  Procedia Computer Science  96 ( 2016 )  977 – 986 
h(i)t mean the width and the height of the rectangle which involves the target object, respectively. N means the number
of particles.
The method uses an object detection method in order to obtain the initial position and the appearance information of
the target object. The method initializes the state variables of each particle and tracks the target object after obtaining
the position and the appearance information. x(i)0 and y
(i)
0 are initialized by adding Gaussian noises to the position of
the target object which is obtained by the object detection. u(i)0 and v
(i)
0 are initialized by Gaussian noises. w
(i)
0 and
h(i)0 are initialized by adding Gaussian noises to the width and height of the rectangle which involves the target object
region detected by the object detection, respectively.
2.2. Judgment of Situation
The method8 considers two situations where the target object exists. The situations are as follows: 1) the target
object exists alone and 2) the target object is occluded by another object.
It is assumed that the other moving objects are also tracked by the proposed method. It is judged that the target
object is occluded by the other object when 80% or more of the rectangle of the target object overlaps the rectangle
of the other object and when the target object exists farther from the camera than the other object. Otherwise, the
method judges that the target object exists alone. The position relation between the target object and the other object
is obtained by the 3D information which is calculated by the method3.
2.3. Prediction
The process of prediction is changed according to the situation where the target object exists.
When the target object exists alone, the prediction is done by the following equation.
c(i)t = c
(i)
t−1 + v
(i)
t−1 + g
(i)
t (2)
where v(i)t−1 = (u
(i)
t−1, v
(i)
t−1, 0, 0, 0, 0)
 and g(i)t means the Gaussian noise vector.
When the target object is occluded by the other moving object, the method predicts the state variables by Eq. (3)
c(i)t =
{
c(i)t−1 + g
(i)
t if L
(i)
t−1 > Lt−1
φ(i)t−1 + g
(i)
t otherwise
(3)
where L(i)t−1 means the likelihood value of the i-th particle at t − 1 and Lt−1 means the average of the likelihood values
of all particles. The ﬁrst and second components of φ(i)t−1 are the image coordinate. The ﬁrst component of φ
(i)
t−1 is
selected randomly in x(i)t−1, x
′
o,t − wˆo,t−1/2 and x′o,t + wˆo,t−1/2. The second component of φ(i)t−1 is selected randomly in
y(i)t−1, y
′
o,t − hˆo,t−1/2 and y′o,t + hˆo,t−1/2. (x′o,t, y′o,t) means the temporal position of the other object which occludes the
target object and is calculated by Eq. (4).
x′o,t = xˆo,t−1 + uˆo,t−1, y
′
o,t = yˆo,t−1 + vˆo,t−1 (4)
where (xˆo,t−1, yˆo,t−1) means the position of the other object estimated at t − 1 and (uˆo,t−1, vˆo,t−1) means the estimated
velocity of the object. wˆo,t−1 and hˆo,t−1 mean the estimated width and height of the rectangle which involves the
other object, respectively. The ﬁrst and the second components of φ(i)t−1 are reselected when they are x
(i)
t and y
(i)
t ,
respectively. The other components of φ(i)t−1 are the same as the corresponding components of c
(i)
t−1. The ﬁrst and the
second components of g(i)t are given by the Gaussian noises and the other components are set to 0. When the target
object is occluded, it is not necessary to estimate the velocity and the size of the rectangle. They are set to the same
values at t − 1. (x(i)t , y(i)t ) is transited so that the point may exist around or inside the rectangle of the other object
occluding the target object because the target object reappears around the rectangle of the other object.
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2.4. Calculation of Weight
The weight of the i-th particle is obtained by normalizing the likelihood of the i-th particle L(i)t . L
(i)
t is calculated
by the likelihood function. The likelihood function of the method is deﬁned as Eq. (5).
L(i)t = L
(i)
t,cL
(i)
t,vL
(i)
t,dL
(i)
t, f (5)
where L(i)t,c, L
(i)
t,v, L
(i)
t,d and L
(i)
t, f mean the likelihood of color information, that of velocity information, that of distance
information and that calculated by the estimated foreground regions, respectively.
3. Particle Filter Based Tracking with Image-Based Localization
In this section, the proposed tracking method is described. The procedure of the proposed method is shown in the
following.
STEP0 Initialization
STEP1 Extraction of Moving Objects
STEP2 Judgment of Situation
STEP3 Prediction
STEP4 Calculation of Weight
STEP5 Estimation of State Variables
STEP6 Filtering
The proposed method improves the method8 in order to track the target object robustly. STEP1 is introduced newly
and the steps from STEP2 to STEP4 are improved. The steps from STEP1 to STEP4 are described in the following
subsections.
3.1. Extraction of Moving Objects
The proposed method tracks the target object in a video taken by a moving camera. The method extracts moving
objects in the frame by the homography transformation.
The steps for obtaining the moving object regions is as follows:
STEP1-1 The position and the direction of the camera are estimated.
STEP1-2 The homography matrices of the t-th frame and the key frames are estimated.
STEP1-3 The key frames are transformed by the homography matrices.
STEP1-4 The object regions are extracted by the frame subtraction.
STEP1-5 Noises are removed from the result of STEP1-4.
STEP1-6 The object regions are extracted by mapping the object regions of the t − 1-th frame to those obtained at
STEP1-5.
At STEP1-1, the proposed method estimates the position and the direction of the camera by the image-based
localization method17. After the localization, the homography matrices are estimated. The 3D map is constructed
and key frames are stored through the localization process. The method uses the 3D map and the key frames for the
estimation of the homography matrices. Any four points on the XY plane of the 3D map are mapped to the t-th frame
and some key frames which have taken near the camera position of the t-th frame. The homography matrix of the
t-th frame and each key frame is obtained by using the corresponding four points in the frames. At STEP1-3, each
key frame is transformed by the homography matrix. After that, the binary images which are obtained by the frame
subtraction of the transformed frames and the t-th frame are obtained and the logical AND operation is applied to the
binary images. As the result, the moving object regions are extracted, but the edges of the background object tend
to be extracted as the foreground objects mistakenly. The edges extracted at STEP1-4 are removed at STEP1-5. The
edges of the t-th frame are extracted by Canny edge detector2. The regions obtained as the edges are regarded as the
background regions.
981 Shinji Fukui et al. /  Procedia Computer Science  96 ( 2016 )  977 – 986 
After extracting the moving object regions, the result is improved more at STEP1-6. The points in the moving
object regions of the t − 1-th frame are sampled at equal intervals. The corresponding points in the t-th frame are
detected by the KLT method14. The regions which involve the corresponding points are extracted as the moving
object regions. When the target object reappears from the back of the background object, the region of the target
object cannot be mapped because the region does not exist at t − 1. In this case, the following procedure is handled.
Pixels around the background region detected by the STEP2 process, which belong to the background, are sampled at
equal intervals. The selected points are moved by the movement vector of the background object obtained at STEP2.
When the moved points exist in a foreground region which is not involved in the estimated rectangle of the other
object and when the color similarity between the region and the target object is high, the region is regarded as the
target object.
3.2. Judgment of Situation
The proposed method considers four situations. The proposed method adds the situations where the target object is
occluded by a background object and where the target object intersects with the other objects as the situations which
should be taken into consideration. And, how to obtain the temporal position of the object is improved. How to obtain
the temporal position and how to judge the situation are described.
The temporal position of the target object at t is calculated by Eq. (6).
x′t = xˆt−1 + uˆt−1 + uc,t, y
′
t = yˆt−1 + vˆt−1 + vc,t (6)
where (uc,t, vc,t) is the vector for revising the eﬀect of the camera movement.
How to obtain (uc,t, vc,t) is described in the following. Suppose that the XY plane of the 3D map is on the ground.
After estimating the position of the target object at each frame, the coordinate of the point on the frame where the
target object touches the ground is projected into the 3D map by the camera matrix obtained through the localization
process. It can be assumed that the moving object touches the ground and the bottom of the rectangle estimated by the
particle ﬁlter touches the ground. The center of the bottom line of the rectangle is mapped into the 3D map. The point
in the 3D map corresponding to the center point of the bottom line of the estimated rectangle at t − 1 is reprojected
into the frame by the camera matrix obtained at t. (uc,t, vc,t) are calculated by subtracting the point estimated by the
particle ﬁlter at t − 1 from the point reprojected from the 3D map.
Next, how to judge the situation is described in the following. When the temporal positions of the other moving
objects exist in the circle, of which the radius and the center are
√
(6σx)2 + (6σy)2 and (x′t , y′t) respectively, the target
object exists under the situation where the target object intersects with others. σ2x and σ
2
y mean the variance of the
Gaussian noises added to the (x(i)t , y
(i)
t ) at STEP4. When 80% or more of the rectangle of the target object, whose
center position and size are (x′t , y′t) and the size estimated at t − 1, respectively, overlaps the rectangle of the other
object and when the target object exists at the back of the other object, it is judged that the target object is occluded
by the other object. When the region of the target object extracted by the process of STEP1 is 20% or less of the
region of the rectangle estimated at t − 1, or when the region of the target object by STEP1 disappears, it is judged
that the target object is occluded by a background object. After the judgment, the method extracts the background
object region and continues to judge that the target object is occluded by the background object till 30% or more of the
rectangle estimated by the particle ﬁlter exists outside the region of the background object. The method judges that
the target object exists alone when it is judged that the target object does not exist under the above situations. How to
extract the region of the background object occluding the target object are described. When it is judged that the target
object is occluded by the background object for the ﬁrst time, the proposed method extracts the background object
which occludes the target object. The target object can be tracked after reappearing from the back of the background
object by this process. For now, an object with uniform color, such as a pillar, is the target of the extraction process.
The region which includes the temporal position of the target object is regarded as the background object occluding
the target object. The color segmentation is applied to the frame and the region including the temporal position is
extracted as the object occluding the target object. Here, the temporal position is obtained by the estimated velocity
at t − Nf because the estimation result is unstable when the target object begins to be occluded. In the experiments,
Nf is set to 5. After extracting the background object, the center of the region is mapped into the 3D map. The point
mapped into the 3D map is reprojected to each frame and the background object is estimated at each frame by the
information while the target object is occluded.
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3.3. Prediction
The prediction process is also changed according to the situation.
When the target object exists alone or when the target object intersects with other objects, the prediction is done
by Eq (7).
c(i)t = c
(i)
t−1 + v
(i)
t−1 + g
(i)
t + vc,t (7)
where vc,t = (uc,t, vc,t, 0, 0, 0, 0).
When the target object is occluded by the other moving object, the method predicts the state variables by the same
manner as Eq. (3) except for selecting the second component of φ(i)t−1. The second component of φ
(i)
t−1 is selected
randomly in y′o,t − hˆo,t−1/2 and y(i)t−1. (x(i)t , y(i)t ) is not transited to the bottom of the rectangle of the other object because
the method assumes that the moving object touches ground and the target object does not reappear from the bottom
of the rectangle.
When the target object is occluded by the background object, c(i)t is transited by the same manner as Eq. (3) except
for the way to decide the second component of φ(i)t−1. Two points of the image are used to obtain the second component.
One is the estimated position of the target object at the time when it is judged that the target object is occluded by the
background object. The other point is the position estimated at a few frames before the judgment. The equation of
the straight line connecting two points is calculated and the second component is obtained by giving the selected ﬁrst
component to the equation.
3.4. Calculation of Weight
The proposed method also obtains the weight of the i-th particle by normalizing the likelihood of the i-th particle.
The likelihood function of the proposed method is deﬁned as Eq. (8).
L(i)t = L
(i)
t,cL
(i)
t,vL
(i)
t,dL
(i)
t,o (8)
where L(i)t,o mean the likelihood calculated by the object extraction results. L
(i)
t,v and L
(i)
t,d is the same functions as the
method8. L(i)t,c is improved and L
(i)
t,o is introduced in this paper. In the following, each likelihood is explained in the
following.
3.4.1. Likelihood of Color Information
L(i)t,c is calculated by Eq. (9).
L(i)t,c = exp(kcS (i)
2
) (9)
kc = k arg min
l∈{1,···,M}
((1.0 − S l)) (10)
S (i) =
1
n − 2
n−1∑
j=2
S (i)j (11)
where k means a constant and is set to 20 according to13, M means the number of the objects which exist around the
target object and are tracked by the particle ﬁlter, and S l means the color similarity between the target object and the
l-th object around the target object. S (i)j means the color similarity described later in this subsection.
The method uses more accurate information of the target object by considering the rotation of the camera. The color
information of the pixels in the rectangle transformed from the rectangle of the target object is used for calculating
S (i)j . The coordinates of the pixels inside the rectangle are transformed by Eq. (12).
(
x˜
y˜
)
=
(
cos r − sin r
sin r cos r
) (
x − x(i)t
y − y(i)t
)
+
(
x(i)t
y(i)t
)
(12)
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where r means the angle described in the following. The Y axis of the world coordinate is projected into the frames
at t and t − 1. The angle between the lines projected is set to r.
The proposed method uses HSV components. The co-occurrence histogram of H and S components and that of
S and V components are obtained from the values of the pixels converted by Eq. (12). Each component is divided
into 15 bins in the experiments. The joint histogram of the histograms is obtained and the similarity between the joint
histogram of the rectangle and that of the target object is calculated by the histogram intersection15. The histogram of
the target object is obtained by the reference image, which is taken when the target object is detected.
The similarity becomes lower when a part of the target object is occluded by the other object and the whole pixel
values in the rectangle are used because the color information of the other object is included. To deal with the situation,
the method divides the rectangle into n blocks horizontally and the similarity is calculated at each divided block. The
enough color information for calculating the similarity cannot be obtained when the size of each divided block is
too small. The histograms of the pixel values of the j-th block and its neighbor blocks are used for calculating the
similarity of the j-th block, S (i)j . The similarity is calculated by the histogram intersection with the histogram of three
blocks of the transformed rectangle and that of the corresponding blocks of the reference image. S (i)j is used in Eq.
(11) for calculating S (i).
3.4.2. Likelihood of Velocity Information
The velocity estimated at t−1 is used for calculating L(i)t,v. The method assumes that the target object exists at a high
possibility at (x′t , y′t). L
(i)
t,v is deﬁned so that it may become larger when (x
(i)
t , y
(i)
t ) is closer to (x
′
t , y
′
t). L
(i)
t,v is calculated
by the following equation.
L(i)t,v =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 (If the target object is occluded)
exp
(
−
√
(x(i)t −x′t )2+(y(i)t −y′t )2
2(σt,v)2
)
(otherwise) (13)
σt,v =
√
uˆ2t−1 + vˆ
2
t−1 + 1 (14)
L(i)t,v becomes larger when (x
(i)
t , y
(i)
t ) is closer to (x
′
t , y
′
t). σt,v is deﬁned so that it may be changed according to the
velocity of the target object. σt,v tunes the variance of the exponential according to the velocity.
3.4.3. Likelihood of Distance Information
L(i)t,d is introduced so that the method may not fail in tracking under the situation where an object similar to the
target object exists around the target and moves at the velocity similar to the target object. L(i)t,d is obtained by Eq. (15).
L(i)t,d =
{∏M
l=1 L
(i)
t,l (M > 0)
1 (M = 0)
(15)
L(i)t,l = ςt,a(i)t,l (D
(i)
t,l ,Dt,l)S
′
l + (1.0 − S ′l ) (16)
S ′l =
3
√
S l (17)
where ςt,l means the sigmoid function deﬁned by Eq. (18).
ςa(i)t,l
(D(i)t,l ,Dt,l) =
1.0
1.0 + exp
(
−a(i)t,l (D(i)t,l − Dt,l)
) (18)
where D(i)t,l means the Euclidean distance between (x
(i)
t , y
(i)
t ) and the temporal position of the l-th object existing around
the target object, Dt,l means the Euclidean distance between (x′t , y′t) and the temporal position of the l-th object. a
(i)
t,l is
the gain of the sigmoid function and is deﬁned by Eq. (19).
a(i)t,l =
LEN(i)t − ˆLENt−1
6σ2LEN
+ OF (19)
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Table 1. Success Rates[%]
Scene Method7 Method1 Method11 Method10 Method5 Method8 Our Method
Scene1 16 22 13 19 34 38 79
Scene2 68 72 46 45 70 86 95
Scene3 67 64 26 56 69 89 99
Scene4 27 50 54 27 54 88 95
where LEN(i)t , ˆLENt−1 and σ2LEN mean the length of the short side of the rectangle of the i-th particle, the length of
the short side of the rectangle estimated at t − 1 and the variance of the Gaussian noise which is added to the length
of the short side of the rectangle in the prediction process, respectively. OF means the oﬀset which prevents a(i)t,l from
being set to 0. In the experiments, it is set to 0.05.
3.4.4. Likelihood Calculated by Object Extraction Results of Foreground Objects and Background Object
L(i)t,o is calculated by the extraction results of the foreground objects and the background object. L
(i)
t,o is calculated by
the following equations.
L(i)t,o =
∑x(i)t +0.5w(i)t
x=x(i)t −0.5w(i)t
∑y(i)t +0.5h(i)t
y=y(i)t −0.5h(i)t
F(x, y)
w(i)t h
(i)
t
(20)
F(x, y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 (if (x˜, y˜) ∈ Rt or (x˜, y˜) ∈ Rb)
ko (if (x˜, y˜) ∈ Ro)
0 (otherwise)
(21)
where Rt, Rb and Ro mean the region inside the transformed rectangle of the i-th particle, the region of the background
object and the region inside the transformed rectangle of the other objects, respectively. ko means a constant and is set
to 0.3 in the experiment. By Eq. (21), F(x, y) returns 1 when (x˜, y˜) exists in Rb. This causes keeping the tracking result
of the target object in the region of the background object when the target object begins to be occluded. Otherwise,
the tracking result becomes unstable because the color information of the target object cannot be obtained. The reason
why F(x, y) returns ko when (x˜, y˜) exists in Ro is described. The regions of the target object and the other object which
are extracted at STEP1 become one region when the target object intersects with the other object or is occluded by
the other object. ko is set to more than 0 because the method considers the region of the target object occluded by the
other object. ko is set to more than 0 because the region of the target object occluded by the other object is considered.
It is set to less than 1 so that L(i)t,o may become small when (x˜, y˜) exists in the region of the other object.
4. Experiments
Experiments were done to conﬁrm the eﬀectiveness of the proposed method. Four scenes (called Scene1, Scene2,
Scene3 and Scene4) were used for the experiments. Scene1 was a scene that two persons passed the back of the pillar.
Scene2 was a scene that three people with the same clothes intersected several times. Scene3 was a scene that three
people with the same clothes intersected simultaneously in one place. Scene4 was a scene that two persons intersected
and is taken by a rotated camera. In the experiments, the regions of the initial target object are given manually.
The tracking results are shown in Fig. 1. The black rectangle in the ﬁgure of the result of Scene1 means the region
of the background object extracted by the proposed method and the other rectangles mean the tracking objects. The
ﬁgures show that the proposed method can track the target object with high performance.
The success rate of each scene was obtained for the quantitative evaluation. The ground truths were given manually
and tracking at a frame was treated as a success when the distance of the estimated position of the target object and
the ground truth was within 30 pixels. The success rate of each scene was obtained by dividing the number of success
frames by the number of all frames of the scene. The proposed method uses Gaussian noises and the result of the
proposed method changes each time the experiment is done. The proposed method is applied 25 times to each scene
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(a) (b) (c) (d)
Fig. 1. Experimental Results: (a) Scene1, (b) Scene2, (c) Scene3 and (d) Scene4
(a)Scene1 (b)Scene2
(c)Scene3 (d)Scene4
Fig. 2. Errors between Estimated Positions and Ground Truths
and the average of the success rates is treated as the success rate of the scene. The success rates of the proposed
method are shown in Table 1. For comparing the results of the proposed method with those of other methods, some
986   Shinji Fukui et al. /  Procedia Computer Science  96 ( 2016 )  977 – 986 
methods were implemented and the success rates of the methods are obtained. The rates are also shown in Table 1.
The proposed method gives the best rates in all scenes.
The graphs of the transitions of the distances between the estimated positions and the ground truths are shown in
Fig. 2. The graphs also show that the proposed method can track most robustly. The eﬀectiveness of the proposed
method is shown by the experiments.
5. Conclusion
A new tracking method was proposed in this paper. The proposed approach is based on the particle ﬁlter. The
method can track robustly under the situation where the target object is occluded by the background object and the
situation where the camera rotates greatly. The 3D information is obtained by the image-based localization method and
is used at the prediction step and the likelihood calculation step. The foreground objects are extracted by homography
transformation. The extracted result is used for the judgment whether the target object is occluded by the background
object. The information makes the proposed method be able to track the target object robustly. The eﬀectiveness of
the proposed method is shown through the experiments.
The method cannot extract a background object with complex texture. The method assumes that the ground is
a plane. There is a possibility that the tracking becomes unstable when the ground is complex. These remain the
problems we should solve.
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