Abstract. In this paper we obtain some practical criteria to bound the multiplication operator in Sobolev spaces with respect to measures in curves. As a consequence of these results, we characterize the weighted Sobolev spaces with bounded multiplication operator, for a large class of weights. To have bounded multiplication operator has important consequences in Approximation Theory: it implies the uniform bound of the zeros of the corresponding Sobolev orthogonal polynomials, and this fact allows to obtain the asymptotic behavior of Sobolev orthogonal polynomials. We also obtain some non-trivial results about these Sobolev spaces with respect to measures; in particular, we prove a main result in the theory: they are Banach spaces.
Introduction.
Weighted Sobolev spaces are an interesting topic in many fields of Mathematics. In the classical book [11] we can find the point of view of Partial Differential Equations. We are interested in the relationship between this topic and Approximation Theory in general, and Sobolev orthogonal polynomials in particular.
Sobolev orthogonal polynomials have been more and more investigated in recent years. In particular, in [9] and [10] , the authors showed that the expansions with Sobolev orthogonal polynomials can avoid the Gibbs phenomenon which appears with classical orthogonal series in L 2 . The papers [1] , [2] , [3] , [8] , [14] and [28] deal with Sobolev spaces on curves and more general subsets of the complex plane.
Sobolev orthogonal polynomials on the unit circle and, more generally, on curves is a topic of recent and increasing interest in approximation theory; see, for instance, [3] and [8] (for the unit circle) and [16] and [2] (for the case of Jordan curves).
In [22] , [23] , [24] , [25] and [26] the authors solved the following specific problems: 1) Find hypotheses on general measures µ = (µ 0 , µ 1 , . . . , µ k ) in R, as general as possible, so that we can define a Sobolev space W k,p (µ) whose elements are functions. These measures are called p-admissible. 2) If a Sobolev norm with general measures µ = (µ 0 , µ 1 , . . . , µ k ) in R is finite for any polynomial, what is the completion, P k,p (µ), of the space of polynomials with respect to the norm in W k,p (µ)? This problem has been studied previously in some particular cases (see e.g. [6] , [5] , [7] ).
In [1] and [28] these results are extended to weighted Sobolev spaces on curves in the complex plane.
One of the central problems in the theory of Sobolev orthogonal polynomials is to determine its asymptotic behavior. In [13] the authors show how to obtain the n-th root asymptotic of Sobolev orthogonal polynomials if the zeros of these polynomials are contained in a compact set of the complex plane. Although the uniform bound of the zeros of orthogonal polynomials holds for every measure with compact support in the case without derivatives (k = 0), it is an open problem to bound the zeros of Sobolev orthogonal polynomials. The boundedness of the zeros is a consequence of the boundedness of the multiplication operator Mf (z) = z f (z) in the corresponding space P k,2 (µ): in fact, the zeros of the Sobolev orthogonal polynomials are contained in the disk {z : |z| ≤ M } (see [14] ).
In [23] , [25] , [1] and [27] , there are some answers to the question stated in [13] about some conditions for M to be bounded.
The main aim of this paper is to find conditions (which should be easy to check in practical cases) implying the boundedness of these zeros, when the supports of the measures are contained in a curve in the complex plane (see Theorems 5.3, 5.4, 5.5 and 5.6). Theorem 5.3 is a general result which can be applied for a wide class of weights: in fact, Theorems 5.4, 5.5 and 5.6 are consequences of it. In particular, Theorem 5.5 states the following characterization: If dµ j = w j ds and w j is piecewise monotone for 1 ≤ j ≤ k, then M is bounded if and only if K(µ) = 0 (this condition means that the Sobolev norm f W k,p (µ) := (
"is a norm"; see Definition 3.10 for the precise definition of K(µ)). Condition K(µ) = 0 is easy to check in practical cases (see Propsition 5.1 for a characterization if k = 1, and Theorem 5.6 and the Remark after Theorem 5.3 for some sufficient conditions for any k). The hypothesis about the monotonicity of w j is a weak one, since it is verified in almost every example (for instance, every Jacobi, Jacobi-Angelesco and Polacheck weight satisfies it). Theorem 5.4 is a generalization of Theorem 5.5 with dµ j = w j ds + d(µ j ) s . Theorem 5.6 deals with weights "similar" to some power, in some sense.
These results are new for Sobolev orthogonal polynomials in curves, and even for Sobolev orthogonal polynomials in the real line. Theorem 5.5 is an improvement of [27, Theorem 4.3] : in [27] appears a different Sobolev space (in an interval I), denoted by W We have proved also some technical results about weighted Sobolev spaces. The main technical result is Theorem 4.2, which says that W k,p (µ) is a Banach space for every p-admissible measure µ. This central result in the theory of Sobolev spaces has an interesting consequence for the study of the multiplication operator: if M is bounded in W k,p (µ) and P ⊆ W k,p (µ), then it is bounded in P k,p (µ), since W k,p (µ) is a complete space. This is a crucial fact, since the results in this paper deal with the multiplication operator in W k,p (µ); we need to work with W k,p (µ) instead of P k,p (µ), since in W k,p (µ) we have powerful tools, like Theorems 3.2 and 5.2); furthermore, the elements of W k,p (µ) are functions and the elements of P k,p (µ) are equivalence classes of sequences of plynomials.
The outline of the paper is as follows. Sections 2 and 3 are dedicated to the definitions and previous results which will be useful. In Section 4 we obtain some improvements of the results in Section 3, which are interesting by themselves and simplify many results about weighted Sobolev spaces in [22] , [23] , [24] , [25] , [26] , [1] and [28] . We prove the results on multiplication operator in Section 5.
In order to make easy the reading of the paper to those people mainly interested in the boundedness of zeros of Sobolev orthogonal polynomials, Section 5 is almost self-contained, and does not depend too much on the rest of the paper. In this section, whenever a previous technical result is used, there is a precise reference to its location.
Now we introduce the notation we use. Notation. If A is a Borel set in a curve, χ A , ♯A and A denote, respectively, the characteristic function, the cardinal and the closure of A. By f (j) we mean the j-th distributional derivative of f . P denotes the set of polynomials and P n the set of polynomials of degree less or equal than n. We say that an n-dimensional vector satisfies a one-dimensional property if each coordinate satisfies this property. Finally, the constants in the formulae can vary from line to line and even in the same line.
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Curves and derivatives along curves.
In this section we introduce a definition of derivative along a curve in the complex plane, as an extension of the usual complex derivative, which will need in the rest of the paper. A detailed study of this concept (with the proofs of the results stated here) can be found in [1, Chapter 2] . Every curve will be simple, rectifiable and oriented. Any closed curve is positively oriented (counter clockwise). (b) Let z 0 be a fixed point in γ. If γ is compact we say that f ∈ AC k (γ) if f can be written as
for some h ∈ L 1 (γ, ds) and some polynomial q ∈ P k−1 . If γ is a closed curve we require also the function
where q ′ (z) means the classical derivative of q(z) and
Obviously, if γ is a compact real interval, the space AC 1 (γ) is the set of absolutely continuous functions in γ. If γ is a closed curve and f ∈ AC k (γ), we have γ h(ζ) (z − ζ) k−1 dζ = 0 for every z ∈ γ. This property is equivalent to f (j) being continuous in γ for 0 ≤ j < k, where f (j) denotes the j-th derivative (according to the previous definition) of f .
We also note that it is natural to define the derivative along γ in this way, since this is the "inverse" of integration:
Remarks. 1. Note that if f is holomorphic in a region containing γ, then f ′ is the usual complex derivative of f at almost every point of γ.
2. If f ∈ AC k loc (γ) and f (j) = 0 a.e. in γ, for some 0 < j ≤ k, then f ∈ P j−1 .
It can be shown that this definition of derivative is independent of the representation of f we are using, and that it verifies the properties of usual derivation: linearity, Leibniz' rule, approximation by Taylor polynomials,... (see [1] ).
Background and previous results on Sobolev spaces.
The main concepts that we need in order to state our results are contained in the following definitions. The first one is a class of weights that will be the absolutely continuous part of our measures.
Definition 3.1. Given 1 ≤ p < ∞, a curve γ and a set A which is a union of arcs in γ, we say that a weight w in γ belongs to
It is possible to construct a similar theory with p = ∞. We refer to [1] , [19] , [20] and [21] for the case p = ∞.
If the curve γ is R, then B p (R) contains, as a very particular case, the classical A p (R) weights appearing in Harmonic Analysis. The classes B p (Ω), with Ω ⊆ R n , have been used in other definitions of weighted Sobolev spaces on R n in [12] .
We consider vectorial measures µ = (µ 0 , . . . , µ k ) in the definition of our Sobolev space in a curve. We assume that we can make for each scalar measure the decomposition dµ j = d(µ j ) s + w j ds, where (µ j ) s is singular with respect to the Euclidean arc-length and w j is a non-negative Lebesgue measurable function in γ (by Radon-Nikodym's Theorem, we can make this decomposition, for instance, if µ j is σ-finite).
In [12] , Kufner and Opic define the following sets:
we define the open set
Note that we always have w j ∈ B p (Ω j ) for any 0 ≤ j ≤ k. In fact, Ω j is the largest open set U with w j ∈ B p (U ). It is easy to check that if
, and therefore
. Since the precise definition of Sobolev space requires some technical concepts (see Definition 3.9), we would like to introduce here a heuristic definition of Sobolev space and an example which will help us to understand the technical process that we will follow in order to reach to Definition 3.9. 
with respect to the seminorm · W k,p (γ,µ) .
These pasting conditions are natural: a function must be as regular as possible. In a first step, we check if the functions and its derivatives are absolutely continuous up to the boundary (this fact holds in the following example), and then we join the contiguous intervals:
Since
is the space of equivalence classes of These heuristic concepts can be formalized as follows:
Definition 3.4. Let us consider 1 ≤ p < ∞, µ, ν measures in γ and z 0 , z 1 ∈ γ. We define
, where we use the convention 0 · ∞ = 0.
Before we state our theorems, let us state a version on curves of a classical result in R (see [18] , [17] ). It will be generalized in Theorem 3.2 below.
(1) There exists a positive constant c such that
There exists a positive constant c such that
. If we work with absolutely continuous measures, we also say that a vectorial weight w is a completion of µ (or of w). See some examples of completions in [22] and [1] .
Remark. We can define a left completion of µ with respect to z 0 in a similar way. Definition 3.6. For 1 ≤ p < ∞ and a vectorial measure µ in γ, we say that a point z 0 ∈ γ is right j-regular
. Also, we say that a point z 0 ∈ γ is j-regular, if it is right and left j-regular. 
Remarks.
1. A point z 0 ∈ γ is right j-regular (respectively, left j-regular), if at least one of the following properties is verified:
(a) There exist a right (respectively, left) neighborhood When we use this definition we think of a point {z} as the union of two half-points {z + } and {z − }. With this convention, each one of the following sets
has two connected components, and the set
We /use this convention in order to study the sets of continuity of functions: we want that if f ∈ C(A) and f ∈ C(B), where A and B are union of arcs, then f ∈ C(A ∪ B). With the usual definition of continuity in an arc, if
. This idea can be formalized with a suitable topological space. Let us introduce some more notation. We denote by Ω (j) the set of j-regular points or half-points, i.e., z ∈ Ω (j) if and only if z is j-regular, we say that z + ∈ Ω (j) if and only if z is right j-regular, and we say that z − ∈ Ω (j) if and only if z is left j-regular. Obviously,
depends on p (see Definition 3.5).
Remark. If 0 ≤ j < k and J is an arc in γ, J ⊆ Ω (j) , then the set J \ (Ω j+1 ∪ · · · ∪ Ω k ) is discrete (see the Remark before Definition 7 in [22] ). Consequently,
Intuitively, Ω (j) is the set of "good" points at the level j for the vectorial weight (w 0 , . . . , w k ) in γ: every function f in the Sobolev space must verify that f (j) is continuous in Ω (j) .
Let us present now the class of measures that we use and the definition of Sobolev space.
Definition 3.8. We say that the vectorial measure µ = (µ 0 , .
We say that the vectorial measure µ = (µ 0 , . . . , µ k ) in γ is strongly p-admissible if it is p-admissible and
1. The hypothesis of p-admissibility is natural. It would not be reasonable to consider Dirac's deltas in µ j in the points where f (j) is not continuous. 2. Note that there is not any restriction on µ 0 . 3. Every absolutely continuous measure w = (w 0 , . . . , w k ) with w j = 0 a.e. in γ \ Ω j for every 1 ≤ j ≤ k, is p-admissible and even strongly p-admissible (since then µ * j = 0). It is difficult to find a weight w which does not satisfy this condition.
4. (µ j ) s ≤ µ * j , and the equality usually holds. Definition 3.9. Let us consider 1 ≤ p < ∞ and a p-admissible vectorial measure µ = (µ 0 , . . . , µ k ) in γ. We define the Sobolev space W k,p (γ, µ) as the space of equivalence classes of
Perhaps this definition of Sobolev space is very technical, but it has interesting properties: in many cases,
, with the advantage that we know explicitly how are the functions in W k,p (γ, µ). Furthermore, we have powerful tools in W k,p (γ, µ), like Theorems 3.2 and 5.2).
Since, for the sake of generality, we allow · W k,p (γ,µ) to be a seminorm, it is natural to introduce the following concept. 
) is a norm if and only if K(γ, µ) = 0. It plays an important role in the study of the multiplication operator in Sobolev spaces (see [23] , [1] and Theorem 5.3 below) and in the following definition, which is crucial in the study of Sobolev spaces (see [22] , [23] and [1] ). In general, it is easy to compute K(γ, µ); in the example after Definition 3.3, we can check that K(γ, µ) = span{x, (x + ) 2 }. We consider now special classes that we call C 0 and C. The conditions (γ, µ) ∈ C 0 and (γ, µ) ∈ C are not very restrictive. The first one consists, roughly speaking, in considering measures µ such that · W k,p (Mn,µ) is a norm for some sequence of compact sets {M n } growing to γ. As to the class C, it is a slight modification of C 0 , in which we consider measures µ = (µ 0 , . . . , µ k ) such that by adding a "minimal" amount of Dirac's deltas to µ 0 we obtain a measure in the class C 0 .
Definition 3.11. Let us consider 1 ≤ p < ∞ and a p-admissible vectorial measure µ in γ. We say that (γ, µ) belongs to the class C 0 if there exist compact sets M n , which are a finite union of compact arcs in γ, such that (1) , JOSE M. SIGARRETA (2) i) M n intersects at most a finite number of connected components of
. We say that (γ, µ) belongs to the class C if there exists a measure µ
has just a finite number of points in each connected component of Ω (0) , and
The main ingredient of the proof of this result is Theorem 3.2 below. It allows us to control the L ∞ norm (in appropriate sets) of a function and its derivatives in terms of its Sobolev norm. It is also useful by its applications in the papers [23] , [24] , [25] , [26] , [1] , [28] and [21] . Furthermore, it is important by itself, since it answers the following main question: when the point evaluation functional of
Furthermore, if g 0 , f 0 are, respectively, these representatives of g, f , we have with the same constants c 3 , c 4
Basic results on weighted Sobolev spaces.
In many results about weighted Sobolev spaces in [22] , [23] , [24] , [25] , [26] , [1] and [28] appear the hypotheses (γ, µ) ∈ C or (γ, µ) ∈ C 0 (see e.g. Theorems 3.1 and 3.2 above). The hypotheses (γ, µ) ∈ C and (γ, µ) ∈ C 0 appear for the first time in [22] , where they are the sharp conditions in order to obtain the basic properties of the weighted Sobolev spaces. Since these conditions are very technical, it is desirable to obtain some simplifications on them. Theorem 4.1, which is the key result in this section, shows a surprising result: every measure in every curve satisfies (γ, µ) ∈ C, and it has interesting consequences, like Theorems 4.2 and 4.3. Theorem 4.2 is a basic fact in the theory of Sobolev spaces; it says that W k,p (µ) is a Banach space for every p-admissible measure µ.
However, the situation with the class C 0 is more difficult. Theorems 4.4, 4.5 and 4.6 are simplifications of the condition (γ, µ) ∈ C 0 (we have an example which shows that Theorem 4.4 is sharp). In fact, weighted Sobolev spaces are W 1,p (γ, µ), at least in ninety per cent of the situations; in the other cases, they are mostly W 2,p (γ, µ). Theorem 4.5 below guarantees that, in both cases, (γ, µ) ∈ C 0 if and only if K(γ, µ) = 0, which is a very simpler condition (K(γ, µ) = 0 means that
We begin with a technical result.
Remark. We use the convention P −1 = 0.
The proof of this result is similar to the proof of [27, Proposition 2.1], which is a version of Proposition 4.1 for intervals instead of curves. 
Proof. In order to prove Theorem 4.1, without loss of generality we can assume that Ω (0) is connected: if it has connected components {O m } m with compact sets {M m n } n for each O m which guarantee that (γ ∩O m , µ) ∈ C, the compact sets obtained by a diagonal process (2) guarantee that (γ, µ) ∈ C (since there is no relation between the values of a function f ∈ W k,p (γ, µ) in two different connected components of Ω (0) ). Let us consider the connected components
is a discrete set (see the Remark before Definition 3.8). Moreover this set cannot have any accumulation point in Ω (0) . Since Ω (0) is connected, we can take the set of indices A as one of the following sets: Z, Z + , Z − or {1, . . . , N } for some natural number N , with the property that sup Λ λ = inf Λ λ+1 =:
We need to make some remarks about the structure of K(γ, µ).
Consequently, we can write
∩ Λ λ is a finite set for 0 ≤ j < j λ , the other conditions on f in Λ λ can be written as 
where as usual f (j) (β − λ ) and f (j) (β + λ ) denotes respectively the left and right limits of f (j) in β λ . Note that we always have f (β
is connected). Hence, the space K(γ, µ) is the solution of the linear system given by (2) for every λ ∈ A and (3) for every λ with λ, λ + 1 ∈ A. In a similar way, the space K([β λ 1 , β λ 2 ], µ) is the solution of the linear system given by (2) for every λ 1 < λ ≤ λ 2 and (3) for every λ 1 < λ < λ 2 . The coefficient matrix of the system for K(γ, µ) have no clear structure: the equations (2), for any fixed λ ∈ A, separate the j λ unknowns b
, from the rest of unknowns; however, the equations (3), mixed these unknowns with others. Furthermore, we can not assure that the coefficient matrix represent a bounded operator in l 2 (or even in l q , for some 1 ≤ q < ∞); besides, K(γ, µ) is the set of all solutions of these equations (it is not the set of solutions in some appropriate space).
We begin now with the proof. We assume that the set of indices A is Z + : if A = Z − the argument is similar; if A = Z we just need to combine the argument to the right and to the left of 0; if A is a finite set, the proof is direct since then the equations which define K(γ, µ) are a finite linear system.
We assume first that β 0 ∈ Ω (0) . Let us consider the sequence {dim K([β 0 , β λ ], µ)} λ , and define m :
If m < ∞, there exists a subsequence {λ n } n with dim K([β 0 , β λn ], µ) = m for every n. We prove first that there exists m points z 1 , . . . , z m ∈ [β 0 , β λ1 ], such that the linear system with the equations of K([β 0 , β λ1 ], µ) and the m equations f (z 1 ) = 0, . . . , f (z m ) = 0 has just the trivial solution:
Let us choose a countable dense set {q n } n in [β 0 , β λ1 ]. Since any f ∈ W k,p (γ, µ) is continuous in Ω (0) , the countable system of equations f (q n ) = 0 has just the trivial solution f = 0 in K([β 0 , β λ1 ], µ). Hence, if the linear system for K([β 0 , β λ1 ], µ) has r unknowns, we can choose r points {q n1 , . . . , q nr } such that the system of linearly independent equations f (q n1 ) = 0, . . . , f (q nr ) = 0 has just the trivial solution f = 0 in 
This gives that (γ, µ ′ ) ∈ C 0 and (γ, µ) ∈ C. We have proved the case n = 1; therefore, we can consider the case n > 1.
The unknowns in K([β 0 , β λ1 ], µ) appear also in the m equations f (z 1 ) = 0, . . . , f (z m ) = 0, and in
′ ) = 0, and then these equations have just the trivial solution. Hence,
, and (4) is equivalent to 
As above, we can find z mn+1 , . . . , z mn+1 ⊂ [β 0 , β λn+1 ], such that the linear system given by the equations of K([β 0 , β λn+1 ], µ n ) and f (z mn+1 ) = 0, . . . , f (z mn+1 ) = 0 has just the trivial solution. Since K([β 0 , β λn ], µ n ) = 0, it is clear that z mn+1 , . . . , z mn+1 ⊂ (β λn , β λn+1 ], and each equation If β 0 / ∈ Ω (0) , we can not use the same construction since [β 0 , β λn ] Ω (0) . We can avoid this problem by choosing a sequence {α n } n ∈ (β 0 , β 1 ) converging to β 0 and such that suppµ j ∩ Ω (j) ∩ (β 0 , β 1 ] ⊆ [α n , β 1 ] for every n and every 0 ≤ j < j λ1 : it is enough to consider M n := [α n , β λn ].
We deal now with the class C 0 . One can think that, in a similar way to Theorem 4.1, perhaps the conclusion of Theorem 4.4 holds without the hypothesis on f ′′ . However, this is not true. In fact, Theorem 4.4 is sharp in the following sense: its conclusion does not hold if we substitute the hypothesis "f ′′ = 0 a.e. in Ω 1 ∪ · · · ∪ Ω k " by "f ′′′ = 0 a.e. in Ω 1 ∪ · · · ∪ Ω k ", as the following example shows.
Example. Fix 1 ≤ p < ∞ and consider a finite p-admissible vectorial measure µ = (µ 0 , µ 1 , µ 2 , µ 3 ) in the compact interval γ := [0, 1] defined as follows:
It is not difficult to check that However, (γ, µ) / ∈ C 0 : if we define M n := [2 −2n−2 , 1], we can find a function g n ∈ K(M n , µ) \ 0, for instance,
It is easy to check that for any choice of compact sets M n ⊂ (0, 1] we also have K(M n , µ) = 0, and then (γ, µ) / ∈ C 0 .
Proof. As in the proof of Theorem 4.1, without loss of generality we can assume that Ω (0) is connected, and we can consider the connected components {Λ λ } λ∈A of Ω 1 ∪ · · · ∪ Ω k . Recall that we can take the set of indices A as one of the following sets: Z, Z + , Z − or {1, . . . , N } for some natural number N , with the property that sup Λ λ = inf Λ λ+1 if λ, λ + 1 ∈ A.
We need to make some remarks about the structure of K(γ, µ) in this particular case. The functions f ∈ K(γ, µ) verify f ′′ = 0 a.e. in every connected component
, and consequently f | Λ λ ∈ P 1 ; furthermore, the other conditions on f in Λ λ can be written as
Roughly speaking, the points {z we see that (6) is a homogeneous linear system of m 0 + m 1 equations with the two unknowns δ 1 , δ 0 , whose solution represents the restriction of the functions in K(γ, µ) to Λ λ in the basis {z, 1} of P 1 . Note that the constants δ i and m i obviously depend on λ.
On the other hand, if λ, λ + 1 ∈ A and β λ := sup Λ λ = inf Λ λ+1 , we have
) (which appears if and only if β λ ∈ Ω (1) ) implies that f | Λ λ ∪{β λ }∪Λ λ+1 ∈ P 1 . Consequently, it is natural to consider the connected components {Γ m } m∈B of
(1) }; we can take the set of indices B as one of the following sets: Z, Z + , Z − or {1, . . . , N } for some natural number N , with the property that Γ m = (a m−1 , a m ) (then sup Γ m = inf Γ m+1 = a m if m, m + 1 ∈ B). We have f | Γm ∈ P 1 for each m ∈ B. The other conditions on f in Γ m can be written as
we see that (8) is a homogeneous linear system of n 0 + n 1 equations with the two unknowns α 1 , α 0 , whose solution represents the restriction of the functions in K(γ, µ) to Γ m in the basis {z, 1} of P 1 . Note that the constants α i and n i obviously depend on m.
On the other hand, we have
Then we have that K(γ, µ) is the solution of the linear system given by (8) for every m ∈ B and (9) for every m ∈ B such that m + 1 ∈ B (we also have that K(γ, µ) is the solution of the linear system given by (6) for every λ ∈ A and (7) for every λ ∈ A such that λ + 1 ∈ A). Consequently, the elements of K(γ, µ) are linear splines.
We describe now an algorithm, which we call extension process, in order to construct a function in K ∪ m≥m0 Γ m , µ \0 under the hypothesis K Γ m , µ = 0 for every m ≥ m 0 . Given a function f ∈ K Γ m , µ \0, we can extend it to a function f ∈ K Γ m ∪ {a m } ∪ Γ m+1 , µ \ 0 as follows. If f (a m ) = 0, it is enough to define f = 0 in Γ m+1 . If f (a m ) = δ = 0, we need to define f in Γ m+1 as
with f (a m ) = δ and perhaps one additional condition (it is not possible to have more than one condition, since then K Γ m+1 , µ = 0, which is a contradiction). If there is no more condition, we define f in Γ m+1 as the function with graph the straight line joining (a m , δ) with (a m+1 , 0); if we have the condition f (ζ 1 ) = 0, we define f = δ in Γ m+1 . Now, since K Γ m0 , µ = 0 we can choose a function f ∈ K Γ m0 , µ = 0; applying inductively the extension process, we can extend f to a function in K ∪ m≥m0 Γ m , µ \ 0.
We begin now with the proof. Remark 2 to Definition 3.11 shows that if (γ, µ) ∈ C 0 , then K(γ, µ) = 0. Assume now that K(γ, µ) = 0. Consider the connected components (2) and (9) for every m i ≤ m < m j ; since the unknowns in K Γ mi , µ and K Γ mj , µ are 0, the linear system with the unknowns in K ∪ mj −1 m=mi+1 Γ m , µ is "isolated" of the rest of equations of K(γ, µ): As a corollary we obtain the following result. 
Results on the multiplication operator.
Recall that when every polynomial has finite W k,p (E, µ)-norm, we denote by P k,p (E, µ) the completion of P with that norm. Since our aim is to bound the multiplication operator in P k,p (E, µ), in this section we just consider measures such that every polynomial has finite Sobolev norm. Hence, for any 0 ≤ j ≤ k,
and consequently, µ is finite. M. Castro and A. Durán [4] proved that if the multiplication operator is bounded in P k,p (µ) then the support of µ is compact. Then, we just need to consider finite vectorial measures with compact support. In this case, we usually have
First of all, some remarks about the definition of the multiplication operator. We start with a definition which makes sense for measures defined in arbitrary Borel sets E ⊆ C (not necessarily curves).
Definition 5.1. If µ is a vectorial measure in the Borel set E ⊆ C, we say that the multiplication operator is well defined in P k,p (E, µ) if given any sequence {s n } of polynomials converging to 0 in the W k,p (E, µ)-norm, then {zs n } also converges to 0 in the W k,p (E, µ)-norm. In this case, if {q n } ∈ P k,p (E, µ), we define M({q n }) := {zq n }, where z is the independent variable. If we choose another Cauchy sequence {r n } representing the same element in P k,p (E, µ) (i.e. {q n − r n } converges to 0 in the W k,p (E, µ)-norm), then {zq n } and {zr n } represent the same element in P k,p (E, µ) (since {z(q n − r n )} converges to 0 in the
We can also think of another definition which is as natural as the previous one in the case of curves.
) is a space of classes of functions), we say that the multiplication operator is well defined in
Although both definitions are natural, it is possible for a p-admissible measure µ with
and it is not well defined in P k,p (γ, µ) (see the example after [27, Theorem 4.2]). The following elementary lemma characterizes the spaces P k,p (E, µ) for which M is well defined. (1) The multiplication operator is well defined in P k,p (E, µ). (2) The multiplication operator is bounded in P k,p (E, µ). (3) There exists a positive constant c such that
for every q ∈ P . 
Although this result characterizes the measures with M bounded, it is convenient to obtain more practical criteria in order to guarantee the boundedness of M.
If we consider the case of a curve E = γ, we have the following results. First, let us note that the multiplication operator M is bounded in W k,p (γ, µ) if and only if there exists a positive constant c such that
is a complete space by Theorem 4.2.
The following result characterizes when M is a well defined operator in W k,p (γ, µ).
We say that µ is of type A if it is finite and strongly p-admissible in γ and there exist points a 1 = z 0 < a 2 < · · · < a n−1 < a n = z 1 in γ and integers 0 ≤ k
i < k, and for each 1 ≤ i < n we have either:
1. The definition itemizes much more cases in order to cover many possible behaviors of the weights. For instance, the case µ = 0 in some (a i , a i+1 ) is allowed (it is contained in the case (1)). In the same way, we could choose k 2. This class of measures includes many usual measures, as the Jacobi, Jacobi-Angelesco and Polacheck weights, and measures of type 1 or 2 in [23] and [1] . (5) is not very restrictive: Lemma 5.3 implies this condition if there exists k
). Using the same argument, we can check that (5) holds if we have either:
(5 ′ ) for every k
and w j > 0 a.e. in (a ′ i+1 , a i+1 ) for some a ′ i+1 < a i+1 and some k Remark. Condition K(γ, µ) = 0 is easy to check in practical cases. Propsition 5.1 gives a simple characterization if k = 1. Although it is not possible to describe in an explicit way the measures with K(γ, µ) = 0 for any k (if Ω 1 ∪ · · · ∪ Ω k is connected, then this description is equivalent to solve the Birkhoff interpolation problem, see e.g. [15] ), there exists a simple sufficient condition: it is easy to check that if suppµ 0 has at least k points in each connected component of Ω 1 ∪ · · · ∪ Ω k , then K(γ, µ) = 0. Theorem 5.6 below characterizes K(γ, µ) = 0 for a special kind of measures.
Since µ is a p-admissible vectorial measure in γ, by Theorem 5.2 we deduce that K(γ, µ) = 0.
Let us assume now that K(γ, µ) = 0. We prove first that
Let us fix 1 ≤ i < n.
If we are in case (1), then k
} and it has at most two points. (1) , JOSE M. SIGARRETA (2) Let us assume that we are in case (5 
Hence, without loss of generality we can assume that k a i+1 ) , for some a i ≤ α ij ≤ a i+1 . In a similar way, for each k
If β i < α i and k
Consider now the case (3). Then (
. By the Remark before Definition 3.8, there exists a
If k 
The case (4) are similar to (3).
is a finite set and K(γ, µ) = 0, we conclude that (γ, µ) ∈ C 0 (see Remark 1 after Definition 3.11).
By Lemma 5.2, we just need to show that there exists a positive constant c such that
If we are in case (1), then k 2 i = 0 and there is nothing to prove. We can assume now that k
; by Theorem 3.2 we have directly
for every f ∈ V k,p (γ, µ) and 1 ≤ j ≤ k 2 i , since (γ, µ) ∈ C 0 . Let us assume now that we are in case (5). As above, without loss of generality we can assume that k
for every positive constant c.
Fix k
, by Lemma 5.3. Hence a i+1 is (j − 1)-left-regular (see Remark 1(a) after Definition 3.6). Since (γ, µ) ∈ C 0 , Theorem 3.2 gives
and we conclude f
ai+1 ai w j > 0, we obtain a similar inequality. Consequently, 
is connected, we obtain a similar inequality. Consequently, 
We consider now the case (3). As above, without loss of generality we can assume that k 
, by the Remark before Definition 3.8, there exists a
. Without loss of generality we can assume that
and (γ, µ) ∈ C 0 , Theorem 3.2 gives again
The case (4) is similar to (3). Then (10) holds for every 1
. Consequently, Lemma 5.2 finishes the proof.
As we said, if k = 1, there exists a simple characterization of K(γ, µ) = 0. This result is interesting since in the applications of Sobolev orthogonal polynomials usually appears the case k = 1. It could be interesting to check Theorem 5.3 in some particular case. Consider again the example after Definition 3.3. Since K(γ, µ) = span{x, (x + ) 2 }, M is not bounded, but in order to make M bounded in the Sobolev space, it is sufficient to replace µ 0 = δ 0 by a measure with two more Dirac's deltas.
But, what is the minimum amount of deltas that we need in order to have the multiplication operator bounded in the closure of the space of polynomials P 3,p ([−1, 1], µ) with the Sobolev norm? We need at least one: In order to have a norm in the space of polynomials (which is equivalent to the existence of Sobolev orthogonal polynomials), we need to replace µ 0 = δ 0 by another measure with one more delta (the polynomials in K([−1, 1], µ) are just the span of x).
But, in fact, we need two, since, as usual, the Sobolev space is the closure of the space of polynomials P 3,p ([−1, 1], µ) with the Sobolev norm. Therefore our definition of Sobolev space gives the sharp result: we see that even if · W k,p (γ,µ) is a norm in P, M can be not bounded in P k,p (γ, µ); we need · W k,p (γ,µ) to be a norm in W k,p (γ, µ).
After this general result, we can deduce three practical consequences. Definition 5.7. Consider 1 ≤ p < ∞ and a vectorial measure µ = (µ 0 , . . . , µ k ) in a compact curve γ. We say that µ is of type B if it is finite and strongly p-admissible in γ and w j is comparable to a piecewise monotone function for any 1 ≤ j ≤ k.
1. By monotone we mean non-strictly monotone; hence, it is possible to have w j = 0 in some arc.
2. The partition in arcs can be different for each w j . ], we have either w j = 0 a.e. or w j > 0 a.e.
We consider the points a 1 = z 0 < a 2 < · · · < a n−1 < a n = z 1 in γ, which are the ordered points in the set {b j i } 1≤i<m j , 1≤j≤k . Consequently, for any fixed 1 ≤ i < n and 1 ≤ j ≤ k, w j is comparable to a monotone function in [a i , a i+1 ] and we have either w j = 0 a.e. or w j > 0 a.e. in [a i , a i+1 ].
For any 1 ≤ i < n, we define k ko (I, µ) is that it can be defined in a simpler and faster way than W k,p (I, µ).)
Proof. We prove that, with our hypothesis, µ is strongly p-admissible in γ; in fact, we prove that µ * j = 0 for every 1 ≤ j ≤ k. Let us fix 1 ≤ j ≤ k. Since dµ * j := dµ j − w j χ Ω j ds and µ j is absolutely continuous in γ, dµ * j := w j (1 − χ Ω j )ds, and we just need to prove w j = 0 a.e. in γ \ Ω j . This fact is a consequence of Lemma 5.3: using the notation in the proof of Theorem 5.4, since for each 1 ≤ i < n, we have that w j is either right or left-consistent in [a i , a i+1 ], and we have either w j = 0 a.e. or w j > 0 a.e. in [a i , a i+1 ], Lemma 5.3 gives either w j = 0 a.e. or w j ∈ B p ((a i , a i+1 ) ). Consequently, for each 1 ≤ i < n, we have either w j = 0 a.e. in [a i , a i+1 ] or (a i , a i+1 ) ⊆ Ω j ; in both cases w j = 0 a.e. in (γ \ Ω j ) ∩ [a i , a i+1 ], and consequently w j = 0 a.e. in γ \ Ω j . Then, µ * j = 0 for every 1 ≤ j ≤ k and hence µ is strongly p-admissible in γ. Therefore, µ is of type B, and Theorem 5.4 finishes the proof.
It is usual that the behavior of a weight is "similar" to some power, in some sense; the following definition deals with this case. We say that µ is of type C if it is finite and strongly p-admissible in γ, and we have:
(1) w k ∈ B p ((a 1 , a 4 )), (2) for each 1 ≤ j ≤ k we have either:
for any z ∈ (a 1 , a 2 ) (i.e. t ∈ (0, l)), since α We prove now the equivalence of (ii) and (iii): If µ 0 (γ) = 0, then
|1|
p dµ 0 = 0 , and consequently 1 ∈ K(γ, µ) = 0. If γ w 1 > 0 and µ 0 (γ) > 0, let us consider f ∈ K(γ, µ). Condition (1) gives Ω k = (a 1 , a 4 ), and hence Proposition 4.1 implies f ∈ P k−1 . Since γ w 1 > 0 and γ |f ′ | p w 1 = 0, we obtain f ′ = 0 in infinitely many points in γ; consequently, f is constant. Since µ 0 (γ) > 0 and |f | p µ 0 (γ) = γ |f | p dµ 0 = 0, we have that f = 0 in γ. Then K(γ, µ) = 0.
