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Розглянуто повністю дискретний проекційний метод у комбінації 
з принципом рівноваги для розв’язування періодичних інтегральних 
рівнянь у апостеріорному випадку. Доведена оптимальність та еконо-
мічність такого підходу. 
Ключові слова: повністю дискретний проекційний метод, прин-
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Date received 06.03.2017 
 
 
УДК 519.8 
Н. В. Семенова, д-р фіз.-мат. наук, 
Т. Т. Лебєдєва, канд. екон. наук, 
Т. І. Сергієнко, канд. фіз.-мат. наук 
Інститут кібернетики імені В. М. Глушкова НАН України, м. Київ 
ОПТИМАЛЬНІСТЬ ТА КОРЕКТНІСТЬ У ВЕКТОРНИХ 
ЗАДАЧАХ ДИСКРЕТНОЇ ОПТИМІЗАЦІЇ 
Сформульовано умови оптимальності розв’язків векторної 
задачі дискретної оптимізації на допустимій множині, що опи-
сується псевдоопуклими функціями обмежень, отримано дос-
татні умови оптимальності різних видів розв'язків задачі та 
п’яти типів її стійкості. Встановлено топологічні властивості 
підмножин простору вхідних даних задачі, на яких зберігаєть-
ся оптимальність її розв'язків. 
Ключові слова: дискретна оптимізація, векторна задача, 
стійкість, коректність. 
Вступ. Встановлення необхідних і достатніх умов оптимальнос-
ті та стійкості розв'язків векторних дискретних задач це актуальна 
проблема, оскільки їх знання дає основу для розробки способів пере-
вірки оптимальності та якості того чи іншого обраного розв'язку, та 
побудови ефективних методів знаходження множин оптимальних 
розв'язків, які мають деякі наперед задані властивості інваріантності 
при можливих збуреннях вхідних даних задачі [1]. 
У доповіді сформульовано умови оптимальності розв’язків век-
торної задачі дискретної оптимізації на допустимій множині, яка 
описується псевдоопуклими функціями обмежень [2], отримано дос-
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татні умови оптимальності Парето-оптимальних, слабо та строго 
ефективних розв'язків задачі, та різних типів стійкості задачі. Дослі-
джено топологічні властивості деяких підмножин простору вхідних 
даних задачі, на яких зберігається оптимальність її розв'язків. 
Постановка задачі. Основні означення. Розглянемо векторну зада-
чу дискретної оптимізації такого вигляду:    : max (, ) |PZ F xF X x X , 
де 1( ) ( ( ),..., ( ))lF x f x f x  — векторний критерій; 1: ,nif R R  
 1,...,i N   , X  — непорожня множина в ,nR  nX Z ,  | ( ) 0,n i mG x R g x i N    , 1: ,ni mg R R i N  . 
Під розв’язанням задачі  ,PZ F X  будемо розуміти знаходження 
елементів множини  ,P F X  — Парето-оптимальних (ефективних) 
розв’язків [3]. Розглядатимемо також множини:  ,Sl F X  — оптималь-
них за Слейтером (слабо ефективних) розв’язків,  ,Sm F X  — оптима-
льних за Смейлом (строго ефективних) розв’язків. 
Згідно [1–6] для будь-якого x X  істинні такі твердження: 
            , , , | ,x P F X y F X y X F y F x F y F x        ,  
         , , , |x Sl F X y F X y X F y F x       , (1) 
        , , , | ,x Sm F X y F X y X y x F y F x        ,  
      , , ,Sm F X P F X Sl F X  . (2) 
Умови оптимальності та стійкості розв’язків задачі  ,PZ F X . 
Нехай функції ( ),if x i N  , часткових критеріїв є псевдоугнутими фу-
нкціями, а ,i mg i N , — псевдоопуклі функції. Введемо до розгляду 
неперервну векторну задачу ( , ) : max{ ( ) }  PZ F G F x x G , що відповідає 
задачі  ,PZ F X . 
Позначимо Fr B  — сукупність усіх граничних точок деякої 
множини B , int \B B Fr B . Для будь-якого розв’язку y Fr G  
визначимо такі множини:  ( ) ( ) 0 m iN y i N g y   , 
 ( ) ( ), 0, ( )n iH y x R g y x y i N y      , 
 ( ) ( ) 0, ( ) , n iG y x R g x i N y     
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 ( ) ( ), 0,  n iK y x R f y x y i N       , 
 0 ( ) ( ), 0,  n iK y x R f y x y i N       , 
де ( )if y  — градієнт функції ( )if x  у точці y. 
Враховуючи висловлювання (1)–(24), справедливі при X G , та 
очевидні включення ( ) ( )X G G y H y   , ( , , ) int ( )y F G K y  , 
( , , ) ( , , ) ( , , ) ( )y F G y F G y F G K y     , 0( , , ) ( ) \ ( )y F G K y K y   
приходимо до висновку про справедливість теореми. 
Теорема 1. Нехай ny FrG Z  . Якщо ( ), ( )ig x i N y , і 
( ), , if x i N    — псевдоопуклі функції, то умови 
 int ( ) ( )K y H y  , (3) 
 0( ( ) \ ( )) ( )K y K y H y  , (4) 
 ( ) ( ) {0}K y H y   (5) 
є достатніми для належностей y  Sl(F, X), y  Р(F, X), y  Sm(F, X) 
відповідно. Якщо { ( ) } if y i N     і { ( ) ( )} ig y i N y    — системи 
лінійно незалежних векторів, то співвідношення (3) — необхідна 
умова для ( , )y Sl F G . 
Нехай 1 2( , )u u u  — набір вхідних даних задачі ( , )PZ F G , що є 
елементом деякого простору U  вхідних даних задачі. Простір U  
можна подати як декартовий добуток 1 2U U U   простору 1U  вхід-
них даних для опису векторного критерія F  і простору 2U  вхідних 
даних, що описують допустиму множину X . Зокрема, якщо вектор-
ний критерій представлений квадратичними функціями 
( ) , , , i i if x x D x c x i N    , де n niD R  , 1( ,..., ) ni i inc c c R  , то 
покладемо 1 ( , )u D C  1 n n nU R R     , де 1( ,..., ) n nD D D R     , 
ijC c     nR  . Якщо :i N    ( ) , ,i i i ig x x Q x p x h   , nip R , 
ih R , n niQ R   — симетрична невід’ємно визначена матриця, 
,mi N  то покладемо 2 2( , , ) n n m m n mu Q p h U R R R       , де 
1( ,..., )mQ Q Q , 1( ,..., ) m nmp p p R   , 1( ,..., ) mmh h h R  . 
Згідно 3–6 наведемо означення п’яти типів стійкості вектор-
ної задачі ( , )PZ F X , позначивши 1 ( )uF   і 2 ( )uX   відповідно вектор-
ний критерій і допустиму область задачі при збуреннях вхідних да-
них 1 2( ) ( ( ), ( )) ( )u u u O u    . 
Серія: Фізико-математичні науки. Випуск 15 
183 
Задача ( , )PZ F X  1T -стійка, якщо 0  , таке, що 
1 2( ( ), ( )) ( )u u O u    справедливе співвідношення   
1 2( ) ( )( , ) ,u uP F X P F X    . 
Задача ( , )PZ F X  2T -стійка, якщо 0   і ( , )x P F X  , такі, що 
1 2( ( ), ( )) ( )u u O u    виконується належність  1 2( ) ( ),u ux P F X  . 
Задача ( , )PZ F X  3T -стійка, якщо 0  , таке, що 
1 2( ( ), ( )) ( )u u O u    виконується включення   
1 2( ) ( ), ( , )u uP F X P F X   . 
Задача ( , )PZ F X  4T -стійка, якщо 0  , таке, що 
1 2( ( ), ( )) ( )u u O u    виконується включення   
1 2( ) ( )( , ) ,u uP F X P F X  . 
Задача ( , )PZ F X  5T -стійка, якщо 0  , таке, що 
1 2( ( ), ( )) ( )u u O u    справедливе співвідношення   
1 2( ) ( )( , ) ,u uP F X P F X  . 
Отримані результати стосуються стійкості щодо збурень всіх 
вхідних даних задачі, так і щодо збурень вхідних даних, що предста-
вляють її векторний критерій або обмеження. Виходячи з теореми 1, 
приходимо до низки тверджень. 
Твердження 1. Якщо існує точка ny FrG Z  , для якої вико-
нується умова (5), то задача ( , )PZ F X  2T -стійка за векторним критерієм. 
Твердження 2. Якщо існує точка ny FrG Z  , яка задовольняє 
умові (4) і не є строго ефективним розв’язком задачі ( , )PZ F X , то ця 
задача не є 4T - і 5T -стійкою. 
Твердження 3. Якщо існує точка ny FrG Z  , яка задовольняє 
умові (3) і не є Парето-оптимальним розв’язком задачі ( , )PZ F X , то 
ця задача не є 3T - і 5T -стійкою. 
Встановлено топологічні властивості ряду підмножин простору 
вхідних даних задачі ( , )Z F X , при яких зберігається оптимальність її 
розв’язків. 
Теорема 2. Для будь-якого розв’язку 
1
( , )ux Sm F X  підмножина 
 11 1 1( ) ( , ) Sm uU x u U x Sm F X    простору 1U  вхідних даних задачі 
( , )PZ F X  є відкритим конусом. 
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Теорема 3. Для будь-якого розв’язку 
1
( , )ux S F X   підмножина 
 11 1 1( ) ( , ) S uU x u U x S F X     простору 1U  початкових даних за-
дачі — замкнений конус. 
Теорема 4. Для будь-якого розв’язку 
2
int ux X  множини  
  22 2 2( ) , ,Sm uU x u U x Sm F X    
  22 2 2( ) , ,Sl uU x u U x S F X     
  22 2 2( ) ,P uU x u U x P F X   , 
  1 21 2( ) ( , ) ,Sm u uU x u u u U x Sm F X     
— відкриті конуси. 
Висновки. Встановлено умови оптимальності різних видів роз-
в'язків векторної задачі дискретної оптимізації на допустимій множи-
ні, що описується псевдоопуклими функціями обмежень, отримано 
достатні умови п’яти типів стійкості зазначеної задачі. Встановлено 
топологічні властивості підмножин простору вхідних даних задачі, на 
яких зберігається оптимальність її розв'язків. 
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The conditions of optimality of different types of solutions of vector 
problem of discrete optimization on a feasible set which the is described of 
psevdo-convex functions of restrictions are set, the sufficient conditions of 
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five types of stability of the noted problem are got. Topological properties 
of of subsets of space of input data problems which the optimality of its so-
lutions is saved on, are set. 
Key words: discrete optimization, vector problem, stability, well-
posedness. 
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ВИКОРИСТАННЯ МЕТОДУ ВІДСІЧЕНИХ СИСТЕМ ЛІНІЙНИХ 
АЛГЕБРАЇЧНИХ РІВНЯНЬ В СЕРЕДОВИЩІ MATLAB 
Запропоновано новий підхід до розв’язання методу відсі-
чених систем. Показано рекурентні співвідношення для розв'я-
зання числових систем лінійних алгебраїчних рівнянь. Охара-
ктеризована система лінійних алгебраїчних рівнянь з число-
вими елементами. Проведено порівняльну характеристику 
СЛАР з числовими елементами та описано тестування проце-
дур лінійної алгебри в середовищі MatLab. 
Ключові слова: відсічені системи, системи лінійних ал-
гебраїчних рівнянь з числовими елементами, процедури ліній-
ної алгебри. 
Вступ. Розв'язування систем лінійних алгебраїчних рівнянь (СЛАР) 
завжди є одним із актуальних задач обчислювальної математики. Обчис-
лювальна математика вивчає чисельні методи розв'язування різних ма-
тематичних задач, тобто методи, які ґрунтуються на побудові скінченної 
послідовності дій над скінченною множиною чисел. За умови викорис-
тання таких методів розв'язок математичної задачі отримується у вигляді 
числового результату. Досліджуючи ті чи інші процеси або явища, прое-
ктуючи зразки нової техніки з використанням математичних методів і 
ЕОМ, спочатку складають математичну модель досліджуваного об'єкта. 
Тоді побудовану математичну модель перетворюють до такого вигляду, 
щоб розв'язок можна було знайти (звичайно з певною похибкою) у ви-
гляді числового результату за допомогою арифметичних і логічних опе-
рацій. Таке перетворення виконують, застосовуючи числові методи.  
Постановка проблеми. При розв’язанні широкого кола прикла-
дних задач більшість сучасних вчених, інженерів і техніків, як прави-
ло, використовують пакети комп’ютерної алгебри. Розв’язання мате-
матичних задач з допомогою системи MatLab заслуговує особливої 
уваги. Зорієнтована на роботу з реальними даними, ця система вико-
нує всі обчислення в арифметиці з плаваючою комою на відміну від 
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