We present a method to quantify the disciplinary bias of any scholarly impact metric, and introduce a simple universal metric that allows to compare the impact of scholars across scientific disciplines.
metric on the other hand may favor some disciplines and penalize others.
An objective, quantitative assessment of metric universality is missing to date. To fill this void, we introduce a universality index to evaluate and compare the bias of different metrics. Our index allows for the first time to gauge a metric's capability to compare the impact of scholars across disciplinary boundaries, creating an opportunity for, say, mathematicians and biologists to be evaluated consistently.
The proposed universality index looks at how top authors according to a particular metric are allocated across different disciplines, and compares this distribution with one obtained from a random sampling process. This approach is inspired by a method for comparing expected and observed proportions of top cited papers to evaluate normalized citation counts [13] . The idea is that each discipline should be equally represented in a sample of top authors. For example, if we rank scholars across all disciplines according to an unbiased (universal) metric, the top 5% of scholars should include the top 5% of mathematicians, the top 5% of biologists, and so on. In other words, the percentage of top scholars in each discipline should not depend on the size of the discipline. Of course the number of scholars in each discipline should be proportional to the size of that discipline.
Suppose each author is assigned a discipline d. Selecting a fraction z of top scholars from the entire set according to a universal metric should be equivalent to sampling a fraction z of scholars at random, where the expected fraction of scholars selected from each discipline d is E[f z,d ] = z. Such a random process provides us with a null model for the values of f bias. This definition of universality satisfies the basic intuition that all metrics are unbiased in the limit z = 1. To eliminate the dependence of the universality assessment on a particular selectivity z, we can finally define the universality indexū m = 1 0 u m (z)dz. Further details on the null model and universality definitions can be found in appendix.
To illustrate the usefulness of our index, let us analyze the universality for a set of well-known impact measures across a set of scholarly disciplines. We consider 12 disciplines from the Thomson-Reuters JCR classification (see appendix). Some of the metrics under consideration, such as the h index, are widely adopted [14] . Others, such as the new crown indicator [15] and Batista's metric [16] , are designed with the explicit goal of field normalization. We additionally propose a new metric h s = h/ h d that simply normalizes h by the average across authors in the same discipline. See appendix for further details on all of the metrics. As evident in Fig. 1(b) , some metrics are more universal than others; in other words, when we select the top 5% of all scholars, we find close to 5% of scholars from each of the considered disciplines, consistently with the null model (grey area). Fig. 1(c) shows that according to u(5%), two of the metrics appear to be least biased: Batista's h i,norm and our own h s . These are consistent with the unbiased model at z = 5%, while the other metrics are not. Fig. 1(d) shows how the universality of each metric depends on the selectivity z. As we select more top scholars, the bias of all metrics decreases; u(z) → 1 as z → 1 by definition. For selectivity z < 40%, the two best metrics display high universality, as illustrated by the overlap of the corresponding curves with the expectation of the null model (grey area). Table 1 While discipline bias is quickly being recognized as a key challenge for objective assessment of impact, it is difficult to evaluate the claims of universality for the multitude of proposed metrics. The index presented here is the first quantitative gauge of universality that can be readily applied to any existing metric. The present analysis points to h s as an impact metric that is intuitive, easy to compute, and universal. Figure 1: (a) Effect of field normalization on ranking bias. We rank the top 5% of authors in 7 JCR disciplines according to two metrics, h and h s (see text). We compare the rank (top percentile) globally across disciplines versus locally within an author's own discipline. Due to discipline bias, biochemists are favored and mathematicians are penalized according to h, as illustrated by the two highlighted authors. The global ranking according to the normalized metric h s is more consistent with the rankings within disciplines. (b) Illustration of discipline bias for impact metrics h and h s . The analysis is based on empirical data from the Scholarometer system, which provides discipline annotations for scholars and associated citation material [17, 18] . We consider 7 JCR disciplines spanning science and social sciences (see appendix). Across these disciplines, we select the top 5% of authors according to each metric. We then measure the percentage of authors from this selection that belong to each discipline. The h index favors science disciplines and penalizes some social sciences and mathematics. In this and the following plots, grey areas represent 90% confidence interval of unbiased samples, calculated according to a hypergeometric distribution that accounts for the finite size of the sample [19] (see appendix). (c) Universality u(z) for ten impact metrics and selectivity z = 5%. 
where
x!(x−y)! is a binomial coefficient that calculates the total number of ways in which y elements can be extracted out of x total elements. Eq. 1 describes a simple urn model [20] , where elements (authors in our case) are randomly extracted from the urn without replacement. With this statistical model we can calculate the expected number of authors in category d present in the top fraction z as
Moreover, we can make use of Eq. 1 for estimating confidence intervals or other relevant statistical quantities. The process leading to Eq. 1 is simulated 10 3 times to obtain the grey areas in Fig. 1(b,c,d ) in the main text, and in Figs. A2 and A3.
Universality Test
The universality index is defined asū
where u m (z) is the universality score for a measure m and selectivity z. We numerically approximate the integral as:ū
where we set dq = 0.01 and Q = 99. The universality score u m (z) is calculated as
where α is a parameter (see below), D is the total number of disciplines in which authors are classified, and f 
Data
We used the data collected by Scholarometer (scholarometer.indiana.edu) from November 2009 to August 2012. Scholarometer is a social tool for scholarly services developed at Indiana University, with the goal of exploring the crowdsourcing approach for disciplinary annotations and cross-disciplinary impact metrics [17, 18] . Users provide discipline annotations (tags) for queried authors, which in turn are used to compare author impact across disciplinary boundaries. The data collected by Scholarometer is available via an open API. We use this data to compute several impact metrics for authors belonging to various disciplines, and test the universality of these metrics. At the time of writing, the database has collected citation data about 38 thousand authors of 2.2 million articles in 1,300 disciplines. Further statistics for authors and disciplines are available on the Scholarometer website [18] .
Impact Measures
The bibliometrics literature contains a plethora of scholarly impact metrics, and it is not feasible to evaluate all of them. Therefore we focus on a small set of metrics that are widely adopted and/or specifically designed to mitigate discipline bias. Our analysis of universality is performed on the following impact metrics:
c avg is the average number of citations received by an author's articles.
h index is defined as the maximum number of articles h such that each has received at least h citations [14] . The h index is the most widely adopted impact metric. It summarizes the impact of a scholar's career using a single number without any threshold.
Redner's index c
1/2
total is defined as the square root of the total number of citations received by the articles of an author [21] .
h m index attempts to apportion citations fairly for papers with multiple authors [22] . It counts the papers fractionally according to the number of authors. This yields an effective rank, which is utilized to define h m as the maximum effective number of papers that have been cited h m or more times.
g index is the highest number g of papers that together receive g 2 or more citations [23] . It attempts to mitigate the insensitivity of the h index to the number of citations received by highly cited papers. h f index was proposed as a universal variant of h [13] . The number of citations c received by each paper is normalized by the average number of citations c 0 for papers published in the same year and discipline. The rank of each paper n is rescaled by the average number n 0 of papers per author written in the same year and discipline. The h f index of the author is the maximum rescaled rank h f such that each of the top h f papers has at least h f rescaled citations.
Batista's h i,norm involves normalizing the total number of citations in the h-core (the papers that contribute to the h index) by the total number of authors contributing to them. The resulting h i of each author is then normalized by the average h i of the author's discipline [16] .
New crown indicator (c/c 0 ) avg was proposed by Lundberg [15] as the item oriented field-normalized citation score (FNCS) and implemented by Waltman et al. [25] . It is a modification of the crown indicator [26] , calculated as the average field-normalized number of citations c/c 0 across an author's publications.
h s index is proposed here as a normalization of the h index by the average h of the authors in the same discipline. Numerical tests show that the distribution of h is not scale-free and therefore the mean is well defined. Despite its simplicity, we are not aware of this metric being previously defined in the literature. Note that within a discipline, h s produces the same ranking as h. Therefore, h s is very similar to the percentile score but slightly easier to compute. Percentiles have been proposed for normalization of journal impact factors [27] .
Sensitivity Analysis
Here we test the robustness of our findings with respect to several variations of our method, namely different ways to classify authors into disciplines, different selectivity values, and different exponents in the definition of universality.
Discipline Definitions
To test the universality of the different impact metrics, we consider three distinct ways to define disciplines, i.e., to sample authors from multiple disciplines. When a user queries the Scholarometer system, she has to annotate the queried author with at least one discipline tag from the JCR science, social sciences, or arts & humanities indices. Additionally, the user may tag the author with any number of arbitrary (JCR or user-defined) discipline labels. Based on these annotations, we consider three disciplinary groupings of authors:
ISI: The 12 JCR disciplines with the most authors (see Table A1 ). Results based on this method are presented in the main text.
User: The top 10 user-defined disciplines (Table A2) .
Manual: 11 manually constructed groups of related disciplines (Table A3 ). Here we extend the analysis in the main paper to the two additional categorization. Fig. A2 reproduces are the most universal (least biased) metrics. 
Selectivity
For each discipline categorization and impact metric, we obtained the actual distribution of authors across disciplines for each value of selectivity z. Fig. A2 reproduces Fig. 1(b) in the main text, and extends it for a larger value of z. The results in all cases are similar. Universality   Fig. A3 , and the tables therein, replicate Fig. 1(d) and Table 1 (e) in the main text for different values of the exponent α. With a few exceptions, the ranking of impact metrics is consistent for different exponents. 
Exponent in Definition of

