ABSTRACT Guaranteed-performance time-varying formation analysis and design problems for general high-order swarm systems with communication constraints are investigated. First, a guaranteed-performance time-varying formation control protocol is proposed by using the intermittent relative local information, and the performance function is introduced to guarantee the formation regulation performance among neighboring agents. An explicit presentation of the formation center function is presented to describe the movement trajectory of the formation as a whole. Then, sufficient conditions for guaranteed-performance time-varying formation analysis and design are respectively given by linear matrix inequality techniques, and a guaranteed-performance cost is determined meanwhile. When the desired guaranteed-performance time-varying formation satisfies the time-varying formation feasibility condition, swarm systems with communication constraints can achieve the guaranteed-performance time-varying formation by designing the gain matrix of the guaranteed-performance time-varying formation control protocol if the nominal coverage rate is larger than a positive threshold. Finally, a numerical simulation is shown to illustrate theoretical results.
I. INTRODUCTION
Recently, distributed cooperative control of swarm systems has received an increasing attention from researchers due to its wide applications in various fields, such as flocking [1] , [2] , synchronization [3] , [4] , and formation control [5] , [6] , etc. In the real world, swarm systems have many physical applications, such as distributed computation systems, multiple robot systems and sensor networks, et al. As a fundamental research topic in distributed cooperative control of swarm systems, consensus, which is referred to an agreement achieved by all agents, has attracted extensive research in recent years [7] - [12] . Besides, motivated by the formation flying phenomenon in the biological world, formation control has already become a significant work in both academic and engineering community in the past two decades (see, e.g., [13] ), and it has developed wide practical applications of different areas meanwhile, such as satellite flying [14] , cooperation of multiple robots [15] , and unmanned aerial vehicle formation Dong [16] . Compared with the consensus problem, formation control can be regarded as the group behavior of all agents, in which they can form a desired geometrical shape by utilizing neighboring information and control strategy. Inspired by the consensus theory, researchers have studied formation control problems by the consensus-based approach [17] . The core idea of the consensus-based approach is to transform the formation control problems into consensus-like problems and then solve them by the tools in consensus theory.
According to the dynamics of agents, linear swarm systems can be classified into first-order cases, second-order cases and high-order cases. For first-order swarm systems, coordinate-free formation control was studied by a graph Laplacian approach in [18] . Consensus-based formation control for second-order swarm systems was investigated in [19] . In the real world, many practical swarm systems are of high order, in which formation control are more general and challenging than first-order or second-order case due to the complicated dynamics of each agent. For high-order swarm systems, some important research results were reported on time-invariant formation (TIF) control, as shown in [20] - [22] . However, in many practical cases, the formation may change due to the complex mission situations, such as reconnaissance and area coverage by multiple unmanned ground vehicles, formation alteration for unmanned aerial vehicles flying and obstacle avoidance in cooperation of multiple mobile robots. In these cases, time-varying formation (TVF) control is required. Compared with the TIF control, TVF control is more practical to applications so that it has received an increasing attention by researchers, and many meaningful results about TVF control were presented in [23] - [26] .
In the above-mentioned works on TVF control, the communications among agents and their neighbors are connected and information can be transmitted continuously. However, in some situations, communication constraints in information transmission may occur due to network-induced packet loss, external disturbances, the temporary failure of communication links, or faults of sensing devices, and each agent will communicate with its neighbors intermittently. In these cases, the control input can act only on some communication connected time intervals and the formation regulation among agents becomes more complicated. Note that the formation regulation is required to satisfy some performance indexes in many practical applications. For example, because of the limited resource or utility maximization, the distance performance among multiple unmanned aerial vehicles is crucial when they perform a specific formation transformation. To this end, the formation regulation performances should be considered and they can be modeled as certain performance functions. According to the above analysis, for swarm systems with communication constraints to achieve TVF by an optimized performance design, the guaranteed-performance time-varying formation (GPTVF) control is worthwhile to be studied and the problem is still open to the best of our knowledge.
This paper investigates GPTVF analysis and design problems for general high-order swarm systems with communication constraints, and the innovations of this paper are the following threefold: (i) Sufficient conditions such that swarm systems can achieve GPTVF with communication constraints are derived; (ii) An explicit presentation of the formation center function is obtained; (iii) The formation regulation performance is guaranteed by determining a guaranteed-performance cost. In this paper, firstly, a GPTVF control protocol, which is associated with the performance function, is proposed to satisfy the requirements of the TVF regulation performance design with communication constraints by adopting the intermittent local state information. Then, by the nonsingular transformation, the whole dynamics of swarm systems is divided into the formation agreement part and the disagreement part, respectively. According to the formation agreement dynamics, an explicit presentation of the formation center function is derived to describe the overall movement of the whole TVF. A sufficient condition for GPTVF analysis is provided for swarm systems with communication constraints by LMI techniques, and a guaranteed-performance cost is given. Finally, by the changing variable method, LMI conditions is derived to determine the gain matrix.
Compared with the previous results on TVF control, the novel features of this paper are the following threefold. Firstly, an optimized performance design is introduced into TVF control for swarm systems to guarantee the formation regulation performance. Only TVF control was investigated in [23] - [26] , where the formation regulation performances were not considered. In this paper, by the GPTVF control, swarm systems can not only form a desired TVF, but also satisfy certain formation regulation performance. Secondly, the GPTVF control protocol is proposed by considering the impacts of communication constraints, and the intrinsic mechanism of these impacts are determined. The disagreement dynamics of swarm systems can be exponentially stable by utilizing the GPTVF control protocol. Note that the TVF control approaches in [23] - [26] are no longer valid due to the communication constraints. Thirdly, an explicit presentation of the formation dynamics and its initial states are determined. The explicit presentations of the formation center functions were not given in [23] - [25] . An explicit presentation of the formation center function is shown in [26] , where the communication constraints were not involved. This paper reveals that agent dynamics, initial states and TVF have combined effects on the formation center function, and the communication constraints have no direct influence on the formation center function even though they are important for swarm systems to achieve GPTVF.
The rest of this paper is organized as follows. Section II shows the basic conclusions of graph theory and the problem description. In Section III, an explicit presentation of the formation center function is determined. Section IV derives the LMI conditions of GPTVF analysis and design for swarm systems with communication constraints, respectively. A numerical simulation is presented to demonstrate theoretical results in Section V. Finally, in Section VI, concluding remarks are given.
Notations: Let N represent the set of natural numbers. R n and R n×m are the n-dimension real column vector and the set of n × m dimensional real matrices, respectively. For simplicity, 0 is utilized to denote zero number, zero vectors, and zero matrices, respectively. Let 1 N be an N -dimensional column vector, whose entries are equal to 1. W T and W −1 stand for the transpose and the inverse matrix of W , respectively. W T = W > 0 means that matrix W is symmetric and positive definite. The notation ⊗ is the Kronecker product. The symbol * denotes the symmetric terms of a symmetric matrix. VOLUME 6, 2018 
II. PRELIMINARIES AND PROBLEM DESCRIPTION A. GRAPH THEORY
In this paper, the communication topology among N agents can be shown as a connected undirected graph denoted by
stands for the set of edges, and W = w ij ∈ R N ×N is the weighted adjacency matrix of G with the weight w ij > 0 if v j , v i ∈ E and w ij = 0 otherwise. Let N i = v j ∈ V : v j , v i ∈ E denote the neighbor set of node i. Define the in-degree matrix of
, where e ij = v i , v j is an edge in graph G. Each edge in graph G is bidirectional and w ij = w ji . A path is a sequence of nodes connected by edges and the graph G is said to be connected if there exists at least a path between any nodes.
Lemma 1 [27] : Let L be the Laplacian matrix of the undirected graph G, then L is a symmetric matrix and at least has one zero eigenvalue with the associated eigenvector 1 N . Besides, 0 is a simple eigenvalue of L and all the other N − 1 eigenvalues are positive if graph G is connected.
B. PROBLEM DESCRIPTION
Consider a swarm system consisting of N homogeneous agents, in which the ith agent has the following dynamics:
where i ∈ {1, 2, · · · , N }. A ∈ R n×n and B ∈ R n×m respectively indicate the system matrix and the input matrix. For agent i, x i (t) ∈ R n are the states, and u i (t) ∈ R m are the control inputs. Note that connected undirected graph G can represent the communication topology of swarm system (1), where each node denotes an agent and the weight w ij stands for the communication strength from agent i to agent j. Definition 1: The GPTVF for swarm system (1) is specified by a vector
piecewise continuously differentiable and a performance function J p which is defined latter, respectively. Most existing TVF control protocols are accomplished based on a common assumption that the information can be transmitted fluently among agents. However, in the real world, because temporary faults of communication links, sensor failures, or network-induced packet loss may occur in some time intervals, the swarm system will suffer communication constraints. Moreover, some performance indexes should be considered to describe the formation regulation performance between each agent and its neighbors. Therefore, to overcome the challenging problems of the TVF control with communication constraints by the guaranteed performance design, the current paper proposes the following GPTVF control protocol:
where
, T represents the set of time intervals in which each agent can communicate with its neighbors,T denotes the set of time intervals over which the communications among neighboring agents are interrupted, with T ∪T = [0, +∞) and T ∩T = ∅, and K is the gain matrix. Then, consider the corresponding quadratic performance function of the GPTVF control protocol (2) for swarm system (1) as follows:
where Q ∈ R n×n is a symmetric and positive definite matrix.
To facilitate the analysis of communication constraint problems for swarm systems, the concept of the communication failure rate is given by the following definition.
Definition 2: For the time interval [a, b) with 0 a < b, the communication failure rate is defined as Assumption 1: The time intervals [t k , t k+1 ) (k ∈ N) with t 0 = 0 are uniformly bounded and non-overlapping, on which there exist two positive constants χ m and χ n such that χ m
Assumption 2: The communication failure rate on time
According to GPTVF control protocol (2) and corresponding performance function (3), the definitions of the GPTVF analysis and design are respectively presented as follows.
Definition 3: For any given gain matrix K and bounded initial states, swarm system (1) with GPTVF control protocol (2) is said to achieve GPTVF f (t) if there exist a vector-valued function c (t) ∈ R n and a constantJ p > 0 such that lim t→∞ (
and J p J p , where c (t) andJ p stand for a formation center function and a guaranteed-performance cost, respectively.
Definition 4: Swarm system (1) with GPTVF f (t) is said to be GPTVF achievable by GPTVF control protocol (2) if there exists a gain matrix K such that it achieves the GPTVF. This paper mainly focuses on GPTVF analysis and design problems for swarm systems with communication constraints and how to determine the formation center function c (t).
Remark 1:
Comparing with the results on the TVF control in [23] - [26] , this paper considers the impacts of communication constraints and determines the mechanism of these impacts. Influenced by the communication constraints, the formation errors between agent i (i ∈ {1, 2, · · · , N }) and its neighbors may increase in the communication disconnected time intervals. In this case, the value of the intermittent GPTVF control protocol is zero in the communication disconnected time intervals, the formation regulation among agents becomes more complicated, and the methods in [23] - [26] cannot guarantee the realizability of the TVF. Meanwhile, the performance function J p is introduced to describe the evaluation criterion of the dynamic formation performance of swarm system (1) . Note that J p is a quadratic integral function consisted of the performance weight matrix Q and the state error between agent i (i ∈ {1, 2, · · · , N }) and its neighbors. The kth diagonal element of Q stands for the optimization weight of the kth component of the state error between agents j and i. One can choose a bigger optimization weight to guarantee the smaller squared sum of the associated component of the state error. In practical swarm systems, by choosing a suitable performance weight matrix Q as a symmetric matrix or a diagonal matrix and determining a guaranteed-performance costJ p , the optimized formation regulation performance design can be achieved. 
Remark 2:
Motivated by the results in [28] , this paper gives a general communication constraint pattern, in which the connected time intervals and disconnected time intervals of communications appear alternately (see Fig. 1 for details) . Note that the communication constraint pattern can be aperiodic, which is meaningful in the practical applications. For example, if the temporary failure of communication links occurs while multiple unmanned ground vehicles perform a patrol task, then the communication links will interrupt and reconnect randomly. In this sense, the communication constraint pattern is aperiodic. Moreover, the constants χ m and χ n stand for the boundaries of the length of the time intervals [t k , t k+1 ) (k ∈ N), respectively. Because the lengths of communication connected time intervals and disconnected time intervals are unequal, it can be shown from Assumption 1 that the communication constraint pattern can keep its aperiodicity when constants χ m and χ n satisfy that χ m = χ n .
III. FORMATION CENTER FUNCTIONS
In this section, an explicit presentation of the formation center function c (t) is given to describe the movement trajectory of the whole formation.
Let η i (t) = x i (t) − f i (t), then swarm system (1) with protocol (2) can be rewritten as followṡ
Let
T , then (4) can be written in a compact form as followṡ
From Lemma 1, let λ i (∀i ∈ {1, 2, · · · , N }) denote the eigenvalues of L and 0 = λ 1 < λ 2 · · · λ N , then there exists an orthogonal matrix U ∈ R N ×N such that
, then swarm system (4) can be transformed intȯ
Subsystem (7) and (8) respectively show the formation agreement part and the disagreement part of swarm system (4) . Note that the formation agreement part depicts the macroscopic formation motion of swarm systems and it can be used to determine the formation dynamics. The following theorem gives an explicit presentation of the formation center function.
Theorem 1: If swarm system (1) with protocol (2) achieves GPTVF f (t), then the formation center function satisfies that lim t→∞ c (t) − c 0 (t) + c f (t) = 0, where
where e i (i ∈ {1, 2, · · · , N }) denotes an N -dimensional unit column vector with the ith element 1. According to (9) , one can obtain that
Due to
from (10), one can deduce that
Because U ⊗ I n is nonsingular, one can conclude from (11) and (12) that η f (t) and η r (t) are linearly independent. Due to
Therefore, in virtue of the structure of η f (t) given in (13), swarm system (1) achieves formation if and only if lim t→∞ κ(t) = 0, which means that κ(t) describes the TVF error and the vector µ (t)
√ N can be regarded as one of the candidates of the formation center function c (t).
Then, according to Definition 3, by (9) and (13), one can show that
By (11), one has
It holds that
According to (7), (15) and (16), the conclusion of Theorem 1 is obtained.
Remark 3:
For swarm systems, an interesting work is to describe the formation center function, which shows the movement trajectory of the whole formation. In Theorem 1, an explicit presentation of the formation center function is presented, which reveals that formation center function c (t) is associated with c 0 (t) and c f (t), respectively. c 0 (t) can be regarded as the nominal function determined by the dynamics of each agent and initial states, which describes the movement trajectories for swarm system (1) without the TVF f (t). Note that if f (t) ≡ 0, then c (t) becomes an explicit presentation of the consensus function for swarm system (1) shown in [29] . c f (t) represents the contribution of the TVF f (t), and it is related to the TVF states of each agent. It can be found that c 0 (t) and c f (t) are respectively associated with the mean values of initial states and the average of TVF states, so they can be regarded as the center of the consensus dynamics and the TVF, respectively. An explicit presentation of the formation center function for high-order swarm systems was given in [26] , in which the influence of communication constraints was not take into consideration. Theorem 1 shows that communication constraints have no direct effect on the formation center function although it is crucial for swarm system (1) to achieve GPTVF.
IV. GUARANTEED-PERFORMANCE TIME-VARYING FORMATION CRITERIA
This section gives the LMI conditions of GPTVF analysis and design for swarm system (1) with communication constraints, respectively.
Firstly, the following theorem presents sufficient conditions for swarm system (1) with communication constraints to achieve the GPTVF. Theorem 2: If Af i (t) −ḟ i (t) = 0 (∀i ∈ {1, 2, · · · , N }) and for any given scaling factor ε > 0 and the nominal converge rate ρ > λ N εR, there exists a matrix W = W T > 0 such that
where i = 2, N , then swarm system (1) can achieve the GPTVF by protocol (2) . Meanwhile, the guaranteedperformance cost satisfies that
Differentiating V (t) with respect to t ∈ {[t k , t k+1 ) ∩ T } (k ∈ N) along the trajectories of system (4) yieldṡ
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Then, in virtue of λ = diag {λ 2 , λ 3 , · · · , λ N }, one can show thaṫ
. (20) By introducing the nominal converge rate ρ, it follows from (20) thaṫ
By the convex property of LMIs, the inequalities
can guarantee that
then one hasV
Taking the time derivative of V (t) with respect to t ∈ [t k , t k+1 ) ∩T (k ∈ N) along the trajectories of system (4) givesV
Similarly, one can obtain thaṫ
From
Due to WBK + K T B T W − εW < 0, it can be deduced thaṫ
Then, it follows from (27) thaṫ
From the abovementioned analysis, one can conclude that
. Therefore, it can be shown that φ 1 > 0. By recursion, for any positive integer k, one can see that
For any t > 0, there exists an integer p > 0 such that
is a uniformly bounded and non-overlapping time sequence, one has
According to (31), one can conclude that lim t→∞ κ (t) = 0, and swarm system (1) achieves formation exponentially. Next, the guaranteed-performance cost of swarm system (1) is discussed. By Kronecker product, one can derive from (3) that
Due toη (t) = U T ⊗ I n η (t) and λ 1 = 0, it can be shown that
Let T 0, then define
For the case that i < 0 (i = 2, N ), by the Schur complement, one can obtain from (34) that
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Let T → ∞, then it can be given that
Due to κ(t) = 0, (17) , one has
Therefore, the conclusion of Theorem 2 can be obtained.
can be regarded as the TVF feasibility conditions, which indicate that not all formations can be achieved for swarm system (1). Similar form of the TVF feasibility conditions can be found in [25] and [26] . In contrast to the TIF, the TVF introduces the time derivative of the formation, which may be taken into the analysis and design of the TVF control law. To overcome these challenges, both the TVF and its derivative are considered in the TVF feasibility conditions. From the TVF feasibility conditions Af i (t) −ḟ i (t) = 0 (∀i ∈ {1, 2, · · · , N }), it can be shown that the TVF f (t) is determined by the system matrix A, which means that the form of the formation f i (t) is related to the intrinsic dynamics of agent i (∀i ∈ {1, 2, · · · , N }). Furthermore, ifḟ i (t) ≡ 0, then the TVF feasibility condition becomes Af i = 0 (∀i ∈ {1, 2, · · · , N }). In this case, the formation is time-invariant.
Remark 5: In Theorem 2, due to the impact of communication constraints, swarm system (1) will occasionally missing control inputs. In this case, the value of the Lyapunov function converges by a rate larger than ρ in time intervals t ∈ {[t k , t k+1 ) ∩ T } and it increases by a rate less than
To ensure the convergence of the Lyapunov function, one can choose a proper value of the nominal converge ρ such that ρ > λ N εR. From Theorem 2, it can be concluded that swarm system (1) with communication constraints can achieve the GPTVF exponentially with a convergence rate larger than ρ − λ N εR χ m χ n by utilizing GPTVF control protocol (2) . Moreover, the critical difficulty in obtaining Theorem 2 is to construct the relationship between the linear quadratic performance index and the Laplacian matrix of the communication topology in the case where the formation errors between agent i and its neighbors increase in time intervals t ∈ [t k , t k+1 ) ∩T . To overcome these challenges, the formation regulation performance items, which include the performance matrix Q, are added into the LMIs to achieve the optimized guaranteed performance design with communication constraints, and the guaranteed-performance cost can be determined meanwhile.
In the sequel, the GPTVF design is dealt with. The following theorem determines the gain matrix K by the changing variable method.
Theorem 3: Swarm system (1) is GPTVF achievable by protocol (2) if for any given scaling factor ε > 0 and the nominal converge rate ρ > λ N εR, there existK andW such that
where i = 2, N . In this case, K =KW −1 and the guaranteed-performance cost satisfies that 
where i = 2, N . By (37) andW = W −1 , the guaranteedperformance cost can be rewritten as
Therefore, the conclusion of Theorem 3 can be obtained.
Remark 6:
To deal with GPTVF analysis and design problems with communication constraints, the nominal converge rate ρ and the scaling factor ε are introduced, respectively. The nominal converge rate can ensure the convergence of swarm system (1) in time intervals t ∈ {[t k , t k+1 ) ∩ T } while the scaling factor can enlarge the values of the eigenvalue related items in LMIs over time intervals t ∈ [t k , t k+1 ) ∩T , k ∈ N. Combining with these two parameters, the gain matrix of the GPTVF control protocol can be designed and the formation disagreement part of swarm system (1) is exponentially stable. Note that by changing the value of ρ and ε, the GPTVF control gain and the convergence rate of swarm system (1) can be regulated. Meanwhile, Theorem 3 determines the guaranteed-performance cost when the GPTVF is achieved in swarm system (1), and the guaranteed-performance cost is associated with the initial state of each agent. Furthermore, by the convex property of LMIs, the LMI conditions are only dependent on the minimum nonzero eigenvalue and the maximum eigenvalue of the Laplacian matrix, which means that they are independent of the number of agents and they have a low calculation complexity, so they can guarantee the scalability of swarm systems.
V. NUMERICAL SIMULATIONS
This section provides a simulation example to illustrate the effectiveness of the theoretical results in the previous sections.
Consider a third-order linear swarm system composing of five agents with a 0-1 weighted undirected communication topology shown in Fig. 2 . The dynamics of each agent in swarm system (1) is given as follows: These five agents are required to achieve a guaranteedperformance time-varying regular pentagon formation specified by
It can be verified that the TVF feasibility conditions in Theorem 2 is satisfied. Then, if the desired formation is achieved, the six agents will respectively locate at the five vertices of a regular pentagon and keep rotation around the formation center function c (t) = [c 1 (t) , c 2 (t) , c 3 (t)] T . It is assumed that the five agents communicate with their neighbors only when t ∈ k 50, k 50 + 0.014 (k ∈ N), in this case, the upper bound of the communication failure rate can be chosen asR = 0. that the swarm system achieves a regular pentagon formation and the formation center lies in the middle of the formation. Fig. 3(b)-(d) indicates that the achieved formation keeps rotation around the formation center and the formation is time-varying. Fig. 4 shows the performance function J p and a guaranteed-performance costJ p . One can see from Fig. 4 that the performance function converges to a finite value with J p <J p . Fig. 5 presents the curve of the formation center, which describes the movement of the whole formation. Fig. 6 depicts the formation error. It can be found that the formation error converges to 0 when swarm systems achieve GPTVF. From the simulation results shown in Figs. 3-6 , it can be illustrated that swarm system (1) with communication constraints can achieve the GPTVF by protocol (2).
VI. CONCLUSIONS
Guaranteed-performance time-varying formation control problems for high-order swarm systems with communication constraints were studied. A guaranteed-performance time-varying formation control protocol was proposed while the impacts of the communication constraints were involved, and the corresponding performance function was introduced. An explicit presentation of the formation center function was shown. LMI conditions for guaranteed-performance timevarying formation analysis and design were given, respectively. If the desired guaranteed-performance time-varying formation satisfied the formation feasibility condition and the nominal coverage rate was larger than a positive threshold, then it was proved that swarm systems with communication constraints could achieve guaranteed-performance timevarying formation exponentially by designing the formation control protocol and the guaranteed-performance cost could be determined.
Some possible future works include: (i) The impacts of directed topologies and time-varying delays on GPTVF for swarm systems. (ii) The GPTVF with given cost budgets. (iii) The control protocol with the nonzero value in the communication disconnected time intervals.
