The recently published method for the structure refinement from threedimensional precession electron diffraction data using dynamical diffraction theory [Palatinus et al. (2015) . Acta Cryst. A71, 235-244] has been applied to a set of experimental data sets from five different samples -Ni 2 Si, PrVO 3 , kaolinite, orthopyroxene and mayenite. The data were measured on different instruments and with variable precession angles. For each sample a reliable reference structure was available. A large series of tests revealed that the method provides structure models with an average error in atomic positions typically between 0.01 and 0.02 Å . The obtained structure models are significantly more accurate than models obtained by refinement using kinematical approximation for the calculation of model intensities. The method also allows a reliable determination of site occupancies and determination of absolute structure. Based on the extensive tests, an optimal set of the parameters for the method is proposed.
Introduction
Least-squares refinement of crystal structure parameters against diffraction data is a standard and by far the most common way of optimizing crystal structure models. This technique is mature and frequently used in combination with X-ray or neutron single-crystal data and, typically in the form of Rietveld refinement, also with powder diffraction data. However, it has been used much less frequently for electron diffraction data. Only in the last decade have electron diffraction tomography (EDT) methods made it possible to reliably determine crystal structure models from electron diffraction data (Kolb et al., 2007 (Kolb et al., , 2008 Wan et al., 2013) . However, in the subsequent least-squares refinement, the dynamical diffraction effects, unavoidable in electron diffraction, have been mostly neglected and the data were treated as being kinematical. Despite attempts to limit the departure of the electron diffraction data from the kinematical limiteither by integrating the diffracted intensities using precession electron diffraction (PED; Vincent & Midgley, 1994; Mugnaioli et al., 2009) , or by fine-slicing the diffraction spots as in the rotation electron diffraction (RED) method (Zhang et al., 2010) , the refinements using this approximation yield high figures of merit and questionable accuracy of the refined structure parameters (Kolb et al., 2011) .
Attempts to use the full dynamical diffraction theory in the least-squares refinement (dynamical refinement for brevity) have already been made (Jansen et al., 1998; Dudka et al., 2008; Oleynikov, 2011) . In a recent publication (Palatinus et al., 2013, denoted Paper I hereafter) , we have first shown that it is advantageous to perform the dynamical refinement against data collected with precession electron diffraction. However, these refinements have so far always been performed on oriented diffraction patterns, while for a robust and complete structure refinement it is necessary to refine the structure against a three-dimensional data set, and ideally to maintain a high data-to-parameter ratio.
With the advent of precession electron diffraction tomography (PEDT), where both PED and EDT techniques are combined, it has become natural to apply the full dynamical theory to the refinement of PEDT data. Recently developed and implemented in JANA2006 (Petříček et al., 2014) , the basics of the method for dynamical least-squares refinement against PEDT data have been described in a previous publication (Palatinus et al., 2015, denoted Paper II hereafter) . The method uses the Bloch-wave formalism to calculate the diffracted intensities in each frame, oriented or non-oriented, as well as the derivatives of the intensities with respect to the structure parameters, and these quantities are used in the standard full-matrix least-squares refinement. In the present contribution we demonstrate the application of the method to five materials. For each material a good-quality reference structure is available, either from the literature or from our own experiment. This allows us to demonstrate the accuracy, advantages and also limitations of the method.
Data collection and data processing
The data sets presented in this work were collected on three different transmission electron microscopes with a data collection strategy ranging from fully automated to fully manual. Attributes specific to each data collection are described for each example separately. Common features are the following: a suitable crystal or part of a larger crystal giving a good diffraction pattern was found. A selected precession angle was set, and the precession was aligned and switched on. Then the goniometer was tilted to the maximum tilt, a diffraction pattern was taken and saved, the goniometer was tilted by 1 and another diffraction pattern was taken. The position of the crystal was checked every few degrees and, if necessary, the crystal was moved to stay in the beam. The minimum tilt range among the six presented data sets is 74 , the maximum is 111 . The data were processed with the program PETS (Palatinus, 2011). The procedure differs very little from the standard processing of X-ray diffraction data. The frames were first searched for diffraction maxima. Then the positions were recalculated to the three-dimensional coordinates in reciprocal space, and a difference vector space was calculated from the obtained vectors, similarly to the procedure described in Kolb et al. (2008) . The graphical interface for indexing available in JANA2006 was then used to find the lattice parameters and the orientation matrix of the crystal. Using this matrix, reflection intensities were integrated in PETS. Two integrations were performed. The first type is useful for the structure solution and kinematical refinement. In this integration, intensities belonging to the same reflection on adjacent frames are integrated together, and the resulting list of intensities contains one entry per each hkl triplet. The second type of integration, used later for the dynamical refinement, integrates the intensities on a per-frame basis. All reflections with excitation errors smaller than a user-defined limit (0.04 Å À1 in the current case) are integrated on every frame. The output is an hkl-intensity list with, possibly, several entries for one hkl triplet, each integrated on a different frame. Frame number is assigned to each entry in the list.
Sample description
There are five samples included in this study -kaolinite, orthopyroxene, mayenite, Ni 2 Si and PrVO 3 . The basic crystallographic and experimental details of all samples are summarized in Table 1 . The crystal structures of all samples are shown in Fig. 1 .
Ni 2 Si
Ni 2 Si crystallizes in the space group Pnma with three independent atoms in the unit cell. The PEDT experiment was Table 1 Basic crystallographic information and experimental details of the studied samples.
The lattice parameters are those from the reference structures. For mayenite, the number of independent atoms does not include two partially occupied atomic positions.
Sample
Ni 2 performed on a thin nanowire synthesized by the chemical vapor deposition method by the deposition of ethylsilane on nickel substrate at 823 K. The diameter of the wire was approximately 15 nm. The experiment was performed on a Philips CM120 TEM (120 K, LaB 6 ) with a Nanomegas Digistar precesssion device and a side-mounted Olympus Veleta CCD camera with 14-bit dynamic range. The structure of Ni 2 Si was first published by Toman (1952) , who used a Weissenberg camera. Later a model obtained from powder X-ray diffraction data was published by Landrum et al. (1998) . To have a reference structure of higher accuracy for comparison, we synthesized bulk Ni 2 Si material and carried out a single-crystal X-ray structure analysis. The bulk Ni 2 Si alloy was prepared from pure elements by arc melting under an argon atmosphere. Samples were homogenized by four times repeated remelting. The samples have a single-phase microstructure with elongated grains caused by rapid cooling on copper plate. The composition was checked via energy dispersive spectroscopy and found to be the expected one. Details of the single-crystal data collection and refinement can be found in Table 2 . The figures of merit and flatness of the difference Fourier map indicate a good quality refinement and therefore, most likely, also a reliable reference structure model.
PrVO 3
Transition metal oxides (TMO) with a perovskite structure display rich functional properties where atomic displacements, promoted by structural changes associated with orbital occupancy and electron transfer between neighboring sites, play an important role. In these systems, the accurate knowledge of the crystal structure is a key point to understand these coupling mechanisms. To this point the prototypical RVO 3 perovskites (R = rare-earth or yttrium) are an interesting class of materials for exploring and exploiting orbital physics in correlated oxides (Miyasaka et al., 2003) .
PrVO 3 was selected as a representative member of the RVO 3 series. It crystallizes in the space group Pnma with four independent atomic positions in the unit cell (1 Pr, 1 V and 2 O) with the V position fixed by symmetry. The sample was prepared by solid-state reaction using a two steps procedure. Stoichiometric amounts of Pr 6 O 11 and V 2 O 5 were mixed, pressed into pellets, and heated in air at 1373 K for 48 h in order to first form PrVO 4 . After an intermediate grinding, the powder was pressed into pellets and heated in Ar:H 2 gas flow at 1223 K for 24 h to form PrVO 3 . For TEM analyses, a small quantity of the powder was crushed in an agate mortar to obtain small fragments that were put in a suspension in alcohol. A drop of the suspension was then deposited and dried on a copper grid with a thin film of amorphous carbon.
The data collection was performed on the same Philips CM120 TEM used for the Ni 2 Si example.
The reference structure was obtained from a refinement against neutron powder diffraction data (Martínez-Lope et al., 2008) .
Kaolinite
Kaolinite is a sheet silicate mineral with ideal composition Al 2 Si 2 O 5 (OH) 4 . The structure of kaolinite is noncentrosymmetric, space group C1 (a non-standard setting of the space group P1), and it contains 13 symmetry-independent non-H atoms in the unit cell. A natural kaolinite sample from Gold Field (Tanzania) was used for the data collection. Details about the sample are given in Smrčok et al. (2010) . The data set was collected on the same Philips CM120 microscope as was used for the Ni 2 Si example (x3.1). The TEM sample was prepared by dispersing the powdered sample in ethyl alcohol. After sonication a drop of the dispersion was put on a holey carbon-coated copper grid. The reference structure was obtained by single-crystal synchrotron X-ray diffraction (Neder, 1999) .
Orthopyroxene
Orthopyroxene is an Fe-Mg-bearing inosilicate mineral with the general formula (Mg x Fe 1Àx ) 2 Si 2 O 6 from the group of pyroxenes with a structure formed by single chains of cornersharing SiO 4 tetrahedra. Every two chains are linked together by a ribbon of M1O 6 octahedra (M1 = Fe 2+ , Mg 2+ ). These units are linked together by distorted M2O 6 octahedra (M2 = Fe 2+ , Mg 2+ ). Pyroxenes are important rock-forming minerals, which usually contain variable proportions of Mg 2+ and Fe 2+ distributed among M1 and M2 octahedra. The distribution of cations among these sites can be used as a geothermometer (Stimpfl et al., 1999) . As the mineral often forms very small grains, electron diffraction is an attractive method for their analysis, provided it allows the determination of the occupancies with sufficient accuracy. The possibility of using PED data for this purpose was demonstrated in previous works using two-dimensional oriented electron diffraction patterns Palatinus et al., 2013) . In this work we use one of the previously studied samples.
The sample was obtained from a single crystal of natural orthopyroxene (a few hundred microns in size) from granulite rocks of the Wilson Terrane, North Victoria Land, Antarctica (Tarantino et al., 2002) . The average crystal composition as obtained by electron microprobe corresponds to x close to 0.7. In order to obtain a homogeneous and disordered structure regarding mixed site occupancies, the monocrystal has been heated for 48 h at 1273 K and rapidly water-quenched. The crystal was then analysed by single-crystal X-ray diffraction to obtain a reference structure .
A thin slab of the sample with thickness less than 100 nm was cut from the crystal perpendicular to the [001] direction using a focused ion beam. TEM observations were performed on an FEI Tecnai G2 20 TEM (200 kV, FEG) equipped with a NanoMEGAS Digistar precession device and an ORIUS 832 Gatan CCD camera with 14-bits dynamic range.
Mayenite
Mayenite is a mineral name for a cubic aluminate with nominal composition Ca 12 Al 14 O 33 also known in cement chemistry as C 12 A 7 . Mayenite has a zeolite-like structure with a framework formed by a three-dimensional network of AlO 4 tetrahedra and CaO 6 distorted trigonal prisms. 64 out of 66 O atoms in the unit cell belong to the Al-Ca-O framework, which forms cages 5-6 Å in diameter. The remaining two O atoms, known as 'free' or 'excess' O atoms, are statistically distributed inside 1/6 of these cages and they are located near the center of the cage being therefore quite loosely coordinated with the framework cations. The consequent mobility of these oxygen allows an easy substitution with other anions producing materials with very interesting properties (Hayashi et al., 2004; Li et al., 2005; Kim et al., 2007) .
Mayenite was synthesized by melting a stoichiometric mixture of CaO and Al 2 O 3 at 1723 K. The melt was cooled down at 50 K h À1 to 1573 K and then quenched. The TEM sample was prepared by grinding the quenched mixture in an agate mortar and dispersing the powder in isopropyl alcohol. After sonication a drop of the dispersion was put on a holey carbon-coated copper grid. PEDT data were collected on a Zeiss Libra 120 TEM (120 kV, LaB 6 cathode) equipped with an in-column omega filter for energy-filtered imaging, a Nanomegas Digistar P1000 for precession electron diffraction and a bottom mounted TRS 2kx2k 14-bit CCD camera. Two data sets were collected on the same crystal, with and without energy filtering. The energy-filtered data were collected with a 20 eV slit centered on the zero-loss peak. Except for the use of the energy filter, the experimental setting was identical for both data collections.
Several works discussed the structure of mayenite. We have found only one that determined the structure from a singlecrystal diffraction experiment and was performed at ambient conditions (Sakakura et al., 2011) . However, this structure determination is very detailed -the structure model contains five major atomic positions and eight additional positions with partial occupancy. It would be complicated to compare this structure model with the PEDT refinement. Therefore, we have selected the structure model published by Boysen et al. (2007) using high-quality neutron powder diffraction data as a reference structure. This model contains only two partially occupied atomic positions. Both these positions have low occupancy -one Ca atom with occupancy 0.125 and one O atom with occupancy 0.251. In the test refinements we decided to ignore these two positions. The detectability of these partially occupied positions from the PEDT data will be discussed in x5.5.
Strategy of the test refinements
It is one of the aims of this work to find the best parameters and guidelines for the use of the dynamical refinement method. Therefore, we performed an extensive set of test refinements on each sample data set. This section describes the procedure, which has been applied to each data set.
The dynamical refinement has a range of specific parameters, as discussed in detail in Paper II. Here we give only a brief overview. The parameters can be divided into two classes: the data selection parameters and the parameters influencing the calculation of model intensities. The data selection parameters are the most specific category which does not have a direct counterpart in X-ray diffraction analysis. These parameters are used to select a set of reflections included in the refinement for each frame. Two parameters are available: S max g , the maximum excitation error of an included reflection, and R max S g , the maximal allowed ratio between S g and the maximum amplitude of the precession motion. The former parameter defines a band of constant thickness around the Ewald sphere, and is independent of the precession angle. The larger S max g , the more reflections are included with increasing distance from the Ewald sphere, and hence with, generally, lower intensity. The parameter R max S g is specific to precession data. It also imposes a limit on the distance of a reflection from the Ewald sphere, but this time this distance is compared with the amplitude of the precessing motion, and only reflections closer to the Ewald sphere than a certain fraction of the precession amplitude are included. This parameter, as will be seen later, is of crucial importance for the refinement. A more detailed definition of R max S g can be found in Paper II. The parameters influencing the calculation of model intensities specify the list of beams entering the structure matrix, which is then used for the calculation of the dynamical intensities. The two parameters are g max -the maximum length of the diffraction vector, and S max g -the maximum excitation error of the reflections used to build the structure matrix. To differentiate the two limits on excitation errors, we denote the limit for the structure matrix as S max g (matrix), while the data selection parameter specifying the experimental data to be included in the refinement is S max g (refine). The third parameter, N steps , is specific to the precession electron diffraction and specifies the number of evaluations of diffracted intensities along the precession circuit.
For each sample the following refinement procedure was applied:
(i) Using the kinematical intensity integration, the structure was solved using the program SUPERFLIP (Palatinus & Chapuis, 2007) interfaced from JANA2006. The structure model was corrected, if necessary, by removing spurious atoms and changing the chemical types of atoms.
(ii) This model was refined using a kinematical approximation without any constraints. The result of this refinement is denoted as a kinematical model.
(iii) The data obtained by the dynamical intensity integration were combined with the kinematical model to yield a starting point for dynamical refinement. If the displacement parameters of some atom refined to an unrealistic value (too large or negative), it was set to a more reasonable value.
(iv) An initial estimation of the sample thickness was performed for each frame by calculating the weighted R value on amplitudes (wR 1 ) for a given frame as a function of the thickness. The thickness giving the best wR 1 was taken as the best estimate of the thickness for the frame. An initial estimate of the overall sample thickness was then obtained as an average over all frames. Each data set in this work stems from one particle and therefore a constant thickness was assumed for all frames, corrected only for the change of thickness along the incident beam caused by the sample tilt.
(v) A least-squares structure refinement was performed. Refined parameters included atomic coordinates, isotropic displacement parameters and scale factors of individual frames. The refinement (as well as all other refinements) was conducted until convergence. The refinement parameters were set to the default values which were established in previous preliminary tests of the method. These parameters were S max g (refine)¼ 0:025, R max S g ¼ 0:75, S max g (matrix)¼ 0:01, g max (matrix)¼ 2:0 and N steps ¼ 128. This refinement was considered as the reference dynamical refinement, a starting point for further systematic tests.
(vi) Using the reference dynamical refinement as the starting model, a series of test refinements was performed with all but one parameter kept fixed, and the remaining parameter varied to find its optimal value. The optimized parameters involved S max g (refine), R max S g , S max g (matrix), g max (matrix) and N steps . For every setting, the structure was refined to convergence. Then an orientation optimization was performed. This optimization was performed on each frame by searching for the minimum of wR 1 as a function of the tilt of the normal to the recorded plane (i.e. zone axis, as it would be called in the case of oriented patterns). A downhill simplex algorithm was used for the optimization. The procedure was described in detail in Paper I. The optimized tilts were checked and possible outliers removed from the list of frames, as discussed in x5. After the orientation optimization another structure refinement was performed.
(vii) Possible additional refinements were performed, if considered useful for a given data set.
To evaluate the model stemming from different refinements, the following values were considered:
(i) Refinement R values R 1 (obs) and wR 1 (all).
(ii) Comparison with the reference structure. For each structure a reference high-quality structure model obtained by X-ray or neutron diffraction was available either from the literature or from our own experiment. Each refined structure model was compared with the reference structure by means of the average and maximum distance between an atom and the corresponding atom in the reference structure. These two quantities will be denoted as the average distance from reference atoms (ADRA) and the maximum distance from reference atoms (MDRA). Atoms with positions completely fixed by symmetry were not included in the calculation of ADRA.
research papers
Using the default refinement parameters, another refinement was performed using the two-beam model, as suggested by Sinkler et al. (2007) and used already in Paper I. In this model the intensity of each beam is calculated using the approximation that this beam and the primary beam are the only two beams excited in a given orientation. This model has the important property that it uses the same data and the same number of parameters as the full dynamical refinement, and thus allows a more direct comparison with the dynamical refinement than the kinematical refinement, where the number of parameters and data points is very different.
Finally, for every model the structure model resulting from kinematical refinement was also evaluated for comparison.
Results of the test refinements
The large number of test refinements was performed with the aim of understanding the role of different parameters on the accuracy of the refinement and to obtain the overall idea about the achievable accuracy. The complete tables are available as supporting information. Here we summarize the general observations and trends, and comment on the optimal parameter settings. In the subsequent subsections we will comment on the particularities of each studied example.
The most important refinement results are summarized in Table 3 . The principal general observation is that the result of the dynamical refinement is always better than the kinematical refinement, both in terms of the R values and, more importantly, in terms of ADRA. The ADRA of the dynamical refinement is on average more than four times smaller than for kinematical refinement, the improvement ranging from a factor 2.2 (mayenite) to almost 9 (PrVO 3 ). The largest ADRA is 0.022 Å and the largest MDRA is 0.050 Å (both in kaolinite). In contrast, ADRA for kinematical refinement may be surprisingly low in some cases (0.021 Å for Ni 2 Si, 0.027 Å for mayenite), but may reach very high values (0.095 Å for kaolinite, 0.155 for PrVO 3 ).
The results of the two-beam refinement are almost always better than the kinematical results, but they do not approach the quality of the full dynamical refinement. This is an important observation. It demonstrates that the improvement of the structure model is not caused by the larger number of refined parameters due to the separate scale factor on every frame. The number of refined parameters, data selection parameters and separate scales for each frame are common to the two-beam and dynamical refinements. The accuracy of the dynamical refinement thus indeed stems from the employment of the full dynamical diffraction theory.
Another interesting observation is that the accuracy of the structure model is relatively insensitive to the choice of the computation and data selection parameters, as long as they remain within reasonable limits. While the R values change quite a lot with changing data selection parameters, the ADRA remains relatively stable. The influence of individual parameters can be summarized as follows:
(i) R max S g : The setting of this parameter has the largest influence of all the parameters on the accuracy of the refined model. Values larger than 0.8 lead almost always (with one exception -Ni 2 Si) to a dramatic increase of the R values and ADRA. On the other hand, setting R max S g to small values (and thus limiting the number of reflections in the refinement to those very close to the Bragg condition) does not degrade the quality of the structure model, and sometimes very good results are obtained with R max S g as low as 0.15. However, with low R max S g the data-to-parameter ratio decreases and at a certain moment the low number of reflections will negatively affect the accuracy of the refinement. We recommend that R max S g is set to 0.4, unless the number of reflections with significant intensity is lower than 10Â the number of refined parameters. In such a case the value of R max S g should be increased to exceed that limit.
(ii) S max g (refine): This data selection parameter correlates strongly with R max S g . The test refinements show that the best results are obtained if it is set to a large number, effectively infinity, and the data selection can be based entirely on R max S g . In practice, setting S max g (refine) to infinity is equivalent to setting it to a value larger than R max S g Á g max Á '. A value of 0.3 Å À1 is equivalent to infinity for all practical purposes. Note that this method cannot be used for data without precession, where R S g is zero for all reflections. For data without precession, S max g (refine) should be set to a value large enough to include a sufficient number of intensities in the refinement. A value of 0.01 Å À1 should be appropriate in most cases.
(iii) S max g (matrix): This is a computation parameter and the expected behavior would be that with an increasing value the accuracy improves (ADRA decreases). Surprisingly, the tests show that with increasing S max g (matrix) above ca 0.01 Å À1 the ADRA tends to rise in many cases. We do not have any explanation for this observation, we just note that a similar behavior was already observed in Paper I. We conclude that the best value of S max g (matrix) appears to be 0.01 Å À1 . (iv) N steps : The refinement is remarkably insensitive to this parameter. Values as low as 32 still provide acceptable results. However, it is recommended that a larger value be used, e.g. 96, during the refinement. An even larger number like 128 should be used for the last few refinement cycles to obtain a more accurate result at the cost of longer computing time. Rarely, especially for thicker samples containing heavier elements, an even larger number may be needed.
(v) g max : Also this parameter influences the refinement only weakly. g max must always be larger than the maximum experimental value, but need not be much larger than that. For a standard data set with resolution g exp max = 1.4 Å À1 a value of 1.5 Å À1 is acceptable. For the final calculation g exp max = 2.0 Å À1 may be recommended as a safe value. Higher values do not improve the accuracy and only increase the calculation time.
The results in Table 3 were obtained with these recommended parameters, i.e. S max g (refine) ¼ 1, S max g (matrix) = 0.01 Å À1 , g max = 2.0 Å À1 , N steps = 128 and R max S g = 0.4 whenever the number of significant reflections was larger than 10Â the number of parameters (mayenite, both orthopyroxene data sets), and higher otherwise -0.65 for kaolinite, 0.75 for Ni 2 Si and 0.5 for PrVO 3 .
As mentioned earlier, the refinement also includes the scale factors of individual frames. Refining individual scale factors is necessary, because there are many factors that influence the overall scale of each frame and that are essentially unpredictable, like the illuminated area of the crystal (which may change quite a lot from frame to frame, if only part of the crystal is illuminated by the beam), varying thickness and thus absorption, possible variation of the primary beam intensity or slowly growing contamination of the crystal. As a result of all these effects the scale may vary quite significantly from frame to frame. Moreover, as intensities of symmetry-related reflections are not expected to be equal, frame scaling prior to data reduction, which is often used in X-ray diffraction, cannot be used. The scale typically varies by less than 10% from one frame to the next, but an overall trend of the scale factor can be observed in most samples, corresponding most likely to the changes in the illuminated area of the crystal.
An important part of the refinement process is the optimization of the orientations of individual frames. As described already in Paper I and Paper II, this optimization must be performed separately from the least-squares refinement, because the minimized function is not smooth with respect to the orientation parameters. There are several effects that may cause the orientation of a frame as calculated from the orientation matrix to be inaccurate. It may be the limited accuracy of the microscope goniometer, the inaccuracy of the orientation matrix itself or small unpredictable movements of the crystal under the electron beam. Our tests show that the optimization of frame orientations is indeed beneficial. In all cases it leads to better R values and, more importantly, to lower ADRA values. The deviation of the orientation from the original orientation as calculated from the orientation matrix is expected to be small, only a fraction of a degree. In practice, this is mostly fulfilled and the corrections to the tilt angle are typically around 0.1 or 0.2 . Occasionally, however, the orientation parameters may diverge to much larger values, sometimes up to 1 . This happens especially for structures with very small unit cells and consequently a low average number of reflections per frame, and may be attributed to the instability of the optimization of certain frames due to a very small number of reflections or due to the presence of a very strong reflection that dominates the optimization process. To avoid using clearly aberrant results, we decided to eliminate from the refinement all frames for which optimization of orientation resulted in a tilt away from the original position larger than 0.5 . In most data sets this affected at most one or two frames, except for Ni 2 Si, where eight out of 74 frames had to be removed. This data set has a low number of observed reflections due to the weak signal from a thin nanowire. Moreover, the unit cell is the smallest of all tested structures, and the number of reflections per frame is thus very small. Despite these unfavorable circumstances and removal of a number of frames the orientation optimization improves the refinement result visibly. If the number of frames eliminated by this procedure should be too large, it may mean that the data are not suitable for the optimization of orientation, and it may be advisable to refrain from the orientation optimization entirely.
In all cases we also tried to refine anisotropic displacement parameters (ADPs). In many cases the result is good and ADPs are positive definite. However, in kaolinite and also in orthopyroxene the ADPs of some atoms refine to non-positive definite tensors. In both these cases the largest ADPs are U 33 , and the strong anisotropy of the displacement parameters may be attributed to the missing wedge of data.
In the following sections we focus on the specifics of each sample. For each sample we also give approximate computing time per one refinement cycle. Note that typically about ten or fewer cycles are necessary to reach convergence. All reported calculation times were obtained on a standard desktop PC equipped with a six-core Intel Core i7-4930K processor.
Ni 2 Si
The complete set of test refinements is summarized in the supporting information, Tables S1 and S2. The data on the Ni 2 Si sample were collected on a single very thin nanowire with diameter $ 15 nm (Fig. 2) . The thin sample is probably also the reason why even the kinematical refinement on this data set results in a surprisingly accurate structure model with ADRA only 0.0204 Å and R1 = 0.1107. Nevertheless, the dynamical refinement still improved both the R1 value and ADRA significantly.
Most samples presented in this work could be, to a good approximation, treated as flat plates, and this model was also used for them. The refinement included the correction for changing thickness due to the tilting of the plate during the data collection. For the test calculations on Ni 2 Si, a plate model was also used, despite the fact that the crystal had the form of a nanowire with approximately cylindrical cross section. We have also performed the refinement assuming a cylindrical shape of the sample, using the simplified model described in Paper II. The result of this refinement is also included in Table 3 . The refinement results are only very slightly better than the results with the plate model. This is most likely caused by the small thickness of the sample, but it also demonstrates the insensitivity of the method to the thickness variations in the sample and supports the claim that deviations of the crystal shape from the idealized shape are not detrimental to the accuracy of the refined structure model.
In Ni 2 Si the refinement of anisotropic displacement parameters leads to the largest relative improvement of the accuracy of all data sets. ADRA decreased from 0.0076 to 0.0058 Å and MDRA from 0.0110 to 0.0089 Å . This makes the results on Ni 2 Si the most accurate -in terms of the match with the reference structure -of all the tested samples. It should be acknowledged, however, that this is also the sample with the smallest number of independent atoms in the unit cell -only three. Moreover, the y coordinates of all the atoms are fixed by symmetry. Hence, assuming a homogeneous and random distribution of errors among all coordinates, the ADRA is expected to be by a factor of ffiffi ffi 3 p = ffiffi ffi 2 p ¼ 1:22 smaller than for a structure with all atoms in general positions.
One cycle of the least-squares refinement with the recommended settings took approximately 54 s.
PrVO 3
The results of the test refinements are shown in Tables S3  and S4 . PrVO 3 shows the largest improvement when moving from kinematical to dynamical refinement -ADRA decreases from 0.1549 to 0.0174, MDRA from 0.2395 to 0.0298, i.e. by a factor of 9 and 8, respectively. The accuracy obtained with the dynamical refinement allows a quantitative analysis of the octahedral tilt observed in this distorted perovskite structure.
The refinement of the anisotropic displacement parameters leads to acceptable values of the displacement parameters and to a small improvement of ADRA and MDRA parameters. Despite the small unit-cell volume the orientation optimization was relatively stable and only one frame had to be excluded from the refinement due to the tilt larger than 0.5 .
One cycle of the least-squares refinement with the recommended settings took approximately 112 s.
Kaolinite
The complete set of test refinements is summarized in Tables S5 and S6. The kaolinite example is notable in three aspects: it is a low-symmetry structure (space group C1), it is non-centrosymmetric, and it contains H atoms.
The refinement results are satisfactory despite the relatively low completeness of the data -ADRA obtained with the recommended parameters is 0.0216 Å . The only major problem appears to be the refinement of anisotropic displacement parameters. While isotropic parameters refined all to reasonable positive values, the anisotropic refinement led to non-positive definite tensors of displacement parameters for six atoms, with the largest eigenvalue along the c Ã direction and a negative eigenvalue close to the ab plane. The c Ã is the central axis of the missing wedge in the data set. The incompleteness of the data along c Ã may be one reason for this problem. The other may be that kaolinite is a layered material with frequent occurrence of stacking faults. Although the sample under investigation is very well ordered, it may contain Image of the Ni 2 Si nanowire used for the data collection. The diameter of the wire is approximately 15 nm. a small number of stacking faults, which may have an effect on the intensities that result in the distorted ADP tensors.
Most interestingly, the refinement allowed for an unambiguous identification of the correct absolute structure. Inverting the structure and performing the refinement with default parameters (including the optimization of orientations) leads to R1(obs) = 0.0819, a value significantly higher than 0.0577 for the correct structure. Note that this difference does not stem from resonant scattering effects, as in the determination of absolute structure with X-ray diffraction data, but stems directly from the nature of dynamical diffraction, which does not preserve Friedel's law even in the absence of any resonant scattering.
Unfortunately, the refinement was not sensitive enough to allow for the location and refinement of the H atoms. The difference Fourier map contains a maximum at one out of four expected positions of the H atoms (Fig. 3) . Placing the H atoms at the positions determined by Neder (1999) does not improve either the R factors, or the ADRA value, and a free refinement of the hydrogen positions leads to large shifts of the H atoms to entirely unrealistic positions.
One cycle of the least-squares refinement with the recommended settings took approximately 144 s.
Orthopyroxene
The results of the test refinements are summarized in Tables  S7 and S8 for the data set with ' ¼ 1:2 and in Tables S9 and S10 for ' ¼ 2:0 . The specialty of the orthopyroxene structure is the mixed occupancy of two cationic sites M1 and M2, which may be occupied by Fe 2+ and Mg 2+ . Two data sets were measured on the same crystal, one with precession angle ' ¼ 1:2 and one with ' ¼ 2:0 . As can be seen in Table 3 and   Tables S7 and S9 , both datasets give good results, however, the former one is noticeably better both in the R values and in the ADRA/MDRA parameters. This is an unexpected result. Based on the results obtained in Paper I we expected the higher precession angle to yield a more accurate structure model. It will require gathering more experience with different structures before firm conclusions can be made about the influence of the precession angle on the result, but from the collection of refinements presented here it appears that, for PEDT data, using a very high precession angle is not crucial and good results can be obtained also with moderate precession angles ' ¼ 1:0 or ' ¼ 1:2 .
It is well known that refinement of the atomic occupancies represents a special challenge in structure refinement. Occupancies tend to correlate with displacement parameters, and especially if one site is occupied by two different atoms and not by a single partially occupied atom, an accurate determination of the occupancy factors is a challenge, particularly if the scattering powers of these two chemical species are not very different. In the orthopyroxene structure there are two such sites: M1 and M2. The refined occupancies from PEDT and single-crystal X-ray data are summarized in Table 4 . It can be seen that the PEDT occupancy of Fe at M2 (atom name Fe2) is almost identical with the reference (within 1 e.s.d.), while the occupancy of Fe at M1 (atom name Fe1) is somewhat higher than the reference, if isotropic displacement parameters are refined. An anisotropic refinement leads to an improved occupancy of Fe1, which is now only 1.5% and 2.6% different from the reference for ' ¼ 1:2 or ' ¼ 2:0 , respectively. Such an agreement can be considered to be very good, although, strictly speaking, when ' ¼ 2:0 , the difference is significant at the level of 5.7. In contrary, the occupancies refined with kinematical refinement are entirely unreliable for the M1 site. Interestingly, the occupancy of the M2 site is not so divergent. The reason may be that the occupancies of the two sites depend in a different way on the structure factors of a few low theta reflections, which have a very strong leverage in a full-matrix least-squares refinement (Merli et al., 2002) . A strong deviation of a small number of intensities from the kinematical limit, which is frequent in EDT data, may have a strong effect on the refined occupancy of one site, but not so much on the other one.
One cycle of the least-squares refinement with the recommended settings took approximately 2280 s (38 min). It is noteworthy, however, that out of this time almost half (17 min 
Figure 3
Sections of the difference Fourier map of kaolinite in the two planes containing hydrogen atoms (cf. Fig. 1e ). Expected hydrogen positions are marked with full circles. While one of the expected hydrogen positions is associated with the largest maximum in the difference map (a), no significant maxima are visible in the other three positions (b). Table 4 Occupancy of Fe 2+ atoms at the site M1 (Fe1) and at the site M2 (Fe2) as obtained from PEDT data and reference X-ray refinement.
Dataset
Occ (Fe1) Occ (Fe2) X-ray 0.150 (3) 0.424 (3) PEDT ' ¼ 1:2 , dynamical isotropic 0.176 (4) 0.425 (4) PEDT ' ¼ 1:2 , dynamical anisotropic 0.165 (4) 0.411 (5) PEDT ' ¼ 1:2 , kinematical 0.516 (31) 0.401 (27) PEDT ' ¼ 2:0 , dynamical 0.184 (4) 0.428 (4) PEDT ' ¼ 2:0 , dynamical anisotropic 0.176 (4) 0.426 (4) PEDT ' ¼ 2:0 , kinematical 0.513 (29) 0.389 (24) was spent on ten frames in the vicinity of the [001] zone. On these frames the number of excited beams is much larger than on other frames, and the computing time is correspondingly longer. For the sake of the computing time it is thus advisable to avoid recording of oriented patterns in the EDT data set.
Mayenite
The results of the test calculations are shown in Tables S11 and S12. Because the test calculations were numerous and, due to the relatively large unit-cell dimension, also time consuming, they were performed with only even frames included in the refinement. Tables 3 and S12, however, contain refinements performed on the complete set of frames.
Mayenite is known as an ionic conductor. It is also known to have a complicated structure, with partially occupied Ca and O positions. It is therefore difficult to compare various structure models. Nevertheless, the agreement with the reference structure (Boysen et al., 2007) is good, with ADRA = 0.012 Å . This result may be compared with other structure determinations of the same material using different techniques. The mutual fits of different published structure models using only the five major atomic positions are summarized in Table 5 . The table shows that the ADRA among five different literature structures ranges from 0.007 to 0.017 Å (one structure, Bü ssem & Eitel, 1936, was left out as a clear outlier), while the comparison of these structures with PEDT model (column 7 in Table 5 ) ranges from 0.012 to 0.026 Å . The spread is larger for PEDT data, but not dramatically. It is another indication that the current method provides results with accuracy that approach the accuracy of established methods.
The difference Fourier map clearly showed a positive peak at the expected position of the partially occupied O atom, and a pair of maxima around the position of the Ca atom (Fig. 4) . The maxima around the Ca atom almost disappear if anisotropic displacement parameters are refined. A refinement with a partially occupied O atom in the cage position has been performed. Unfortunately, the isotropic displacement parameter and the occupancy factor of the O atom were strongly correlated and the occupancy could be refined only if the displacement parameter was fixed. When fixing the U iso of the O3 atom to the average value of the other O atoms, the occupancy refines to 0.272 (2), in very good agreement with the value 0.251 (6) obtained by Boysen et al. (2007) , given the weakness of the feature in question. No trace of the O3 position can be found in the difference Fourier map obtained from the kinematical refinement.
Similarly to kaolinite, also for the mayenite structure the correct absolute structure could be determined. The R1 value of the inverted structure rises from 0.0863 to 0.1253.
Apart from the standard data set we measured another data set on the same crystal with the same conditions, but using an energy filter. Such a data set should be, in principle, better than the non-filtered data set, as the contribution of inelastic scattering is removed and the background level is decreased. Interestingly, the refinement on this data set did not lead to an improved structure model. On the contrary, as seen in Table 3 , the resulting model is slightly worse in all parameters -R1, ADRA and MDRA. The only plausible explanation is that the energy filtering must have introduced some small systematic error in the intensities, which counter-weighted the improvement due to the removal of the inelastic scattering. Further investigations are needed to understand this surprising result, but it is an indication that using filtered data instead of unfiltered is unlikely to bring a major improvement of the accuracy.
One cycle of the least-squares refinement with the recommended settings took approximately 980 s (16 min and 20 s). Table 5 Comparison of ADRA values (in Å ) among seven different structure determinations of mayenite.
The numbers in the header row and columns refer to the following references:
(1) Bü ssem & Eitel (1936); (2) Bartl & Scheller (1970) Difference Fourier map of mayenite at the level of Ca and the O3 atom. A clear maximum is observed at the expected positions of the partially occupied O atom (marked by black arrows), and a pair of maxima indicating possible splitting of the position is visible at the positions of the Ca atom (marked by grey arrows).
Conclusions
We have analyzed precession electron diffraction tomography data obtained on five different samples employing the newly developed method of dynamical refinement. We have shown that the new method provides accurate structure models with a typical deviation of atomic positions from the reference structures less than 0.02 Å . Moreover, the refinement allows an observation of fine details like partial occupancies of O atoms, splitting of atomic positions, refinement of mixed occupancies in one site and determination of absolute structure of non-centrosymmetric crystals. The standard deviations on parameters obtained with this method are typically only about three times larger than the corresponding standard deviations obtained from high-quality single-crystal X-ray diffraction studies. Thorough tests with various settings of the parameters of the method revealed that the refinement is largely insensitive to the exact values of these parameters, as long as they are not set to extreme values. By evaluating the tests, we were able to suggest an optimal set of parameters that appears to work well under common circumstances.
With the present work we provide a firm ground for establishing the power and limitations of the new method of dynamical refinement against PEDT data. We believe that this method with the accuracy demonstrated on the presented examples will change the reputation of structure analysis of nanocrystals and will start an era, when a well refined, accurate and reliable structure model from electron diffraction data will not be a rare achievement reserved to a few specialists, but will become a standard.
