Accurate three-dimensional reactive and nonreactive quantum mechanical cross sections for the H+H 2 exchange reaction on the Porter-Karplus potential energy surface are presented. Tests of convergence in the calculations indicate an accuracy of better than 5% for most of the results in the energy range considered (0.3 to 0.7 eV total energy). The reactive differential cross sections are exclusively backward peaked, with peak widths increasing monotonically from about 32° at 0.4 eV to 51° at 0.7 eV. Nonreactive inelastic differential cross sections show backwards to sidewards peaking, while elastic ones are strongly forward peaked with a nearly monotonic decrease with increasing scattering angle. Some oscillations due to interferences between the direct and exchange amplitudes are obtained in the para-topara and ortho-to-ortho antisymmetrized cross sections above the effective threshold for reaction. Nonreactive collisions do not show a tendency to satisfy a "j,-conserving" selection rule. The reactive cross sections show significant rotational angular momentum polarization with the mi = m 'i = 0 transition dominating for low reagent rotational quantum number j. In constrast, the degeneracy averaged rotational distributions can be fitted to statistical temperaturelike expressions to a high degree of accuracy. The integral cross sections have an effective threshold total energy of about 0.55 eV, and differences between this quantity and the corresponding ID and 2D results can largely be interpreted as resulting from bending motions in the transition state. In comparing these results with those of previous approximate dynamical calculations, we find best overall agreement between our reactive integral and differential cross sections and the quasiclassical ones of Karplus, Porter, and Sharma (J. Chern. Phys. 43, 3259 (1965)], at energies above the quasiclassical effective thresholds. This results in the near equality of the quantum and quasiclassical thermal rate constants at 600 K. At lower temperatures, however, the effects of tunneling become very important with the quantum rate constant achieving a value larger than the quasiclassical one by a factor of 3.2 at 300 K and 18 at 200 K.
I. INTRODUCTION
"The underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble." This legendary statement made by Dirac in 1929 1 a has been valid for the 50 years of existence of Schrodinger' s wave mechanics, 1 b at least insofar as the dynamics of chemical reactions are concerned. Since the advent of electronic digital computers some 25 years ago, very large strides have been made in the accurate ab initio calculation of electronic wavefunctions of atoms and molecules, of electronic, vibrational, and rotational energy levels and of molecular equilibrium geometries. However, until very recently, the problem of accurately solving the Schrodinger equation describing the dynamics of even a very simple chemical reaction occurring on a given potential energy surface remained intnoctable, owing to both conceptual and computational difficulties. These difficulties have now been overcome, and the present paper describes accurate results obtained for the H + H 2 hydrogen atom exchange reaction.
This simplest of chemical reactions has been of fundamental theoretical interest in the field of chemical dynamics ever since the beginning of quantum mechanics. Great progress in understanding it has been made both in the accurate determination of its ground state electronically adiabatic potential energy surface, 2 and in the approximate calculation of the corresponding cross sections and other dynamical quantities. s-u A long sought objective of these dynamical studies has been the accurate quantum mechanical treatment of the three-dimensional collision dynamics. Such an accurate ab initio calculation for H +Hz is important, for this system has served as a prime example in the development and testing of approximate reaction dynamic theories such as quasiclassical methods, 3 ' 110 semiclassical methods, 6 ' 11 d and approximate quantum methods. 4 4 a' 16 and of the concept of vibrational adiabaticity, 17 and in analyzing the effects of changes in the potential energy surface on the reaction dynamics. 18 Much of our understanding of the influence of initial rotational 3 and vibrational 14 a state on chemical dynamics comes from studies on this system as does our knowledge concerning the influence of varying impact parameter 3 ' 110 or total angular momentum, 5 • 7 • 11 a,b of resonance and direct reaction mechanisms, 3 • 1 9-21 and other dynamical effects. Nonreactive elastic and inelastic H + H 8 collisions have also been of theoretical interest in the analysis of rotational excitation and deactivation processes, 11 ' 13 ' 88 -25 and in examining the nature of the competition and interference between reactive and nonreactive processes. ua, 1 3b A number of reactive and nonreactive experimental studies of H +Hz and its isotopic counterparts have been done ranging from kinetic rate constant determinations2 6 to hot atomz 7 and molecular beam 28 experiments. The in-teraction of theory and experiment has been of mutual benefit throughout their respective evolutionary developments.
In a previous paperz 9 we presented a method for accurately solving the SchrOdinger equation for the dynamics of the three-dimensional collision of an atom with a diatomic molecule on a single electronically adiabatic potential energy surface. This method was an extension of an earlier coplanar method 30 which has since been used extensively to study the 2DH +Hz system. 13 In the present paper we describe the results of an application of this 3D procedure to H +Hz. These results include reactive and nonreactive transition probabilities, integral and differential cross sections, and reagent and product rotational state distributions. These results are extensively compared with those of earlier 3D approximate reactive and nonreactive calculations, and with 1D and 2D accurate ones. Some of the comparisons between the accurate 2D and 3D calculations were considered in preliminary communications, 9 •z 1 and we shall elaborate upon them here by developing simple dynamical models for relating results of different dimensionality. Additional topics considered include the effects of indistinguishability of particles, angular momentum decoupling approximations, and thermal rate constants. In the present calculations, we use the semiempirical Porter-KarplusZc potential surface. This surface has been the subject of several earlier studies, thus enabling comparisons of those results and ours without ambiguity being introduced by the use of different potentials. Results for the more accurate surface of Liuzr (as parameterized by us) will be deferred to a later publication.
Section II provides a brief outline of the procedure used, and of the computational considerations governing convergence and accuracy. The results for the Porter-Karplus potential energy surface are given in Sec. III, and Sec. IV includes a summary of the more significant conclusions.
II. THE CALCULATION A. Summarized description of the method
The method used to solve the Schrodinger equation for three-dimensional reactive and nonreactive H +Hz collisions has been extensively described in the preceding paper. z 9 The space-fixed and body-fixed coordinates and systems of reference considered are described in Sec. II C and Fig. 2 of that paper. The calculation is done in body-fixed coordinates. Rotational motion is described by quantum numbers A and OA, where the tumbling quantum number OA is associated with the tumbling angle 1/JA and the component of rotational angular momentum along the Oz { (body-fixed) axis which passes through atom AA and the center of mass of the AvAk diatom. As shown previously, 29 the component of the orbital angular momentum about Oz ~ is zero, so OA is also associated with the projection of the total angular momentum along that axis. In order to simultaneously satisfy both criteria, OA must obey the inequality (2. 1) where J is the total angular momentum quantum number.
Of crucial significance in the body-fixed coordinate system of Fig. 2 of the preceding paper is the fact-2 9 that the kinetic energy operator couples vibration-rotation states with different OA tumbling quantum numbers but the same vibrational and rotational ones (vAA), while the potential energy coupling is diagonal in OA but not in vAjA. This allows for the approximate separation of effects due to tumbling of the three atom plane about Oz~ from those due to the interaction potential energy, and we shall examine this separation in Sec. m. In addition, it provides for the natural development of centrifugal decoupling schemes, which will be discussed in future publication. Once the body-fixed fully coupled Schrodinger equations are set up, they are solved in two steps. The first one involves a numerical integration of these coupled equations through each arrangement channel region in coordinates appropriate to that region. This is followed by a second step in which the solutions thus generated in each of the three arrangement channel regions are smoothly matched to one another on a set of three surfaces which separate these regions in a symmetrized coordinate space in which all three arrangement channel coordinates are treated equivalently. 31 The resulting solutions, which are smooth and continuous everywhere, are then linearly combined to yield the appropriate reactance and scattering partial wave matrix solutions which are then combined to form the full scattering solutions. By using helicity representation scattering amplitudes, we obtain a very simple relationship between these amplitudes and the body-fixed partial wave scattering matrices SJ For H +Hz, the problem can be simplified considerably because of arrangement channel symmetry and even-odd decoupling within each arrangement channel (as described in the preceding paper). A major consequence of these symmetry properties is that only two scattering amplitudes between a given initial state vjm 1 with analogous expressions valid for Q and P J· The angle e of Eq. (2. 3) refers to the direction of the scattered H atom with respect to the reagent H atom beam. For reactive collisions, a more customary angle to use is eR, which is the angle of the product H 2 with respect to the incident H, and is the supplement of e (i.e.,
9R=7T-9) •
For H + H 2 , the physically measurable cross sections must be obtained from wavefunctions which have been properly antisymmetrized with respect to interchange of any two nuclei. This can be done by the technique of postantisymmetrization as was detailed in the preceding paper, and leads to the following indistinguishable-atom differential cross sections (labeled by the symbol A):
Since the rotational sublevels for a given vibrationrotation state are degenerate, we may define both integral and differential degeneracy-averaged cross sections by (valid for R, N, or A transitions):
(2. 9) and (2. 10) We may also sum these cross sections over all final states, obtaining (2. 11)
(2. 12) (2. 13) with analogous expressions holding for the integral cross sections with Q substituted for CJ. The factor of 2 in Eq. (2.12) arises from a sum over the two equivalent reactive arrangement channels (in a distinguishable-atom sense). Finally, we may wish to define the cross sections CJ:,•para<artho> in which the final state is restricted to being para (ortho). The corresponding expression is analogous to Eq. (2. 13) with the sum over j' in the right-hand side restricted to even (odd) values, and a similar equation defines the integral cross section ~-para(artbol•
B. Convergence and accuracy tests and calculational details
In order to establish the reliability of the results of these calculations, a number of convergence and accuracy tests were performed, including (a) tests of flux conservation and microscopic reversibility, (b) tests of invariance of the results with respect to the inclusion of additional vibrational or rotational basis functions in the close coupling expansion, (c) tests of invariance of the results with respect to a change in the number of terms used to expand the potential [see Eq, (2. 14) below], and (d) tests of in variance of the results with respect to a change in the nature of the reference potential V ret(r~, ~) 29 used to generate vibrational basis functions for the integration. Two additional tests are (e) the invariance of the results with respect to a change in the matching surface basis functions, and (f) the effects of lack of completeness of these matching surface functions on the ortho to para nonreactive transition probabilities. These latter two tests were not performed, but the analogous planar tests 1 Sb indicated that both effects were not important in that calculation. Since comparable planar and 3D vibration-rotation basis sets and matching surface functions were used in the two sets of calculations, we have assumed that the matching surface basis functions of Eq. (4. 28) of the preceding paper will produce adequate (5% or better) convergence of the 3D results.
Conservation of flux and microscopic reversibility may be tested by examining the probability matrices for each partial wave, an example of which is given in Table I for total energy E=O. 6 eV and J=O. Flux conservation requires that the sum of each row or column of PJ should equal unity, while microscopic reversibility requires that PJ be symmetric. In the table we see that both of these properties are well satisfied (0.18% maximum deviation from flux conservation and 3% from symmetry for probabilities greater than 10 4 ). In the results presented in this paper, we consider the energy range 0. 3-0. 7 eV. For energies E in the range 0. 3-0. 6 eV (including all J), we find maximum deviations from nux conservation of 1% and from symmetry 10% (for nonnegligible probabilities). Between 0. 6 and 0. 7 eV we find 4% maximum deviations from flux conservation and 15% from symmetry. In order to obtain resuUs of this quality, we used the vibration-rotation basis sets specified in Table II . For J = 0, Eq. (2. 1) greatly reduces the number of channels coupled, thus reducing computation time, allowing us to use more col!1plete basis sets. This leads to excellent results for the J = 0 probabilities (with accuracies similar to or better than those in Table I at all energies considered). However, for larger J, the number of projections 0 increases greatly. This leads to prohibitively large computation times if basis sets analogous to those for J = 0 are used. The ones actually used are those described in Table II . The above mentioned accuracy limits were obtained with them.
Convergence with respect to the inclusion of additional vibrational or rotational channels is examined in Table III . In Part A of that table, we examine several important transition probabilities at E = 0. 65 eV, J = 1 for three different rotational basis sets (all with four vibrations). Upon changing from a imu = 5 to a imu = 6 basis set, we find changes of less than 1% in all probabilities. In Part B we examine several 0. 65 eV, J = 0 probabilities with four and five vibrations (all with imu = 7). Here we find 4% maximum change. An examination of the nature of the convergence properties with respect to the inclusion of additional basis functions was examined in greater detail in the planar calculation13b where we found that typically four vibrations and imu = 5 were required for 5% convergence. A less extensive study of the three-dimensional results indicates similar convergence properties and the results of Table III where, for an atom plus homonuclear diatomic molecule system like H + H 2 , the sum over k includes only even terms. In an actual calculation, Eq. (2. 14) is truncated after n terms (such as n = 3). This procedure is justified if the resulting probabilities are not significantly changed when an additional term is added. To evaluate the effects of changing n, we compare in Table  IV the results of calculations with n = 2, 3, 4, and 5 34 for selected transition probabilities at two different energies. Although the n = 2 results are often significantly in error (by as much as 30%), we find less than 7% changes in going from n = 3 to n = 4 and virtually no change at all in going from n=4 to n=5. All calculations of this paper other than those whose results are presented in Table IV used n = 3. The reference potential v~.t which is used to numerically generate the vibrational basis functions according to the procedure of Ref. 29 still allows for some freedom of choice in the interaction region due to nonseparability of vibrational motions from translational or rotational ones. In the coplanar calculations, two different choices of the reference potential [V~et = V(r~, R~, h=O) and V~et = V3(r~, R~)] were used. A comparison of these calculations indicated that for basis sets with four or more vibrations, the results from the two reference potentials differed by less than 5%. A limited number of threedimensional calculations indicates a behavior comparable to the planar case.
Ill. RESULTS FOR THREE-DIMENSIONAL H + H 2

A. Transition probabilities
In this section we examine the J dependence of the reactive and inelastic transition probabilities in the energy range 0. 3-0. 7 eV. Figures 1(a) and 2(a) present the reactive probabilities P~,oo~o 1 (summed over final mj).
These figures indicate that the probability is a rapidly decreasing function of J with a peak near J = 0 for all but the highest energy considered. If we define JMAX as the lowest value of J for which P~. vJ~rl r has decreased to less than 1% of its maximum value, then JMAX is 4 at 0. ... The same reaction probabilities multiplied by 2J + 1. The scale factors indicated for the last three energies are the numbers by which the probabilities were multiplied before being plotted.
x P~,oo~o 11 and we see that the partial wave which gives the largest contribution to Q~0~0 1 varies from J = 1 at 0. 3 eV to J=4 at 0. 7 eV. To examine the contributions of the different projection quantum numbers to the curves in Figs. 1(a) and 2(a), we plot in Fig. 3 Fig. 4 for the probability P~,ooo~o 3 m~• but it remains a general fact that the m J = mj = 0 transition probability is the largest one for J < JMAx and j ~ 4. This statement is also true for other energies considered. Its effect on the integral cross sections will be discussed in Sec. IIIC.
Let us now consider the meaning of this rotational >- Table I . Numbers in parentheses indicate the power of 10 by which the numbers preceding them should be multiplied. bThe expansion is given in Eq. (2.14).
projection quantum number "quasi selection rule." In the helicity representation being used, the rotational wavefunction of the diatom at large distances from the atom iS YjA mA (YA, 1/JA) before the COlliSiOn (except for a phase factor) and cally by recalling that initially n =-m 1 so that m 1 = 0 implies (for nonzero j) that the axis of rotation is perpendicular to the direction of approach, as schematically indicated in Fig. 5 . In this situation, twice during each diatom rotation the three atoms go through a collinear configuration (for zero impact parameter collisions).
For m 1 * 0 no collinear configurations are sampled.
After the collision, mj = n' so that again only for m.f = 0 can we have a postcollision linear orientation (regardless of the scattering angle). We should also note that the isolated diatom rotational period {2. 7x 10. 13 l[j(j + 1)] 112 sec} 3 is generally larger than the interaction time (which is less than 3 x 10· 14 sec 35 for the energies considered here) so that the rotational motions are generally slow compared to collision times at these energies and the collision orientation does not change rapidly during the approach and departure steps. This analysis indicates not only that the m 1 = mj = 0 reaction probability should be larger than all others, as pointed out above, but also explains why this rule becomes less rigid for large J (in which case nonzero impact parameter collisions can lead to linear orientations for m/J mj * O) and for large j (where the diatom rotates fast enough to change the orientation rapidly during the collision, thus reducing the advantage of a linear orientation at any one point during the collision). As a second prediction of this model, we would expect that those transition probabilities for which m 1 = 0 or mj = 0 (but not both) and the corresponding integral reaction cross sections should dominate over those for which neither m 1 nor mj are zero. We shall see in Sec. IIIC that this prediction is correct. We emphasize that this projection quantum number selection rule presupposes (a) a potential surface which favors linear orientations, and (b) that the projection quantum numbers are referenced to the body fixed coordinate system of Fig. 2 of the preceding paper. The latter condition is important because it singles out the m 1 or mj = 0 collisions as leading to a linear collision orientation with a greater probability than m 1 or mj * 0. By rotating the quantization axis to another direction (such as one perpendicular to the three-atom plane as is done for the coplanar reaction, or along a space-fixed direction), the body-fixed projections would become mixed and we would not be able to unscramble the information as easily. Figure 6 shows the J dependence of the phases of the scattering matrix elements S~,ooo·otmj for mj =0, ± 1 at 0. 6 eV (the same transitions considered in Fig, 3 ). It is important to note that the phase is most slowly varying near J = 0. Semiclassically this implies that the deflection angle should be small for small impact parameter collisions. 36 This implies that a small scattering angle fJ will result from these low J collisions, or, equivalently, a reactive scattering angle fJR near 180°.
In Fig. 7 (a) we examine the nonreactive transition probability PJ,ooo·o 2 m~• and its sum over final mj at 0. 6 eV as a function of J. Here we find JMAx = 30, so that a much larger number of partial waves contribute to the nonreactive cross section than is the case for the reactive transitions in Figs. 1-4. Note that the mj = 0 transition probability is dominant only for very small J(< 31 indicating that the linear orientation rule is probably not significant here (as might be expected for a nonreactive collision where the nature of the potential in the transition state is of lesser significance than it is for reactive collisions). An examination of other nonreactive transition probabilities indicates no strong tendency for a m 1 =-mj (n = O') "j .. -conserving" selection rule as has been assumed in rotationally inelastic scattering, 37 thus indicating that the strong coupling or sudden limit does not apply to H + H 2 inelastic collisions for the potential used. We shall examine this again in a separate publication. The transition probabilities of Fig Fig. 1 indicates that partial waves other than J = 0 still contribute significantly (JMAX = 4), so that the differential cross section is backward peaked, but rather broad. The width of this peak decreases with increasing energy above 0. 3 eV to a minimum near 0. 4 eV. As E increases further, the width begins to increase, presumably as a result of increased contributions of larger impact parameter collisions (from Figs. 1, 2) to the reaction cross section.
As was the case in the coplanar reaction, 13 b the shape of the differential cross section is a sensitive test of the accuracy of the calculation. Small inaccuracies in either the magnitudes or phases of the scattering matrix elements for any partial wave can result in spurious oscillations in the differential cross sections. In addition, premature truncation of the partial wave sum [Eq. (2. 2)] can lead to a spurious forward peaking. In order to avoid such spurious oscillations in the cross sections, we checked convergence at several values of J (by the criteria of Sec. liB) and found that equivalent convergence had been attained at all J. [Recall from Table II that the nature of the vibration-rotation basis set has to be changed for each J(Js 4).] Premature truncation of the partial wave sum was avoided by requiring that the reactive probabilities at the cutoff value Jc be no larger than times those at J=O. In general, we found J 0 -JMAX + 5. Both Figs. 8 and 9 show essentially no indication of spurious oscillations or forward peaking (typically the ()R = 0 cross section is 200 to 1000 times smaller than the () = 180° result). We should also note that the appearance of Figs. 8 and 9 is quite typical of all degeneracy-averaged para-to-ortho and ortho-to-para cross sections.
To examine the m 1 dependence of the differential cross sections, we ~lot in Fig. 10 8) is proportional to the associated Legendre functiori P~i(cos 8) and is therefore proportional to (sin0) 1m~ 1 times a polynomial in cos8. Since eR =7T-e, the CT~oo-03mj should have a (sin8R) 21 mjl envelope and, for m.f* O, vanish at 8R =0 and 180°. Indeed, one can qualitatively obtain the mj =± 1 curve by multiplying the m.f = 0 one by sin 2 ()R and similar prescriptions can be used for the higher mj curves. The vanishing of the m.f * 0 cross sections at eR = 0° and 180° is also a consequence of angular momentum conservation. To see this, we recall that the incident plane wave solution is an eigenfunction of J., the operator corresponding to the projection of the total angular momentum along the spacefixed z axis, with eigenvalue M = m 1 (since m, the z component of the orbital angular momentum, is initially zero for the plane wave solution). Since J. commutes with the Hamiltonian, 38 M will be a good quantum number, i.e., J.-~tAtA [P] =Mfi-ltAtA everywhere in configuration space. In particular' for eR = 0° (180° ), the final Oz~ axis 39 will be antiparallel (parallel) to the initial Oz axis, so that conservation of J. requires that the outgoing projection quantum number mj must equal -M(+ M), unless the corresponding scattering amplitude vanishes in that direction. Therefore, if the corresponding scattering amplitudes do not vanish, we must have mJ =M=-mj for 8R =0° and m 1 =M=m.f for 8R = 180o. Applying this reasoning to the CT~oo-osm• cross section, we conclude that for m.f * 0, J. cannot be conserved for 8R = 0° or 8R = 180° unless that cross section vanishes in both of those directions, in agreement with the conclusion reached above. Finally we should point out that the dominance of the m.f = 0 component of CT~oo-03mj in Fig. 10 is again a consequence of the favored linear transition state geometry, discussed in Sec. IliA. The mj =0 collisions for small impact parameters have a significant reaction probability only for linear or nearly linear configurations which leads to the observed dominant backward scattering for this transition. For mj * 0, the collision configurations are nonlinear (at least in the product arrangement channel) and we would expect to see the sidewards scattering exhibited in Fig. 10 .
In Fig. 11 we plot the nonreactive differential cross Curve labeled sum is the sum of all five cross sections and is equal to the degeneracy-averaged uoo~oz. scattering angles not too close to these directions. Since the j = 0 to j' = 2 transition can occur by both nonreactive and reactive mechanisms, the more meaningful quantity to consider is the antisymmetrized cross section of Eq. (2. 8). In Figs. 12, 13, and 14 we plot this para-to-para cross section ato-02 (summed over mj) along with the nonreactive and reactive counterpartsat£=0.5, 0.6, and0.7eV. Atthelowestenergy, the reactive cross section is typically 3 orders of magnitude smaller than the nonreactive one, so the resulting para-to-para cross section is dominated by the direct amplitude and differs very little from its nonreactive counterpart. As the energy is increased, the reactive amplitude increases rapidly and begins to interfere significantly with the nonreactive one. This results in the oscillations observed, in a.t 0 -01 in Figs . 13 and 14. The period ofthese quantum symmetryoscillationsseemstoberoughly 10°-15°inbothFigs. 13 and14
for e < 90u with a gradual increase in period with increasing e until the oscillations wash out completely at large e. Figures 12-14 also indicate that the peak in o-~0-02 shifts gradually to forward scattering angles (corresponding to backward reactive scattering angles) as the energy is increased. The contributions of different mj to ato-o 2 at 0. 7 eV are shown in Fig. 15 (along with the distinguishable atom a~oo-02mj for comparison). We see that the oscillations in the cross section are largest for mj = 0 followed by mj =± 1 and mj =± 2. This results from the dominant role of the mj = 0 reactive scattering amplitude (as evidenced in Fig. 10 ) followed in importance by the mj =± 1 and the mj =± 2 contributions. Note also that the phases of the oscillations in 
C. Integral cross sections and product polarization
A number of reactive, nonreactive and antisymmetrized integral cross sections are listed in Table V 
D. Elastic and total cross sections
The calculation of converged elastic cross sections requires a large number of partial waves (up to 70 at 0. 70 eV). Since the Porter-Karplus surface has arepulsive exponential long-range functionaltiy 2 c rather than the correct attractive R). 6 dependence 40 a fully coupled calculation of the elastic cross sections for the purpose of comparison with experiments 40 on this and related systems would not be worthwhile without inclusion of this attractive tail in the potentiaL Nevertheless, an accurate calculation of the elastic differential and integral cross sections for this Porter-Karplus surface is still worthwhile in order to provide a comparison standard for approximate techniques used in calculating these same cross sections, such as the central field approximation being invoked in the interpretation of molecular beam scattering experimental data.
• 42
This requires the calculation of the scattering matrix element phases for very large J. We found a very accurate extrapolation procedure which could be used to obtain these phase shifts" For J large enough so that both reactive and inelastic nonreactive transition probabilities are negligible, it is often the case that the elastic phase shifts have not yet decayed to zero. Since these large J collisions correspond to large impact parameters, we would expect that only the isotropic tail of the potential is important. In such circumstances, a central field, single channel model of the potential should suffice to predict these phase shifts. Using a standard central potential integration routine 43 is not even close to unity, as is illustrated in Fig. 17 . This presumably indicates that the phases of the scattering matrix elements are much less sensitive to the presence of reactive and inelastic channels than are the moduli. By using these elastic central field phase shifts, we can now extrapolate the ~arge J behavior of the converged results and thus calculate accurate elastic cross sections. 44 Typical results for u~oo~ooo atE =0. 7 eV are plotted in Fig. 18 . The elastic differential cross section shows strong forward peaking with a small oscillation near 8 = 6 o and otherwise decreases in a nearly monotonic manner to 8=180°. The indicated 8=110° to 180° behavior of u~oo~ooo is probably not accurate since the small cross sections in this region must result from extensive cancellation in the partial wave sum [Eq. (2. 2)] and are easily affected by small errors in the scattering matrix elements. Also plotted on the same graph are the central field elastic cross section aE (CF) [obtained using V 0 (r 8 , R) for all J] and the total cross section a Boo [which is the sum of the cross sections for all possible processes (N or R) starting from reagents v =j =mi =0]. We see that all three cross sections are essentially identical for 8 < 30 o. This suggests that the central field approximation used to interpret total differential cross sections 41 out to scattering angles which are not too large is a good one. Even for very large scattering angles a~0 and uE(CF) agree to within better than a factor of 2. Moreover, the integral cross sections QBoo F1G. 17. Phase shift associated with the elastic scattering matrix element S!,ooo~ooo (i.e., [arg(SJ))/2) as a function of J forE =0. 70 eV. Curve labeled converged is the coupled-channel result, while the central field curve is the result of a single channel calculation described in text. Also plotted is the (converged) elastic transition probability P f ooo~ooo at the same energy referenced to right hand ordinate s~ale. 220.8 bohr 2 , respectively, indicating that Levine's conservation of total cross section rule 45 is obeyed quite accurately for this system and that the use of the central field approximation to interpret total cross section experiments 42 is valid. The H + H 2 total cross section just mentioned is considerably larger than the recently measured experimental one 40 (for D + H 2 ), which is about 151 bohr 2 at 0. 75 eV. This is probably due to differ· ences between the long-range parts of the Porter-Karplus and correct potential energy surfaces.
If the antisymmetrized cross section at 00 • 000 is considered, we find that quantum symmetry effects due to interference between the elastic and reactive scattering amplitudes are much less significant than they were with the inelastic transitions in Fig. 14 as a function of E. Both logarithmic and linear scales are used so as to enable examination over a wide energy range, The figures indicate a surprisingly similar energy dependence over several orders of magnitude of the probabilities. There are, however, two important differences both of which provide significant insight into the reactive collision dynamics. First, an energy shift of about 0. 05 eV occurs in going from 1D to 2D and again in going from 2D to 3D. In the coplanar analysis, 13 b we explained the 1D to 2D shift as arising from an additional bending energy required in the coplanar transition state over the linear one. This bending energy is added to the symmetric stretch energy of the collinear transition state which, in turn, is primarily responsible for the shift in the collinear effective threshold energy over the barrier height energyl 4 (0. 396 eV). In the three-dimensional case, the bending mode of the transition state is doubly degenerate so that a second quantum of bending energy (approximately equal to the bending zero point energy of about 0. 06 eV) will be required. Indeed, an examination of the probabilities can be interpolated. The second difference between 1D, 2D, and 3D results lies in the magnitudes of the maximum probabilities in Fig. 20 . The collinear probability peaks near unity while the planar one levels off at about 0. 6, and the 3D one roughly at 0.45. The difference between the 1D and 2D plateau values has been previously analyzed 13 b in terms of the orientation dependence of the 2D probability. Since the potential barrier varies from 0. 396 eV at Yx =0 to 2. 8 eV at Yx =90°, zc one would expect a decreasing probability of reaction with increasing Yx (assuming that we can consider the orientation of the atom with respect to the diatom as fixed throughout the reaction). If we consider that the total reaction probability is unity for 0 ::S Yx ::S Yx and zero for Yx ::S Yx ::S 90°, and use symmetry about 90° for 90° ::S Yx ::S 180°, then we find that P~0 (2D) =2yx/1T and ~0 (3D) =1-cos)\. In the 2D case, we find that Yx =54 o is required to give a reaction probability of 0. 6. This estimate of y;: is in approximate agreement with previous estimates of thi!? angle from a classical analysis. 3 The same angle used in the 3D formula yields P~(3D) =0. 41 which is not considerably different from the observed value of 0. 45. This indicates that the 2D and 3D orientation dependence is probably quite similar with primarily dimensionality considerations responsible for the difference in reaction probabilities.
At least two procedures for converting 2D integral or differential cross sections into 3D ones have been proposed11• 41 both of which use semiclassical arguments in making the connection. We will leave forfuture publications a thorough analysis of these conversion procedures as well as an evaluation of approximate 3D procedures which require comparable or smaller amounts of computation time than the 2D calculation while providing 3D information directly. We would like to point out, however, one rather remarkable comparison between 2D and 3D results which is obtained by examining the differential cross sections. In Fig. 21 we plot the 2D and 3D differential cross section a-to_ 01 (adjusting the respective ordinate scales to bring them into approximate agreement at 0R=180°). The 2D result at 0.55 eV is compared to the 3D one at 0. 60 eV so as to include the energy shift effect due to the bending energy.
These two cross sections show a remarkably similar angular dependence over the entire range of scattering angles. A similar comparison at other energies in the range considered in this paper usually leads to comparable agreement. This indicates that the dynamical processes involved are indeed quite similar. Such behavior is not unexpected, for the same potential is sampled in both cases and the primary difference between the two calculations is the additional centrifugal coupling resulting from tumbling of the three-atom plane, which is present in 3D but not in 2D. The existence of a strong rotational polarization selection effect as evidenced in Table VI indicates that such coupling is weak in comparison to the potential coupling since it is the potential which is responsible for the linear geometry requirement. Thus 2D and 3D dynamics should be quite similar and conversion of 2D to 3D results could prove to be an accurate approximate technique. 
F. Reagent and product rotational state distributions
We now consider the rotational distributions of the degeneracy-averaged reactive distinguishable atom cross sections (all for v =v' =0). In the coplanar H +H 2 study, 13 b we found that a surprisingly accurate fit to this distribution could be obtained with a temperaturelike expression (for a 2D system). This type of distribution can be derived from an information theoretic formalism through the assumption that the surprisal function 48 is a linear function of the final state rotational energy. For 3D collisions, with only one open vibrational channel, the information theoretic expression for the degeneracyaveraged cross section between rotational states j and j' may be written as (3. 1) where the pre-exponential factors comprise the reference or statistical distribution, and T 1 and A 1 are the two j' -independent parameters of the theory. p(E}n is the product translational density of states and is a function of the translational energy E}~ relative to state j'. EJ' is the product rotational energy, so that E}~ =E-E 1 • -E 0 , where E 0 is the v' = j' = 0 zero point energy. The 2j' + 1 in Eq. (3.1) is the product rotational degeneracy factor To see how well our 3D cross sections obey Eq. (3.1), we have plotted in Fig. 22 (E) . We see from the figure that the calculated points for low j' do indeed fall on nearly straight lines for each j, thus indicating that the temperaturelike distribution is quite accurate for describing the reactive cross sections. The temperature parameters obtained from these low j' straight lines are 326, 326, 328, 318, and 376 K for j = 0, 1, 2, 3, and 4, respectively, The first four values are identical to one another within the accuracy of the straight line fits, Actually, one can easily show by applying microscopic reversibility to Eq, (3. 1) that if the rotational distribution is temperaturelike for all j then T 1 (E) must be independent of j, which can be written simply as T(E). The above listed temperatures should therefore all be the same if the distributions are truly temperaturelike. Only for j =4 or j' = 4 are deviations from temperaturelike behavior significant. If we now perform a similar analysis at several other total energies we obtain Fig, 23 which depicts the j =0 distributions between 0. 45 and 0. 70 eV.
Temperaturelike behavior is evident to a comparable extent at all energies considered. The temperature parameters obtained from the slopes of the lines in rameters should not be interpreted as being equal to the temperature of a canonical ensemble describing a thermal equilibrium between a bath and the products of the reaction (which actually belong to a nonequilibrium microcanonical ensemble). Under conditions leading to product population inversions, Eq. (3.1), when satisfied, furnishes negative T;(E). We have expressed the present reaction product rotational population results in terms of temperaturelike parameters because the latter turned out to be positive and a quantitative feeling for the relative population of the product states is immediately conveyed by reporting their values, An alternative but equivalent procedure is to express the results in terms of the slopes e(E) of the linear surprisal plots.
• 49 It is easy to show that e(E) is related to T(E) by e(E) = (E-Ev')/[kT(E)]
, where Ev' is the vibrational energy of the products whose rotational population is being considered. In the present instance Ev' is the zero-point vibrational energy of H 2 and the surprisal slope parameters e(E) corresponding to Fig. 23 vary from 9.1 atE =0. 45 eV to 1L 1 atE =0. 70 eV in a nonlinear manner. The results obtained by Wyatt 49 for an approximate version of the Yates-Lester-Liu (YLL) potential energy surface 2 r, 50 furnish e = 8. 9 for E = 0. 70 eV and 0. 80 eV. The difference between these results may be attributed in part to the difference between the YLL 50 and PK 2 c surfaces and in part to the difference between the methods used in the scattering calculations (see Sec, III G).
In the coplanar study 13 b we pointed out that the existence of temperaturelike rotational distributions could be a reflection of the shape of the potential energy surface near the transition state and the significant restriction in bending motions which the potential induces there, Since the transition state bending motions correlate adiabatically with asymptotic free rotor motions one might expect that the average rotational energy of the products should be related to the average energy in bending. This relation does not seem to be quantitative, however, for the average product state rotational energy corresponds roughly to the temperature parameter while the bending energy, as estimated in the previous section, seems to be somewhat higher (228-446 K for the former and 550 K for the latter). The model explains the similarity between the coplanar and three-dimensional temperature parameters (311 K for 2D 13 b vs 326 K for 3D, both at 0. 6 eV) only if we further assume that only one of the two degenerate 3D bending modes becomes product rotational motion. This assumption disagrees with the interpretation given above for the energy shifts of Figs. 19 and 20 . It therefore appears that some refinement in the model which relates product rotational energies to transition state bending energies is necessary in order to quantitatively explain the temperature parameters obtained from the distributions of Figs. 22 and 23 .
G. Comparisons with the results of other three dimensional calculations
In Figs. 24 and 25 we compare our integral cross sections (labeled SK) with the corresponding ones obtained by several other methods, all applied to H + H 2 on the Porter-Karplus potential surface. In Fig. 24 
(WK). ·
It is apparent that the best agreement in either figure is between our Q~0 (SK) and Q~1 (SK) and the corresponding quasiclassical quantities. OUr converged quantum result and the quasiclassical cross sections are essentially identical between 0. 6 and 0. 7 eV to within the statistical accuracy of the quasiclassical calculation. Agreement between Q~2 (SK) and Q~2 (KPS) is much less quantitative but still reasonable if one considers the small cross sections involved and the inherent statistical uncertainty in the quasiclassical result. Below the classical thresholds, we observe characteristic tunneling behavior in our quantum cross sections which will have an important effect in the comparison of classical and quantum thermal rate constants (see Sec. III H).
Agreement between our results and the corresponding one of Elkowitz and Wyatt 10 (EW) is not as good as one would have expected considering that both calculations were done on the same potential energy surface and they both employed extended vibration-rotation basis sets. Recently, EW have made some corrections in their calculations 51 which improve the agreement be~ tween their Q~0 curve and ours. In addition, over the energy range 0. 6-0. 7 eV, the corrected EW values for Qto~ot agree with ours to within 20%. On the other hand, their Qto~oo are about 2. 5 times greater than ours, and as a result, when we compare the cross section ratios Qt 0~03 /Qt 0~01 from Table V with the corresponding ones from Fig. 1 (a) 51 we find that the difference between them is quite large. For example, atE= 0. 70 eV we get 0. 24 for that ratio, whereas the EW value is 0. 62. This implies that the distribution of energy among the rotational degrees of freedom of the products is very different in both calculations, and that the temperaturelike parameters which may result from their calculations will be significantly larger than the ones reported in the previous section. A search is presently going on for the reasons for this difference in the cross sections. In this context it should be noticed that EW simplified their calculation in three ways, 52 one or more of which could have an appreciable effect on the results, particularly at large energies: (a) They omitted certain Coriolis coupling terms from the kinetic energy part of the Hamiltonian; (b) The potential was fitted to analytic expressions whose form was chosen so as to omit vibration-rotation coupling; and (c) Only the v = 0, 1, 2 vibrational states were included in the coupled-channel expansion and convergence with respect to the number of vibrational states was not tested. In our case, as pointed out in Sec. II B, Table III , and in Ref. 13, usually four vibrational basis functions were required for convergence of the reaction probabilities to a few percent.
The Tang and Karplus distorted wave curve in Fig. 25 has a much higher effective threshold energy than ours and consequently much smaller cross sections at the same energy. Part of the difficulty could be the "linear" assumption used 5 in evaluating the integrals for the transition amplitude. When this assumption was removed, as was done by Choi and Tang, 8 the cross section increased significantly at the one energy they considered. We should also note that Choi and Tang   8 b have also observed an m~ dependence in their P~.ooo~otmj reaction probabilities quite similar to that of Fig. 3 . It would be interesting to obtain distorted wave results such as those of CT at lower energies so that a more direct comparison with our results may be made. The one vibrational basis function results of Wolken and Karplus 7 have an effective threshold energy much lower than ours for the same transition. This is probably a consequence of the severely truncated basis set used (only vibrational quantum state v = 0 and the j = 0-3 rotational states). Convergence properties of such severely truncated basis sets were examined in the coplanar H + H 2 study, lSb and it was determined there that errors of several orders of magnitude in cross sections were possible in some cases if both vibrational and rotational convergence was not achieved.
The quasiclassical and quantum differential cross sections a~0 (at somewhat different energies) are examined in Fig. 26 . Both angular distributions are backward peaked with very similar shapes. A very interesting comparison between classical and quantum dynamics would involve an examination of the classical rotational polarization effect analogous to the one found in the quantum results and displayed in Fig. 10 . Such a detailed comparison of cross sections between individual quantum states (rather than summed over several as is the case in Figs. 24 and 26) would be highly desirable in establishing the general validity of the quasiclassical procedure. Figure 27 provides a comparison of the WK, CT, and SK ato~o 1 angular distributions at similar energies. We find the shape of the distorted wave differential cross section curve of Choi and Tang to be very similar to ours, while that of the Wolken and Karplus cross section differs rather substantially from either. Part of the error in the WK result could be due to an ambiguity in the interpolation of amplitudes and phases of scattering matrix elements for those partial waves they did not explicitly calculate. (Only every third partial wave was calculated. ) 7 Indeed, we have found interpolation procedures to be extremely dangerous (especially for the phases), and for this reason, we have always computed scattering matrices for every partial wave required for convergence of the cross section. Another comparison of angular distributions is indicated in Fig. 28 , where we examine the semiclassi- cal a~0~0 1 of Doll, George, and Miller 6 (DGM) at a much lower energy than has been considered in the previous two figures. The DGM cross sections are about 5 times larger than the present quantum ones, but the agreement between the shapes of the curves in Fig. 28 is excellent. In Fig. 29 , the results of two methods (primitive semiclassical and classical semiclassical in the terminology of Ref. 53) used by DGM to calculate reaction probabilities are displayed. They are a factor 6-18 greater than the present ones. Presumably a "uniform" type of expression for evaluating the semiclassical reaction probability is required to bring those results into an agreement comparable to what was obtained in the same energy range for collinear H + H 2 •
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The results of Wolken and Karplus shown in the same figure are a factor of 10-30 greater·than the present ones.
We conclude this section with a comparison of our nonreactive integral and differential cross sections with those of Wolken, Miller, and Karplus. 22 The latter calculation considered the same potential surface 20 as did we but ignored the possibility of reactive collisions. A comparison of the resulting integral cross sections Q~0~0 2 is given in Fig. 30 . The two curves agree within the accuracy of the respective calculations, except perhaps at the highest· energies considered. This is quite interesting, for WMK used a one-vibration-basisfunction approximation (with, however, ima.x = 6) in their calculation. This could indicate that the absence of closed vibrational channels is of much less significance for nonreactive collisions than it is for reactive ones. Unfortunately, a comparison between the WMK differential cross sections a~o~oa and ours (Fig. 31) shows a significant disagreement between them, with the WMK curve being highly oscillatory, in contrast with our very smooth one. We believe that the smooth behavior is more reasonable because (a) it is consistent with a direct mechanism being dominant in the collision process; (b) it agrees qualitatively with our coplanar result at the same energy (also plotted in Fig. 31 Fig. 31 also shows the absence of any forward peak in the planar cross section. This is additional evidence for the conclusion of Sec. III B that the forward peak in the 3D result may be spurious.
H. Rate constants
In this section we will examine the behavior of the para-to-ortho rate constant for H + H 2 • The ortho-topara rate constant can be easily obtained from k,~0 (T) by using the readily available equilibrium constant. 54 We first define the rate constant for the transition vjmi-v'j'm~ (valid for R, N, or A transitions):
where the velocities VvJ were introduced in Sec. IIA and P(VvJ) is the Boltzmann distribution function. Upon explicit substitution of this function into Eq. (3. 2), we find o. 375(6) 0. 161 (5) 250 o. 753(8) o. 773(8) 0. 127(8) 0.125 (7) 300 o. 442 (9) o. 449 (9) 0.136 (9) o. 225 where 1J. is the reduced mass corresponding to the motion of the atom with respect to the diatom and E~~ is the translational energy relative to state vj(E~~ = ~IJ. V~i).
NA is Avogadro's number, so that k has units of cm 3 / (mole· sec). Expressions for degeneracy-averaged rate constants kvi~v'i' may be obtained by using the degeneracy averaged avJ~v-i' in Eq. (3. 3) rather than avJm ~v'i'm'·· The para-to-ortho rate constant is then ob-
where
is the para-state reagent internal partition function and Evi is the vibration rotation energy of state vj(E =EvJ +E~~). The nuclear spin degeneracy factor j 1 has the value 1 for j even and 3 for j odd and thus is always unity for kp~o· Calculation of this rate constant can be made using Eqs. (3. 3)-(3. 5) and the cross sections Q:i~ortho which were defined at the end of Sec. IIA. Some values of these integral cross sections are given in The quantum para-to-ortho rate constant may also be obtained (approximately) from distinguishable atom cross sections. It is desirable to do this in order to provide additional comparisons between quantum and quasiclassical rate constants. The total reaction rate constant kR(T) for distinguishable atom collisions is
The factor of 2 at the beginning of the right-hand side of Eq. (3. 6) arises from an explicitly performed sum over the two equivalent product arrangement channels. In the limit in which a large number of quantum states contribute to the sums in Eqs. (3. 4) and (3. 6) , we may assume that a sum of rate constants over just odd product states (or just even states) is approximately half the sum over all possible states, i.e.,
L:
In addition, for high enough temperatures,
(J enn) (3. 9) so that (3.10) By realizing that k 0~p is given by an expression analogous to Eqs. (3. 4) and (3. 5) but with the even and odd sums interchanged, and by combining the expressions for k 0~p and kp~o, using Eqs. ~kp~o<T)(1 + K~:).
where Keq is the equilibrium constant. To the same order of approximation, Eq. (3. 9) implies that Keq-3, so Eq. (3. 11) yields (3.12) This implies that by computing kR(T) and using Eqs. <2.12) and (3.11) ordinarily does not distinguish different possible product spin states, so that in order to define kp·o(TST), we have to make the additional obvious assumption that the individual nuclear spins are good constants of the motion. It is worthwhile noting here that a number of rate constants in addition to those in Table VII may be calculated, but most of these additional rate constants provide no new information (see also Ref. 55 ). For example, any ortho-to-para rate constant is simply ko·p =k"_ 0 /K,.q, and any distinguishable-atom rate constant k::,~ (which includes those in the last three columns of Table VII) may be related to the corresponding total rate constant using Eq. (3.11). One exception is the quasiclassical para-to-ortho rate constant k:. 0 which is obtained by selecting only those trajectories which fall into bins connecting even and odd states. This quantity cannot be extracted from the results of Ref. 3 , and is only approximated by k". 0 (KPS) as obtained using Eq. (3.11).
Arrhenius plots of the quantum, quasiclassical, and transition state theory rate constants are presented in Fig. 32 . At 600 K, the quasiclassical k». 0 (KPS) differs from k». 0 (SK) by only 7%, while the TST result is in error by 79%. The close agreement of the quasiclassical and quantum results is an obvious consequence of the excellent agreement of the corresponding integral cross sections (above the classical thresholds) in Fig.  24 coupled with the excellent validity of Eqs. (3.11) and (3.12) . Presumably, the quantum and quasiclassical rate constants will continue to be in very good agreement at temperatures above 600 K. At lower temperatures, however, tunneling effects become extremely important with k". 0 (SK) a factor of 3. 3 larger than kp·o(KPS) at 300 K and 18 times larger at 200 K. The significant nonlinearity in the quantum curve in Fig. 31 is also apparently related to tunneling, although we should note that previous studies on collinear H + H 2 have shown 56 that tunneling can make significant contributions to the rate constant even at 1000 K where the collinear reaction Arrhenius plot is quite linear. The transition state theory rate constant deviates from k»_o(SK) even more severely than k,_ 0 (KPS), with k,. 0 (SK)/k 0 • 0 (TST) being 20 at 300 K and 427 at 200 K. Part of the error in the TST result is probably due to the neglect of tunneling corrections in the expression used 3 (i.e., a transmission coefficient of unity has been assumed). For a scaled version 14 a of the SSMK surface, zct Truhlar and Kuppermann 14 a have calculated vibrationally adiabatic zero curvature (VAZC) transmission coefficients of 0. 903 at 600 K, 0. 98 at 300 K, and 1. 72 at 200 K, thus indicating that inclusion of these factors is not apt to improve the situation significantly. In addition, the ratio k". 0 (KPS)/k"_ 0 (TST) deviates substantially from unity in Table VII despite the fact that tunneling has been omitted from both calculations. Because of the strongly nonlinear behavior of k 0 _ 0 (SK) in Fig. 32 , the attempt to characterize that rate constant by a single activation energy is probably not too meaningful. If one does, however, compute such a quantity by arbitrarily fitting a straight line between the 500 K and 600 K points, one finds activation energies of 6. 3, 7. 5, and 8. 8 kcal/mole for k 0 • 0 (SK), k". 0 (KPS), and k". 0 (TST), respectively. The quantum activation energy is 1.1 kcal/mole (0. 048 eV) above the corresponding coplanar one (5. 2 kcal/mole), tSb and this difference is almost identical to the 0. 05 eV 2D to 3D shift observed in Figs. 19 and 20for the reaction probability curves.
Since the Porter-Karplus potential surface we used has an incorrect barrier height (0. 396 eV 20 vs 0. 425 eV for the more accurate Liu surfaceto), a comparison with experimental results of thermal rate constant measurements will be deferred to a paper in which the results obtained with the full noncollinear Liu surface are described.
IV. SUMMARY
Let us now summarize the significant concepts developed in this paper. First, in the analysis of the reactive transition probabilities and cross sections we found a fairly accurate rotational projection quantum number (i.e., polarization) selection rule (m J = m~ = 0).
Although one can find many factors which are at least partially responsible for this effect, the primary reason for this specificity and selectivity is the restriction to nearly linear geometries in the transition state as is determined by the potential energy surface. No comparable selection effect was found for the nonreactive collisions (compare, for example, Figs. 10 and 11) . At higher energies, quantum symmetry interference oscillations were observed in the j = 0 to j' = 2 para-topara differential cross sections (see Fig. 15 ). Such oscillations might be capable of interpretation in terms of parameters which characterize the potential energy surface as has been done for the related atom-diatom and molecule-molecule elastic scattering situations.
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The elastic cross sections revealed a lack of sensitivity of the e < 30° angular distributions to the loss of flux into inelastic and reactive channels, and demonstrated the approximate validity of Levine' s 45 conservation of total cross section rule and the validity of the central field approximation in this angular range. A comparison of the results of lD, 2D, and 3D calculations revealed the importance of bending motions in the transition state and demonstrated their connection with threshold energies. In addition, the orientation dependence of the reaction probabilities was analyzed and found to be compatible with the observed maximum values of the total reaction probabilities. The results of lD, 2D, and 3D comparisons afforded in this paper should be of great use in the improvement of lD and 2D models so that they can be used to make quantitative predictions about 3D results. The degeneracy-averaged rotational distributions were found to obey Boltzmannlike expressions with a surprising degree of accuracy. A precise understanding of why this occurs remains unknown at present, but an analysis of the scattering wavefunction at the transition state in terms of vibrationally and rotationally adiabatic wavefunctions may help to clarify the relation of bending energy to product state rotational energy and hence to the temperature parameter. A comparison of our integral and differential cross sections with those of several other approximate calculations indicates best agreement with the quasiclassical results at energies for which tunneling effects are not important. On the other hand, the lack of tunneling in the classical cross sections produces important differences in the para-to-ortho thermal rate constant at temperatures below 300 K but the agreement is good at 600 K.
The wealth of dynamical information presented here makes clear the great usefulness of these calculations. At the same time, the large expenditure of computer time indicated in Table II implies that analogous calculations will be done for only a limited number of additional systems for which a very detailed understanding of the important dynamical processes involved is highly desirable. This places prime emphasis on the development of accurate but efficient approximate techniques, and the comparisons between accurate results and approximate ones such as those considered in Sees. III E and III G and in de coupling schemes presently being used by us indicate that such techiques may indeed exist.
