Abstract. The GRP transform, or the generalized radix permutation transform was proposed as a parametric generalization of the BWT of the block-sorting data compression algorithm. This paper develops its extension that can be applied with any combination of parameters. By using the technique developed for linear time/space implementation of the sort transform, we propose an efficient implementation for the inverse transformation of the GRP transform. It works for arbitrary parameter values, and can convert the transformed string to the original string in time linear in the string length.
Introduction
The GRP transform, or the generalized radix permutation transform, was proposed by Inagaki, Tomizawa, and the present author in [3] as a parametric generalization of the BWT of the block-sorting data compression algorithm [1] , [2] . The BWT and its variations [6] , [7] , [8] can be derived from the GRP transform as its special cases. The GRP transform has two parameters: the block length and the context order d, to which we can assign appropriate values so that we can also realize new transforms. In this sense, the GRP transform is a proper extension of those existing transforms. Preliminary experiments [4] show that some files are more efficiently compressed by an appropriate combination of parameter values with a tuned second-step encoder than by the original BWT.
In spite of its generality, the GRP transform is given concrete procedures only in the case where its parameters satisfy n = b and 0 ≤ d ≤ for the length n of the string to be compressed and for an integer b. It is conceptually possible to remove these restrictions and to allow n, and d to be any natural numbers. However, it is not obvious whether we can run such a general version in an efficient way. In our previous paper [3] , we have shown that the GRP transform can be performed in O(n + bd) = O(n + nd/ ) time. This implies that the transform runs in time linear in the string length, as long as the parameter d stays in the range of 0 ≤ d ≤ . However, it may require quadratic time when we wish to increase d beyond the range.
In the GRP transform, the inverse transformation is more complicated than the forward transformation. We observe a quite similar situation [5] , [6] in the Sort Transform (ST) [7] , which has been proposed as a finite-order variant of the BWT. The ST, which is also a special case of the GRP transform, was originally developed to speed up the BWT. This aim was achieved in its forward transformation with a trade-off of a more demanding and complicated inverse transformation. Nong and Zhang [5] have addressed the problem of developing an efficient inverse ST transform, and gave a linear time/space algorithm with Chan in their recent paper [6] .
In this paper, we show that the method developed by Nong, Zhang, and Chan [6] can be applied to the GRP transform so that its inverse transformation can be performed in linear time for any combination of the parameters. In order to show this and make clear the relation between the GRP transform and the BWT, we adopt a completely different description on the GRP transform than that given in our previous paper [3] . For example, in [3] , the original data string to be compressed is arranged as a column vector of a matrix. In the present paper, on the other hand, we adopt the convention of the BWT, in which the original string is arranged as a row vector of a matrix. The BWT gathers those symbols that occur in the same or similar contexts in a source string, where the contexts are backward ones in the sense that the string is traversed from right to left. In this respect, too, we follow the BWT. The introduction of the conventions of the BWT and the ST to the description here makes it easy to understand that its inverse transformation runs in linear time.
The rest of the paper is organized as follows: Section 2 gives an extended version of the GRP transform. We extend the transform to allow arbitrary parameters. Our main emphasis is on the development of an efficient inverse transformation. For this, we apply the technique by Nong, Zhang, and Chan [5] , [6] to our transform. Its details and other remarks on complexity issues will be given separately in Section 3.
GRP Transform with Arbitrary Parameters

Preliminaries
We consider lossless compression of strings over an ordered alphabet A of a finite size |A|. Elements of the alphabet are called symbols. The alphabetically largest symbol in the alphabet, denoted by $, is a sentinel, which appears exactly once at the end of a data string. We represent a string of length n by
where the ith symbol is denoted by
.n]. The purpose of introducing sentinels is twofold. While the first one is the same as that adopted in the explanation of the BWT, the second one is specific to the present paper. We append some extra sentinels to the input string during the transformation in order to make its length an integer multiple of a parameter.
The GRP transform, which is an extension of our previous one [3] , converts an input string (1) into another string y [1. .n] ∈ A n . The transform has two parameters: the block length and the (context ) order d, where is an integer in 1 ≤ ≤ n and d is an integer in 0 ≤ d ≤ n. The values of these parameters and the string length n are shared by the forward and inverse transformations so that the original string (1) can be uniquely recovered from the transformed string y [1. .n].
In the forward transformation, the input string (1) is divided into blocks of the same length . We call an integer b = n/ the number of blocks of the string. We first consider a string
which is a concatenation of x [1. .n] and extra b − n sentinels. Let
Then, the forward transformation begins with a b
The leftmost d columns and the rightmost columns of M are called the reference part and the output part, respectively. Example: For n = 11, d = 4, = 3, consider the string: The forward and inverse transformations can be described in terms of operations on the matrix M . The most basic operation is the sorting of the row vectors. Sorting is performed in a stable manner by using the entire row or its part as a sorting key. In our previous paper [3] , we defined the GRP transform on a matrix consisting only of the reference and output parts because other elements have nothing to do with the transform. In fact, the matrix representation is not essential to the transform. We simply adopt the above representation so that we can intuitively understand the relation of the transform with the BWT and the ST.
Forward Transformation
The forward transformation comprises sorting of the row vectors of M and output of its column vectors. 
(c) Sort the row vectors of M in a stable manner by the symbols of the jth column; end for
When there are more than one sentinels in x [1..b ], the second and other succeeding sentinels are outputted from the last row. Therefore, we do not have to include these sentinels except for the first one in the transformed string. In this case, the number of symbols outputted from the forward transformation is equal to n. We represent the output of the corresponding transformation by y [1. .n] = y 1 y 2 . . . y n . The output drawn directly from the above procedure has been denoted by y 
Relation with Existing Transforms
Before proceeding to a description of the inverse transformation, we reveal close relations between the GRP transform and other established transforms. First, consider the case of = 1 and d = n. In this case, it is easy to see that y [1. .n] (= y [1..b ]) is exactly the same as one obtained when we apply the BWT to x [1..n] . In this sense, the GRP transform can be regarded as a proper extension of the BWT. Similarly, we can consider the case where we limit the order d to an integer k < n with = 1. This is known as the k-order variant of the BWT, or sometimes called the Sort Transform (ST) [5] , [6] , [7] . Now, consider an application of the ST to a string over A . For example, suppose that we have a string CACB over In the sequel, we represent a matrix M in state A by M A , which plays a similar role to a sorted matrix in the BWT and the ST.
Inverse Transformation
The inverse transformation of the GRP transform consists mainly of two parts: reconstruction of the output part of M A and restoring the original string.
Let In order to continue our description of the inverse transform, we borrow some notions from [6] , in which Nong, Zhang, and Chan developed a linear time implementation of the inverse ST. We first introduce a binary vector D [1..b 
Further, we introduce a counter vector C .12] is restored as shown right below. 
Computation of Vector D
The inverse transformation above is based on the framework of Nong and Zhang [5] . A key issue in the framework lies in the computation of D, which they called the context switch vector. The same authors gave a more efficient solution to the issue in their recent paper [6] . We here generalize their recent technique in order to apply it to the computation of the vector D [1. .b] in our case.
As shown in (7) 
The following theorem is a generalization of Theorem 1 in [6] to the GRP transform with parameters d and . The original theorem in [6] corresponds to the case of = 1.
Both in the above procedure and in the theorem, the indexes to the row vectors are retrieved one after another by the use of mapping Q. Starting from an arbitrary integer i in [1, b] , we eventually return to the same integer after successive applications of Q. Thus, it is natural to define a set of indexes
where
We call α(i) a cycle, which we may regard as either a set or a linear list of indexes (integers) depending on the context. Obviously, any two cycles are disjoint. Although our definition of cycles is slightly different from that in [6] , where a cycle is defined as a list of symbols, we can apply almost the same discussions as those in [6] to the computation of D in the inverse GRP transformation. The most characteristic difference arises when we apply Theorem 1 to the computation of height s along a cycle. A specific procedure follows. Actually, these two issues are the main focus of Nong, Zhang, and Chan [6] .
We can apply their method [6] almost as it is in order to compute D [1. .b] in time linear in the string length. First, to implement Diff (j, h), note that the hth symbol of the jth row of M A is given by
This can be validated by the reconstruction procedure of the reference part of M A , which was given in the beginning of this subsection. In (9), Q h/ [j] can be computed in a constant time by the use of a suitable data structure [6] . Thus, we can compute
As for the exclusion of d from the complexity cycles O(d + |α(i)|), we can completely follow the technique in [6] . As a result, we can compute the vector D [1..b] in O( b) = O(n) time without depending on the value of d.
Summary of Complexity Issues
We summarize the complexity of the inverse transformation.
The To conclude this subsection, we must give a brief comment on the complexity of the forward transformation. Its time complexity is obviously O(b(d + )) = O(bd + n) when we implement it by using simple radix sort. Although it is desirable to exclude the order d as in the case with the inverse transformation, O(bd + n) is not so demanding in practice. If we use the same radix sort to implement the k-order ST, the time complexity of the k-order ST will be O(kn). By choosing appropriate parameters in the GRP transform, we can make its time complexity of O(bd+n) significantly smaller than O(kn) of the k-order ST. When the GRP transform corresponds to the BWT, we can use various techniques developed for faster construction of a suffix array [1] . However, it does not seem plausible to be able to generalize those techniques to the GRP transform. On the other hand, the space requirement of the forward transformation is simply O(n). An array for the input string with a permutation vector representing the row order of M will suffice to implement the matrix. We can access its elements via the relation (3).
Conclusion
We have proposed an extension of the GRP transform and its efficient implementation for the inverse transformation. The GRP transform is a proper generalization of the BWT and their typical variations. We can also say that, in an algorithmic viewpoint, the proposed inverse transformation is a generalization of the Nong-Zhang-Chan implementation of the inverse ST [6] . The generality of the GRP transform will result also in the generality of second-step encoders, which are used after the transform for actual compression. We can extend the Move-to-Front heuristics, an example of the second-step encoders incorporated into the block-sorting compression algorithm, so that it accommodates the characteristics of the output of the GRP transform. We will present its details with compression experiments on another occasion.
