We investigate tunneling across a single ferromagnetic barrier on the surface of a three-dimensional topological insulator. In the presence of a magnetization component along the bias direction, a tunneling planar Hall conductance (TPHC), transverse to the applied bias, develops. Electrostatic control of the barrier enables a giant Hall angle, with the TPHC exceeding the longitudinal tunneling conductance. By changing the in-plane magnetization direction it is possible to change the sign of both the longitudinal and transverse differential conductance without opening a gap in the topological surface state. The transport in a topological insulator/ferromagnet junction can thus be drastically altered from a simple spin-valve to an amplifier.
Exotic properties of three-dimensional topological insulators (3D TIs) arise from their helical surface states, described as 2D Dirac fermions with spin-momentum locking [1] . Topological insulators have large spin-orbit coupling (SOC) leading to striking manifestations of the conservation of angular momentum from a colossal Kerr rotation [2] and photocurrent control [3] to magnetization switching [4] . The interplay between magnetism and SOC in ferromagnet(F)/TI junctions provides a versatile platform to study fundamental effects and spintronic applications [1, 4] . Previous tunneling studies have largely focused on the longitudinal response [5] [6] [7] [8] since a common expectation in tunnel junctions is that the transverse (Hall) response is negligible.
In contrast to previous manifestations of the Hall effect, such as the anomalous [9, 10] , tunneling anomalous [11] [12] [13] , and planar Hall effects [14] , we propose an unexplored tunneling planar Hall effect (TPHE) emerging in F/TI junctions ( Fig. 1) , qualitatively different from these manifestations in terms of the relevant geometry and the magnetization configuration. In particular, the proposed effect is maximized for a planar magnetization parallel to the applied bias, where other Hall effects vanish [15] .
Unlike in conventional tunneling, a thick barrier with TIs can still lead to a large conductance due to Klein tunneling [15] . We show that an asymmetry in the tunneling conductance due to the in-plane barrier magnetization enables efficient transverse (Hall) spin-valves. With spinmomentum locking and a tunable resonant transmission, these spin-valves can display a transverse negative differential (ND) conductance even in the limit of vanishing applied bias, suggesting a path to amplifiers and other active spintronic devices [16] .
This peculiar behavior arises from asymmetric tunneling of electrons with opposite incident angles through the barrier [ Fig. 1(b) ]. The finite tunneling planar Hall conductance (TPHC) can be understood as the spin mismatch between TI and F selecting electrons with positive transverse velocity [17] to be transmitted more effectively [ Fig. 1(b) ]. The interfacial spin mismatch results from spin-momentum locking and a shift of the Dirac cone due to the exchange splitting [ Fig. 1(c) ]. Translational symmetry along the y-axis yields an effective Snell's law [18] preserving the transverse momentum, while the longitudinal momentum changes sign on the lower Dirac cone (the group velocity points to its apex, see Ref. 15 ). Our system is described by the effective Hamiltonian
with the barrier function h(x) = Θ(−x)Θ(x + d) for a square (finite) barrier of width d and h(x) = dδ(x) for the respective δ-barrier. Here, v F is the Fermi velocity of the surface states (v F ≈ 6 × 10 5 m/s in Bi 2 Se 3 [19] ), p and σ denote vectors containing the momentum operators and Pauli spin matrices [1] , while ∆ and V 0 describe the proximity-induced ferromagnetic exchange splitting and an electrostatic potential barrier, respecarXiv:1601.01009v2 [cond-mat.mes-hall] 14 Oct 2016 tively. A planar exchange field ∆ shifts the apex of the Dirac cones from the origin to (−∆ y / v F , ∆ x / v F )
T in the k x k y -plane. Therefore, for ∆ y = 0 the longitudinal (transverse) transport is even (odd) in ∆ x . In Eq. (1), we focus on F/TI junctions where the topological surface states (TSSs) are decoupled from bulk states [15] .
The conductance for a bias along the x-direction is obtained from the eigenstates of Eq. (1) with energy E and conserved momentum k y [ Fig. 1(c) ], Ψ ky (x, y) = exp(ik y y)Φ(x)/ √ 2S with the surface area S and
for the finite barrier. For the δ-barrier, the states Φ(x < 0) and Φ(x > 0) are given by the first and third lines of Eq. (2), respectively. Defining the angle −π/2 ≤ θ ≤ π/2 as v F k x = |E| cos θ and v F k y = |E| sin θ, the momenta are given by v Fk± = −∆ y ± v Fkx and the spinors by
Carefully invoking the boundary conditions [15, 20] to determine r e , t e , l, m in Eq. (2) yields the transmission
where Z eff =k x (E, θ)d for a finite barrier and
is independent of ∆ y and asymmetric with respect to θ for finite ∆ x .
We focus on the case ∆ = |∆ x |, ∆ z = 0, while the effects of finite ∆ z are discussed in Ref. 15 . The transmission from Eq. (4) displays two qualitatively different regimes: (i) oscillatory, with real Z eff as a consequence of Klein tunneling in Dirac systems like graphene [21] , and (ii) decaying, with complex Z eff and typical for massive low-energy systems described by Schrödinger's equation. A remarkable property of our system is that by controlling the magnetization and/or the top gate potential (recall Z eff depends on V 0 and ∆) it is possible to switch between the two regimes and produce very large differences in T (E, θ).
Such a tunable transmission can lead to a large anisotropy for some incident angles. In the oscillatory regime, in particular, we find from Eq. (4) that perfect transmission is realized for Here, the first equality describes perfect transmission at each interface due to the absence of any spin mismatch between TIs and F. The second equality is a resonance condition for constructive interference when a multiple of the longitudinal wavelength 2π/k x matches d [22] . Using Eq. (4), the conductance at zero temperature, for a bias applied in the x-direction, reads as [15] 
where D x/y is the width perpendicular to the current flow in the x/y-direction and -e is the electron charge. We normalize G xx/yx to the Sharvin conductance (transparent barrier), [23] . For a δ-barrier and |V 0 | ∆, Eq. (4) can be expanded up to the lowest order in ∆/V 0 ,
where [24] . These expressions capture the oscillatory behavior of G xx/yx and reveal that at the resonance condition, Z eff ≈ Z 0 = nπ, G xx = G 0x reaches perfect transmission, whereas G yx vanishes. Such a qualitative behavior is corroborated by the full δ-barrier dependence of G xx/yx on d, shown in Figs. 2(a) and (b). Even though the δ-barrier provides a good approximation for small d, it fails to describe the appearance of G yx < 0 and the increase of its amplitude with d. Hence, we will focus on the finite barrier and employ the δ-model only to obtain analytical approximations.
The main features observed in Figs. 2(a) and (b) can be understood by analyzing the phase space available for tunneling shown in Fig. 2(c) 
Here, the inner (outer) circle with radius |ε
represents the k-space Fermi circle in the leads (barrier) and the arrows indicate the Fermi wave vectors of the scattering states available for transport. As discussed in Fig. 1 , the asymmetry between the scattering states with k y > 0 (0 < θ < π/2) and k y < 0 (−π/2 < θ < 0) due to ∆ causes a finite TPHC. For illustration, we show in Fig. 2(d) the transmission, T (ε F , θ), of a finite barrier as a function of d and θ. The asymmetry of T (ε F , θ) with respect to θ = 0 due to the first equality in Eq. (5) can clearly be seen, which results in the appearance of a nonzero G yx after the integration in Eq. (6) . On the other hand, the oscillatory behavior with d in Fig. 2(d) is governed by sin 2 Z eff in Eq. (4). . Such a transition can be understood by resorting to the analysis of the Fermi circles. As discussed above, the scheme in Fig. 2(b) corresponds to the Klein tunneling regime, but increasing ∆ will shift up the Fermi circle of the barrier, which at ∆ = V 0 −2ε F starts to cross the Fermi circle of the leads. Therefore, increasing ∆ above that value results in the formation of an intermediate regime in which only a part of the available states can undergo Klein tunneling, while the other experiences decaying tunneling. The contrast between the two tunneling mechanisms becomes extreme when ∆ = V 0 − ε F . In such a situation, as shown in Fig. 3(d) , Klein tunnel- The δ-barrier model enables us to obtain an analytical expression for the giant Hall angle. Indeed, for |V 0 | ≈ ∆,
which increases with |Z 0 |, even though G xx and G yx individually decrease (we assume
We next examine the current-voltage (I-V ) characteristics and reveal the appearance of a negative differential (ND) conductance. While for |V | |ε F |, Eq. (1) can be used to calculate the current, bias-induced changes of the electrostatic potential have to also be taken into account in general. For all I-V calculations [15] , we model this effect by adding the step-like [26] 
(1) and computing the transmitted currents for this system numerically. As a consequence, a ND longitudinal conductance observed in single barrier graphene transistors [27] appears also in our system [inset of Fig. 4(a)] . Surprisingly, the transverse current, I y , also shows a change of sign in its slope [segment from A to B in Fig. 4(b) ], the signature of a ND Hall conductance (NDHC), even at low V and within a As shown in Fig. 4(b) , the NDHC present for V 0 = 100 meV and V 0 = 105 meV is suppressed at V 0 = 50 meV, suggesting the possibility of controlling the NDHC by gate-tuning the barrier. Moreover, the I y -V characteristic for V 0 = 105 meV resembles that of a typical active ND resistor, which is unusual for tunneling systems [28] .
Despite the simplicity of a single ferromagnetic region, our system exhibits a variety of functionalities expected to require more complex spintronic devices [29, 30] . In addition to a spin-valve operation for magnetic sensing and storing information, shown in Figs. 4(a) and (b), positive, negative, and ND conductances can be tuned by properly adjusting the barrier potential, suitable for processing information. Such different behaviors in the same system are attractive for potential applications in reconfigurable devices operating as feedback oscillators, active filters, modulators, and amplifiers [31] . These functionalities can be alternated both by the barrier potential and in a nonvolatile way using the magnetization orientation.
Our findings, expressed using Bi 2 Se 3 parameters, could also be detected in other, more suitable, TIs to avoid the coexistence of bulk and TSSs at the Fermi level, even after adding a magnetic region [32] [33] [34] [40, 41] . Recent experiments imply a dominant role of TSSs in junctions with magnetic regions, such as YIG/(Bi,Sb) 2 Te 3 with an independent tuning of electronic properties and proximity-induced magnetism in TIs [42] . Magnetic proximity effects have been observed even at 300 K in EuS/Bi 2 Se 3 or (Bi,Mn)Te [43, 44] .
To realize magnetic proximity effects for the inplane transport, magnetic insulators are desirable. This precludes current flow in the more resistive F region [ Fig. 1(a) ] and minimizes hybridization with the TI to enable a gate-tunable proximity-induced exchange splitting in the surface states. However, as shown by the example of tunable magnetic proximity effects in graphene [45] , one could instead employ ferromagnetic metals, separated by an insulating region from the TI. In graphene, the interplay of proximity induced SOC and magnetism can also yield interesting effects [46] .
Even in the presence of additional states, such as Rashba 2D states, a finite TPHE can still be expected. Those states will, in general, also exhibit a spin mismatch and thus contribute to the transverse Hall voltage, potentially competing with the TSSs [15] . Nevertheless, experiments on current-induced spin polarization, suggest that these two contributions are inequivalent and their relative significance can be tuned by changing the position of the Fermi level [47] [48] [49] . Future work could involve complementary first-principles transport studies to quantify the influence of additional topologically trivial states and studying the role of phonons, shown to profoundly affect transport in TIs [50] .
A central objective for spintronic device applications is to control electron transport by utilizing its spin [16] . In this context, the anomalous [9] and planar [14] Hall effects (AHE and PHE), both arising from the interplay between magnetism and spin-orbit coupling (SOC), offer intriguing possibilities for devices such as Hall sensors. Recent studies also indicate the existence of a tunneling AHE (TAHE), where the combination of tunneling, interfacial SOC, and magnetism just by themselves has been shown to lead to a finite TAHE [11, 13] . Conversely, we predict a tunneling PHE (TPHE) in electrostatically gated ferromagnetic junctions based on threedimensional topological insulators (3D TIs).
Schematic setups of those four effects are shown in Fig. 5 . While all of them emerge due to SOC and magnetism, the underlying mechanisms are notably differ- ent as are their respective geometries and magnetization configurations. The AHE arises in ferromagnetic materials, either intrinsically due to a finite net anomalous velocity contribution from all occupied bands or extrinsically due to spin-dependent scattering at impurities, and is determined by the out-of-plane magnetization [see Fig. 5 (a) ]. Here, the bias direction and the magnetization component causing the AHE are perpendicular to each other. Similarly, the TAHE emerges in ferromagnet (F)/semiconductor (SM)/normal (N) [13] or other magnetic tunnel junctions [13] due to a magnetization (and interfacial spin-orbit fields) perpendicular to the bias direction [see Fig. 5 (b) ]. Figure 5 (c) , on the other hand, illustrates that the PHE arises in ferromagnetic materials due to an in-plane magnetization with a Hall signal V H ∝ sin 2ϕ, where ϕ is the angle between the direction of current flow and the in-plane magnetization.
Like the PHE, the TPHE in TIs proposed in this work is caused by an in-plane magnetization. Equation (8) in the main text, however, implies-up to the lowest ordera Hall signal V H ∝ cos ϕ. Thus, whereas the PHE vanishes if the magnetization is oriented along the bias direction, ϕ = 0, such a configuration is ideal for a giant TPHE. Moreover, the TPHE, like the TAHE, but unlike the AHE and the PHE, can emerge in a nonmagnetic region of a tunnel junction. For the TAHE, however, at least one of the leads is required to be magnetic and provide a source of spin polarization, whilst the TPHE appears even in the absence of any magnetic leads. Hence, despite similarities, the TPHE in TIs is a new effect due to an interfacial spin mismatch distinct from the PHE, AHE, and TAHE. T . Here, the spin and velocity expectation values of eigenstates of the system with momentum k = ( kx, ky)
T are denoted by violet and black arrows, respectively.
LINEAR DISPERSION, SPIN-MOMENTUM/VELOCITY LOCKING, AND KLEIN TUNNELING
The surface states of 3D TIs are described by a 2D Dirac-like Hamiltonian, which in the presence of an electrostatic potential V 0 and an induced ferromagnetic exchange field
T with the magnetization orientation of the ferromagnet on top the TI surface given by the unit vector n = (n x , n y , n z )
T yields the dispersion
Here, hybridization effects between opposite surfaces have been neglected, which would give an additional contribution to the gap between conduction and valence states.
In the absence of any external field, V 0 = 0 and ∆ = 0, Eq. (10) exhibits a linear dispersion as illustrated by the Dirac cones in Fig. 6 (a) . Similarly, a finite electrostatic potential V 0 , as shown in Fig. 6 (b) , preserves the Dirac cones, but shifts their energies. A finite exchange splitting, on the other hand, can have a more profound effect on the shape of the dispersion [see Fig. 6 (c)]: (i) Components of the magnetization direction parallel to the TI surface, ∆ x and ∆ y , shift the apex of the Dirac cones from the origin to (
(ii) However, if n contains a component perpendicular to the TI surface, that is, ∆ z = 0, a gap in the spectrum of the TI surface states is opened.
A peculiar feature of TI surface states is the correlation between their spin and momentum, or more generally between their spin and velocity expectation values. Without an induced ferromagnetic exchange splitting ∆, the spin (expectation value) s = ( /2) σ and momentum k = ( k x , k y )
T of TI surface states are locked, that is, they both have only in-plane components parallel to the surface and are orthogonal to each other: In the upper Dirac cone, E > V 0 (red in Fig. 6 ), the angle between k and s is always π/2, while in the lower Dirac cone, E < V 0 (blue in Fig. 6 ), this angle is always −π/2 [see Figs. 6 (a) and (b) ]. If ∆ = 0, however, this correlation is no longer satisfied and the angle between k and s is no longer fixed, but varies with k.
Nevertheless, because the velocity operator for 3D TI surface states obtained from Eq. (1) in the main text iŝ
the velocity expectation value v of-or equivalently the current density carried by-an eigenstate with momentum k is always in-plane and perpendicular to its spin expectation value s even for finite ∆. We find the spin and velocity expectation values to be
and
where E is given by Eq. (10). Hence, for eigenstates with ∆ z = 0, s is also in-plane and, moreover, running clockwise (counterclockwise) and tangentially around the Fermi circle in the upper (lower) Dirac cone as depicted in Figs. 6 (a) and (b) here and Fig. 1 (c) of the main text. For eigenstates with ∆ z = 0, s acquires also an outof-plane component as displayed in Fig. 6 (c) . In both cases, v is aligned either parallel or anti-parallel to the radial direction of the Fermi circle (see Fig. 6 ). Thus, whereas there is no longer a spin-momentum locking for ∆ = 0, the more general spin-velocity locking remains also in this case. Finally, we address another crucial aspect of 3D TI surface states. Since Eq. (10) describes a dispersion, which yields positive as well as negative energies with respect to the neutrality point as shown in Fig. 6 , we find that relativistic Klein tunneling, also observed in other Dirac-like systems, such as graphene [21] , plays an important role that is affected by the ferromagnetic exchange. Originally, the Klein paradox refers to the counterintuitive phenomenon that, unlike in non-relativistic quantum mechanics, the transmission of a relativistic electron through a potential barrier does not decay exponentially with increasing barrier height V 0 (as long as V 0 exceeds the electronic rest energy which vanishes in our case). the isolated leads and barrier, each given by Eq. (10). In the absence of any ferromagnetic exchange field, Fig. 7 illustrates that at any (Fermi) energy-even for high barriers-there are always states available in the barrier through which an electron can tunnel, hence the absence of an exponential decay of the wave function in the barrier.
A finite ∆ in the barrier region can have profound consequences for tunneling through that barrier. While a finite ∆ z opens up of a gap between the conduction and valence states, the shift of the dispersion due to ∆ x restricts the phase space for Klein tunneling. The energy spectra (10) at k y = 0 are shown in Fig. 8 and reflect that, as a consequence of both mechanisms, in the effective gap of |E − V 0 | < ∆ 2 x + ∆ 2 z the transmission is strongly suppressed, while ∆ y shifts the momentum in the x-direction, but does not affect transport along the x-direction. In that sense, an induced exchange splitting by a ferromagnet with magnetization in the x-and zdirections has the same effect as the mass term in the relativistic Dirac equation: The wave functions of states with energies inside this effective gap decay exponentially inside the barrier like in non-relativistic quantum mechanics.
BOUNDARY CONDITIONS
The state Φ(x) given by Eq. (2) in the main text is determined by invoking the boundary conditions at the interfaces between the leads and the barrier. These require the continuity of the wave function, Φ(0
, in the case of a finite barrier. To obtain the boundary conditions for a δ-barrier, we have to consider the Hamiltonian given by Eq. (1) in the main text.
With the ansatz Ψ ky (x, y) = exp(ik y y)Φ(x)/ √ 2S for the eigenstates, Φ(x) is determined by the differential equation
witĥ
If the wave function at x = x 0 is given by Φ(x 0 ), Eq. (14) is solved by
for arbitrary x. If x is chosen as an infinitesimally small number approaching zero from above and x 0 as an infinitesimally small number approaching zero from below, we obtain after integration
connecting the parts of the wave function for x < 0 and for x > 0. This is consistent with Ref. 20 , where the temporal propagation of a hydrogen atom driven by electricfield pulses has been clarified. Using the identity
valid for a complex number α and a complex vector v,Û can be rewritten aŝ
where ∆ = ∆ 2 x + ∆ 2 z . We emphasize that Eq. (18) In order to calculate the tunneling conductance, we first compute the current due to an applied bias voltage along the x-direction. The charge current in the idirection is given by 
Here, the particle current density as derived from the Hamiltonian (1) reads as
for any given two-component spinor wave function Ψ(x, y) [compare to the velocity operator given by Eq. (11)]. Inserting the scattering states (2) into Eq. (23) and evaluating j i at x > 0 yields
and where h = 2π . In order to obtain Eqs. (24) and (25), which are valid for low bias |eV | |ε F |, we have replaced the summations over k x and k y by ±,kx,ky
By expanding Eqs. (24) and (25) up to the first order in the bias voltage V and integrating the energy over the resulting δ-function
, one can calculate the conductances G xx/yx = I x/y /V at zero temperature, given by Eq. (6). Here, T (E, θ) is independent of the bias as in Eq. (4). Equation (6) in the main text refers to conductances measured after the barrier, x > 0. Similar expressions can be derived in front of the barrier, x < −d, where reflection also results in a transverse current. Using the expressions from Eq. (6), the longitudinal conductance is given by G xx , while the transverse conductance is given by −G yx . Likewise, the longitudinal conductance measured inside the barrier is also given by G xx from Eq. (6), whereas the net transverse conductance measured across the entire barrier region, −d < x < 0, vanishes. For expressions of the Hall voltages and resistances, we refer to Sec. .
High-bias current and differential conductance
Unlike those conductances and the low-bias currents (24) and (25) , currents at high bias, |eV | ε F , and their corresponding differential conductances G xx/yx (V ) = dI x/y (V )/dV need to be calculated by taking into account the bias dependence of the transmission T (E, θ) and the velocity mismatch between the left and right leads due to bias-induced changes of the potential profile. We model this effect by adding the step-like [26] potential profile V [Θ(−x − d) + Θ(−x)] /2 to the Hamiltonian (1) in the main text, solving the scattering problem for this system and computing the transmitted currents numerically. However, for large Fermi energies, |ε F | |eV |, the effect of the bias dependence on T (E, θ) and the Fermi velocity mismatch is weak and one can approximately treat T (E, θ) by evaluating it at V = 0 as done in Eq. (4). Then, the differential conductances G xx/yx (V ) can be computed as given by Eq. (6) if ε F is replaced by ε F + eV . Figure 9 compares the calculated currents for the setup of Fig. 4 in the main text if the bias dependence of T (E, θ) is not taken into account and if an additional step-like potential due to the bias voltage V is included in the calculation of T (E, θ). For low bias, |eV | ε F , the qualitative behavior of the currents is the same in both cases and, in contrast to a ND longitudinal conductance, the NDHC appears even without considering electrostatic effects in T (E, θ).
On the other hand, the ND longitudinal conductance in the high-bias regime shown in Fig. 10 is due to the biasinduced potential profile, but also appears in the absence of a magnetic barrier (Fig. 11) . It is thus a very different effect than the NDHC we predict at low bias that crucially depends on the presence of a magnetic barrier. The ND longitudinal conductance is caused by the mismatch between the Fermi circles in the two leads: As can be seen in Fig. 12 , a finite bias voltage between the two leads results in Fermi circles of different radii, |ε F − eV | (left lead in our setup) and |ε F | (right lead in our setup), and hence a spin/velocity mismatch between the leads. Including the step-like potential profile, one can write the current as
where
contain the transmission T (E, θ, V ) = |t e (E, θ, V )| 2 and the velocity mismatch between the left and right leads. By taking the limit V = 0 in Eqs. (28) and (29) and inserting them into Eq. (27) , one can recover the lowbias expressions (24) and (25) above. The differential conductance G xx (V ) then consists of two terms:
Omitting the bias dependence of T x (E, θ, V ), the first term in Eq. (30) vanishes and one obtains a differential conductance G xx (V ) that is always positive. This is because T (E, θ, V ) as well as the velocity in the x-direction and hence T x (E, θ, V ) in the second term in Eq. (30) are always positive. If the bias dependence of T x (E, θ, V ) is taken into account, dT x (E, θ, V )/dV < 0 due to the spin/velocity mismatch between the leads illustrated in Fig. 12 and there is a competition between the two contributions in Eq. (30) . Typically the second (that is, positive) contribution to G xx (V ) dominates. Close to eV ≈ ε F , however, this second contribution is very small and actually vanishes for eV = ε F at zero temperature. Then Eq. (30) above yields negative values and a ND longitudinal conductance. In Fig. 4 in the main text, we have included all those effects due to V .
DEPENDENCE ON THE DIRECTION OF THE MAGNETIZATION
The induced ferromagnetic exchange field ∆ = |∆|n ≡ (∆ x , ∆ y , ∆ z )
T depends on the magnetization orientation of the ferromagnet on top of the TI given by the unit vector n (the energy gap between the two split bands is given by 2|∆|). Thus, the quantity ∆ = ∆ 2 x + ∆ 2 z = |∆| n 2 x + n 2 z is given by the projection of n into the xz-plane multiplied by the exchange splitting. Whilst they do not depend on ∆ y , G xx and especially G yx exhibit a marked behavior with the direction of the magnetization in the xz-plane described by the angle φ between n x = n 2 x + n 2 z cos φ and n z = n 2 x + n 2 z sin φ as demonstrated in Fig. 13 . For convenience, we have set n y = 0 here, implying ∆ = |∆|.
The behavior of G yx and G yx /G xx differs between the regimes of Klein tunneling and tunneling with exponential decay, which can be observed in Fig. 13 (d) : For |V 0 | ≥ ∆, |G yx /G xx | is maximal if the magnetization is along the x-axis, but it is maximal for different magnetization orientations φ away from the x-axis if |V 0 | < ∆. This can be understood from T (E, θ) given by Eq. (4) in the main text, where the factor
introduces an asymmetry in the tunneling for opposite In the regime of decaying tunneling, Eq. (31) can never vanish completely, but can be minimized if |V 0 | ≥ |∆ x | to yield a large transmission for certain incident angles compared to incident angles of opposite sign. Since ∆ = ∆ 2 x + ∆ 2 z ≥ |V 0 | in this regime, this means that ∆ z needs to be finite and that |G yx /G xx | is maximal for magnetization orientations φ = 0. We remark that here we have ignored the resonance condition given by the second equality in Eq. (5) in the main text, which can lead to additional modifications, such as the regions of negative Hall conductance shown in Figs. 13 (b) and (c) . The origin of these regions is the same as in the case of ∆ = |∆ x | discussed in the main text. Figure 13 also illustrates the interplay between V 0 and ∆ for both (a) G xx and (b) G yx as well as (c) their ratio for the same parameters as in Fig. 3 in the main text, but with an angle φ = π/4 between n x and n z . As before, Figs At last, Fig. 13 (d) illustrates again that in both regimes, the oscillatory regime and the regime of exponential decay, the transverse Hall signal vanishes for φ = ±π/2, that is, for a purely out-of-plane magnetization. This clearly distinguishes our effect from the AHE and the TAHE, where an out-of-plane magnetization is crucial for the emergence of a Hall signal.
TUNNELING PLANAR HALL VOLTAGE AND RESISTANCE
To give a transparent description of our calculations, we have presented expressions and plots for the tunneling conductances or currents in the main text. In experiments, however, one typically measures the Hall voltage, expressions for which are provided in the following. The currents and voltages are related by
Inverting the relation above, we obtain
The quantities characterizing the Hall response depend on the operation mode [52] .
Hall voltage operation mode
This is the more common mode, in which the output signal is the Hall voltage V H = V y under open circuit conditions in the y-direction (I y = 0) [52] . The Hall voltage in units of the longitudinal bias can be found by using Eqs. (33)- (35) ,
Here, we have taken into account that, for the device under investigation, V x = V and G yy = G 0y is the Sharvin conductance given in the main text. Similarly, we have found the Hall resistance
In the limit G xy G yx G xx G 0y , that is, if the longitudinal conductance dominates, the Hall resistance reduces to
where R 0y = 1/G 0y . On the other hand, in the giant TPHE regime,
Hall current operation mode
In this mode, the output signal is the Hall current I H = I y , which produces a disturbance in the terminal currents [52] . For a closed circuit in the y-direction (V y = 0), the Hall current found from Eq. (32) is
with an associated Hall resistance [51, 52 ]
The corresponding Hall angle θ H is given by 
TOPOLOGICALLY TRIVIAL STATES
The model used in this work considers only the Diraclike topologically protected TI surface states (TSSs). However, it is known that even in the absence of magnetic proximity effects, these TSSs can coexist with other trivial states at the Fermi level due to band bending in certain TIs [48, 49] . This situation is illustrated in Fig. 14 , which shows (a) only the TSSs, that is, the situation in our model, and (b) a situation where the TSSs coexist with Rashba 2D states at the Fermi level (both in the absence of magnetic proximity effects). For Bi 2 Se 3 in proximity to magnetic materials, first-principles calculations suggest that there are no isolated TSSs at the Fermi level [32, 33] .
Recent experiments point to (Bi x Sb 1−x ) 2 Te 3 /YIG heterostructures avoiding this problem and exhibiting isolated TSSs [42] , that is, being a system described by our model. Nevertheless, we also briefly discuss the qualitative effect of additional Rashba 2D states on the TPHE in the following and argue that a transverse signal is also to be expected in this case.
If such spin-split Rashba 2D states are coexisting with the TSSs at the Fermi level, those states will in general also exhibit a spin mismatch and thus contribute to the transverse Hall voltage/conductance, potentially competing with the transverse Hall voltage due to the TSSs, as illustrated by Fig. 14, where the band structure in the absence of magnetic proximity effects is shown (An in-plane magnetization would not only shift the Fermi circles, but also slightly deform the Fermi contours of the 2D Rashba states.). The TPHE originates from the presence of a finite net helicity in the system. If the Fermi energy lies inside the bulk gap [E 0 in Fig. 14] , as considered in this work, there is only one helicity and the TPHE, dominated by the TSSs, is large. As the Fermi energy increases, TSSs and Rashba 2D states coexist and start to compete. Depending on the respective Fermi velocities of the TSSs and Rashba 2D states, the TPHE can eventually be suppressed at ε F = E 1 [E 1 in Fig. 14] , where the helicity of the Rashba states nearly cancels that of the TSSs. A finite TPHE is expected to reappear as the Fermi energy is further increased [E 2 in Fig. 14] . In such a situation, the helicity of the outer Rashba states nearly cancels that of the TSSs and the TPHE signal is dominated by the inner Rashba states. Therefore, we expect the TPHE to be finite as long as the Fermi energy lies away from the Dirac point of the Rashba 2D states. For energies below, the TPHE is dominated by TSSs, while it can be dominated by Rashba states for energies above. Similar arguments have been used to interpret recent measurements of current-generated spin polarization due to spin-momentum locking either in TI Dirac surface states or trivial Rashba 2D states [49] , where the contribution to the total spin polarization can be tuned to be dominated by the TSSs [49] .
