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1. INTRODUCTION 
Recently in [ 161 an abstract monotone iterative technique has been 
established for an operator equation of the form 
Lu = Nu (1.1) 
in an ordered Hilbert space H = L2(n), where L: D ( L )  c H +. H ,  N :  
D ( N )  c H + H ,  and D ( L )  n D ( N )  # 0, by assuming that L is linear 
and that an operator of the form ( L  + AI)- '(N + AI)  is for some h > 0 
increasing and continuous in an order interval of H.  This technique is 
applied in [ 161 to solve many kinds of explicit boundary value problems. To 
make this method applicable to impulsive problems it is modified in [15] to 
the case where L: D ( L )  c X  +. X x Y and N :  D ( N )  c X +. X x Y,  
where X and Y are ordered Banach spaces and when the identity mapping 
I is replaced by a positive linear mapping J: X + X x Y. 
In this paper we develop a generalized iteration method for the operator 
equation (1.11, where L: D ( L )  + X  and N :  D ( N )  + X  are arbitrary 
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mappings from sets D ( L )  and D ( N )  with nonempty intersection to a 
partially ordered set (poset) X .  In this rather general setting the domains 
of L and N need not be related to their range X ,  and none of these sets 
need carry any algebraic or topological structure. This setting enlarges the 
range of application also to problems of discontinuous type, since neither 
L nor N need be continuous. Moreover, the obtained method can be 
applied also to problems of implicit type. In the case where L = I  we 
obtain fixed point results in posets which generalize some results derived 
in [131 and [141. 
In order to give an idea and to prepare for the general theory of (1.1) 
which will be developed in Section 3 we consider in Section 2 examples of 
initial and boundary value problems for implicit Carathdodory-type ordi- 
nary and partial differential equations. In these examples the problems 
under consideration are first reduced to an operator equation of the form 
(1.0, and then it is demonstrated how a modified method of successive 
approximations can be applied to solve this operator equation. In Section 3 
we develop a generalized iteration method and use it to prove existence 
and comparison theorems for Eq. (1.1) in the general setting described 
above. These theorems are then applied in Section 4 to prove existence 
and comparison results for implicit ordinary and partial differential equa- 
tions governed by discontinuous nonlinearities. In particular the results 
derived in Section 2 are shown to hold also when the Carathdodory 
conditions are replaced by weaker hypotheses. 
2. APPLICATIONS OF A METHOD OF 
SUCCESSIVE APPROXIMATIONS 
In this section we use well-known existence results for initial and 
boundary value problems of explicit nonlinear ordinary and partial differ- 
ential equations, and a method of successive approximations to solve 
corresponding implicit problems. 
2.1. Existence Results for Initial Value Problems 
Consider first an explicit initial value problem (IVP) 
u ' ( t )  = g ( t , u ( t ) )  + h ( t )  a . e . i n J =  [ t o , t l ] , u ( t o )  = x o .  (2.1) 
We assume that the function h: J + R belongs to the space L'(J)  of all 
Lebesgue integrable functions, and that g: J X R + R is an L'-bounded 
Carathdodory function, i.e., g(t ,  x )  is measurable in t for all x E R, 
continuous in x for a.a. t E J ,  and there is m E L'(J) such that I & ,  x)l I 
m(t)  for all x E R and a.a. t E J. By a well-known existence result due to 
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Carath6odory (cf. [l]), problem (2.1) has a solution in the set AC(J)  of all 
absolutely continuous functions u:  J + R. 
To prove existence results for implicit IVP’s by a method of successive 
approximations, let us consider the IVP 
u’( t )  = g ( t , u ( t ) )  + f ( t , u ’ ( t )  - g ( t , u ( t ) ) )  a.e.in J ,  
u(t,) =XI), (2.2) 
where f :  J x R + R and g :  J x R + R. 
PROPOSITION 2.1. I f f  and g are L’-bounded Carathkodoly finctions, and 
i f f ( t ,  * ) is increasing for a.a. t E J ,  then the IW (2.2) has a solution. 
If u E AC(J),  define u’(t) = 0 at those points t of J where u is 
not differentiable, and let 5 denote the a.e. pointwise ordering of L1(J). 
It follows from the given hypotheses that relations 
Prooj 
Lu ( t )  = u ’ ( t )  - g ( t , u ( t ) ) ,  Nu( t )  = f ( t , L u ( t ) ) ,  t E J ,  (2.3) 
define mappings L ,  N :  AC(J)  + L’(J). By choosing 
W =  {u EAC(J)lU(t,)  =x0}, (2.4) 
we obtain a subset W of AC(J)  and L[W] = L’(J). Moreover, u E W is a 
solution of the IVP (2.2) if and only if it satisfies Eq. (1.1). Let M be an 
L’-bound of f ,  and let g E W be a solution of (2.1) with h = -M. Then 
Lg( t )  = - M ( t )  I f ( t , g ’ ( t )  - g ( t , g ( t ) ) )  = N g ( t )  a . e .onJ .  
This shows that the following condition holds. 
(HO) There is a g E W such that Lg I Ng. 
Let u ,  u E W satisfy Lu I Lu. Applying (2.3) and the monotonicity of f in 
its last argument we obtain 
Nu(t )  = f ( t , L u ( t ) )  s f ( t , L u ( t ) )  = N u ( t )  f o r a . a . t E J .  
Thus we have proved the following property. 
(Hl) If u ,  u E Wand Lu I Lu, then Nu I Nu. 
These conditions enable us to construct sequences (Lu,)z=, and (Nu,):=, 
in L’(J) by a method of successive approximation as follows. Start with 
u, = g. Since Nu, E L1(J)  = L[W], there exists a function u,  E W such 
that Lu, = Nu,. Thus (HO) and (Hl) imply that Lu, I Nu, = Lu, I Nu,. 
Replacing u, above by u,, and so on, one can show by induction that for 
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each n E N there is a u,+ E W such that 
and that -M I Lu, I Nu, = Lu,, I Nu,+ I M. These results and 
the monotone convergence theorem imply that both sequences (Lu,):= 
and <Nu,>:=o converge a.e. in J to the same limit function h E L'(J).  By 
choosing u E W such that Lu = h and noting that f ( t ,  * is continuous for 
a.a. t E J. we obtain 
Lu( t )  = h( t )  = lim Nu,( t )  = lim f ( t ,  Lu,( t ) )  = f ( t ,  Lu( t ) )  = Nu( t )  
n - m  n - m  
for a.a. t E J. Thus u belongs to W and is a solution of the operator 
equation (1.1). This and (2.3) imply that u is also a solution of the 
IVP (2.2). I 
2.2. An Existence Result for an Elliptic Boundaiy Value Problem 
Let us consider the semilinear elliptic boundary value problem (BVP) 
A u ( x )  = g ( x , u ( x ) )  + h ( x )  in fl, u = 0 on d f l  (2.6) 
in a bounded domain fl c RN with Lipschitz boundary df l ,  where A is a 
second-order strongly elliptic operator in divergence form, 
with coefficients aii E L"(fl) satisfying for some positive constant p 
N 
aij(  x )  ti tj 2 pI 5 1' for a.a. x E fl and for all 5 E RN. 
i =  1 
Let W1*2(fl) denote the usual Sobolev space of square integrable func- 
tions having square integrable generalized derivatives of first order, and 
denote by W;s2(fl> its subspace whose elements have zero boundary 
values in the sense of traces. The following result can easily be proved by 
using the method of upper and lower solutions. 
Let h E L'(f l)  and g: fl X R +. R be a L2-bounded 
Carathkodoiy function. Then the B W  (2.6) possesses weak solutions in 
W;s2(fl> and there exist functions 41 and U satisfiing 41 I U such that any 
solution of (2.6) belongs to the interval [g, U]. 
LEMMA 2.1. 
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Prooj Let m E L:(R) denote the L2-bound of g ,  i.e., the inequality 
Ig(x, s)l I m(x) holds for a.a. x E R and for all s E R. Define functions U 
and 44 as the unique solutions of the linear problems 
A U = m + h  i n R ,  U = O  o n d R  
and 
A g =  - m + h  i n a ,  44 = O  o n d R ,  
respectively, then by comparison we get 44 I U. Furthermore U and 44 are 
upper and lower solutions of (2.6), which implies that there exist solutions 
of the BVP (2.6) within the interval [g, 4, and moreover, by comparison 
one easily can see that any solution of (2.6) must belong to this interval. I 
Now we consider an implicit elliptic BVP related with (2.6) in the form 
A u ( x )  = g ( x , u ( x ) )  + f ( x , A u ( x )  - g ( x , u ( x ) ) )  in a ,  
u = 0 on dR (2.7) 
and prove the following existence result. 
Let g ,  f :  R x R + R be L2-bounded Carathkodoiy 
jimctions. Z f f ( x ,  * ) is increasing for a.a. x E R,  then the B W  (2.7) has a 
solution. 
Prooj Let L2(R) be equipped with the natural partial ordering " I ."
In a way similar to that in Section 2.1 we reduce the BVP (2.7) to an 
operator equation Lu = Nu. Denote 
PROPOSITION 2.2. 
v = { u E W  ( 0 ) I  AU - g ( . , u )  E L ~ ( R ) } ,  W =  vn w d z 2 ( ~ )  
(2.8) 
Lu :=Au - g ( * , u )  and Nu :=f( . ,Lu) .  (2.9) 
and define operators L, N :  I/ + L2(Ln) by 
It follows from Lemma 2.1 that L[W] = L2(R). It is easy to see that 
u E W is a solution of (2.7) iff u is a solution of equation Lu = Nu. To 
prove the existence of this solution we are going to verify the following 
properties: 
(HO) There is a g E W such that Lg I Ng. 
(Hl) If u ,  v E Wand Lu I Lv, then Nu I Nu. 
Let M E L!+(R) be a L2-bound o f f  and let g E W , z 2 ( f l )  be a solution of 
the BVP 
A u = g ( . , u ) - M  i n R ,  u = O  o n d R ,  
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then 
g E W and Lg = -MI  f ( . ,  Lg)  = N u ,  
which proves condition (HO). Let u,  u E W be such that Lu I Lu, then by 
the definition of N and the monotonicity of f we get 
NU = f ( * , L u )  < f ( * , L u )  = N U ,  
i.e., condition (H1) holds. 
By means of conditions (HO) and (Hl) and property L[Wl = L 2 ( f l )  we 
are able to construct increasing sequences (Lu,):=, and (Nu,):=, in 
L2(Ln) by (2.51, with uo = g as given above. In view of the choice of M and 
by (2.5) and (2.9) these sequences are L2-bounded. Thus by the dominated 
convergence theorem, they both converge a.e. in fl to a function h E 
L2(Ln). By choosing u E W such that Lu = h and taking into account that 
f (x ,  * ) is continuous, we see that 
L U ( X )  = h( x )  = lim Nu,( x )  = lim f ( x ,  Lu, (x) )  
f l - m  f l - m  
= f (  X ,  Lu( x)) = NU( X) 
for a.a. x E fl. Thus, u is a solution of equation Lu = Nu, which implies 
that u is a solution of the BVP (2.7). 
Remark 2.1. The above proof implies that g can be any sup-measura- 
ble function for which (2.6) has a solution for each h E L2(fl) .  
I 
3. OPERATOR EQUATIONS IN ORDERED SPACES 
3.1. Introduction 
Recall that in proving existence results to problems (2.2) and (2.7) they 
were first reduced to an operator equation of the form 
Lu = N u ,  (1.1) 
where L and N are mappings from a function space V to a partially 
ordered function space X ,  so that L is surjective and that the following 
properties are satisfied in a subset W of V. 
(HO) There is a g E W such that Lg I Ng. 
(Hl) If u ,  u E Wand Lu I Lu, then Nu I Nu. 
OPERATOR AND DIFFERENTIAL EQUATIONS 37 
Then sequences (Lu,) and (Nu,), satisfying 
LU,+' =Nu,,  n E N, uo = g 
were proved to be monotone and converge to a same function h EX. 
By choosing u E W so that Lu = h,  and using the fact that f is 
a Carath6odory function, it was shown that Nu, + N u ,  whence Nu = 
h = Lu. 
If f is not continuous in its second variable, the limit relation Nu, +. Nu 
may not be satisfied. The monotonicity of sequences (Lu,) and (Nu,) and 
condition (Hl) imply then that Lu < Nu (i.e., Lu I Nu and Lu # Nu). 
Replacing uo by u we can form another sequence of successive approxima- 
tions, and so on. This process yields consecutive strictly increasing se- 
quences of successive approximations and their limits: Lu! = Lg, Lu; = 
NU;- ', IZ = 1,2, .  . . , LU; = lim,{Nui-'} = sup,{~ui-'), LU; = NU;-,, 
i, n = 1,2, .  . . . The process stops at the first element u& which satisfies 
L u i  = N u i ,  provided that such an element exists. In such a case L u i  is a 
maximum of the set C = {Lu;}, constructed above, and u ,  = u i  is a 
solution of Eq. (1.1). 
It also may happen that Lu: < Nu: for all i, n E N, and that even 
multi-indexed sequences are inadequate to describe the above process up 
to its final end. One way to overcome this difficulty is to look for generic 
properties of the above constructed set C .  Its first element is Lg. If 
Lu E C and Lu # Lu * , then Nu is the next element of C ,  greater than 
Lu, called a successor of Lu. If x E C is not a successor of any element of 
C, then x is the supremum of a set of those elements of C which are less 
than x. These properties can be restated as (see Remarks 3.1) 
(i) Lg = min C ,  and if Lg < x E C ,  then x = sup N [ L - ' [ { y  E 
C I y < x}]], where L is restricted to W. 
(ii) C is well-ordered; i.e., each nonempty subset of C has a mini- 
mum. 
The only structure needed in (i) and (ii) is a partial ordering of X .  This 
setting has the following advantages compared with the use of sequences, 
as shown in the next sections. 
-The union of all subsets of L[Wl with properties (i) and (ii) has these 
properties. 
-The use of this union set yields a generalized iteration method which 
generalizes the above described method of successive approximations. 
-The method so obtained gives an efficient tool to prove general exis- 
tence and comparison results for equation (1.1) without using the axiom of 
choice. 
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3.2. A Generalized Iteration Method and an Existence Result 
A basis of our considerations is the following recursion principle (cf. [13, 
Lemma 1.1.11). 
LEMMA 3.1. Let B be a set of subsets of a poset P = ( P ,  I) with 0 EB 
and assume that 9 9 + P. Then there is a unique well-ordered subset C of P 
such that 
x E C ifandonbif x = @ { y  E C l y  < x } ) .  (3.1) 
If C €9, then N C )  is not a strict upper bound of C. 
Hint to the Proof. The well-ordered subsets C of P for which x = 
N { y  E C I y < x }  for all x E C are nested and their union satisfies 
condition (3.1). I 
As an application of this recursion principle we formulate a generalized 
iteration method which will be used in the study of the operator equation 
(1.1). In the rest of this section X = ( X ,  I) denotes a poset. If C is a 
subset of X ,  and x E X ,  denote C < "  = { y  E C I y < x}. 
If L :  D ( L )  + X and N :  D ( N )  + X ,  and if g E W G 
D ( L )  n D(N) ,  there is a unique well-ordered subset C of L [ W ] ,  called a W.O. 
chain of LN-iterations of Lg in L [ W ] ,  satisfiing condition 
(C) Lg = min C ,  and if Lg < x E L [ W ] ,  then x E C ifs x = 
sup N [ L - ' [ C < " ] ] ,  where L is restricted to W. 
If Lg 5 Ng, and i f x ,  = sup N [ L - ' [ C ] ]  exists and belongs to L [ W ] ,  then 
x ,  = max C ,  and N u ,  5 L u ,  for each u ,  E L-'[{x,}].  
Prooj Denoting P = L [ W ] ,  restricting L to W and defining 
9= {0} u { U L L [ W ] ~ S U ~ N [ L - ' [ U ] ]  existsandbelongsto L [ W ] } ,  
F(0) = L g , a n d F ( U )  = supN[L-'[U]] w h e n 0  # U E ~ ,  
LEMMA 3.2. 
(3.2) 
i 
we obtain a mapping 9 B + P. It is easy to see that with these notations 
the condition (C)  is reduced to the form (3.1). Thus, by Lemma 3.1 and its 
proof, the union C of those subsets of L [ W ]  with properties (i) and (ii) 
given in section 3.1 is the only well-ordered set in L [ W ]  with property (0. 
Assume next that Lg I Ng, and that x, = sup N[L-'[ClI exists 
and belongs to L [ W ] .  Since Lg I Nu E N [ L - ' [ C ] ] ,  then Lg I x,. It 
follows from (C) that if Lg < x E C ,  then x = supN[L-'[C<"l1 I 
sup N [ L - ' [ C ] ]  = x ,  . These results and (3.2) imply that C €9 and 
N C )  = x ,  is an upper bound of C .  Thus x, = max C by the last state- 
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ment of Lemma 3.1. If u ,  E L-'[{x,}l, then N u ,  E N[L- '[C]I ,  whence 
Nu,  I supN[L- '[C]] = Lu,. 
Using the above defined iteration chain we prove the following existence 
THEOREM 3.1. Given mappings L :  D ( L )  + X and N :  D ( N )  + X and a 
I 
result. 
subset W of D ( L )  n D(N) ,  assume that the following conditions hold. 
(HO) There is a g E Wsuch that Lg I Ng. 
(Hl)  I f u ,  u E Wand Lu I Lv, then Nu I Nu. 
(H2) If C is the W.O. chain of LN-iterations of Lg in L [ W ] ,  then 
x, = sup{N[L-'[C]] exists and belongs to L [ W ] .  
Thenx, = max C,  and i fu*  E L-'[{x,}],  then L u ,  = N u ,  and 
L u ,  = min{Lw E L [ W ] I L g  I LwandNw I Lw}. (3.3) 
Prooj It follows from Lemma 3.2 that x , = max C and Nu , I Lu * 
for given u ,  E L-'[{x,}].  Because Lu I L u ,  when Lu E C,  condition 
(Hl)  implies that Nu I N u ,  when Lu E C,  so that L u ,  = sup{Nu I Lv 
E C }  I Nu,. Thus L u ,  = N u , .  
To prove (3.31, let w E W satisfy Lg I Lw and Nw I Lw. Make 
a counterhypothesis: L u ,  & Lw. Since C is well-ordered and L u ,  = 
max C E C,  there is the least element Lu in C such that Lu g Lw. Since 
Lu I Lw, then u # g. If Lu E C and Lu < Lu, then Lu I Lw, so that 
NU I Nw by condition (Hl). But then Lu = sup{Nu I Lv E C and Lu < 
Lu} I Nw < Lw, a contradiction. This implies that (3.3) holds. 
We shall next give some characterizations of the elements of the W.O. 
chain C, introduced in Lemma 3.2. Since C is well-ordered, then each 
y E C \ {max C} has a successor in C, denoted by Sy, i.e., Sy = min{x E 
Let the hypotheses (HO) and (Hl)  of Lemma 3.2 hold, and 
I 
c I y < X I .  
LEMMA 3.3. 
let C be the W.O. chain of LN-iterations of Lg in L[W].  
(a) If Lu E C,  then Lu I Nu. 
(b) If Lu E C,  then Lu has a successor in C iff Lu < Nu and Nu 
belongs to L[Wl,  and then SLu = Nu. 
(c) If Lg < x E C,  then x = sup C <' iff x is not a successor of any 
element of C. 
(d) N [ L - l [ C ] ]  is a well-ordered subset o f N [ W ] .  
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Prooj In the proof we use the following facts. 
(1) If set A ,  B c X have supremums, then sup(A U B )  = 
(2) If Lv = Lu,  then Nu = N u  by (Hl), so that N[L-'[{Lu}ll = 
(3) To simplify notations we restrict L to W. 
(a) Let Lu E C be given. If u = g,  then Lu 4 Nu by condition 
(HO). Assume next that Lg < Lu and let Lv E C, Lv < Lu be given. 
Then Nu I Nu by condition (Hl), so that Nu is an upper bound of the set 
{Nu I Lv E C and Lv < Lu}. Since Lu is by (C) and (3) the least upper 
bound of this set, then Lu I Nu. Thus Lu I Nu whenever Lu E C. 
(b) Assume that Lu E C, and that SLu exists. Then C < sLu = C ' L u  
u {Lu}. Applying these results (a), (C), (11, (2) and the definition of Sx we 
get 
sup{sup A ,  sup B} whenever one side of the above equation is defined. 
{NU}. 
SLU = sup{N[L-l[C<SLu I ]  = sup{N[L-"C<L"]] u " L - " { L u } } ] ]  
= sup{sup N [  L-" c ' L"]] , sup{ Nu}} = sup{ L u ,  Nu} = Nu. 
In particular, Lu < SLu = Nu. 
Conversely, assume that Lu E C, that Lu < Nu, and that Nu belongs 
to L [ W ] ,  say Lw = Nu. In view of the above proof we have C < L w  = C ' L u  
u {Lu}, so that 
Lw = sup{ L u ,  Nu} = sup{sup N [  L-' [ c < L u l l  , sup N [  L-  1 [ { Lu}]  ] } 
= supN[L-"C'Lu u { L u } ] ] }  = SUP"L-"C'LWl] 
Thus Lw E C by (C) and Lu < Lw, so that SLu exists. 
(c) Assume that Lg < x E C, and that x is not a successor. Clearly, 
x is an upper bound of C < ". Let z E X be any upper bound of C < '. If 
Lu E C < "  then SLu = N u  by (b) and Nu = SLu E C'". Thus Nu 4 z 
for each Lu E C'", so that Lu = s ~ p { N [ L - ~ [ C < " 1 1  Iz. This proves that 
x = supC<". If x = Sz for some z E C, then z = maxC'" <x. This 
concludes the proof of (c). 
(d) If x E N[L-'(ClI,  then x = Nu for some u E L- '[Cl .  If Lu < 
max C ,  then Lu has a successor and SLu = Nu = x by (b), so that x E C. 
If Lu = max C ,  then Lu = Nu = x by (a) and (b). Thus N[L-'[ClI 
consists of successor elements of a well-ordered set C and a possible 
maximum which proves (d). I 
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Remarks 3.1. Lemma 3.3 implies that if conditions (HO) and (Hl)  hold, 
the first elements of the W.O. chain of LN-iterations of Lg in L [ W ]  may 
form consecutive strictly increasing sequences described in Section 3.1. 
In view of Lemma 3.2 the equation (1.1) has a solution if condition (H2) 
and 
(H) Lu I Nu for each u E W hold. 
3.3. Existence of Extremal Solutions and Dependence on Data 
In this section we study the existence of extremal solutions of Eq. (1 .0 ,  
and their dependence on the operator N. As an application of Theo- 
rem 3.1 we get the following result. 
Assume that L:  D ( L )  +. X ,  N: D ( N )  +. X ,  and W c 
D ( L )  n D ( N )  satisfL conditions (HO)-(HZ) and the following condition. 
(H3) Wisaposet ,andi fu ,uE W a n d L u s L u , t h e n u s u .  
THEOREM 3.2. 
Then Lu , = max C exists, where C is a W.O. chain of LN-iterations of Lg in 
L[W], and (3.3) holds. In particular, u ,  is a least solution of Eq. (1.1) in 
the set 
W, = { U  E w I LU I LU} (3.4) 
in the sense that if u E W, is any solution of (1.11, then u ,  I u and 
It follows from Theorem 3.1 that Lu * = max C, that u , is a 
solution of (1.11, and that (3.3) holds, whence u ,  E W,. If u E W, is a 
solution of ( 1 . 0 ,  then L u ,  I Lu by (3.3). This inequality and condition 
(H3) imply that u ,  I u,  which concludes the proof. 
It follows from Lemma 3.3 that if conditions (HO)-(H3) hold, the first 
elements of a W.O. chain C of LN-iterations of Lg in L [ W ]  form an 
increasing sequence (Lu,):= , given by 
Lu,  I Lu. 
Prooj 
I 
L U , + ~  =Nu,, n E N, u, = g .  (3.5) 
If Lu,+ = Lu, for some m E N, then Lu, = Lu,  = max C. Otherwise, 
the sequence (Lu,):=, is strictly increasing, sup{Lu, I n E N} exists and 
belongs to L[W] ,  and this supremum is the next element of C. Denoting it 
by Lu , , it follows from (3.5) that 
Lu ,  = sup{Lu, In E N} = sup{Nu, In E N}. 
This implies that if Nu , = sup{Nu, I n E N}, then Lu , = max C, and 
Lu,  =Nu , .  
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As a consequence of the above consideration we obtain the following 
result. 
PROPOSITION 3.1. Assume that conditions (HO)-(H3) hold, and let 
(u,):= , be a sequence of successive approximations satisfying (3.5). If there 
exists u , E W such that Lu , = sup{Lu, I n E N} and Nu * = sup{Nu, I n 
E N}, then u ,  is a least solution of (1 .1)  in W,. 
Next we show that under the hypotheses (HO)-(H3) the least solution of 
(3.1) in W, is increasing with respect to N. 
PROPOSITION 3.2. Assume that conditions (HO)-(H3) also hold when N 
is replaced by another operator l?: D(N) + X .  Let u * , ii * be least solutions 
of (1.1) and 
Lu = l?u ( 3.6) 
NU I AL forallu E W. (3.7) 
in W,. Assume also that 
Then u ,  I ii, andLu,  I Lii,. 
implies by (3.3) that Lu * I Lii * , so that u * I ii * by condition (H3). 
Prooj It follows from (3.6) and (3.7) that Nii, I $6, = Lii,. This 
I 
Next we present conditions under which the hypothesis (H2) is satisfied. 
PROPOSITION 3.3. The results of Theorems 3.1 and 3.2 and Proposi- 
tions 3.1 and 3.2 hold if condition (H2) is replaced by the following condition. 
(H4) If D c W, and if L[D] and N[D] are well-ordered, then 
sup N[D] exists and belongs to L[W]. 
Prooj Assume that conditions (HO), (Hl),  and (H4) are valid, and 
let C be a W.O. chain of LN-iterations of Lg in L[W]. Denoting D = 
L-'[C], then C = L[D] and the set N[D] = N[L-'[C]] is well ordered by 
Lemma 3.3. This implies by condition (H4) that sup N[L-'[C]] exists and 
belongs to L[ W], i.e., condition (H2) is valid. This concludes the proof. I 
By an ordered metric space we mean a poset P = ( P ,  I equipped with 
such a metric d that the sets { y  E P I y I x} and { y  E P I x I y }  are 
closed. The following result will be applied in Section 4. 
PROPOSITION 3.4. Given mappings L: D(L) + X and N:  D ( N )  + X ,  
and 44 E W c D(L) n D ( N ) ,  assume that the following conditions hold. 
(H5) L[W] is an ordered metric space, and if (u,) is a sequence in W 
such that the sequences (Lu,) and (Nu,) are increasing, then (Nu,) con- 
verges in L[Wl. 
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(H6) Lg I Ng, and i fu ,  u E Wand Lu I Lu, then Nu I Nu. 
Then the equation (1.1) has a solution u , with propeny (3.3). Assuming also 
that 
(H3) Wisapose t ,andi fu ,uE W a n d L u I L u , t h e n u I u ,  
then u ,  is the least solution of (1.1) in Wo = {u E W I Lg I Lu}. 
Condition (H6) implies that conditions (HO) and (Hl) are satis- 
fied. To prove that condition (H2) is satisfied, let D = L-’[C], where C is 
the w.0.-chain of LN-iterations of Lg. If x, = max N[D] exists, then 
(H2) holds, so assume that N[D] does not have a maximum. If (Nu,) is an 
increasing sequence in N[D], then each Nu, is is a successor element of 
Lu, by Lemma 3.3(b), whence (Lu,) is increasing whenever (Nu,) is an 
increasing sequence in N[ D]. 
Construct a sequence (x,):=, of N[D] as follows: Let xo E N[D] be 
given, and when x, E “D], n E N, is chosen, denote yo = x,. When y ,  is 
chosen, let y,, be the least of such points y E N[D], if exists, for which 
y, I y and d(y,, y)  2 l/n. The set {y,} is finite by condition (H5), whence 
we can choose x,+’ = max{y,}. 
Because the sequence (x,):=, is increasing, then x = lim,x, exists and 
belongs to L[W]  by condition (H5). To show that x = sup N[D], let 
y E N[D] be given. If y I x, for some n E N, then y I lim,x, = x. On 
the other hand, if x, I Y  for each n E N, it follows from the above 
construction that d(x,, y) < l/n for each n,  whence y = lim,x, = x. 
Thus y I x in both cases, so that x is an upper bound of N[D]. If z is any 
upper bound of N[D], then x, I z for each n E N, whence x = lim,x, I 
2. Thus x = sup N[D], so that condition (H2) holds. The conclusions 
follow then from Theorems 3.1 and 3.2. 
Prooj 
I 
The obvious dual results hold for a greatest solution of Eq. (1.1). 
In the case when L = I ,  we obtain as a consequence of Lemma 3.2, 
Theorem 3.2, Propositions 3.2-3.4, and Remarks 3.1 the following fixed 
point results. 
LEMMA 3.4. Given a mapping N: D(N) + X and g E W c X n D(N), 
there is a unique well-ordered subset C of W ,  called a W.O. chain of 
N-iterations of 44 in W ,  satisfying condition 
g = minC, andifg < x  E W ,  thenx E Cif fx  = supN[C<”] .  
If g 5 Ng, and if u * = sup N[C] exists and belongs to W ,  then u , = max C ,  
andNu, I u,. 
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PROPOSITION 3.5. Given N :  D ( N )  + X and g E W c X n D ( N ) ,  as- 
sume that 
(NO) W is a poset, and if g I u I u ,  then g I Nu I Nu. 
(Nl)  If C is the W.O. chain of N-iterations of g in W ,  then u* = 
sup N [ C ]  exists and belongs to W, = {u E W I 44 I 44) .  
Then u * = max C and u * is a least fuced point of N in W,. Moreover, u * is 
increasing with respect to Nand u * = min{w E W, I Nw I w}. 
u * is a jked point of N if N has properties ( N  1) and 
(N2) u I Nu for all u E W. 
PROPOSITION 3.6. The results of Proposition 3.5 hold if condition (Nl )  is 
replaced by one of the following conditions. 
(N3) If D c W and if D and N [ D ]  are well-ordered, then sup N[D] 
exists in W. 
(N4) W is an ordered metric space and if (u,) is a sequence in Wand 
both (u,) and (Nu,) are increasing, then (Nu,) converges in W.  
Remarks 3.1. Compared with the main results derived in [15] and in 
[16] by abstract monotone iterative techniques for the operator Eq. ( 1 . 0 ,  
no continuity or linearity hypotheses are imposed on L and N in Theo- 
rems 3.1 and 3.2 and in Propositions 3.1-3.4. 
If conditions (NO) [or (N2)] and (Nl )  hold, and if C is the W.O. chain of 
N iterations of g in W ,  it follows from the proof of Lemma 3.3(d) and from 
the fact that sup N [ C ]  = max C E C that N [ C ]  c C. Thus C is an admis- 
sible set in the sense that (cf. [17]) 
g E C ,  N [  C ]  c C ,  and every chain of C has a supremum in C. 
Moreover, it is easy to see that C is the least admissible subset of W. In 
particular, the fixed point theorems of Tarski, Amann, and Bourbaki and 
Kneser (cf. [17]), and also Satz 2 of [14], are special cases of Proposi- 
tion 3.5. Results of Lemma 3.4 and Propositions 3.5 and 3.6 and their duals 
generalize slightly Theorems 1.1 . l ,  1.2.1, and 1.2.2, Corollary 1.2.1, and 
Proposition 1.2.1 of [13]. 
4. APPLICATIONS TO DIFFERENTIAL EQUATIONS 
The results derived in Section 3 for the operator equation (1.1) will now 
be applied to implicit initial value problems of ordinary differential equa- 
tions and to implicit boundary value problems of partial differential 
equations with discontinuous nonlinearities. 
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4.1. Applications to Initial Value Problems 
Consider first an IVP 
u'(t)  = g( t ,  u( t ) )  +f( t ,  u '( t)  - g( t ,  +)))  
a . e . i n J =  [ t o , t l ] , u ( t o )  = x 0 ,  (2-2) 
where f, g :  J X R + R. As an application of Proposition 3.4 we generalize 
the result of Proposition 2.1. 
The n/lp (2.2) has a solution if the function g is an 
L'-bounded Carathkodory function, if the function f is L'-bounded and 
sup-measurable, and if f(t, * is increasing for a.a. t E J. 
By choosing V = AC(J) and X = L'(J) the given hypotheses 
imply that one can define operators L,  N :  V +. X by (2.3). Taking the 
subset W of V satisfying L[W] = L1(J) and g E W as in the proof of 
Proposition 2.1, we can show that the following properties are valid. 
PROPOSITION 4.1. 
Prooj 
(HO) There is a 44 E W such that Lg I Ng. 
(Hl) If u, u E W and Lu I Lu, then Nu I Nu. 
In particular, condition (H6) of Proposition 3.4 holds. To verify condition 
(H5) let (y,) be a monotone sequence in N[W]. Since Iy,(t)l I M(t) for 
a.a. t E J and for each n E N, the monotone convergence theorem en- 
sures that (y,) converges in (L'(J), II . I l l ) .  Since L[Wl = L'(J), this proves 
the validity of condition (H5). 
The above reasonings imply by Proposition 3.4 that if the operators L 
and N are defined by (2.31, then the equation Lu = Nu has a solution u in 
W. In view of this and (2.31, u is also a solution of the IVP (2.2). 
Remark 4.1. The above proof implies that g can be any sup-measura- 
ble function for which problem (2.1) has a solution for each h E L'(J). 
Recently, it has been shown (cf. [lo]) that this holds if g is L'-bounded 
and satisfies the following hypothesis. 
g(t, y) for a.a. t E J and 
all x E R. 
To sketch the proof of this result we may choose h = 0. The functions 
f* , f * defined by 
I 
(g) lim sup, g(t, y) I g(t, x) I lim inf, 
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are used to show, e.g., that for almost all t E J and all x E R 
Applying these properties and their dual properties, denoting by M and 
L’-bound of g ,  and defining 
& = u :  J + R I u(to) = xo and lu(t) - u ( s )  I  ~ / ‘ M ( T )  d ~ l ,  s ,  t E J}, 
Z= { u  E Z ~ ~ U ’ ( ~ )  I g ( t , u ( t ) ) a . e . i n J } ,  
i S 
u*(t) = supv( t ) , t  E J ,  
u €2? 
y =  {y I w(t) 2 u*(t)  and w’( t )  2 f * ( t , w ( t ) )  a.e. in J } ,  
it is shown that the function 
u + ( t )  = inf w(t) ,  t E J  
W E Y  
is the greatest solution of the IVP (2.1) when h = 0 and when A C ( J )  is 
ordered pointwise. The proof concerning the least solution is similar. 
The above proof implies that u+ = u*. This property and its dual can be 
used to show that the greatest solution u+ and the least solution u-  of 
(2.1) satisfy the following relations: 
u + ( t )  = SUP{U(t) I u E A C ( J ) ,  u(to) I xo, 
-M - h I U ’  I g ( * ,  u ( * ) )  + h}, 
u-( t )  = inf{u(t) I U  E A C ( J ) ,  u(to) 2 x o ,  
g ( - , U ( * ) )  + h 4 0’  4 M + h}. 
These relations imply in particular that the extremal solutions of (2.1) are 
increasing with respect to h. Thus we obtain the following result. 
LEMMA 4.1. I f g :  J X R + R is L1-bounded and satisfies condition ( g ) ,  
then the IVP (2.1) has for each h E L’(J) extremal solutions which are 
increasing with respect to h . 
As an application of this result and Proposition 3.4 we prove a result for 
the existence of extremal solutions of the IVP 
u’( t )  = g (  t ,  u( t ) )  + f (  t ,  u( t )  7 u’(  t )  - g (  t ,  .( 0)) 
a.e. in J, u( to) = xo,  (4.1) 
where f :  J X R2 + R and g :  J X R + R. 
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PROPOSITION 4.2. The IVP (4.1) has extremal solutions if the $nctions f 
and g are L’-bounded and sup-measurable, if condition ( g )  holds, and if 
f ( t ,  x ,  y )  is increasing in x andy for a.a. t E J .  
By choosing X and V as in the proof of Proposition 4.1, it 
follows from the given hypotheses that relations 
Prooj 
Lu( t )  = u ’ ( t )  - g ( t , u ( t ) ) ,  N u ( t )  = f ( t J + ) , L u ( t ) ) ,  
t E J ,  u E V (4.2) 
define mappings L ,  N :  V + X .  By choosing 
W =  {u E Vl u is a least solution of (2.1) for some h E L ’ ( J ) } ,  (4.3) 
we obtain by Lemma 4.1 a subset W of V and L[W] = L’(J). Let 
u,  u E W satisfy Lu I Lv. Denoting h,(t) = u’(t) - g(t ,  u(t))  and h,(t) = 
v’(t) = g(t ,  u( t ) ) ,  t E J ,  then h ,  I h,, so that u I u ,  because the least 
solution of (2.1) is increasing in h. The above inequalities and the mono- 
tonicity of f in its last two arguments imply that 
N u ( t )  = f ( t , u ( t ) , L u ( t ) )  I f ( t , v ( t ) , L u ( t ) )  = N u ( t )  f0ra.a. t  E J .  
Let M be an L’-bound of f and let g be a least solution of (2.1) with 
h = -M. Then g E Wand 
Thus we have proved that the following properties hold: 
Lg  IN^ andif u , u  E Wand Lu I Lu, then u I u and Nu I Nu. 
These properties imply that conditions (H3) and (H6) of Proposition 3.4 
are satisfied. Moreover, condition (H5) can be verified as in the proof of 
Proposition 4.1. It then follows from Proposition 3.4 that Eq. (1.11, where 
the operators L and N are defined by (4.2) has a solution u ,  with 
property (3.3), which is by (4.2) also a solution of the IVP (4.1). To show 
that u ,  is the least solution of the IPV ( 4 . 0 ,  let u E V be a solution of 
(4.1). In view of (4.21, u is a solution of (1.1). Since Nu E L’(J) = L[W],  
there is ii E W such that Lii = Nu. Since ii and u are solutions of (2.1) 
with h = Nu, ii being the least one, then ii I u. Because Lii = Nu = Lu, 
the monotonicity properties of f imply that 
Nii(t)  = f ( t , i i ( t ) , L i i ( t ) )  ~ f ( t , u ( t ) ,  L u ( t ) )  = N u ( t )  f0ra.a. t E J .  
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Thus ii E W and u I ii and Nii I Nu = Lu = Lii. This and (3.3) imply 
that L u ,  I Lii a id  hence u ,  I ii by condition (H3). Consequently, 
u ,  I ii I u,  so that u ,  is the least solution of (4.1). The existence of a 
greatest solution is proved similarly by applying the dual result of Proposi- 
tion 3.4 and choosing W to be the set of greatest solutions of (2.1). 
As a direct consequence of Proposition 3.2 and its dual we obtain the 
following result. 
PROPOSITION 4.3. Under the hypotheses of Proposition 4.2 the extremal 
solutions of (4.1) are increasing with respect to f. 
Remark 4.2. Since the hypotheses (g) given for g does not ensure 
uniqueness to solutions of problem ( 2 . 0 ,  then property Lu I Lu does not 
necessarily imply that u I u for all u ,  u E AC(J) .  The idea to look for a 
least solution of (4.1) from the set W of least solutions of (2.1) overcomes 
this difficulty. 
I 
EXAMPLE 4.1. Consider the IVP 
[3 - 4t + u( t ) ]  
u ’ ( t )  = H ( u ( t )  - 4t )  + 
1 +1[3 - 4t + u ( t ) ] l  
[ u’( t )  - H(  u( t )  - 4t)I ( 4 - 4 )  + a.e. in J ,  
2(1  +I  [ U ’ w  - ~ ( w  - 4 4  I) 
u(0) = 1 ,  
where J = [0, 11, H is the Heaviside function, 
if x 2 0, H(x) = 
and [ X I  denotes the greatest integer less than or equal to x. The IVP (4.4) 
is of the form (4.1) with 
[3 - 4t + X I  [ Y  1 + 
f ( t 1 x 7 y )  = 1 +1[3 - 4t + X I [  2 ( 1  + I [ y ] 1 ) ’  
g ( t , x )  = H ( x - 4 t ) ,  t E [ O , l ] ,  
It is easy to see that the hypotheses of Proposition 4.2 hold. 
IVP (4.4) has extremal solutions u , and u*. Since the functions 
x , y  E R. 
Thus the 
[.I and H 
are right-continuous, the dual of Proposition 3.1 can be used to ensure 
that u* is a limit of successive approximations (3.51, the first approximation 
uo = ii being the solution of the IVP 
u ’ ( t )  = H ( u ( t )  - 4t )  + 2 a.e. in J, u(0)  = 1 ,  
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which is E(t) = 1 + 3t, t E [0,1]. Calculating these approximations by 
computer one gets an estimate which can be used to infer that the exact 
representation of u* is 
1 + 2 t ,  o < t < + ,  
u*(t)  = 2 + $t ,  + s t < , ,  4 
I l l  3 + i t ,  Q l t l l .  
By choosing u0 as the solution of the IVP 
u ’ ( t )  = H ( u ( t )  - 4 t )  - 2 a.e. in J, u(0)  = 1 ,  
i.e., 
o < t < + ,  
y l t l l ,  1 u O ( t )  = (: ,- t 1  2t,  
one can calculate estimates for successive approximations and infer that an 
exact formula for another solution of (4.4) is 
4 1 + at, O l t < , ,  
u * ( t )  = 27 + ,t, , J l t l ? j j ,  4 67 - 40 2 i m 267 + $ 7  1 g < t < 1 .  
In view of Proposition 3.1, u * is a least solution of (4.4). 
4.2. Applications to Implicit Elliptic B W  
Section 3 the result of Proposition 2.2 still holds for the BVP 
First, we shall show that by means of the general theory developed in 
A u ( x )  = g ( x , u ( x ) )  + f ( x , A u ( x )  - g ( x , u ( x ) ) )  in a ,  
u = Oon d l R  (2.7) 
when the Carathbodory property of the function f is replaced by a 
sup-measurability condition which, in particular, allows f = f ( x ,  s) to be 
discontinuous in both its arguments. 
Let g:  lR X R + R be a L2-bounded Carathkodoiy 
finction and f :  x R + R be L2-bounded and sup-measurable. If f ( x ,  * ) is 
increasing for a.a. x E Cl then the B W  (2.7) has a solution. 
In contrast to the proof of Proposition 2.2 the method of 
successive approximations can no longer be applied because of the lack of 
PROPOSITION 4.4. 
Prooj 
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continuity of the function f with respect to its second argument. However, 
in just the same way as in the proof of Proposition 2.2 we can get the 
properties (HO) and (Hl) and hence also (H6), where W and the operators 
L and N are defined by (2.8) and (2.9). The existence then follows by 
Proposition 3.4 of Section 3 provided condition (H5) can be verified. Since 
L[Wl = L2(R) equipped with the a.e. pointwise ordering is, in particular, 
an ordered metric space, we only have to show that each increasing 
sequence of N[W] converges in L2(R). However, the latter readily follows 
from the dominated convergence theorem in view of the L2-boundedness 
Proposition 3.4 allows to treat more general implicit problems of the 
of "W]. I 
form 
where R and A are the same as in Sect. 2.2 and where now f :  R X R X 
R + R depends in addition on u. We are going to prove an existence 
result for the BVP (4.5) without imposing any continuity hypotheses on f .  
To this end we first consider the semilinear problem (2.6), i.e., 
A u = g ( x , u )  + h ( x ) i n R ,  u = O o n d R ,  (2.6) 
and prove the following lemma. 
Let g :  R X R + R be a L2-bounded Carathkodoly$nction. 
Then for each h E L2(s2) problem (2.6) has a least and a greatest solution 
and both these extremal solutions are increasing with respect to h. 
Prooj Let m E L;(R) be the L2-bound of g, i.e., Ig(x, s)l I m(x) for 
a.e. x E R and for all s E R, and let g ,  U E W/"(R) be the unique 
solutions of 
LEMMA 4.2. 
AU = m  + h in R ,  
Ag = -m + h in R ,  
U = Oon d R ,  
g = 0 on dR.  
Then by comparison we get g I U and any solution of (2.6) belongs to the 
interval [ g ,  U]. Since U and g are also upper and lower solutions, respec- 
tively, of the BVP (2.6), there exist a least solution u ,  and a greatest 
solution u* in [ g ,  U] (cf. [2]) which must then be least and greatest solution 
of all the solutions of (2.6). Next we show that these extremal solutions 
vary monotonically with h. Let h,, h ,  E L2(R) satisfy h ,  I h ,  and denote 
by u,  and u, the corresponding least solutions. We have to show that 
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u, I u,. To this end define K := m + lhll + lh,l E L2(R)  and let u and w 
be the unique solution of the following BVP 
Au = K i n  0, u = Oon d o ,  
A w =  - K i n a ,  w = O o n d R .  
Then by comparison w I u and, moreover, u and w are upper and lower 
solutions, respectively, to both of the following BVP 
Au = g ( x , u )  + h i  in 0, u = Oon d o ,  ( 4.6) 
for i = 1 ,2 ,  and any solution of (4.6) belongs to the interval [w, u ] .  Thus 
we have w I u,, u, I u. Since h ,  I h,, the least solution u2 correspond- 
ing to h ,  satisfies 
Au, > g ( x , u , )  + h ,  in R ,  u, = Oon d f l ,  
which means that u, is an upper solution of problem (4.6) for i = 1, i.e., 
Au = g ( x ,  u )  + h,  in R ,  u = 0 on dR. (4.7) 
Since w is a lower solution of (4.71, there exist solutions of (4.7) within the 
interval [ w , ~ , ] .  However, u, is the least solution of (4.7) in a bigger 
interval [w, u ]  3 [w, u,],  which implies that u, I u,, which proves that the 
least solutions are increasing with h. The proof of the monotonic behavior 
of the greatest solutions can be done similarly. 
By means of Lemma 4.2 we are now able to prove the following 
existence result for the implicit BVP (4.5). 
PROPOSITION 4.5. Let g :  R X R + R be a L2-bounded Carathiodory 
function and f :  fl X R X R + R be sup-measurable and L2-bounded. If the 
function (s, r )  + f(x, r, s) is increasing for a.a. x E 0, then the B W  (4.5) 
has extremal, i.e., greatest and least solutions in V = {u E WJ.,(fl) I Au - 
As in the proof of Proposition 2.2, we define operators L :  
V + L 2 ( f l )  and N:  V + L 2 ( R )  by Lu := Au - g( . ,  u)  and Nu := f(., u ,  Lu) 
with the domain V =  {u E W ~ . 2 ( R ) I  Au - g ( - , u )  E L2(fl)}.  Then u E V 
is a solution of the BVP (4.5) if and only if it is a solution of the operator 
equation Lu = Nu. We are going to apply the abstract result Proposition 
3.4 to this operator equation. For this purpose we set X = L2(R)  and 
W = {u E V I u is a least solution of the BVP (2.6) for some h E X }  .
Thus W c V = D(L) = D ( N )  and by Lemma 4.2 we get L[Wl = X .  Let 
u,u E W be such that Lu I Lu. Denoting h, = Lu and h,  = Lu, h ,  I h,, 
and by Lemma 4.2 we obtain u I u ,  since the least solution of the BVP 
(2.6) is increasing in h. The monotonicity of f in its last two arguments 
imply Nu I Nu. 
I 
g ( * ,  u )  E L2(R)} .  
Prooj 
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Let M be an L2-bound of f and let g be the least solution of (2.6) with 
h = -M. Then g E Wand 
Lg = -M ~ f ( * , g ,  L g )  = N u .  
Thus we have proved that 
Lg I Ng andif u , v  E Wand Lu I Lv ,  then u I v and Nu I Nu. 
In view of these properties conditions (H3) and (H6) of Proposition 3.4 are 
satisfied. Moreover, condition (H5) can be easily verified, since N [  W] c X 
is uniformly bounded in X = L[W] so that each increasing sequence of 
N[W] converges in L[Wl by the dominated convergence theorem. Thus 
the hypotheses of Proposition 3.4 hold for the operators L and N defined 
above. Hence the operator equation Lu = Nu has a solution u ,  which 
has property (3.3), and which must be a solution of the BVP (4.5). Now we 
show that u ,  is also the least solution of the BVP (4.5). Let u E I/ be any 
solution of (4.5). Then u is a solution of the operator equation Nu = Lu. 
Since Nu E X = L[Wl, there is a ii E W such that Lii = Nu and both ii 
and u are solutions of (2.6) with h = Nu where ii is the least one. Thus 
ii I u and because Lii = Nu = Lu, the monotonicity properties of f imply 
that 
Nii = f ( * , i i , L i i )  I ~ ( * , u , L u )  = N U .  
Thus ii E W satisfies g I ii and Nii I Nu = Lu = Lii and by the defini- 
tion of g the inequality L g  5 Lii. By means of (3.3) we infer that 
L u ,  I Lii, and hence u ,  I ii in view of condition (H3) of Proposition 
3.4. Consequently, u ,  I ii I u,  so that u ,  is the least solution of (4.5). 
The existence of a greatest solution is proved similarly. I 
EXAMPLE 4.2. Consider the BVP 
[ u ( x )  + 2 x  + 11 
1 +“u(x)  + 2 x +  111 
[ -u”(x) l  
1 + I [ - u ” ( x ) ] l  
- u ” ( x )  = 2 + 
a.e. in R = (O, l ) ,  u(0)  = u(1) = 0,  (4.8) 
where [z] means the greatest integer less or equal to z. Problem (4.8) is of 
the form (43, where 
[ s  + 2 x  + 11 
1 + I [ s  + 2 x +  111 
[r l  
1 +I[r]l. 
g(x,s) = 0 and f ( x , s , r )  = 2 + 
The hypotheses of Proposition 4.5 are satisfied, so that problem (4.8) has 
extremal solutions. Since the function z - [zl is right-continuous, the 
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greatest solution of the BVP (4.8) can be obtained as the uniform limit of 
successive approximations. Calculating these approximations by computer 
one can infer that the greatest solution of (4.8) is 
-:x2 + ( i d 2  - i d  + l ) ~ ,  0 IX < d ,  
d I X I l ,  -x2 + ( $ 2  + 1)x - i d 2 ,  i u*(x)  = 
where d is the positive solution of equation x 3  - 5x2 + 12x - 4 = 0, i.e., 
d = +[5 - (91 + 6 m ) ' l 3  + l l ( 9 1  + 6 m ) - 1 / 3 ]  - 0.392478234. 
In this case also the least solution of (4.8) can be obtained in a similar 
way and it is 
--y + (i.2 - TC 1 + %)X, o < x < c ,  
- E x 2  + (%C 1 2 + z ) x -  11 sc 1 2  , c I X  I 1 ,  i u * ( x >  = 
where c is the positive solution of equation 2 x 3  - 13x2 + 35x - 12 = 0, 
i.e., 
d = +[13 - (1250 + 9 4 m ) 1 / 3  + 41(1250 + 9 4 Z i i K - 1 / 3 ]  
- 0.398123526. 
Remarks 4.3. When the last argument of f is dropped in Proposi- 
tions 4.2, 4.3, and 4.5 we obtain results for explicit differential equations. 
Problem 
F ( t , u ( t ) , u ' ( t )  - g ( t , u ( t ) ) )  = 0 f0ra.a. t  E J ,  u ( t o )  = x o  
has the same solutions as (4.1) if there is a function p: J x R2 + (0,m) 
such that 
F ( t , x , y )  = p ( t , x , y ) ( y  - f ( t , x , y ) ) ,  t E J ,  x,y E R. 
By suitable choices of p the monotonicity condition of f w.r.t. y can be 
weakened. The L'-boundedness of f can also be weakened essentially and, 
in particular, replaced by existence of upper and lower solutions of 
problem (4.1). Similar conclusions are valid also for the BVP (4.5). 
For simplicity and in order to emphasize the main ideas, we have 
restricted to scalar initial value problems and Dirichlet boundary value 
problems. As for further applications of a generalized iteration method to 
operator equations, to initial and boundary value problems of implicit and 
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explicit ordinary differential equations, also in ordered Banach spaces, and 
to implicit and explicit elliptic boundary value problems, see, e.g., [3-91. 
Comparisons to other methods used in the theory of implicit differential 
equations and further references can be found in [3, 5, 121. 
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