Abstract Glioblastoma Multiforme (GBM) is a malignant brain cancer with a tendency to both migrate and proliferate. We propose modeling GBM with heterogeneity in cell phenotypes using a random differential equation version of the reaction-diffusion equation, where the parameters describing diffusion (D) and proliferation (ρ) are random variables. We investigate the ability to perform the inverse problem to recover the probability distributions of D and ρ using the Prohorov metric, for a variety of probability distribution functions. We test the ability to perform the inverse problem for noisy synthetic data. We then examine the predicted effect of treatment, specifically, chemotherapy, when assuming such a heterogeneous population and compare with predictions from a homogeneous cell population model.
Introduction
The current biological understanding of cancer is that tumors are comprised of a genotypically diverse population of cells with plastic phenotypes and that treatment acts as an evolutionary pressure, selecting for therapy resistant subpopulations. Glibolastoma multiforme (GBM) is an aggressive, inherently heterogeneous brain tumor for which treatment is minimally effective: mean sur-vival time with treatment is 12-15 months [41] , nearly all GBM tumors recur [59] , and it has a five-year survival rate of approximately 5% [30] . GBM is known for exhibiting both strong migratory and proliferative characteristics.
The simplest spatial model that can be used to describe the spread of GBM is the reaction-diffusion equation (Equation (1)) [40, 54] . Although this model is clinically relevant [3, 34] , it's major drawback is that it assumes isotropic diffusion, which does not describe the majority of tumor shapes. Therefore, it is imperative to include some method of accounting for anisotropy in tumor growth models. Methods of incorporating spatial dependence include using spatially-dependent piece-wise constant diffusion, diffusion tensor imaging, and assuming heterogeneous cell sub-populations of the tumor that exhibit different behavior. The presence of this phenotypic heterogeneity is the basis of the so called the "go or grow" hypothesis [33] , and the estimation of such heterogeneity from spatiotemporal data is the aim of our investigation in this work.
We propose to perform an inverse problem to estimate the diffusion D, and growth rate ρ in the reaction-diffusion equation as distributions of a random differential equation rather than as point estimates for a deterministic differential equation. The inverse problem is performed using the Prohorov metric framework which has been developed and tested in other biological scenarios with phenotypic heterogeneity [16, 17] , and which makes no prior assumption of the underlying probability distribution of the parameters. We test our framework by generating simulated data for a reaction-diffusion tumor growth model with heterogenous sub-populations and attempt to recover the underlying probability distributions for the parameters describing the heterogeneity. Specifically, we generate data for the reaction-diffusion equation as a random differential equation, using a variety of distributions such as normal, lognormal, and bigaussian (corresponding to the "go or grow" hypothesis) to describe the growth rate (ρ) and the diffusion (D) parameters. We then use the Prohorov metric framework to estimate, i.e., attempt to recover, the distributions for ρ and D. We examine the cases where only one parameter is estimated as a distribution and then proceed by estimating in the case where both ρ and D are distributed parameters. We introduce observation noise into the solutions to determine how this perturbs the estimated distributions. We then model the effect of chemotherapy and compare predicted tumor burden using our random differential equation (i.e., a heterogeneous cell population) with predictions made by the reaction-diffusion equation.
We discuss the current status of GBM mathematical models and the importance of modeling tumor heterogeneity in Section 2. In Section 3 we introduce the Prohorov metric framework and it's use to estimate parameter distributions. We follow with our results for synthetically generated data in Section 4, including the case where we recover both one and two parameter distributions. This is followed by discussing the ability to perform the inverse problem with noisy synthetically generated data in Section 5. We then carry out a comparison of drug treatment predictions with our model versus the standard homogeneous population model in Section 6. We conclude in Section 7 with a discussion of future applications of this framework.
Mathematical Modeling Background
The normalized reaction-diffusion equation
is frequently used as a parsimonious model for GBM growth and diffusion, where c(t, x) represents the cell density at time t and location x, D is the diffusion coefficient, and ρ is the intrinsic growth rate. However, its simplistic formulation results in isotropic diffusion, which does not often match in vivo GBM growth. Several methods of altering Equation (1) have been developed to obtain anisotropic diffusion. One method is incorporating spatially-dependent diffusion via a piecewise constant function (i.e., D = D(x)), where, for example, the diffusion constant differs spatially depending on if the spatial location is in grey matter or white matter [54, 57] . This allows the shape of the tumor to travel along white matter tracts at a faster rate. However, one must know the spatial distribution of grey and white matter within the brain, or approximate the distribution with a human brain atlas, to inform the diffusion function.
A second method of introducing anisotropic diffusion is to use diffusion weighted imaging (DWI), a neurological imaging technique using Magnetic Resonance Imaging (MRI). These data can be collected concurrently with T2-weighted or T1-weighted images used for diagnostic purposes. Diffusion weighted images, from 6 or more directions, can be used to create a diffusion tensor [60] . The eigenvalues of these tensors describe the anisotropic diffusion of water. One lingering question is how to use information, which describes water diffusion, to inform cellular diffusion. Multiple methods have been proposed [27, 28, 35, 38, 45] , however this remains an area of active research. Recent work showed superior fits in nine out of ten patient cases as compared to the standard reaction-diffusion equation [53] . Although this may be the most biologically accurate model, DWI data is not always available, although some work has been performed using a human brain atlas [27, 37] .
In vitro experimental work showed that the reaction-diffusion equation was insufficient to describe cell migratory patterns [51] . This led to the hypothesis that two distinct phenotypes are present in GBM: a proliferative population with a low diffusion rate and a migratory population that does not reproduce as much. This "go or grow" hypothesis has been present in many forms of biology, yet remains unproven [31] . However, there is experimental evidence that GBM cells move in a bursting fashion [29] . Hatzikirou et al. [33] introduced the concept of "go or grow" to mathematical modeling of GBM, theorizing that phenotypic switching between the two phenotypes was induced by hypoxia, rather than random mutation [44] . Modeling hypoxia-induced phenotypic switching has been shown to replicate histologic patterns of pseudopalisades present in human GBM [39] . Recent work shows that one equation describing a population with phenotypic plasticity affected by cell density was sufficient to fit in vitro experimental data without assuming separate subpopulations [52] .
The commonality between the previously mentioned mathematical models is their ability to include a non-constant diffusion rate. In this work, we assume there may exist heterogeneous subpopulations of cells which behave differently from one another, but that we are only able to observe the aggregate (total) population data. We propose to describe GBM cell phenotypic heterogeneity by using parameter distributions for the parameters ρ and D. The random differential equation governing diffusion and growth is:
We 
The random differential equation (2) is sufficiently flexible to model the classic reaction-diffusion equation (assuming a point distribution of D D D and ρ ρ ρ) and a "go or grow" type equation (assuming, for example, a bi-gaussian distribution of D D D and ρ ρ ρ).
Prohorov Metric
An inverse problem framework relying on the Prohorov metric, called the Prohorov Metric Framework (PMF) was developed and discussed in [6, 21, 23] ). Here, we describe how this framework can be utilized for estimating the continuous probability measure P (D D D, ρ ρ ρ) as a finite-dimensional approximation using aggregate population data. Previous authors have used the Prohorov metric to estimate parameter distributions for mathematical models in a wide range of applications. These include estimating the distribution of individual growth rates for size-structured population models (first order hyperbolic partial differential equations) using aggregate or population level data. For example, efforts have involved mosquitofish [8, 11, 15, 16] and shrimp populations [12] [13] [14] . Such problems involve equations modeling the number of individuals v(t, ξ; g) at time t and size ξ for a given subpopulation of mosquitofish or shrimp with growth rate g, however, the observable data are aggregate measurements of the total population level. These type of aggregate data are common in ecological studies with catch and release measurements [24] , where one samples at different times from the same population but the change in the structured variable, e.g., size, for each individual is not tracked over time. More recently these techniques have been used in determining heterogeneous amplification rates in protein aggregate formation in structured population models [17] . In this instance, a first order system of partial differential equations is used with the PMF to model dynamics of a structured variable, i.e., prion aggregates per cell, within a population of cells. Such type of problems are also typical in experiments where the organism or population member being studied is sacrificed in the process of making a single observation (e.g., certain physiologically based pharmacokinetic (PBPK) modeling [26] and whole organism transport models [24] ). In these cases one may still have longitudinal models for individuals as in the mosquitofish problem, but no individual level data are available. In more complex systems involving second order hyperbolic systems, the PMF has been used with Maxwell systems for complex polarization models of heterogeneous materials [9, 18] . Second order hyperbolic systems are also the focus of the shear wave propagations studies in [7, 19, 20, 25] . In our efforts here we propose use of the PMF techniques for estimation of random variables representing rates governing a reaction-diffusion system.
Two different methods for approximating the probability measure P (D D D, ρ ρ ρ) are using either delta functions or spline functions. Although using spline functions are known to yield more accurate convergence in the probability density function (PDF) and cumulative distribution function (CDF), delta functions are able to better approximate CDFs that have discontinuous derivatives. Therefore, we illustrate use of both approximations, since we do not wish to make any assumptions about, or restrictions on, the CDF.
Suppose that the aggregate spatiotemporal data we want to model is given by v ji , representing the data at time j and spatial location i, where j = 1, .., N t and i = 1, ..., N x . Then, we estimate:
where M represents the number of elements used in the approximation (explained in the sections below). This becomes:
where c is the numerical solution. Previous experimental data [51] suggests that it is not unreasonable to assume that data can be collected radially at spatial increments of 40 microns, daily. This is the basis for describing the data in the form of v ji . Two methods are used to approximate the probability measure P : a discrete approximation based on delta functions, and a continuous approximation using spline basis functions.
Discrete Approximation
One-Parameter Approximation We first describe how to estimate one parameter as a distribution using the delta function approximation. Essentially, we define a discrete mesh for a parameter, in this case ρ, over M nodes, such that ρ ρ ρ M = {∆ ρ l , l = 1, ..., M }. Thus, Equation (5) simplifies to:
where the numbers w M l ≥ 0 are weights describing a discrete probability density function, i.e., such that M l=1 w M l = 1. We will refer to a discrete approximation with M nodes as DEL(M ).
Similarly, if we wish to estimate only the parameter D as a distribution, we define a mesh for
We would then solve:
under the assumption
The number of nodes, M , can greatly influence the convergence of the approximating CDFs. By incorporating too few nodes, we may not adequately recover the CDF, but by incorporating too many nodes, we may introduce numerical instability and over-fitting. Therefore, we simulate our results for many choices of M .
Two-Parameter Estimations
We next describe how to estimate the two parameters ρ and D as distributions. We make the assumption of independence between the distributions of the random variables ρ ρ ρ and D D D.
Similarly to the one-parameter case, we generate a uniform mesh for ρ and D over the total number of nodes. Therefore we have
We then independently find the weights for each parameter by minimizing:
under the assumption 
Spline-Based Approximations
An alternative method to using delta functions involves using spline basis functions to approximate a probability density function. Similar to the discrete approximations, we choose a certain number of nodes, but we also choose the number of integrative nodes -that is, the number of nodes we use to approximate the integral. The splines are "hat functions" defined as:
One-Parameter Approximation We first describe how to estimate one parameter as a continuous distribution. Essentially, we generate a mesh for a random variable describing the parameter, in this case ρ ρ ρ, over M nodes, such that
Thus Equation (5) simplifies to:
where p l = a l s l (ρ ρ ρ) represents the probability density. Therefore, we require
The s l (ρ ρ ρ) are calculated as in Equation (9). In order to calculate the integral, we use the composite trapezoid rule using Q quadrature nodes. We will refer to a spline approximation with M nodes and Q quadrature nodes as SPL(M,Q). A similar formulation is used for the diffusion coefficient. We partition
We then find the probability distribution by minimizing the following:
Two-Parameter Approximation As in the discrete case, we assume that ρ ρ ρ and D D D are independent random variables. Because of this assumption, we can individually estimate the distributions. We generate a uniform mesh for ρ and D over the total number of nodes. Therefore we have
As in the discrete case, we do not require M D = M ρ . We then minimize:
We require that
As with the 1D case, we perform the approximation of each of the integrals using the composite trapezoid rule with Q D and Q ρ quadrature nodes, respectively. The number of quadrature nodes Q D and Q ρ do not need to be the same. We will refer to this approximation as SPL(M D , M ρ , Q D , Q ρ ).
Convergence and Consistency Theory
The Prohorov metric represents the weak* convergence of measures when the space of probability measures P (Ω) is imbedded in the dual C * (Ω) of the space of bounded continuous functions on Ω. We discuss briefly the convergence and consistency theory here, assuming that we are only estimating D D D as a distribution, but we note the theory extends to two parameters. We assume a family of permissible probability functions for our diffusion and growth rates on P (Ω) as defined for Equation (2) . Thus we attempt to perform the following estimation in a least-squares framework
to obtain a best fit for a nominal or "true" parameter P 0 . To illustrate for our special 1-D case, we let
This implies that the family of probability functions P (Ω) is a compact metric space in the Prohorov metric. The minimizer function used in Equation (13) is continuous in P , and therefore there exists a (not necessarily unique) minimizer P .
In order to approximate this minimizer, we replace the infinite dimensional optimization problem by a sequence of finite-dimensional optimization problems with Dirac distributions. Thus, we set
., M }, where M represents the number of nodes, or elements, used in the approximation. Our family of approximating probability functions becomes
where ∆ D k represent the Dirac delta functions at the point D k and w k are the weights and/or probabilities. Again it has been previously proven [6, 21] that there exists a minimizer for the discrete approximation problem
There are a number of questions that arise immediately in the class of problems we have defined. Perhaps the most obvious are questions of convergence (what happens as M → ∞ in the Dirac or spline approximations?) and consistency (what happens as N = (N t , N x ) → ∞?) These questions have been successfully investigated both theoretically ( [21, 25] and the references therein) and computationally ( [10, 11] and the references). A further issue (as mentioned above) involves the partial differential equation approximations cÑ to the solution c of Equation (2). Again, the necessary convergence issues have been successfully addressed in [21, 24] . In summary we can assert that the approximationsP
converge to a true distribution P 0 as the number of elements used in the approximations increase (i.e., M, N,Ñ → ∞).
Results for Distributed Parameters
In the following section we describe results showing the Prohorov metric can correctly estimate parameter distributions for both D D D and ρ ρ ρ individually, as well as estimating a joint distribution for D D D and ρ ρ ρ. Our goal is to ensure that we can adequately recover these parameter distributions.
Within each distribution, we use both the delta function approximations as well as the spline approximations. We also investigate the number of nodes necessary to generate a good fit.
Generation of Synthetic Data. To first prove the viability of recovering parameter distributions, we generate synthetic data by solving the RDE (Equation (2)) for a variety of different parameter distributions. To ensure a strong connection to the biological processes, we examine a wide family of biologicallyrelevant distributions such as normal, lognormal, bigaussian, point, two point, and a distribution made up of a point and a normal distribution. Table 1 displays the associated information with the parameter distributions for both D D D and ρ ρ ρ. The synthetic data was generated by finely meshing over each parameter, D ∈ [0, 2e − 4] and ρ ∈ [0, 2], and then creating the probability density function (pdf). For discrete probability distributions (point, 2 point), a probability mass function (pmf) was created. We then solved the following:
We then weight this solution to calculate our synthetic data:
where p(D l , ρ k ) represents the probability (pdf) of D = D l and ρ = ρ k . We finely mesh over D D D and ρ ρ ρ.
Numerical Setup. We use MATLAB's built-in pde solver, pdepe to solve the partial differential equations. We perform the minimization (Equation (5)) using constrained optimization (fmincon), requiring that all probabilities are non-negative and that the sum of probabilities equal 1: To ensure that the amount of data necessary to recover the distributions are reasonable, we discretize the time as t = 1, 2, ...20 days (i.e., experimental data are collected once per day). We solve the pde on a fine spatial structure, but we assume data are collected every 40 microns (as previously mentioned), so our comparison occurs at these nodes.
For each of these cases, we need to quantify the necessary hyperparameters (nodes, quadrature nodes) that generate the best fit. This inverse problem requires us to consider each node as a separate parameter that we are estimating. Therefore, we need to assess model fit versus number of parameters used. We will use the Akaike Information Criteria (AIC) [2] in order to compare the various models. In the context of least-squares framework, the AIC [22] is given by:
where N is the number of data points, ν is the number of observables, RSS represents the residual sum of squares between our solution c(t, x) and the synthetically generated solution, and p is the number of parameters (i.e., nodes) being estimated. Note that the number of quadrature nodes in the spline case are not considered free parameters since these are not estimated during the inverse problem.
Estimating D D D
We assume that we already know the value of ρ and are only estimating the distribution for D D D. Although we cannot compare the AIC scores between distributions, we can compare the AIC scores for the same distribution (i.e., we can compare the normal discrete approximation of D D D with the normal spline approximations for D D D). We can see that the discrete approximation appears to perform better for almost all distributions. There also appears to be little difference between using a spline approximation with 50 quadrature nodes and using a spline approximation with 100 quadrature nodes.
Estimating ρ ρ ρ
The AIC scores with respect to number of nodes for estimating ρ ρ ρ are shown in Figure 2 . For the discrete approximation, it appears that fewer than 20 nodes does not provide a good approximation, however, increasing the number of nodes past 30 does not appear to provide much benefit. Therefore, due to the computational costs associated with increasing the number of nodes, we would choose to estimate ρ ρ ρ with 30 nodes. For the spline approximation, it appears that 20 nodes is sufficient to provide (in general) an accurate solution.
We see that, especially for the discrete distributions (point and two point) the discrete approximation performs better than the spline approximations. The spline approximations with 50 quadrature nodes and 100 quadrature nodes are essentially the same in most cases, corroborating what we found for estimates of D D D in the previous section. 
Estimating D D D and ρ ρ ρ
We extend the optimization problem to estimate both D D D and ρ ρ ρ as distributions for both the discrete case and the continuous case. We focus on two representative examples (D D D is bigaussian and ρ ρ ρ is normal and vice versa). See Table  1 for the exact values of the distributions. We present the AIC score surfaces for the discrete case and the spline cases in Figure 3 . The optimal number of nodes for a bigaussian and normal distribution for D D D and ρ ρ ρ, respectively, using a discrete approximation is 30 (for both D D D and ρ ρ ρ), while the optimal number of nodes for the continuous case is 10 for ρ ρ ρ and 20 for D D D. We note in this case the minimum AIC score occurs using the discrete approximation rather than the continuous spline approximation. For the case when D D D normal and ρ ρ ρ is bigaussian, the optimal number of nodes in the discrete case is 40 for ρ ρ ρ and 20 for D D D, while the optimal number of nodes for the continuous case is 30 for ρ ρ ρ and 10 for D D D. In this case, the minimal AIC score is comparable for the spline and discrete approximations. (Figure 4, left) , and when D D D is bigaussian and ρ ρ ρ is normally distributed (Figure 4, right) . The top panel reveals the estimated probability density functions, the middle panel has the cumulative density functions, and the bottom panel depicts the solutions to the RDE. We found that the solutions to the RDE match for both choices of joint distributions for ρ ρ ρ and D D D. Similarly, the fits for the cdf and pdf appear to match well. Note that the axis scale for the probability density functions are different for the discrete node approximation. This is because we are not guaranteed convergence in pdf for the discrete node approximation, rather we are guaranteed convergence in cdf for the discrete node approximation.
For the case where D D D is bigaussian and ρ ρ ρ is normally distributed (Figure  4 , left), we found that the pdf and cdf agree best with the true distributions when using the discrete node approximation. The discrete approximation also had much lower AIC scores than the spline approximations. In the case where D D D is normally distributed and ρ ρ ρ is bigaussian (Figure 4, right) , both the spline approximations and the discrete approximations estimate the pdf and cdf well. This is unsurprising because the AIC scores were very similar between the discrete node approximation and the spline approximation.
One question of interest is what are the spatiotemporal dynamics of the distribution of the relative subpopulations. Figure 5 shows the subpopulations in the case where diffusion is bigaussian and growth is normally distributed (Figure 5, left) and the case where diffusion is normally distributed and growth is bigaussian (Figure 5, right) . In these simulations, we used discrete approximations for the parameter distributions, based on our findings above that this was more accurate than using spline approximations.
Subpopulations for the D D D bigaussian and ρ ρ ρ normally distributed were calculated by splitting the computed probability density function for D D D into two halves and independently simulating their solutions. "Slow-diffusing" represents those cells with the smaller half of the pdf (the first part of the bigaussian) and "Fast-diffusing" represents the second half of the pdf. Similar computations were carried out for the case where ρ ρ ρ is bigaussian and D D D was normally distributed. As can be seen in Figure 5 , these subpopulations exhibit different behavior that is not recovered by assuming static parameters ρ and D, shown in magenta. The reaction-diffusion solution was obtained by estimating the parameters D and ρ for Equation (1) to the synthetic data using fmincon under the same computation setup defined for the RDE inverse problem. Especially in the case where ρ is bigaussian ( Figure 5, right) , there is a large difference in the solutions when assuming a reaction-diffusion type model.
Noisy Data
We repeat the work performed in Section 4, except assuming the data (exact solution) are noisy. To generate these noisy data, we perturb the system under the assumption of a proportional error model. The proportional error model assumes that the noise level is proportional to the size of the model solution, which commonly occurs in biological scenarios in general (see [4, 1] for examples). In order to generate these errors, we modify Equation (16) to incorporate noise:v
where the residuals ij are distributed as ∼ 0.05N (0, 1). In order to perform the inverse problem, we use a generalized least squares framework. The generalized least squares framework assumes a proportional error model:
where ij is assumed to be independent and identically distributed with mean 0. We then estimate the parameter distributions by performing:
where w ij are weights for the least-squares calculation and M represents the number of elements used in approximating D D D and ρ ρ ρ. Although we are mainly concerned in this paper with the mathematical model rather than the statistical error models, we mention that similar convergence and consistency results discussed in Section 3.3 can be considered in the context of both [21] an uncertain mathematical model (assumed a major question here) and a statistical model (assumed here as in Equation (20)).
We must perform an iterative algorithm in order to update the weights with the updated solution. We present the iterative algorithm for the discrete approximation case:
1. Initialize weights w 0 ij = 1. Set iteration number, iter = 0. (20): Determine the weights. Since many of the data points that we are estimating are essentially zero (i.e., no tumor cell density), we use a truncated version of our function as a weight, as introduced in [5] , to avoid numerical instability:
Estimate parameters in equation
4. Repeat steps 2-3 for at least 10 iterations (iter=10) and until we obtain convergence defined as:
In our simulations, we discovered that C * = 1e − 4 still resulted in converged results. We adaptively changed our choice of δ: we initially set δ = 0.1, however, if the number of iterations increased to greater than 200, we set δ = 0.5. In the case of the spline approximations, we only alter Equation (21) to the spline approximations defined in Section 3.2.
Estimating D D D and ρ ρ ρ . We examine only the ability of estimating the distributions for D D D and ρ ρ ρ jointly with the assumption that if we are able to recover both distributions at the same time, we would be able to recover the distributions independently. Figure 6 exhibits the pdf, cdf, and best-fit solutions for the noisy case where D D D is bigaussian and ρ ρ ρ is normally distributed (Figure 6, left) . The AIC scores, calculated as in Section 4, revealed that the discrete approximation with 10 nodes in ρ ρ ρ and 20 nodes in D D D resulted in the best approximation. The optimal AIC score for the spline case occurred with 10 nodes in ρ ρ ρ and 20 nodes in D D D with 100 quadrature nodes in each ρ ρ ρ and D D D. The RDE solutions using estimated parameters appear to match the noisy solution well and both the pdf and cdfs appear to match the true distributions. We note that (results not shown), in the case of spline approximations, if we choose to use a larger number of nodes, we quickly introduce numerical instability. Figure 6 also portrays the pdf, cdf, and best-fit solutions for the noisy case where D D D is normally distributed and ρ ρ ρ is bigaussian (Figure 6 , right). The AIC scores determined the best fit occurs when there are 10 nodes in D D D and 20 nodes in ρ ρ ρ for both the discrete and spline case. For the spline approximations, quadrature nodes of 100 for both Q D and Q ρ resulted in the best fit. We see that, in this case, the exact pdfs are not fully recovered (there are some oscillations in the second mode of the bigaussian). However, the overall behavior, and specifically the means of each mode, are accurate. We hypothesize that, in order to fit the mode of the bigaussian with small variance, we need a larger number of nodes, but that this increased number of nodes overfits the portion of the bigaussian with wide variance. We were able to show better agreement between the estimated and true distributions when choosing 16 nodes for ρ ρ ρ (results not shown). This implies for a multimodal distribution with differing variances fitting to noisy data, the number of nodes and discretization mesh may need to be adaptive, i.e., non-uniform. The investigation of using an adaptive mesh for performing the parameter distribution estimation is left for future work.
Effect of Drug Administration
Mathematical models are often used to predict the change in growth of gliomas in response to treatment such as chemotherapy [46] , radiotherapy [48] , resection [55] , viraltherapy [47] , or combinations of the above [32, 58] . However, most of these models assume a homogeneous population of tumor cells with static values of D and ρ. It is known that chemotherapy selectively targets proliferative tumor cells, i.e., cells with larger values of ρ. Popular methods of mathematically incorporating chemotherapy response includes the log-kill hypothesis [50] and the Norton-Simon hypothesis [42, 43] , among others [36] . In this section, we compare the predicted total tumor size under Equation (1) as compared with the various distributed parameter solutions, i.e., using random differential equations.
We model treatment assuming a variation on the log-kill hypothesis, which assumes that the number of cells killed by chemotherapy is proportional to the total number of cells. This is modeled by the following equation:
whereρ is the mean value of ρ ρ ρ, and r is the coefficient regarding the drug treatment strength (it is assumed that treatment is administered at a constant rate for simplicity). This is an extension of the log-kill hypothesis [50] , which simplifies to the original log-kill hypothesis for the basic reaction-diffusion model, Equation (1), when ρ ρ ρ =ρ. We keep the death due to drug administration constant, as previously modeled in [56] , for simplicity. We integrate this solution over space to obtain the total tumor burden (tumor size) as a function of time. We wish to see how predictions of tumor burden differ when assuming homogeneous populations if the population is inherently heterogeneous (modeled as the 'exact solution' calculated over the finely meshed D and ρ as described in Section 4). We also use the solutions and parameters generated by the noisy solutions computed in Section 5, although we note that the conclusions drawn from this noisy data set also hold for the noise-free data. Figure 7 exhibits the comparison between the predicted tumor burden with respect to time for both the RDE model (Equation (24)), in red dashed lines with circles, the RD model (Equation (1)), in blue solid lines with plusses, and the "exact solution" (described above), shown in black solid line, which mostly overlaps the RDE solution. These simulations of tumor burden are for the case where D D D is bigaussian and ρ ρ ρ is normal (Figure 7, left) and the case where D D D is normally distributed and ρ ρ ρ is bigaussian (Figure 7, right) for varying values of the chemotherapy-induced death rate, r. We observed that when tumor heterogeneity is modeled by parameter distributions we defined, the reaction-diffusion equation will always underestimate the remaining tumor burden size. In fact, in the case where r = 0.4, the reaction-diffusion equation would predict tumor shrinkage while the heterogeneous model accurately predicts slight tumor growth.
Discussion and Conclusions
We investigated the ability to recover distributions for tumor diffusion and growth parameters using an extension of the reaction-diffusion equation to random differential equations. Under assumptions of noise up to a value of 5%, we were still able to obtain accurate recovery of various combinations of parameter distributions for diffusion and growth. In addition, we investigated the sensitivity of tumor burden with respect to drug administration when modeling homogeneous and heterogeneous populations. We found that we overestimate the efficacy of chemotherapy treatment if we assume a homogeneous population when tumors are actually composed of heterogeneous cell subpopulations with distributions of diffusion and growth. This initial work has raised many questions which subsequent work should address. Initially, it would be interesting to extend the simulations to incorporate 2D and 3D spatial structure. Mathematically, we should quantify how much information is needed in order to recover the parameter distributions. Since we are, in effect, estimating many parameters to describe a joint distribution (instead of just 2 parameters for the constant-coefficient reaction-diffusion equation), it is imperative that we understand how much data is necessary to avoid the issue of parameter identifiability (which is a known issue in estimating parameters for the reaction-diffusion equation using only one type of imaging data [49] ). Quantifying the uncertainty for the distributions estimated using the Prohorov metric framework remains to be investigated.
Our assumption of independence between the parameter distributions should be relaxed in future work. A "go or grow" type distribution assumes that one cell phenotype exhibits slow growth and high diffusion and another cell phenotype with fast growth and low diffusion. Modeling this scenario with random differential equations would rely on assuming dependence between the parameter distributions for the diffusion and growth rates. In future work, we will extend the estimation framework described here to allow for estimation of the joint probability density function of D D D and ρ ρ ρ without assumptions about parameter independence.
In addition to mathematical questions, a key interest in future work will be to determine how effectively the Prohorov metric frameowrk performs when estimating parameter distributions from in vitro and in vivo experimental data. This will allow us to validate the application of this estimation frameowrk to realistic spatiotemporal experimental data from heterogeneous tumors.
