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We present an experimental realization of a measurement-based adaptation protocol with quantum
reinforcement learning in a Rigetti cloud quantum computer. The experiment in this few-qubit
superconducting chip faithfully reproduces the theoretical proposal, setting the first steps towards
a semiautonomous quantum agent. This experiment paves the way towards quantum reinforcement
learning with superconducting circuits.
Quantum machine learning [1–27] is a field of research that has raised much attention in the past few years,
especially for the expectation that it may enhance the machine learning calculations in nowadays and future technology.
The machine learning field, inside artificial intelligence, is divided in three main areas, namely, supervised learning,
unsupervised learning, and reinforcement learning [28]. The first two rely on training the system via labelled or
unlabelled data, respectively. Moreover, the third one considers an intelligent agent that interacts with its outer
world, the environment, gathering information from it, as well as acting on it, being employed, e.g., in robotics. In
each learning iteration, the agent decides a strategy, or policy, on the best action to take, depending on its past history
and goal oriented. Reinforcement learning can be considered as the most similar way in which human beings learn,
via interactions with their outer world.
Among the protocols being developed in quantum machine learning, the ones based on quantum reinforcement learn-
ing will enable the future deployment of semiautonomous quantum agents, which may produce significant advances in
quantum computation and artificial intelligence [1, 23–27]. Already some possible speedups when considering quan-
tum agents have been suggested [23], while other interesting aspects of quantum reinforcement learning are related
to quantum systems autonomously learning quantum data [1].
Here we implement a protocol for measurement-based adaptation with quantum reinforcement learning, proposed in
Ref. [1], in an 8-qubit cloud quantum computer provided by Rigetti. The experimental results have a good agreement
with the theoretical expectations, establishing a plausible avenue for the future development of semiautonomous
quantum agents.
I. MEASUREMENT-BASED ADAPTATION PROTOCOL WITH QUANTUM REINFORCEMENT
LEARNING
We review the protocol of Ref. [1], which we subsequently implement in the Rigetti cloud quantum computer. The
aim of this algorithm is to adapt a quantum state to a reference unknown state via successive measurements. Many
identical copies of the reference state are needed for this protocol and after each measurement, which destroys the
state, more information about it is obtained. The system that we consider is composed of the following parts:
1. The environment system, E: contains the reference state copies.
2. The register, R: interacts with E and obtains information from it.
3. The agent, A: it is adapted by digital feedback depending on the outcome of the measurement of the register.
Let us assume that we know the state of a quantum system called agent and that many copies of an unknown
quantum state called environment are provided. Let us also consider an auxiliary system called register that interacts
with E. Thus, we extract information from E by measuring R and use the result as an input for a reward function
(RF).
Subsequently, we perform a partially-random unitary transformation on A, which depends on the output of the RF.
Let us present the simplest case in which each subsystem is described by a qubit state: Agent |0〉A; Register |0〉R
and Environment |ε〉E =
[
cos
(
θ(1)
2
)
|0〉E + eiφ(1) sin
(
θ(1)
2
)
|1〉E
]
.
∗Electronic address: lucas.lamata@gmail.com
ar
X
iv
:1
81
1.
07
59
4v
1 
 [q
ua
nt-
ph
]  
19
 N
ov
 20
18
2Therefore, the initial state is,
|ψ(1)0 〉 = |0〉A|0〉R
[
cos
(
θ(1)
2
)
|0〉E + eiφ(1) sin
(
θ(1)
2
)
|1〉E
]
. (1)
Then, we apply a CNOT gate with E as control and R as target (policy), in order to obtain information from E,
namely
CENOTR|ψ(1)0 〉 = |0〉A
[
cos
(
θ(1)
2
)
|0〉R|0〉E + eiφ(1) sin
(
θ(1)
2
)
|1〉R|1〉E
]
. (2)
Secondly, we measure the register qubit in the basis {|0〉, |1〉} with probability P (1)0 = cos2
(
θ(1)
2
)
, or P
(1)
1 =
sin2
(
θ(1)
2
)
of obtaining the state |0〉 or |1〉, respectively. Depending on the result of the measurement, we either do
nothing if the result is |0〉, since it means that we collapse E into A, or perform a partially-random unitary operator
on A, if the result is |1〉. This unitary transformation (action) is given by
U
(1)
A
(
α(1), β(1)
)
= e−iS
Z(1)
A α
(1)
e−iS
X(1)
A β
(1)
, (3)
where S
k(1)
A is the k
th spin component; α(1) = ξα∆
(1) and β(1) = ξβ∆
(1) are random angles and ξα, ξβ ∈
[− 12 , 12]are
random numbers. The range of the random numbers is α(1), β(1) ∈
[
−∆(1)2 , ∆
(1)
2
]
.
Now, we initialize the register qubit state and use a new copy of the environment obtaining the following initial
state for the second iteration,
|ψ(2)0 〉 = U (1)A |0〉A|0〉R|ε〉E , (4)
with U (1)A =
[
m(1)U
(1)
A
(
α(1), β(1)
)
+
(
1−m(1)) IA] where m(1) = {0, 1} is the outcome of the measurement, and we
call U (1)A |0〉A ≡ |0〉(2)A .
Later on, we define the RF as
∆(k) =
[
(1−m(k−1))R+m(k−1)P
]
∆(k−1). (5)
As we can see, the exploration range of the kth iteration, ∆(k), is modified by R∆ when the outcome of the k − 1
iteration was m(k−1) = 0 and by P∆, when it was m(k−1) = 1. Here we have chosen R =  < 1, P = 1 , with  being
a constant.
We define the value function (VF) in this protocol as the value of ∆(n) after many iterations assuming that ∆→ 0,
i.e., that the agent converges to the environment state.
In the kth iteration of the protocol, we assume that the system starts in the following state,
|ψ〉(k) = |0〉(k)A |0〉R|ε〉E , (6)
where |0〉(k)A = U(k)|0〉A, |ε〉E = U(k)†|ε〉E , and the accumulated rotation operator is,
U(k) =
[
m(k−1)U (k−1)
(
α(k−1), β(k−1)
)
+
(
1−m(k−1)
)
I
]
U(k−1), (7)
with U(1) = I.
Then, we perform the gate CENOTR,
|φ〉(k) = CENOTR|0〉(k)A |0〉R|ε〉E = |0〉(k)A
[
cos
(
θ(k)
2
)
|0〉R|0〉E + eiφ(k) sin
(
θ(k)
2
)
|1〉R|1〉E
]
, (8)
and measure R, with probabilities P
(k)
0 = cos
2
(
θ(k)
2
)
and P
(k)
1 = sin
2
(
θ(k)
2
)
, for the outcomes m(k) = 0 and m(k) = 1,
respectively. Finally, we update the reward function, ∆(k), for the next iteration.
3II. EXPERIMENTAL SETUP: RIGETTI FOREST CLOUD QUANTUM COMPUTER
Cloud quantum computers are dedicated quantum processors operated by users logged through the internet (cloud).
Although D-Wave Systems, Inc. [29] was among the first companies to commercialize quantum computers in 2011, it
was not until the arrival of IBM Quantum Experience [30] in May 2016 that there was a quantum computer openly
available in the cloud. Approximately one year later, in June 2017, Californian company Rigetti Computing [31]
announced the availability of a cloud quantum computing platform. This last quantum platform is the one that we
used in this work, because of convenience of their web interface to implement our protocol with feedback. In the past
year, Rigetti built a brand new processor of 8 qubits called 8Q-Agave: this is the chip we employed. An advantage
of this device is that one does not have to adapt the algorithm to the topology of the system. The compiler does
it for us. In particular, it is the possibility of defining quantum gates in matrix form that makes the adaptation
significantly simpler. Among other features, Rigetti Forest offers the possibility of running the experiments in their
quantum virtual machine (QVM).
A. Python-implemented algorithm
In this section, we will explain how the algorithm of Section I is adapted to be implemented in Riggeti simulator
and quantum processor. Firstly, we must initialize some variables and constants in order to correctly perform the
first iteration,
• Reward and punishment ratios:  ∈ (0, 1)⇒ R =  and P = 1/.
• Exploration range: ∆ = 4pi.
• The unitary transformation matrices: U = U = U† =
(
1 0
0 1
)
.
• Partially-random unitary operator: U (x, y) =
(
e−i
x
2 0
0 ei
x
2
)(
cos y2 −i sin y2−i sin y2 cos y2
)
.
• Initial values of the random angles: α = β = 0. Makes U (α, β) = I2 for the first iteration.
• Initial value of the iteration index: k = 1.
• Number of iterations: N .
The algorithm is composed of the following steps,
1. Step 1: While k < N + 1⇒Go to step 2.
2. Step 2: If k 6= 1⇒
ξα = randomnumber ∈
[
−1
2
,
1
2
]
(9)
ξβ = randomnumber ∈
[
−1
2
,
1
2
]
,
α = ξα∆
β = ξβ∆
, (10)
U = [mU (α, β) + (1−m) I2] , (11)
U = U · U, (12)
U† = (U∗)T . (13)
43. Step 3: First quantum algorithm.
First, we define the agent, environment and register qubits as,
|0〉A|0〉R|0〉E , (14)
and act upon the environment,
|ε〉E = UE |0〉E . (15)
Then, we have
U†|ε〉E = |ε〉E . (16)
We apply the policy
CENOTR|0〉R|ε〉E , (17)
and measure the register qubit storing the result in m = {0, 1}.
4. Step 4: Second quantum algorithm.
Subsequently we act with U on the agent qubit in order to take it to approach it to the environment state, |ε〉E :
U|0〉A, (18)
Afterwards, we measure this qubit and store the result in a classical register array. We repeat step 4 a total
number of times of 8192 in order to determine the state created after applying U.
5. In this last step, we apply the reward function,
∆ = [(1−m)R+mP] ∆, (19)
and increase the iteration index by one after it: k = k + 1. Go to step 1.
III. EXPERIMENTAL RESULTS OF QUANTUM REINFORCEMENT LEARNING WITH THE
RIGETTI CLOUD QUANTUM COMPUTER
In this section we describe the experimental results with the Rigetti cloud quantum computer of the measurement-
based adaptation protocol of Ref. [1].
The algorithm has been proved for six different initial states of the environment. These states are the following,
|ε1〉E = RZ
(pi
3
)
RY
(
4pi
9
)
|0〉E =
(
e−i
pi
6 cos
(
2pi
9
)
ei
pi
6 sin
(
2pi
9
) ) ≈ √0.6|0〉+√0.4eipi3 |1〉, (20)
|ε2〉E = RZ
(pi
4
)
RY
(
5pi
9
)
|0〉E =
(
e−i
pi
8 cos
(
5pi
18
)
ei
pi
8 sin
(
5pi
18
) ) ≈ √0.4|0〉+√0.6eipi4 |1〉, (21)
|ε3〉E = RY
(pi
3
)
|0〉E =
(
cos (pi/6)
sin (pi/6)
)
=
√
0.75|0〉+
√
0.25|1〉, (22)
|ε4〉E = RY
(
2pi
3
)
|0〉E =
(
cos (pi/3)
sin (pi/3)
)
=
√
0.25|0〉+
√
0.75|1〉, (23)
|ε5〉E = RZ
(pi
2
)
H|0〉E = 1√
2
(|0〉+ i|1〉) , (24)
5FIG. 1: Measurement-based adaptation protocol for the environment state |ε1〉E . The blue solid line corresponds to the real
experiment and the red dashed-dotted line represents the ideal simulation. The fidelity is given in percentage (%).
|ε6〉E = H|0〉E = |+〉E = 1√
2
(|0〉+ |1〉) . (25)
Hereunder, we plot the exploration range, ∆, and the fidelity, which we define in Eq. (26), in terms of the total
number of iterations. The results obtained using the 8Q-Agave chip of Rigetti are shown with the corresponding
ideal simulation with the Rigetti quantum virtual machine, that includes no noise. We point out that each of the
experimental plots in this article contains a single realization of the experiment, given that, in the adaptation protocol,
single instances are what are relevant instead of averages. This is due to the fact that the succesive measurements
influence the subsequent ones and are influenced by the previous ones, in each experiment, in order for the agent to
adapt to the environment. This has as a consequence the fact that the theory curve and the experimental curve for
each example match qualitatively but not totally quantitatively, as they are both probabilistic. On the other hand,
when the exploration range converges to zero we always observe convergence to a large final fidelity. The blue solid
line represents the real experiment result while the red dashed-dotted one corresponds to the ideal simulation. It
is also worth mentioning that after doing many experiments with the ideal and real simulators for different values
of the parameter , we fixed it to  = 0.95. We found it to yield a balanced exploration-exploitation ratio. The
exploration-exploitation balance is a feature of reinforcement learning, where the optimal strategy must deal with
exploring enough new possibilities while at the same time exploiting the ones that work best [28].
To begin with, let us have a look at Fig. 1, in which the environment state is |1〉E . It shows the exploration ratio,
∆, and the fidelity as defined in Eq. (26) in terms of the number of iterations. As we can see 140 iterations are enough
for ∆ to take a value of almost zero. It is a good example of a balanced exploration versus exploitation ratio, that
is, the exploration ratio decreases making continuous peaks. Each of them represents an exploration stage where ∆
increases at the same time that the fidelity changes significantly. These changes might bring a positive result, such
that the agent receives a reward, which means that ∆ decreases, or a punishment and it keeps increasing. Thus, the
fidelity is not constant and it does not attain a constant value of around 95% until it has done 100 iterations. In this
case real and ideal experiments yield a similar result. It is true that the ideal ∆ decreases smoother and faster than
the real one. However, the values of the fidelity after 130 iterations are practically the same.
In our calculations we employ a classical measure of the fidelity. The reason to use the classical fidelity, and not
the quantum version, is the reduction of needed resources in the experiments. We cannot make full quantum state
tomography as it is exponentially hard. Therefore, the definition used in the algorithm is,
F =
√
p0pT0 +
√
p1pT1 (26)
for one-qubit measurements. Here, p0 and p1 stand for the probability of obtaining |0〉 or |1〉 as an outcome when
measuring the real qubit and pT0 and p
T
1 are the same probabilities for the corresponding theoretical qubit state that
we expect. This fidelity coincides at lowest order with the fully quantum one, illustrating the convergence of the
protocol for a large number of iterations.
6FIG. 2: Measurement-based adaptation protocol for the environment state |ε2〉E . The blue solid line corresponds to the real
experiment and the red dashed-dotted line represents the ideal simulation. The fidelity is given in percentage (%).
Let us continue with the discussion focussing on Fig. 2. In this experiment, the algorithm has to take the agent
from the |0〉 state to the environment state |2〉E which is closer to one than to zero (0.6 is the probability of getting
|1〉 as an outcome when measuring the environment). Bearing this in mind, it seems reasonable that 70 iterations are
not enough for ∆ to reach a value below 2, in the real case. Apart from this, in spite of achieving a value above 99%
of fidelity in less than 20 iterations, the exploration still continues. In consequence, the agent drops from the state it
is to one further from |ε2〉E .
In general, we notice a clear relationship between how smooth the ∆ line is and how constant the fidelity remains.
Indeed, the exploration ratio ∆ decreases smoothly from less than 20 iterations to less than 40. In this range the
fidelity does not change because the agent is being rewarded. The price to pay for not exploring at so early stages of the
learning is that the convergence of the delta is produced for a larger number of iterations than in other experiments.
After 140 iterations we see that the convergence of ∆ → 0 is not guaranteed, namely, in the real experiment it has
a value above 1. Regarding the ideal simulation result, we draw the conclusion that less than 20 iterations could be
enough to converge to the environment state with fidelity larger than 99.9% and, what is more, remaining on the
same state until the exploration range has converged to zero [see inset in Fig. 2].
In third place, we have the environment state |ε3〉E . The results obtained using this initial state of the environment
are presented in Figs. 3 and 4. Unlike the previous examples, we do not compare the ideal theory and real experiments,
which have similarly good agreement. Instead, we contrast two different real experiment outcomes. In this way, we can
show how even for the same experiment, i.e., initial state of the environment, the algorithm can experience different
behaviours. In both cases, ∆ goes to zero and the fidelity reaches a constant value above 94% in the first case and
99% in the second one. However, this convergence is achieved in two different ways. On the one hand, we observe that
exploitation predominates over exploration (see Fig. 4), except for several spots where the algorithm keeps exploring
new options. Then, as the initial fidelity is larger than 90% the state of the agent converges to the environment with
less than 70 iterations. On the other hand, when exploration is more important (as shown in Fig. 3) the fidelity
is erratic, changing from low to high values. Moreover, it takes longer for ∆ to converge and for the fidelity to be
stabilized - more than 80 iterations.
Let us focus just on the first stages of the learning process, for less than 40 iterations. Comparing both experiments,
we see that in the first case it starts exploring from the very beginning, thus, with less than 20 iterations the fidelity
takes a value above 99.6%. Whereas in the other case there is more exploitation at the beginning and around 25
iterations are required to reach a fidelity of 99%.
Among the six states that we have chosen, this is the one in which agent and environment are the closest. Never-
theless, 70 iterations are not enough to reach a value of ∆ below 1. So we can state that a smaller distance in the
Bloch sphere between agent and environment does not imply in general a faster learning.
Let us analyse now Fig. 5. This state is again the most asymmetric case along with the previous one. However,
unlike the previous experiment this one begins with the lowest value of the fidelity. The environment state is the
farthest one to the initial agent state |0〉A, with just a probability of 0.25 of achieving this outcome (zero) when
measuring the environment. Therefore, as it might be expected, the algorithm is still exploring after 70 iterations
rather than exploiting the knowledge it has already acquired from the environment. It is also proved that less than
7FIG. 3: Measurement-based adaptation protocol for the environment state |ε3〉E . Experiment one. The blue solid line corre-
sponds to the real experiment. The fidelity is given in percentage (%).
FIG. 4: Measurement-based adaptation protocol for the environment state |ε3〉E . Experiment two. The blue solid line
corresponds to the real experiment. The fidelity is given in percentage (%).
100 iterations can be enough to reach a value of ∆ below 1. Then, in this case, it is proved that the agent has already
converged to a state with fidelity larger than 97%. It is also remarkable how, in this case, with less than 10 iterations
the fidelity has attained a value larger than 99%. However, as the delta had not converged yet, it goes out of this
value later, exploring again. Once again, as a general rule, we can see that the algorithm is exploring for all the
iterations. To explore is a synonym of changing fidelity, while whenever the delta decreases smoothly, the fidelity
remains constant. With this result, we wanted to show how sometimes the real experiment converged faster, e.g.,
with just 9 iterations, to the environment state. On the top of that, the exploration range also went faster to zero
than the ideal experiment. Nevertheless, the value of fidelity when ∆ has converged is exactly the same in both cases.
We analyze now the most symmetric cases, where the environment is prepared in a uniform superposition with a
relative phase between both states. The experiment chosen to highlight here (see Fig. 6) is the one in which the
fidelity reaches a constant value above 99.9% in less than 40 iterations. The corresponding ∆ evolves with a good
balance between exploration and exploitation until reaching a point where it does not explore anymore and decreases
very smoothly. Comparing it to the ideal case we notice two opposing behaviours, namely, the ideal case makes a
larger exploration at the beginning which yields a larger constant value of the fidelity with less than 20 iterations,
whereas the real system needs almost 40 to get to this point. On the other hand, in the real experiment there is a
larger learning stage from zero to 40 iterations. Thus, in this particular case the exploration ratio diminishes faster
in the real experiment for a large number of iterations. It happens because of the larger value of ∆ attained in the
ideal experiment.
8FIG. 5: Measurement-based adaptation protocol for the environment state |ε4〉E . The blue solid line corresponds to the real
experiment and the red dashed-dotted line represents the ideal simulation. The fidelity is given in percentage (%).
FIG. 6: Measurement-based adaptation protocol for the environment state |ε5〉E . The blue solid line corresponds to the real
experiment and the red dashed-dotted line represents the ideal simulation. The fidelity is given in percentage (%).
Finally, in this second symmetric case |ε6〉E , there are no relative phases between the states of the computational
basis. This experiment is very rich in phenomena and exemplifies very well how the algorithm works. Figure 7 shows
clearly the fast increase of the fidelity until reaching values above 99.9% with just nine iterations. Initially, there is an
exploration stage that makes the fidelity grow up to 99.9% with just 9 iterations. At the same time the exploration
range, ∆, grows making two consecutive peaks and then it decreases smoothly, while the fidelity remains constant.
Subsequently, there are a couple of exploration peaks that make the fidelity oscillate. Now, after a few iterations
where the fidelity decreases smoothly, we come to a third and most important exploration phase where we observe
how the fidelity has an increasing tendency. It suffices to check that the subsequent minima of the fidelity take larger
and larger values. Such an amount of exploration has as a long term reward a fidelity of 99.99% after less than 70
iterations. However, the exploration range is still large and leaves room for trying new states which make the fidelity
drop again. Finally, the algorithm is able to find a good exploration-exploitation balance which makes the fidelity
increase and remain constant with values above 99.5%. On the top of that, the exploration range goes progressively
to zero. The ideal experiment is an excellent example of how fast the algorithm could reach a high fidelity above
99.9% and also guaranteeing the convergence of ∆→ 0. In this way, once the exploration range has become so small,
it is assured that the agent does not go to another state. In other words, it is proved that the agent has definitely
9FIG. 7: Measurement-based adaptation protocol for the environment state |ε6〉E . The blue solid line corresponds to the real
experiment and the red dashed-dotted line represents the ideal simulation. The fidelity is given in percentage (%).
∆ 0.36 0.24 0.18 0.03 0.05 0.24 0.16
F (%) 99.89 99.72 99.53 99.20 97.72 97.53 94.72
Initial environment state |ε6〉 |ε2〉 |ε1〉 |ε3〉 |ε4〉 |ε1〉 |ε3〉
TABLE I: Value of the fidelity for ∆ → 0.
converged to the environment to a large fidelity.
In table I we sort some results of the experiments run in Rigetti 8Q-Agave cloud quantum computer from larger
to smaller value of the fidelity. As we can see, F is close to 100% in most of the experiments when the exploration
ratio ∆ is approaching zero. Thus, we are succeeding in adapting the agent to the environment state. From this data
we can also draw the conclusion that the convergence of the agent to the environment state is guaranteed whenever
∆→ 0. We did not find any case where the exploration range is close to zero and the fidelity below 90%.
IV. CONCLUSIONS
In this article, we have performed the implementation of the measurement-based adaptation protocol with quantum
reinforcement learning of Ref. [1]. Consistently with it, we have checked that indeed the fidelity increases reaching
values over 90% with less than about thirty iterations in real experiments. We did not observe any case where ∆→ 0
and F < 90%. Thus, to a large extent, the protocol succeeds in making the agent converge to the environment. If
we wanted to apply this algorithm to any subroutine, it would be possible to track the evolution of the exploration
range and deduce from it the convergence of the agent to the environment. This is because the behaviour of ∆ has
proven to be closely related to the fidelity performance.
We can conclude that there is still a long way to be travelled until the second quantum revolution gives rise to
well-established techniques of quantum machine learning in the lab. However, this work is encouraging since it sows
the seeds for turning quantum reinforcement learning into a reality, and the future implementation of semiautonomous
quantum agents.
We point out that another implementation of Ref. [1] in a different platform, namely, quantum photonics, has been
recently achieved, in parallel to this work [32].
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