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Abstract
We study the generalized Benjamin–Ono equation ∂tu+H∂2x u+uk∂xu= 0, k  2. In the context
of small initial data we prove local and global well-posedness results in Sobolev and in Besov spaces.
Our results turn out to be almost sharp for k = 3.
 2003 Elsevier SAS. All rights reserved.
Résumé
Nous étudions l’équation de Benjamin–Ono généralisée ∂t u + H∂2xu + ∂x(uk+1) = 0, k  2.
Nous établissons des résultats d’existence locale et d’existence globale pour les données petites dans
certains espaces de Sobolev et de Besov. Nous montrons également que ces résultats sont quasiment
optimaux pour k = 3.
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1. Introduction, main results and notations
1.1. Introduction
We consider the local and global Cauchy problem for the generalized Benjamin–Ono
equation:
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(GBO)
{
∂tu+H∂2xu+ uk∂xu= 0, k  2, (t, x) ∈R×R,
u(0, x)= u (x),0
where H is the Hilbert transform defined by:
H(f )(x)= i
+∞∫
−∞
eixξ sgn(ξ)fˆ (ξ)dξ.
The Benjamin–Ono equation (k = 1) arises as a model for long internal gravity waves
in deep stratified fluids, see [2]. This equation possesses an infinite number of conservation
laws and global weak solutions in L2(R) and in H 1/2(R) have been obtained in [7]. In
[8] this equation has been proved to be locally well-posed in Hs(R), s > 3/2. This local
result has been extended to a global one in [1]. Later, taking advantage of some smooth-
ing properties of the linear group eitξ |ξ |, G. Ponce has proved the global well-posedness
of the Benjamin–Ono equation in Hs(R), s  3/2, see [21]. Very recently H. Koch and
N. Tzvetkov [13] have extended the local well-posedness result in Hs(R) to s > 5/4. It
is worth noticing that all these results have been obtained by compactness methods rather
than by contraction methods. In fact, it has been recently proved in [17] that, for all s ∈R,
the flow-map u0 → u is not of class C2 at the origin from Hs(R) to C([0, T ],H s(R)).
This result implies that it is not possible to obtain well-posedness results in Hs(R) for the
Benjamin–Ono equation by contraction methods.
For k  2, (GBO) possesses the three following conservations laws,
I (u)=
+∞∫
−∞
u(t, x)dx, M(u)=
+∞∫
−∞
u2(t, x)dx
and
E(u)=
+∞∫
−∞
(
1
2
∣∣D1/2x u(t, x)∣∣2 − ck∣∣u(t, x)∣∣k+2
)
dx (energy).
The local well-posedness of the generalized Benjamin–Ono equation is also known in
Hs(R), s > 3/2 (again this result is obtained by compactness methods), see [8,12].
Moreover, when dealing with small initial data, this result can be substantially improved.
In this situation, in a sharp contrast with the case k = 1, the best known results concerning
the resolution of (GBO) have been obtained by contraction methods. More precisely, in
[12] it has been proved that in the case of small initial data, (GBO) is locally well-posed in
Hs(R) as soon as


s > 1 if k = 2,
s > 5/6 if k = 3,
s  3/4 if k  4,
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and globally well-posed whenk  4 and s  1.
Up to now these results are the best ones concerning the local and global Cauchy problems
associated to (GBO) with small initial data. On the other hand, as noticed in [3], by
scaling considerations one could expect (GBO) to be locally well-posed in Hs(R) for
s > sk = (k − 2)/(2k) and ill-posed below. In this direction, by considering the solitary
waves of the (GBO) equation, it is proved in [3] that this equation is in some sense ill-posed
in H˙ sk (R)1 (actually, this result holds also in Hsk(R)). Hence for the (GBO) equation there
exists a large gap between positive and negative available results.
In this paper our aim is to improve the previous results concerning the Cauchy problem
(GBO) with small initial data. We prove that for such class of initial data, (GBO) is locally
well-posed in Hs(R) as soon as
{
s > 1/2 if k = 2,
s > 1/3 if k = 3,
s > sk if k  4,
and globally well-posed as soon as{
s  1/2 if k = 3,
s > sk if k  4.
Note in particular that for k  3 we get the global well-posedness (for small initial data) in
the energy space H 1/2(R).
Actually we prove also that for small initial data (GBO) is locally well-posed in the
nonhomogeneous Besov space: {
B1/2,12 (R) if k = 2,
B1/3,12 (R) if k = 3,
and globally well-posed in the homogeneous Besov space:
B˙sk,12 (R) if k  4.
Moreover, when k = 3, we show that in some sense our results turn out to be sharp.
Recall that in [12], C. Kenig, G. Ponce and L. Vega succeed in applying a fixed point
argument to the integral formulation of (GBO),
u= G(u)= V (t)u0 − 1
k + 1
t∫
0
V (t − t ′)∂x
(
uk+1(t ′)
)
dt ′, (1)
1 The flow-map (if it exists) is not locally uniformly continuous from H˙ sk (R) to H˙ sk (R).
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where V (t) denotes the linear operator associated to the Fourier multiplier eitξ |ξ |. First they
p qprove LxLt estimates for the two linear operators defined by:
V :ϕ → V (t)ϕ and L :f →
+∞∫
−∞
V (t − t ′)∂x
(
f (t ′)
)
dt ′.
These linear estimates follow from the sharp Kato smoothing effect and the maximal in
time inequality for V (t)ϕ (see Lemma 1 below) by means of Stein’s theorem of analytic
interpolation together with duality arguments. Next linear estimates for the so called
retarded operator
R :f →
t∫
0
V (t − t ′)∂x
(
f (t ′)
)
dt ′
are deduced from those on L. Then they derive nonlinear estimates in space-time Sobolev
spaces Hαx H
β
t which is achieved by means of the so-called “Leibniz-rule” for fractional
derivatives. In this paper, in a similar way as in our study of the generalized Korteweg–de
Vries equation [15] (see also [19]), we prove linear estimates for the two operators V and
L when acting on phase localized functions which allows us to obtain linear estimates in
a large range of parameters p and q . Then using a suitable version of the recent Christ–
Kiselev argument (see Lemma 2 below) and another restriction lemma (see Lemma 3 be-
low), we deduce non coupled estimates for the retarded operator R. Another advantage of
this technique is to avoid tedious nonlinear estimates in space-time Sobolev spaces: we
only need to perform nonlinear estimates in Lqt L
p
x and LpxLqt spaces which easily follow
from Hölder’s inequalities.
As pointed out in [12] and in [11], it is worth noticing that the smallness assumption on
u0 seems difficult to drop. This limitation follows from the fact that the dispersion of the
free evolution of (GBO) is just sufficient to recover the lost derivative in the nonlinear term.
This is also the reason why we can not reach the homogeneous Besov spaces B˙sk,∞2 (R) and
the homogeneous Sobolev space H˙ sk (R) as we did in [15] for the generalized Korteweg–de
Vries equation.
To conclude note that the approach present here is quite general. Clearly our results
hold also for the 1-D derivative Schrödinger equations iut + uxx + ∂xP (u, u¯) = 0
where P(u, u¯) =∑k+1p=0 apupu¯k+1−p. In a forthcoming paper we improve by the same
approach the well-posedness results on the n-dimensional derivative Schrödinger equation
iut +∆u+ P(u,∇u, u¯,∇u¯)= 0, P being a polynomial with lowest order term of degree
l  3. We refer the reader to [15] where well-posedness results for the generalized
KdV equation in larger spaces than the critical homogeneous Sobolev spaces H˙ sk , sk =
(k − 4)/(2k), k  4, are obtained by this way. We refer also to [18] for applications to the
nonlinear wave equation and [19] for applications to the 2D cubic Schrödinger equation.
This paper is organized as follows. In the sequel of this section we give our main results
and then we introduce a few notations. In Section 2 we derive some linear estimates for
the operators V and R when acting on phase localized functions. In Section 3 we prove
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our well-posedness results for k  4 and in Section 4 we consider the special cases k = 2
and k = 3. In Section 5 we prove our ill-posedness results. Section 6 is devoted to some
scattering results in the case k  4.
1.2. Main results
We state now our main results. We refer the reader to Sections 3 and 4 below for the
precise definition of the spaces X˙sk , Xs , Zs and Z′s,T .
Results for k  4
Theorem 1. Assume that k  4. There exists δ = δ(k) > 0 such that for all u0 ∈ B˙sk,12 (R)
with ‖u0‖B˙sk ,12  δ, there exists a unique global solution u of (GBO) in
X˙sk ∩Cb
(
R, B˙sk,12 (R)
)
.
Moreover, for any T > 0 and any r ∈ [k,3k], u belongs to Lrt,x([−T ,+T ],R) and the flow-
map is of class C∞ from B˙sk,12 (R) to Cb(R, B˙sk,12 (R)) in a neighborhood of the origin.
Theorem 2. Assume that k  4 and s > sk . There exists δ = δ(k) > 0 such that for all
u0 ∈Hs(R) with ‖u0‖B˙sk ,12  δ, there exists a unique solution u of (GBO) in
Xs ∩Cb
(
R,H s(R)
)
.
Moreover, for any T > 0 and any r ∈ [2,3k], u belongs to Lrt,x([−T ,+T ],R) and the
flow-map is of class C∞ from Hs(R) to Cb(R,H s(R)) in a neighborhood of the origin.
The following result shows that, in some sense, Theorems 1 and 2 are sharp.
Theorem 3. Let k  4 and s < sk . Then for any T > 0, the map u0 → u (if it exists) is not
of class Ck+1 from Hs(R) to C([0, T ],H s(R)) at the origin.
Remark 1. As explained in [17], Theorem 3 implies that when k  4 and s < sk , the
integral equation (1) associated to (GBO) can not be solved in Hs(R) by iterative methods.
Results for k = 3
Theorem 4. Assume that k = 3.
(a) There exists δ = δ(k) > 0 such that for all u0 ∈ B1/3,12 (R) with ‖u0‖B˙1/6,12  δ, there
exist T = T (‖u0‖B1/3,12 ) > 0 and a unique local solution u of (GBO) in
Z′1/3,T ∩C
([−T ,T ],B1/3,12 (R)).
Moreover, for any r ∈ [2,9], u belongs to Lrt,x([−T ,+T ],R) and the flow-map is
smooth from B1/3,12 (R) to C([−T ,+T ],B1/3,12 (R)) near the origin.
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(b) There exists δ = δ(k) > 0 such that for all u0 ∈Hs(R), s > 1/3, with ‖u0‖B˙1/6,12  δ,
there exist T = T (‖u0‖B1/3,12 ) > 0 and a unique local solution u of (GBO) in
Z′s,T ∩C
([−T ,T ],H s(R)).
Moreover, for any r ∈ [2,9], u belongs to Lrt,x([−T ,+T ],R) and the flow-map is
smooth from Hs(R) to C([−T ,+T ],H s(R)) near the origin.
(c) If u0 ∈Hs(R), s  1/2, with ‖u0‖H 1/2  δ, then the above results hold for any T > 0,
i.e., u is a global solution, and moreover
u ∈ L∞(R,H 1/2(R)).
Remark 2. When k = 3 then we have sk = 1/6. It is interesting to note that despite we need
to assume u0 ∈ B1/3,12 (R) or u0 ∈Hs(R), s > 1/3, to obtain local existence, the smallness
assumption on the size of u0 concern only ‖u0‖B˙1/6,12 rather than ‖u0‖B1/3,12 itself.
Results for k = 2
Theorem 5. Assume that k = 2.
(a) There exists δ = δ(k) > 0 such that for all u0 ∈ B1/2,12 (R) with ‖u0‖L2  δ, there exist
T = T (‖u0‖B1/2,12 ) > 0 and a unique local solution u of (GBO) in
Zs ∩C
([−T ,T ],B1/2,12 (R)).
Moreover, for any r ∈ [2,6], u belongs to Lrt,x([−T ,+T ],R) and the flow-map is
smooth from B1/2,12 (R) to C([−T ,+T ],B1/2,12 (R)) near the origin.
(b) There exists δ = δ(k) > 0 such that for all u0 ∈ Hs(R), s > 1/2, with ‖u0‖L2  δ,
there exist T = T (‖u0‖B1/2,12 ) > 0 and a unique local solution u of (GBO) in
Zs ∩C
([−T ,T ],H s(R)).
Moreover, for any r ∈ [2,6], u belongs to Lrt,x([−T ,+T ],R) and the flow-map is
smooth from Hs(R) to C([−T ,+T ],H s(R)) near the origin.
Remark 3. When k = 2 then we have sk = 0. It is interesting to note that despite we need
to assume u0 ∈ B1/2,12 (R) or u0 ∈Hs(R), s > 1/2, to obtain local existence, the smallness
assumption on the size of u0 concern only ‖u0‖L2 rather than ‖u0‖B1/2,12 itself.
Despite 1/2 is not the critical scaling exponent, Theorem 4 turns out to be sharp. More
precisely we have the following result:
Theorem 6. Let k = 2 and s < 1/2. Then for any T > 0, the map u0 → u (if it exists) is
not of class C3 from Hs(R) to C([0, T ],H s(R)) at the origin.
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1.3. NotationsIn the sequel C denotes a positive constant which may differ at each appearance. When
writing x  y (for x and y two nonnegative real numbers), we mean that there exist C1
and C2 two positive constants (which do not depend of x and y) such that C1x  y  C2x .
When writing x  y (for x and y two nonnegative real numbers), we mean that there exists
C1 a positive constant (which does not depend of x and y) such that x  C1y .
We will use the space-time Lebesgue’s spaces LrxL
q
t and L
q
t L
r
x respectively endowed
with the norms: ∥∥f (t, x)∥∥
LrxL
q
t
= ∥∥∥∥f (· , x)∥∥
Lq
∥∥
Lr
,
and ∥∥f (t, x)∥∥
L
q
t L
r
x
= ∥∥∥∥f (t, ·)∥∥
Lr
∥∥
Lq
.
Sometimes we will need the local in time versions of those spaces. We denote them by
LrxL
q
T and L
q
T L
r
x and they are respectively equipped with the norms:∥∥f (t, x)∥∥
LrxL
q
T
= ∥∥∥∥f (· , x)∥∥
Lq([−T ,+T ])
∥∥
Lr(R)
,
and ∥∥f (t, x)∥∥
L
q
T L
r
x
= ∥∥∥∥f (t, ·)∥∥
Lr
∥∥
Lq([−T ,+T ]).
When q = r , we use the notations Lrt,x = Lrt Lrx and LrT ,x = LrT Lrx .
Throughout the paper let ψ in S(R) be fixed such that ψˆ is supported by the set
{ξ | 2−1  |ξ | 2} and such that∑
j∈Z
ψˆ
(
2−j ξ
)= 1, ξ = 0. (2)
Define ϕ by:
ϕˆ = 1−
∑
j1
ψˆ
(
2−j ξ
)
, (3)
and observe that ϕ ∈D(R), ϕˆ is supported by the ball {ξ | |ξ | 2} and ϕˆ = 1 for |ξ | 1.
We denote now by ∆j and Sj the convolution operators whose symbols are respectively
given by ψˆ(2−j ξ) and ϕˆ(2−j ξ). Also we define the operator ∆˜j by:
∆˜j =∆j−1 +∆j +∆j+1,
which satisfies
∆˜j ◦∆j =∆j .
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For s ∈ R, the homogeneous Sobolev space H˙ s(R) denotes the completion of S(R)
with respect to the semi-norm,
‖f ‖H˙ s =
∥∥{2js∥∥∆j(f )∥∥L2}∥∥l2(Z) (4)
and the nonhomogeneous Sobolev space Hs(R) denotes the completion of S(R) with
respect to the norm
‖f ‖Hs =
∥∥S0(f )∥∥L2 + ∥∥{2js∥∥∆j(f )∥∥L2}∥∥l2(N).
It is well known that
∥∥|ξ |s fˆ (ξ)∥∥
L2 and
∥∥(1+ |ξ |2)s/2fˆ (ξ)∥∥
L2
defined equivalent norms on H˙ s(R) and Hs(R) respectively.
For s in R, the homogeneous Besov space B˙s,12 (R) denotes the completion of S(R) with
respect to the semi-norm,
‖f ‖B˙s,12 =
∥∥{2js∥∥∆j(f )∥∥L2}∥∥l1(Z) (5)
and the nonhomogeneous Besov space Bs,12 (R) denotes the completion of S(R) with
respect to the norm,
‖f ‖Bs,12 =
∥∥S0(f )∥∥L2 + ∥∥{2js∥∥∆j(f )∥∥L2}∥∥l1(N). (6)
Recall that for −1/2 < s < 1/2, the two following convergences hold (in Hs(R),
H˙ s(R), Bs,12 (R) or in B˙s,12 (R)),
f = lim
r→+∞
r∑
j=−r
∆j (f )=
∑
j∈Z
∆j(f ),
Sk(f )= lim
r→+∞
k∑
j=−r
∆j (f )=
∑
jk
∆j (f ).
2. Linear estimates for phase localized functions
In this section we prove linear estimates on the free and forcing terms V and L defined
by:
V (t)ϕ =
+∞∫
−∞
ei(xξ+tξ |ξ |)ϕˆ(ξ)dξ, (7)
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andR(g)=
t∫
0
V (t − t ′)∂x
(
g(t ′)
)
dt ′, (8)
when acting on phase localized functions. We state first the needed estimates for the case
k  4 and then give the estimates related to the special cases k = 2 and k = 3. It is worth
noticing that all the results given in this section hold also when V and R are replaced by
the free and forcing terms associated to the free Schrödinger equation, i.e., when
V (t)ϕ =
+∞∫
−∞
ei(xξ+t |ξ |2)ϕˆ(ξ)dξ.
In the sequel we use in a crucial way the sharp version of the Kato smoothing effect and
the maximal (in time) estimate for V described by the following lemma, see [10,12].
Lemma 1. Let ϕ in S(R), then
∥∥D1/2x V (t)ϕ∥∥L∞x L2t  C‖ϕ‖L2, (9)
and
∥∥V (t)ϕ∥∥
L4xL
∞
t
 C
∥∥D1/4x ϕ∥∥L2 . (10)
We begin with L∞t L2x estimates that will be useful to derive persistence results.
Proposition 1. Let ϕ(x) in S(R), f (t, x) in S(R2) and j ∈ Z. Then
∥∥V (t)∆jϕ∥∥L∞t L2x  C‖∆jϕ‖L2, (11)
and
∥∥∥∥∥
t∫
0
V (t − t ′)∂x∆jf (t ′)dt ′
∥∥∥∥∥
L∞t L2x
 C2j/2‖∆jf ‖L1xL2t . (12)
Proof. In an obvious way (11) follows from the fact that the group V (t) is unitary in
Hs(R).
From (9) we deduce that
∥∥∂xV (t)∆jϕ∥∥L∞x L2t  C2j/2‖∆jϕ‖L2,
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which is the dual estimate of∥∥∥∥∥
+∞∫
−∞
V (−t ′)∂x∆jf (t ′)dt ′
∥∥∥∥∥
L∞t L2x
 C2j/2‖∆jf ‖L1xL2t . (13)
Recalling that V (t) is a unitary group on L2(R) we obtain for any fixed t ,
∥∥∥∥∥
+∞∫
−∞
V (t − t ′)∂x∆jf (t ′)dt ′
∥∥∥∥∥
L2x
 C2j/2‖∆jf ‖L1xL2t . (14)
To conclude we substitute in (14) f (t ′) by χR+(t ′)χt ′t (t ′)f (t ′) and then take the
supremum in time in the left-hand side of the resulting inequality. This yields (12). ✷
Let us recall a L∞x L2t result proved in [10,12].
Proposition 2. Let ϕ(x) in S(R), f (t, x) in S(R2) and j ∈ Z. Then
2j/2
∥∥V (t)∆jϕ∥∥L∞x L2t  C‖∆jϕ‖L2, (15)
and
∥∥∥∥∥
t∫
0
V (t − s)∂x∆jf (s)ds
∥∥∥∥∥
L∞x L2t
 C‖∆jf ‖L1xL2t . (16)
We prove now linear estimates in LpxL
q
t spaces for V and R. We need the two following
lemmas which enable to obtain “retarded estimates” from “nonretarded estimates”. The
first one is a modification of the recent Christ–Kiselev lemma (see [22]) in the context of
L
p
xL
q
t spaces. The second one allows to consider some cases not covered by the first one.
We give a proof of them in Appendix A.
Lemma 2. Let T be a linear operator defined on space-time functions f (t, x) by:
Tf (t)=
+∞∫
−∞
K(t, t ′)f (t ′)dt ′,
such that
‖Tf ‖
L
p1
x L
q1
t
 C‖f ‖
L
p2
x L
q2
t
,
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wheremin(p1, q1) > max(p2, q2). (17)
Then,
∥∥∥∥∥
t∫
0
K(t, t ′)f (t ′)dt ′
∥∥∥∥∥
L
p1
x L
q1
t
 C‖f ‖
L
p2
x L
q2
t
.
Lemma 3. Let T be a linear operator defined on space-time functions f (t, x) by:
Tf (t)=
1∫
0
K(t, t ′)f (t ′)dt ′,
where K :S(R2)→C(R3) and such that
‖Tf ‖
L
p1
x L
∞[0,1]
 C‖f ‖
L
p2
x L
q2[0,1]
,
with
p2, q2 <+∞.
Then,
∥∥∥∥∥
t∫
0
K(t, t ′)f (t ′)dt ′
∥∥∥∥∥
L
p1
x L
∞[0,1]
 C‖f ‖
L
p2
x L
q2[0,1]
.
We are now in position to prove the following result:
Proposition 3. Let ϕ(x) in S(R) and f (t, x) in S(R2). Let p1,p2 and q1, q2 with
1
qi
 1
2
− 2
pi
, 4 pi <+∞, 2 qi +∞, (18)
or
1
q1
 1
2
− 2
p1
, 4 p1 <+∞, (p2, q2)= (+∞,2). (19)
Then for all j in Z we have:
2−j (1/2−1/p1−2/q1)
∥∥V (t)∆jϕ∥∥Lp1x Lq1t  C‖∆jϕ‖L2, (20)
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and2−j (1/2−1/p1−2/q1)
∥∥∥∥∥
t∫
0
V (t − t ′)∂x∆jf (t ′)dt ′
∥∥∥∥∥
L
p1
x L
q1
t
 C2j2j (1/2−1/p2−2/q2)‖∆jf ‖
L
p¯2
x L
q¯2
t
. (21)
Proof. From (9),
∥∥V (t)∆jϕ∥∥L∞x L2t  C2−j/2‖∆jϕ‖L2, (22)
and from (10),
∥∥V (t)∆jϕ∥∥L4xL∞t  C2j/4‖∆jϕ‖L2 . (23)
Hence, by interpolation, we infer that for θ ∈ [0,1],
∥∥V (t)∆jϕ∥∥L4/(1−θ)x L2/θt  C2j (1−3θ)/4‖∆jϕ‖L2 . (24)
This estimate proves that∥∥Dαx V (t)∆jϕ∥∥L4/(1−θ)x L2/θt  C2j (1−3θ)/42jα‖∆jϕ‖L2, (25)
and by Sobolev embedding theorem it follows that for 0 α < (1− θ)/4,
∥∥V (t)∆jϕ∥∥Lp1x Lq1t  C2j (1−3θ)/42jα‖∆jϕ‖L2, (26)
where p1 and q1 are given by:{
1/p1 = (1− θ)/4− α,
1/q1 = θ/2, ⇔
{
α = 1/4− 1/p1 − 1/(2q1),
θ = 2/q1.
This proves the first assertion since
1− 3θ
4
+ α = 1
2
− 1
p1
− 2
q1
,
with
0 α < 1− θ
4
,
if and only if p1 <+∞ and 1/2− 2/p1 − 1/q1  0.
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We prove now the second assertion. An obvious modification of the previous argument
leads to
2−j (1/2−1/p1−2/q1)
∥∥D1/2x V (t)∆jϕ∥∥Lp1x Lq1t  C2j/2‖∆jϕ‖L2,
and by duality we obtain:
∥∥∥∥∥
+∞∫
−∞
D
1/2
x V (−t ′)∆jf (t ′)dt ′
∥∥∥∥∥
L2
 C2j (1/2−1/p1−2/q1)2j/2‖f ‖
L
p¯1
x L
q¯1
t
.
We consider now g in Lp¯1x Lq¯1t with ‖g‖Lp¯1x Lq¯1t  1 and apply the P. Tomas argument,
∣∣∣∣∣
〈 +∞∫
−∞
∂xV (t − t ′)∆jf (t ′, x)dt ′, g(t, x)
〉∣∣∣∣∣
=
∣∣∣∣∣
+∞∫
−∞
(∫
R
D
1/2
x V (−t ′)∆jf (t ′, x)dt ′
)(∫
R
D
1/2
x V (−t)∆˜j g(t, x)dt
)
dx
∣∣∣∣∣

∥∥∥∥∥
∫
R
D
1/2
x V (−t ′)∆jf (t ′, x)dt ′
∥∥∥∥∥
L2x
∥∥∥∥∥
∫
R
D
1/2
x V (−t)∆˜j g(t, x)dt
∥∥∥∥∥
L2x
 2j (1/2−1/p2−2/q2)2j/2‖∆jf ‖
L
p¯2
x L
q¯2
t
2j (1/2−1/p1−2/q1)2j/2‖g‖
L
p¯1
x L
q¯1
t
,
which yields,
2−j (1/2−1/p1−2/q1)
∥∥∥∥∥
+∞∫
−∞
∂xV (t − t ′)∆jf (t ′, x)dt ′
∥∥∥∥∥
L
p1
x L
q1
t
 C2j2j (1/2−1/p2−2/q2)‖∆jf ‖
L
p¯2
x L
q¯2
t
.
For the special case (p2, q2)= (+∞,2) we use the estimate
∥∥∥∥∥
+∞∫
−∞
D
1/2
x V (−t ′)∆jf (t ′)dt ′
∥∥∥∥∥
L2
 C‖∆jf ‖L1xL2t
which can be easily deduced from Proposition 2. To conclude we use Lemma 3 since (18)–
(19) ensure that (17) holds. ✷
290 L. Molinet, F. Ribaud / J. Math. Pures Appl. 83 (2004) 277–311
To prove nonlinear estimates in the case k = 2 (respectively k = 3) (see Section 4
2 ∞ 3 ∞below) we will need some linear estimates in LxLT (respectively in LxLT ). We begin
with estimates in L2xL∞T .
Proposition 4. Let T  1 and j  0. Then,
∥∥V (t)S0ϕ∥∥L2xL∞T  C‖S0ϕ‖L2, (27)∥∥V (t)∆jϕ∥∥L2xL∞T C2j/2‖∆jϕ‖L2, (28)∥∥∥∥∥
t∫
0
∂xV (t − t ′)S0g(t ′)dt ′
∥∥∥∥∥
L2xL
∞
T
 C‖S0g‖L1xL2T , (29)
∥∥∥∥∥
t∫
0
∂xV (t − t ′)∆jg(t ′)dt ′
∥∥∥∥∥
L2xL
∞
T
 C2j/22j/2‖∆jg‖L1xL2T . (30)
Remark 4. It is proved in [9] that the constant C which appears in the above linear
estimates is given by C = (1+ T )ρ , ρ > 3/4.
Proof. Estimate (27) follows directly from Corollary 2.9, p. 334 in [9]. To prove (28) we
recall the estimate:
( +∞∑
p=−∞
sup
|t |T
sup
px<p+1
∣∣V (t)∆jϕ∣∣2
)1/2
 C(T )2j/2‖∆jϕ‖L2 (31)
derived in [9], p. 332. Obviously, (31) implies (28). We prove now (30). Note first that the
dual estimate of (28) reads:
∥∥∥∥∥
T∫
0
|∂x |1/2V (−t ′)∆jg(t ′)dt ′
∥∥∥∥∥
L2x
 C2j‖∆jg‖L2xL1T . (32)
Recalling that the dual estimate of the sharp Kato smoothing effect reads:
∥∥∥∥∥
T∫
0
|∂x |1/2V (−t ′)∆jg(t ′)dt ′
∥∥∥∥∥
L∞x L2T
 C‖∆jg‖L1xL2T , (33)
(32)–(33) together with the P. Tomas argument lead to
∥∥∥∥∥
T∫
0
∂xV (t − t ′)∆jg(t ′)dt ′
∥∥∥∥∥
L2xL
∞
T
 C2j‖∆jg‖L1xL2T .
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The proof of (30) follows then by Lemma 3. The proof of (29) is similar and therefore will
be omitted. ✷
We state now some L3xL∞T estimates.
Proposition 5. Let T  1 and j ∈ Z. Then,∥∥V (t)∆jϕ∥∥L3xL∞T C2j/62(j∨0)/6‖∆jϕ‖L2, (34)
and
∥∥∥∥∥
t∫
0
∂xV (t − t ′)∆jg(t ′)dt ′
∥∥∥∥∥
L3xL
∞
T
 C2j/22j/62(j∨0)/6‖g‖L1xL2T . (35)
Proof. We obtain (34) by interpolation of (27) and (10) (respectively (28) and (10)) for
j  0 (respectively for j  0). The rest of the proof is similar to the one of Proposi-
tion 4. ✷
3. Proofs of Theorems 1 and 2 (k  4)
Recall that we want to solve (GBO) for initial data in the homogeneous Besov space
B˙sk,12 (R) and in the nonhomogeneous Sobolev space Hs(R), s > sk , k  4. We consider
the associated integral equation:
u= Gu= V (t)u0 − 1
k + 1
t∫
0
V (t − t ′)∂x
(
uk+1(t ′)
)
dt ′. (36)
First we prove the existence and uniqueness part of Theorem 1 (small initial data in B˙sk,12 )
by the fixed point theorem applied in a suitable resolution space. Then we show that
the obtained solution belongs to LrT ,x , r ∈ [k,3k]. Theorem 2 which deals with the case
of initial data in the nonhomogeneous Sobolev spaces Hs(R), s > sk , will follow from
Theorem 1 together with some persistence results.
3.1. Resolution for ϕ ∈ B˙sk,12 (R), k  4
For u0 in B˙sk,12 (R) we look for a solution in the space,
X˙sk =
{
u ∈ Cb
(
R; B˙sk,12
)
, ‖u‖X˙sk <∞
}
,
where
‖u‖X˙sk =N(u)+ T (u)+M(u), (37)
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withN(u)=
+∞∑
−∞
2jsk
∥∥∆j(u)∥∥L∞t L2x , (38)
T (u)=
+∞∑
−∞
2j/22jsk
∥∥∆j(u)∥∥L∞x L2t , (39)
M(u)=
+∞∑
−∞
∥∥∆j(u)∥∥LkxL∞t . (40)
First from (11), (15) and (20) with (p1, q1) = (k,+∞) we get the following linear
estimate:
∥∥V (t)u0∥∥X˙sk  C‖u0‖B˙sk ,12 . (41)
Let us now estimate L(uk+1) in X˙sk . From (12), (16) and (21) with (p1, q1) = (k,+∞)
and (p2, q2)= (+∞,2) we infer that
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
X˙sk
 C
+∞∑
−∞
2j/22jsk
∥∥∆juk+1∥∥L1xL2t . (42)
For each fixed t rewrite ∆j [uk+1(t)] as
∆j
(
uk+1
)=∆j[ lim
r→+∞Sr(u)
k+1]
=∆j
[ +∞∑
r=−∞
Sr+1(u)k+1 − Sr (u)k+1
]
=∆j
[ +∞∑
r=−∞
[
Sr+1(u)− Sr (u)
] k∑
p=0
Sr+1(u)pSr(u)k−p
]
=∆j
[ +∞∑
r=−∞
∆r+1(u)
k∑
p=0
Sr+1(u)pSr (u)k−p
]
.
Noticing that the term ∆r+1(u)
∑k
p=0 Sr+1(u)pSr(u)k−p is localized in frequencies in a
ball |ξ | (k + 1)2r , observe that
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∆j
(
uk+1
)=∆j
( +∞∑ (
∆r+1(u)
k∑
Sr+1(u)pSr (u)k−p
))
. (43)r=j−C(k) p=0
Hence, without loss of generality, we can restrict us to consider only one term of the form
∆j
(∑
rj
∆r(u)Sr(u)
k
)
in (43) (the estimates for the other terms would be similar).
Since the operators ∆j are uniformly bounded (in j ) in Lp(R) (p ∈ [1,+∞]), by the
Minkowski and Hölder inequality we infer:
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
X˙sk
 C
+∞∑
−∞
2j/22jsk
(∑
rj
‖∆ru‖L∞x L2t ‖Sru‖
k
LkxL
∞
t
)
. (44)
Recall that
‖∆ru‖L∞x L2t  C2
−rsk2−r/2γr (45)
with
∥∥{γr}∥∥l1(Z)  T (u).
On the other hand,
‖Sru‖LkxL∞t 
∑
jr
‖∆ju‖LkxL∞t M(u), k  2. (46)
Gathering (44)–(46) yields:
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
X˙sk
 C
+∞∑
−∞
(∑
rj
2(j−r)(sk+1/2)γr
)
M(u)k
 C
( +∞∑
r=−∞
γr
)
M(u)k,
by discrete Young inequalities since sk + 1/2 > 0 for k  2. This proves that
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
X˙sk
 CT (u)M(u)k  C‖u‖k+1
X˙sk
. (47)
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Hence, gathering (41) and (47),‖Gu‖X˙sk  C‖u0‖B˙sk ,12 +C‖u‖
k+1
X˙sk
, (48)
and in the same way,
‖Gu− Gv‖X˙sk  C
(‖u‖k
X˙sk
+ ‖v‖k
X˙sk
)‖u− v‖X˙sk . (49)
Hence for ‖u0‖B˙sk ,12 small enough, G is a strict contraction in some ball of X˙sk . This yields
the existence and uniqueness part of Theorem 1. Indeed the “L∞x L2t -norm” of the solution
appears linearly in (47). Therefore any solution u of (GBO) belonging to X˙sk satisfies
lim supT→0 ‖uχ[−T ,+T ]‖X˙sk  C‖u0‖B˙sk ,12 and thus the uniqueness result holds not only in
a ball but in the whole function space X˙sk .
We prove now LrT ,x estimates for the solutions. We first state the following result:
Lemma 4. Let p ∈ [4,+∞[ and q ∈ [2,+∞] with
1
q
 1
2
− 2
p
.
Let u be the solution of (GBO) with ‖u‖X˙sk <+∞. Then the sequence
αj = 2jsk2−j (1/2−1/p−2/q)
∥∥∆j(u)∥∥LpxLqt (50)
belongs to l2(Z) and
∥∥{αj }∥∥l2(Z)  C‖u0‖B˙sk ,12 +C‖u‖k+1X˙sk . (51)
Proof. Since u is a solution of (36) it follows that for all j ∈ Z,
∆j(u)=∆j
(
V (t)u0
)+∆j
( t∫
0
V (t − t ′)(∂xuk+1(t ′))dt ′
)
.
Hence the claim just follows from Proposition 3 together with the nonlinear estimates
performed at the beginning of this section and the embedding l1(Z) ↪→ l2(Z).
To prove that u belongs to Lrt,x([−T ,T ] × R), k  r  3k, by the square function
theorem and the Minkowski inequalities it would be enough to prove that
0∑
j=−∞
∥∥∆j(u)∥∥2LrT ,x +
+∞∑
j=0
∥∥∆j(u)∥∥2LrT ,x <+∞. (52)
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We first consider the high frequencies term in (52). Let r in [k,3k]. Then there always
exists q1  r such that q1 ∈ [2,+∞] with
1
q1
 1
2
− 2
r
and sk − 12 +
1
r
+ 2
q1
 0.
Indeed we can clearly find such a q1 as soon as the set
[
1
k
− 1
2r
,min
(
1
r
,
1
2
− 1
r
)]
is nonempty. The condition 1/k − 1/(2r) 1/r is equivalent to r  3k and the condition
1/k − 1/(2r) 1/2− 1/r is always fulfilled for r  k  4. From Lemma 4 this implies:
+∞∑
j=0
∥∥∆j(u)∥∥2LrxLq1T  C <+∞,
which yields, by Hölder inequality,
+∞∑
j=0
∥∥∆j(u)∥∥2Lrx,T  C(T ) <+∞. (53)
We consider now the low frequencies term in (52). Let r in [k,3k]. Choosing q2 =+∞
we easily see that if r  3k, there always exists q2  r with
1
q2
 1
2
− 2
r
and sk − 12 +
1
r
+ 2
q2
 0.
From Lemma 4 this implies:
0∑
j=−∞
∥∥∆j(u)∥∥2LrxL∞T  C <+∞,
which yields, by Hölder inequality,
0∑
j=−∞
∥∥∆j(u)∥∥2Lrx,t  C(T ) <+∞. (54)
Gathering (53) and (54) this completes the proof. ✷
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3.2. Resolution for ϕ ∈Hs(R), s > sk , k  4Let u0 be in Hs(R), s > sk , with ‖u0‖B˙sk ,12  δ. From the embedding
Hs(R) ↪→ B˙sk,12 (R), u0 ∈Hs(R)∩ B˙sk,12 (R).
In the sequel we prove that there exists a solution u of (GBO) in Cb(R,H s(R)).
We introduce the following semi-norm:
‖u‖Yθ =Nθ(u)+ Tθ (u), (55)
where
Nθ(u)=
(+∞∑
−∞
4jθ
∥∥∆j(u)∥∥2L∞t L2x
)1/2
,
Tθ (u)=
(+∞∑
−∞
4j/24jθ
∥∥∆j(u)∥∥2L∞x L2t
)1/2
.
Then, for u0 a nonidentically vanishing initial data, we consider the space Xs = {u ∈
Cb(R;Hs(R)),‖u‖Xs <∞}, endowed with the norm,
‖u‖Xs = ‖u‖X˙sk + λ0‖u‖Y0 + λs‖u‖Ys ,
where
λ0 =
‖u0‖B˙sk ,12
‖u0‖L2
, λs =
‖u0‖B˙sk ,12
‖u0‖H˙ s
.
From (11), (15), and (41) together with the definition of λ0 and λs ,
∥∥V (t)u0∥∥Xs  C‖u0‖B˙sk ,12 . (56)
Recall that by (48)–(49),
‖Gu‖X˙sk  C‖u0‖B˙sk ,12 +C‖u‖
k+1
X˙sk
(57)
and
‖Gu− Gv‖X˙sk  C
(‖u‖k
X˙sk
+ ‖v‖k
X˙sk
)‖u− v‖X˙sk . (58)
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We estimate now the Yθ -norm of L(uk+1) for θ = s and θ = 0. From (12) and (16) we
infer that
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
Yθ
 C
(+∞∑
−∞
4j/24jθ
∥∥∆juk+1∥∥2L1xL2t
)1/2
. (59)
Clearly, the calculations performed in Section 3.1 show that
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
Yθ
 C
(+∞∑
−∞
4j/24jθ
(∑
rj
‖∆ru‖L∞x L2t ‖Sru‖
k
LkxL
∞
t
)2)1/2
. (60)
Since u ∈ Yθ , we have:
‖∆ru‖L∞x L2t  C2
−rθ2−r/2γr (61)
with ∥∥{γr }∥∥l2(Z)  CTθ(u),
and by (46),
‖Sru‖LkxL∞t  CM(u). (62)
Gathering (60)–(62), by Young inequalities we get for θ >−1/2,
∥∥∥∥∥
t∫
0
V (t − t ′)∂xuk+1(t ′)dt ′
∥∥∥∥∥
Yθ
 CTθ(u)M(u)k  C‖u‖Yθ ‖u‖kXsk , (63)
and in the same way,
∥∥∥∥∥
t∫
0
V (t − t ′)∂x
(
uk+1(t ′)− vk+1(t ′))dt ′
∥∥∥∥∥
Yθ
 C‖u− v‖Yθ
(‖u‖kXsk + ‖v‖kXsk ). (64)
Hence, from (56)–(58) and (63)–(64) we infer:
‖Gu‖Xs  C‖u0‖B˙sk ,12 +C‖u‖
k+1
Xs
, (65)
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and‖Gu− Gv‖Xs  C
(‖u‖kXs + ‖v‖kXs )‖u− v‖Xs . (66)
This yields the existence and uniqueness of a global solution in Xs as soon as ‖u0‖B˙sk ,12 is
small enough. This essentially proves Theorem 2.
4. Proof of Theorems 4 and 5 (k = 2,3)
4.1. The local results
We start with the case k = 2. We first prove local well-posedness in B1/2,12 (R) and then
local well-posedness in Hs(R), s > 1/2. Next, we show that the smallness assumption on
‖u0‖B1/2,12 can be weakened into a smallness assumption on ‖u0‖L2 . Finally we indicate
the suitable modifications to consider the case k = 3.
The case k = 2
For u0 in B1/2,12 (R) we look for a solution in the space Z1/2,T (T  1) endowed with
the following norm,
‖u‖Z1/2,T =N(u)+ T (u)+M(u), (67)
where
N(u)= ∥∥S0(u)∥∥L∞T L2x +
+∞∑
j=0
2j/2
∥∥∆j(u)∥∥L∞T L2x ,
T (u)= ∥∥S0(u)∥∥L∞x L2T +
+∞∑
j=0
2j/22j/2
∥∥∆j(u)∥∥L∞x L2T ,
M(u)= ∥∥S0(u)∥∥L2xL∞T +
+∞∑
j=0
∥∥∆j(u)∥∥L2xL∞T .
First from (11) in Proposition 1 and (27)–(28) in Proposition 4 together with the obvious
estimate:
∥∥S0(u)∥∥L∞x L2T  C
∥∥S0(u)∥∥L∞T L2x ,
we infer that
∥∥V (t)u0∥∥Z1/2,T  C‖u0‖B1/2,12 . (68)
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We have now to estimate:∥∥∥∥∥
t∫
0
V (t − t ′)∂xu3(t ′)dt ′
∥∥∥∥∥
Z1/2,T
.
Since we consider functions in the nonhomogeneous Sobolev space B1/2,12 (R), we need to
modify slightly the frequencies decomposition of uk+1 performed in Section 3.1. For each
fixed t rewrite now ∆j [u3(t)] as
∆j
(
u3
)=∆j[ lim
r→+∞Sr(u)
3
]
=∆j
[
S0(u)
3 +
+∞∑
r=0
(
Sr+1(u)3 − Sr(u)3
)]
=∆j
[
S0(u)
3 +
+∞∑
r=0
(
Sr+1(u)− Sr(u)
)( 2∑
p=0
Sr+1(u)pSr(u)2−p
)]
=∆j
[
S0(u)
3 +
+∞∑
r=0
∆r+1(u)
( 2∑
p=0
Sr+1(u)pSr (u)2−p
)]
.
Note that the term S0(u)3 is localized in frequencies in a ball |ξ |  C and that the terms
∆r+1(u)
∑2
p=0 Sr+1(u)pSr (u)2−p are localized in frequencies in the balls |ξ |  C2r .
Hence there exists j0 such that for j  j0,
∆j
(
u3
)=∆j
[ +∞∑
r=j−C
(
∆r+1(u)
2∑
p=0
Sr+1(u)pSr (u)2−p
)]
, (69)
and for j ∈ {0, . . . , j0},
∆j
(
u3
)=∆j [(S0u)3]+∆j
[ +∞∑
r=j−C
(
∆r+1(u)
2∑
p=0
Sr+1(u)pSr(u)2−p
)]
. (70)
On the other hand, by similar considerations, we see that S0(u3) can be rewritten as
S0
(
u3
)= S0[(S0u)3]+ S0
[+∞∑
r=0
(
∆r+1(u)
2∑
p=0
Sr+1(u)pSr (u)2−p
)]
. (71)
Hence, without loss of generality, we can restrict us to consider only terms of the form:
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A= S0
[(
S0(u)
)3]
, B =∆j
[+∞∑
∆r(u)Sr(u)
2
]
, C = S0
[+∞∑(
∆r(u)Sr(u)
2)],
r=j r=0
since the estimates for the other terms would be similar.
By Proposition 4, we infer that
∥∥∥∥∥
t∫
0
V (t − t ′)∂xu3(t ′)dt ′
∥∥∥∥∥
Z1/2,T

∥∥(S0(u))3∥∥L1xL2T +
+∞∑
j=0
∥∥∆ju(Sju)2∥∥L1xL2T
+
+∞∑
j=0
2j/22j/2
(∑
rj
∥∥∆ru(Sru)2∥∥L1xL2T
)
 ‖S0u‖L∞x L2T ‖S0u‖
2
L2xL
∞
T
+
+∞∑
j=0
‖∆ju‖L∞x L2T ‖Sju‖
2
L2xL
∞
T
+
+∞∑
j=0
2j/22j/2
(∑
rj
‖∆ru‖L∞x L2T ‖Sru‖
2
L2xL
∞
T
)
, (72)
by Hölder inequalities. Remark now that in the same way as in the proof of Theorem 1 (see
Section 3.1)
‖Sru‖L2xL∞T  CM(u). (73)
On the other hand,
‖S0u‖L∞x L2T  T (u), (74)
and
‖∆ru‖L∞x L2T  2
−rγr with
∥∥{γr}∥∥l1  T (u). (75)
Gathering (72)–(75) we obtain by discrete Young inequalities,
∥∥∥∥∥
t∫
0
V (t − t ′)∂xu3(t ′)dt ′
∥∥∥∥∥
Z1/2,T
 CT (u)M(u)2. (76)
Hence, from (68) and (76) we infer:
‖Gu‖Z1/2,T  C‖u0‖B1/2,12 +C‖u‖
3
Z1/2,T
, (77)
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and in the same way,‖Gu− Gv‖Z1/2,T  C
(‖u‖2Z1/2,T + ‖v‖2Z1/2,T )‖u− v‖Z1/2,T . (78)
This proves the existence and the uniqueness of a local solution u in Z1/2,T with T =
T (‖u0‖B1/2,12 ) as soon as ‖u0‖B1/2,12 is small enough.
Now, to solve (GBO) for u0 ∈Hs(R), s > 1/2, we introduce the norm:
‖u‖Ys =Ns(u)+ Ts(u)
where
Ns(u)=
∥∥S0(u)∥∥L∞T L2x +
(+∞∑
j=0
4js
∥∥∆j(u)∥∥2L∞T L2x
)1/2
, (79)
and
Ts(u)=
∥∥S0(u)∥∥L∞x L2T +
(+∞∑
j=0
4js4j/2
∥∥∆j(u)∥∥2L∞x L2T
)1/2
. (80)
Then in the same way as previously (see Section 3.2) we solve (GBO) in
Zs,T =
{
u ∈C([−T ,+T ],H s(R)), ‖u‖Zs,T = ‖u‖Z1/2,T + λs‖u‖Ys <+∞},
where
λs =
‖u0‖B1/2,12
‖u0‖Hs .
We prove now that the local well-posedness result holds also if we just assume that
‖u0‖L2 is small enough. First remark that if u(t, x) is a solution on [0, T ] with initial
data u0 then λ1/2u(λ2t, λx) is a solution of (GBO) on [0, T λ−2] with initial data u0,λ =
λ1/2u0(λx). On the other hand we have:
‖u0,λ‖B1/2,12  ‖u0,λ‖L2 + ‖u0,λ‖B˙1/2,12 = ‖u0‖L2 + λ
1/2‖u0‖B˙1/2,21 .
Hence, for u0 ∈ B1/2,12 (R) with ‖u0‖L2  δ/2, considering λ = o(‖u0‖−2B˙1/2,12 ) we see that‖u0,λ‖B1/2,12  δ. This proves the existence of a solution uλ of (GBO) with u0,λ as initial
data which leads to the existence of a solution u on [−T ,+T ] (T = T (‖u0‖B1/2,12 )) with
u0 as initial data.
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The case k = 3
˙1/6,1 ˙1/3,1Considering first u0 in B2 (R)∩B2 (R) we look for a solution in the space Z1/3,T
endowed with the following norm,
‖u‖Z1/3,T =N(u)+ T (u)+M(u), (81)
where
N(u)=
+∞∑
j=−∞
4j/64(j∨0)/6
∥∥∆j(u)∥∥L∞T L2x ,
T (u)=
+∞∑
j=−∞
4j/24j/64(j∨0)/6
∥∥∆j(u)∥∥L∞x L2T ,
M(u)=
+∞∑
j=−∞
∥∥∆j(u)∥∥L3xL∞T .
First from (11) in Proposition 1, (15) in Proposition 2 and (34) in Proposition 5 we infer
that ∥∥V (t)u0∥∥Z1/3,T  C‖u0‖B˙1/6,12 ∩B˙1/3,12 . (82)
Using (35) we estimate
∥∥∥∥∥
t∫
0
V (t − t ′)∂xu3(t ′)dt ′
∥∥∥∥∥
Z1/3,T
,
in the same way as in the previous sections and then deduce the existence and uniqueness
of a local solution in Z1/3,T for ‖u0‖B˙1/6,12 ∩B˙1/3,12 small enough. To solve (GBO) with
initial data u0 ∈Hs(R), s > 1/3, we proceed again as in Section 3.2. Note that for k = 3
the “scale-invariant” homogeneous Besov space is B˙1/6,12 (R). Hence the same scaling
considerations as for k = 2 show that the smallness condition on ‖u0‖B˙1/6,12 ∩B˙1/3,12 can be
weakened into a smallness condition on ‖u0‖B˙1/6,12 .
4.2. The global existence result for k = 3
Let u0 be in Hs(R), s  1/2, with ‖u0‖H 1/2 small enough. Then there exists a local
solution u of (GBO) in C([0, T ],H s(R)) with T = T (‖u0‖H 1/3) > 0. Moreover, by
continuity with respect to initial data, the L2-norm and the energy
E
(
u(t)
)=
+∞∫
−∞
(
1
2
∣∣D1/2x u(t, x)∣∣2 − 120
∣∣u(t, x)∣∣5)dx (83)
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of the solution are conserved along the trajectory. Remark that by Sobolev inequalities,
for ‖u0‖H 1/2 small enough, E(u0) > 0. Moreover, recalling the Sobolev embedding
H˙ 3/10(R) ↪→ L5(R), it follows by interpolation that
∥∥u(t)∥∥5
L5  C
∥∥u(t)∥∥2
L2
∥∥D1/2x u(t)∥∥3L2 . (84)
Hence, (83)–(84) together with the conservation of the L2-norm and the energy yield:
E(u0)=E
(
u(t)
)

+∞∫
−∞
1
2
∣∣D1/2x u(t, x)∣∣2 dx −C‖u0‖2L2∥∥D1/2x u(t)∥∥3L2 .
It follows that y(t)= ‖D1/2x u(t)‖2L2 satisfies:
y(t) C1 +C2y(t)3/2, C1,C2 > 0 (85)
with C1,C2 = O(‖u0‖H 1/2). Hence for ‖u0‖H 1/2 small enough, we deduce from (85)
and the continuity of t → y(t) that y(t)  O(‖u0‖H 1/2) on the maximal time interval of
existence of u. In view of the conservation of the L2-norm and the local well-posedness
result, the global existence result follows by usual considerations.
5. Ill-posedness results
We prove first our “ill-posedness” result in the case k  4. Next we consider the special
case k = 2.
5.1. Proof of Theorem 3 (k  4)
To derive Theorem 3 we use an idea introduce in [4] to prove the “ill-posedness” of the
Korteweg–de Vries equation in Hs(R), s <−3/4. We closely follow [16] where similar
results on the parabolic equation ∂tu− ∂xxu+ ∂dx (uk+1)= 0, d = 0,1, were obtained.
Let us consider the flow map ϕ→ u(t) and defined uk+1 by:
uk+1 = ∂
k+1u
∂k+1ϕ
∣∣∣∣
ϕ=0
(hN , . . . , hN).
Then by straightforward calculations,
uk+1 = (k + 1)!
t∫
0
V (t − t ′)∂x
((
V (t ′)hN
)k+1)dt ′,
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and so, if ϕ→ u(ϕ) is of class Ck+1 at the origin, we see that necessarily
sup
[0,T ]
∥∥uk+1(t)∥∥Hs C‖hN‖k+1Hs . (86)
In the sequel we show that (86) fails for a suitable sequence of functions (hN).
Let us consider the real valued function hN defined by:
hˆN (ξ)=N−(2s+1)/2
(
ψ+(ξ/N)+ψ−(ξ/N)
)
,
where ψ+ is a smooth nonnegative function supported in {ξ | 0 <A ξ  B} (A and B to
be chosen later) and where ψ−(ξ)=ψ+(−ξ).
Note first that by definition,
‖hN‖Hs  1. (87)
On the other hand, by support considerations (choosing A> kB/(k + 2)), we see that the
Fourier transform of uk+1(t) satisfies:
uˆk+1(t, ξ0)χ[kAN,kBN]
=N−(k+1)(2s+1)/2ξ0eitξ0|ξ0|
t∫
0
e−it ′ξ0|ξ0|Fx
((
V (t ′)ψ+
)k+1)
(ξ0)dt ′
=N−(k+1)(2s+1)/2ξ0eitξ0|ξ0|
∫
Rk
e−2it
∑k
i=1 ξi(ξi−1−ξi) − 1
−2i∑ki=1 ξi(ξi−1 − ξi)
×ψ+
(
ξ0 − ξ1
N
)
· · ·ψ+
(
ξk−1 − ξk
N
)
ψ+
(
ξk
N
)
dξ1 · · ·dξk. (88)
Note that in the subset of Rk defined by:
A ξ0 − ξ1
N
 B, . . . , A ξk−1 − ξk
N
 B and A ξk
N
B,
we have:
k(k+ 1)
2
A2N2 
k∑
i=1
ξi(ξi−1 − ξi) k(k+ 1)2 B
2N2.
It follows that for
tN = 2
A2k(k+ 1)N
−2 N−2,
and A close enough to B (which is compatible with A> kB/(k + 2)),
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∣∣uˆk+1(tN , ξ0)∣∣χ[kAN,kBN] N−(k+1)(2s+1)/2N−2|ξ0|
×
∫
Rk
ψ+
(
ξ0 − ξ1
N
)
· · ·ψ+
(
ξk−1 − ξk
N
)
ψ+
(
ξk
N
)
dξ1 · · ·dξk.
Following [16], this proves that there exists α > 0 small enough such that
∣∣uˆk+1(tN , ξ0)∣∣χ[k A+B2 N−αN,k A+B2 N+αN]
N−(k+1)(2s+1)/2N−2Nk|ξ0|χ[k A+B2 N−αN,k A+B2 N+αN],
which yields
∥∥uk+1(tN )∥∥2Hs CN−(k+1)(2s+1)N2k−4N2s+3.
Hence for T > 0,
lim
N→+∞ supt∈[0,T ]
∥∥uk+1(t)∥∥Hs →+∞,
as soon as s < 1/2− 1/k. Thus estimate (86) fails.
5.2. Proof of Theorem 5 (k = 2)
To prove Theorem 5, as in [23], we slightly modify the direction of differentiation used
in [4] to establish a similar result for the m-KdV equation. Fix t = 0 and define the real
valued function hN by:
hˆN (ξ)=N−sγ−1/2
(
χ[−γ−N,−N](ξ)+ χ[+N,+N+γ ](ξ)
)
,
with γ = o(t−1). Note that ‖hN‖Hs = 1, s ∈ R. With the same notations as above we
obtain:
uˆ3(t, ξ)χ[N−γ,N+2γ ](ξ)N−3sγ−3/2ξeitξ |ξ |
∫
R2
eitP (ξ,ξ1,ξ2) − 1
iP(ξ, ξ1, ξ2)
× χ[N,N+γ ](ξ − ξ1)χ[N,N+γ ](ξ1 − ξ2)χ[−γ−N,−N](ξ2)dξ1 dξ2
where due to the localization of ξ − ξ1, ξ1 − ξ2 and ξ2,
P(ξ, ξ1, ξ2)= (ξ − ξ1)|ξ − ξ1| + (ξ1 − ξ2)|ξ1 − ξ2| + ξ2|ξ2| − ξ |ξ |
= (ξ − ξ1)2 + (ξ1 − ξ2)2 − ξ22 − ξ2.
Using the elementary algebraic identity,
λ21 + λ22 − λ23 − (λ1 + λ2 + λ3)2 =−2(λ1 + λ3)(λ2 + λ3)
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we infer that |P(ξ, ξ1, ξ2)|  γ 2. Note that the absolute value in the symbol ξ |ξ | of V (·)
2yields the minus sign in front of ξ2 and thus is crucial to get a suitable estimate. It follows
that
∥∥u3(t)∥∥Hs  C|t|γN−2sN  CN−2sN,
which permits to conclude as previously.
Note that due to the localization of the functions hˆN in both proofs above one has
‖hN‖Hs  ‖hN‖Bs,12 . Therefore the ill-posedness results of Theorems 3 and 5 hold also in
Bs,12 (R).
6. Scattering states
Proposition 6. Let k  4 and ϕ ∈ Hs(R), s > sk , satisfying the smallness assumption of
Theorem 2 and let u(t, x) be the solution of (GBO) associated with the initial data ϕ. Then
there exits (ϕ−, ϕ+) ∈Hs(R) such that
lim
t→−∞
∥∥u(t)− V (t)ϕ−∥∥
Hs
= 0 and lim
t→+∞
∥∥u(t)− V (t)ϕ+∥∥
Hs
= 0. (89)
Proof. The proof follows essentially the proof of Theorem 2.2 in [14]. From the proof of
(63) in Section 3.2,
∥∥(1+ 2js)2j/2∥∥∆j (uk+1)∥∥L1xL2t ∥∥l2 <∞.
Therefore, for any n ∈N, there exists jn such that
( ∑
|j |jn
(
1+ 4js)4j/2∥∥∆j (uk+1)∥∥2L1xL2t
)1/2
< 1/n,
and there exists Tn such that
( ∑
|j |jn
(
1+ 4js)4j/2∥∥∆j (uk+1)∥∥L1xL2(Tn,∞)
)1/2
< 1/n.
We consider uL,n the solution to the free evolution with uL,n(Tn)= u(Tn). From the above
estimates and (59) (recall that u ∈ C(R;Hs(R))), one has:
sup
tTn
∥∥u(t)− uL,n(t)∥∥Hs(R) 
( +∞∑
j=−∞
(
1+ 4js)4j/2∥∥∆j (uk+1)∥∥L1xL2(Tn,∞)
)1/2
 1/n. (90)
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It clearly follows that for Tm > Tn,∥∥uL,m(Tm)− uL,n(Tm)∥∥Hs(R)  1/n.
Since V (·) is a unitary group in Hs(R), this forces {uL,n(0)}n1 to be a Cauchy sequence
in Hs(R). Denoting by ϕ+ the limit, one deduces from (90) that
lim
t→+∞
∥∥u(t)− V (t)ϕ+∥∥
Hs
= 0
and the scattering state at −∞ can be obtained in exactly the same way. ✷
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Appendix A
Proof of Lemma 2
We prove Lemma 2 which enables to obtain estimates for the retarded operator R when
estimates for the nonretarded operator L are known. A proof of this result is given in [6]
in the context of Lqt L
p
x spaces, see also [22]. More recently a proof of Lemma 2 has been
obtained by F. Planchon [20] under the assumptions inf (p1, q1) > q2  p2, see also [5].
Since the proof of Lemma 2 does not appear in the literature, we give it here.
We assume first that p1, q1 = +∞ since the arguments for p1, q1 =∞ are similar. Also
we can assume that the considered function f is smooth with ‖f ‖
L
p2
x L
q2
t
= 1 and that
F :R→[0,1] defined by:
F(t) :=
∥∥∥∥∥
( ∫
s<t
∣∣f (s)∣∣q2 ds
)1/q2∥∥∥∥∥
p2
L
p2
x
is one to one. Let I = [a, b] ⊂ [0,1] and let F−1(I)= [ta, tb]. We define J (t, x) by:
J (t, x)=
( ∫
s<t
∣∣f (s, x)∣∣q2 ds
)1/q2
.
To derive the result, following step by step the proof given in [22], we observe that it is
enough to prove that∑
j0
∑
I⊂[0,1]/|I |=2−j
∥∥χF−1(I )(s)f (s)∥∥p1∧q1Lp2x Lq2t <+∞, (A.1)
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where I describes the dyadic subintervals of [0,1]. We begin with the following technical
result.
Lemma A.1. Let I ⊂ [0,1] an interval, then it holds:
∥∥χF−1(I )(s)f (s)∥∥Lq2x Lp2t C|I |1/(p2∨q2). (A.2)
Proof. When q2  p2, since xq2 − yq2  C(xp2 − yp2)(xq2−p2 + yq2−p2) for 0 y  x ,
we infer:
∥∥χF−1(I )(s)f (s, x)∥∥q2Lq2t =
tb∫
ta
∣∣f (s, x)∣∣q2 ds
= J (tb, x)q2 − J (ta, x)q2
 C
(
J (tb, x)
p2 − J (ta, x)p2
)
J (+∞, x)p2−q2 .
Recalling that
∫
x
J (+∞, x)p2 dx = 1, it follows from Hölder inequalities that
∫
x
∥∥χF−1(I )(s)f (s, x)∥∥p2Lq2t dx  C
∫
x
(
J (tb, x)
p2 − J (ta, x)p2
)p2/q2J (+∞, x)p2(p2−q2)/q2
 C
(
F(tb)− F(ta)
)p2/q2
 C|I |p2/q2
which proves (A.2).
Assume now that p2  q2. Since xq2 − yq2  C(xp2 − yp2)q2/p2 for 0  y  x , we
infer:
∥∥χF−1(I )(s)f (s, x)∥∥q2Lq2t = J (tb, x)q2 − J (ta, x)q2
 C
(
J (tb, x)
p2 − J (ta, x)p2
)q2/p2
which yields
∫
x
∥∥χF−1(I )(s)f (s, x)∥∥p2Lq2t dx  C
∫
x
(
J (tb, x)
p2 − J (ta, x)p2
)
 C
(
F(tb)−F(ta)
)
 C|I |
and (A.2) follows. ✷
We prove now (A.1). Recall that p1 ∧ q1 >p2 ∨ q2. It follows then from (A.2) that
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∑ ∑ ∥∥χF−1(I )(s)f (s)∥∥p1∧q1Lp2x Lq2t  C
∑ ∑
|I |(p1∧q1)/(p2∨q2)
j0 I⊂[0,1]/|I |=2−j j0 I⊂[0,1]/|I |=2−j
 C
+∞∑
j=0
2j2−j (p1∧q1)/(p2∨q2)
<
+∞∑
j=0
2−νj , ν > 0,
which ends the proof.
Proof of Lemma 3
We prove now Lemma 3 which enables to obtain retarded estimates in the case q1 =
+∞. Since p2, q2 <+∞, we can always assume that the map
(t, x) →
∣∣∣∣∣
t∫
0
K(t, t ′)f (t ′, x)dt ′
∣∣∣∣∣
is continuous on [0,1] ⊗R. From the estimate,
∥∥∥∥∥
1∫
0
K(t, t ′)f (t ′, x)dt ′
∥∥∥∥∥
L
p1
x L
∞[0,1]
 C‖f ‖
L
p2
x L
q2[0,1]
,
it follows that for all measurable function x → t (x) with values in [0,1],
∥∥∥∥∥
1∫
0
K
(
t (x), t ′
)
f (t ′, x)dt ′
∥∥∥∥∥
L
p1
x
 C‖f ‖
L
p2
x L
q2[0,1]
.
Replacing now f (t ′, x) by f (t ′, x)χ[0,t (x)](t ′) we see that
∥∥∥∥∥
t (x)∫
0
K
(
t (x), t ′
)
f (t ′, x)dt ′
∥∥∥∥∥
L
p1
x
 C‖f ‖
L
p2
x L
q2[0,1]
. (A.3)
On the other hand, since the map t →H(t, x)= | ∫ t0 K(t, t ′)f (t ′, x)dt ′| is continuous on
the compact set [0,1], the map
x → t0(x)= inf
α∈[0,1]
{
α
∣∣H(α,x)= sup
t∈[0,1]
H(t, x)
}
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is well defined and is measurable. Hence choosing x → t0(x) in (A.3) we infer that
∥∥∥∥∥
t0(x)∫
0
K
(
t0(x), t
′)f (t ′, x)dt ′
∥∥∥∥∥
L
p1
x
C‖f ‖
L
p2
x L
q2[0,1]
which yields
∥∥∥∥∥ supt∈[0,1]
∣∣∣∣∣
t∫
0
K(t, t ′)f (t ′, x)dt ′
∣∣∣∣∣
∥∥∥∥∥
L
p1
x
 C‖f ‖
L
p2
x L
q2[0,1]
.
This ends the proof.
References
[1] L. Abdelouhab, J. Bona, M. Felland, J.C. Saut, Nonlocal models for nonlinear, dispersive waves, Phys. D 40
(1989) 360–392.
[2] T.B. Benjamin, Internal waves of permanent form in fluids of great depth, J. Fluid Mech. 29 (1967) 559–592.
[3] H.A. Biagioni, F. Linares, Ill-posedness for the derivative Schrödinger and generalized Benjamin–Ono
equations, Trans. Amer. Math. Soc. 353 (2001) 3649–3659.
[4] J. Bourgain, Periodic Korteweg de Vries equation with measures as initial data, Selecta Math. (N.S.) 3 (1993)
115–159.
[5] J.E. Colliander, C. Kenig, The generalized Korteweg de Vries equation on the half line, Comm. Partial
Differential Equations 27 (11) (2002) 2187–2266.
[6] M. Christ, A. Kiselev, Maximal functions associated to filtrations, J. Funct. Anal. 179 (2001) 406–425.
[7] J. Ginibre, G. Velo, Smoothing properties and existence of solutions for the generalized Benjamin–Ono
equation, J. Differential Equations 93 (1991) 150–232.
[8] J.R. Iorio, On the Cauchy problem for the Benjamin–Ono equation, Comm. Partial Differential Equa-
tions 11 (10) (1986) 1031–1081.
[9] C.E. Kenig, G. Ponce, L. Vega, Well-posedness of the initial value problem for the Korteweg de Vries
equation, J. Amer. Math. Soc. 4 (2) (1991) 323–347.
[10] C.E. Kenig, G. Ponce, L. Vega, Oscillatory integrals and regularity of dispersive equations, Indiana Univ.
Math. J. 40 (1) (1991) 32–69.
[11] C.E. Kenig, G. Ponce, L. Vega, Small solutions to nonlinear Schrödinger equations, Ann. Inst. H. Poincaré
Anal. Non Linéaire 10 (3) (1993) 253–288.
[12] C.E. Kenig, G. Ponce, L. Vega, On the generalized Benjamin–Ono equations, Trans. Amer. Math. Soc. 342
(1994) 155–172.
[13] H. Koch, N. Tzvetkov, On the local well-posedness of the Benjamin–Ono equation in Hs(R), Preprint, 2002.
[14] H. Lindblad, C.D. Sogge, On existence and scattering with minimal regularity for semilinear wave equations,
J. Funct. Anal. 130 (1995) 357–426.
[15] L. Molinet, F. Ribaud, On the Cauchy problem for the generalized Korteweg de Vries equation, Preprint,
2002.
[16] L. Molinet, F. Ribaud, A. Youssfi, Ill-posedness issues for a class of parabolic equations, Royal Soc.
Edinburgh Proc. A. 132 (2002) 1407–1416.
[17] L. Molinet, J.C. Saut, N. Tzvetkov, Ill-posedness issues for the Benjamin–Ono and related equations, SIAM
J. Math. Anal. 33 (4) (2001) 982–988.
[18] F. Planchon, Self-similar solutions and semi-linear wave equations in Besov spaces, J. Math. Pures Appl. 79
(2000) 809–820.
[19] F. Planchon, Dispersive estimates and the 2D cubic Schrödinger equation, J. Anal. Math. 86 (2002) 319–334.
L. Molinet, F. Ribaud / J. Math. Pures Appl. 83 (2004) 277–311 311
[20] F. Planchon, Private communication.
[21] G. Ponce, On the global well-posedness of the Benjamin–Ono equation, Differential Integral Equations 4 (3)
(1991) 527–542.
[22] H.F. Smith, C.D. Sogge, Global Strichartz estimates for nontrapping perturbations of Laplacian, Comm.
Partial Differential Equations 25 (2000) 2171–2183.
[23] H. Takaoka, Global well-posedness for the Schrödinger equations with derivative in a nonlinear term and
data in low-order Sobolev spaces, Electron. J. Differential Equations 43 (2001).
