Abstract. Let λ be a countably additive vector measure. In this paper we use the definition of vector measure duality to establish a tensor product representation theorem for the space of p-integrable functions with respect to λ. In particular, we identify this space with the dual of a certain space of operators under reasonable restrictions for the vector measure λ.
Introduction
Let (Ω, Σ) be a measurable space, X a Banach space and X its dual space. Consider a countably additive vector measure λ : Σ → X. A measurable (scalar) function f is said to be integrable with respect to λ if 1) it is scalarly integrable, i.e., it is integrable with respect to each scalar measure λ x (A) := λ(A), x , A ∈ Σ, and 2) for every A ∈ Σ there is an element A f dλ ∈ X such that A f dλ, x = A f dλ x (see [1] , [8] and [9] ). If 1 ≤ p < ∞, the space L p (λ) of p-integrable functions with respect to λ (i.e., classes of measurable functions f such that the set where they differ has zero semivariation and |f | p are λ-integrable) has been studied in [5] for the case p = 1 and in [14] for every p. In particular, L p (λ) is a Banach function space endowed with the natural order, and its norm is given by
where | λ, x | denotes the variation of the scalar measure λ x . For the particular case p = 2 these spaces have also been studied in [13] , [16] and [7] . Let p > 1 and consider the conjugate real number p , i.e., the real number that satisfies the equation
The relation between the spaces L p (λ) and L p (λ) has been analyzed in [14] by means of the concept of vector measure duality. In fact, it can be proved that each function f ∈ L p (λ) can be identified with the operator T f : L p (λ) → X given by T f (g) := Ω f gdλ (see Proposition 8 in [14] ).
On the other hand, the spaces of 2-integrable functions with respect to a positive vector measure defined on a Banach lattice with an unconditional basis can be applied in the context of the function approximation and Fourier analysis (see [13] and [7] ). The results obtained concerning the properties of these spaces suggest that the applications of the spaces L p (λ), 1 ≤ p < ∞, in the same context could be fruitful. The aim of this paper is to clarify their structure by means of the vector measure duality for the particular positive measures quoted above. We will restrict our attention to the case of spaces L p (λ) for 1 < p < ∞. The reason is that the case p = 1 implies the use of the space L ∞ (λ), which is out of the scope of this paper.
Thus, the second section of this paper is devoted to obtaining a tensor product representation of the spaces L p (λ), or (equivalently) to characterizing them as subspaces of the space of operators from L p (λ) to X. In Section 3 we obtain the results for positive vector measures defined on Banach lattices with an unconditional basis. In particular, this provides a new point of view for the understanding of the dual spaces of spaces of integrable functions, which have been much studied in recent years (see for example [12] ).
Our notation is standard. If X is a Banach space, we write X for the dual space, and B X denotes the (closed) unit ball. If x ∈ X, span{x} is the linear span of the element x. The space of continuous operators from the Banach space Y to the Banach space X is denoted by L(Y, X). If f is a measurable function, we write supp{f } for its support.
Operators defined by p-integrable functions with respect to a vector measure
Let λ be a countably additive vector measure, and consider a real number p > 1. The following result associates an operator T f : L p (λ) → X to each function f ∈ L p (λ) by means of the integral operator. It can be deduced from [14] , Section 3.
Consider the algebraic tensor product L p (λ) ⊗ X and the expression 
is countably additive. Now, take the characteristic function h i of the interval [i − 1, i], and the element e j ∈ l q , i = j. The tensor h i ⊗ e j belongs to the
We will denote by L p (λ) ⊗ σp X the standard (normed) quotient space defined by the seminorm σ p . We will also use the symbol σ p for the quotient norm. The completion will be denoted by (L p (λ)⊗ σp X , σ p ), and σ p will be defined for these elements by continuity in the usual way.
Definition 3.
We say that an operator T : L p (λ) → X is uniformly scalarly integral if there is a nonnegative constant K such that for every x ∈ X such that x = 1,
We will denote by s p (T ) the infimum of all constants K and by S p (λ) the set of all uniformly scalarly integral operators.
It is clear that each uniformly scalarly integral operator T is continuous and T ≤ s p (T ).
The set S p (λ) obviously becomes a linear space with the usual sum of operators and product by scalars. A direct calculation shows that s p is a norm. The following result establishes a representation theorem for (S p (λ), s p ).
Proposition 4. The spaces (S
Proof. We use the so-called trace duality (see [2] ). First note that for every x ∈ X the variation of the scalar measure λ x satisfies the relation
If φ is an element of (L p (λ) ⊗ σp X ) , suppose that it defines an operator T φ : L p (λ) → X by means of the equalities
Then we can consider it as an element of the (Banach) space (
, and its norm is given by max{ φ , T φ }. Take T ∈ S p (λ) and let us show that it defines an element φ T of the dual of the tensor product.
Since these inequalities hold for every representation of z, we obtain the relation
Note that such a T is compatible with the quotient defined by σ p . Now consider an element φ ∈ (L p (λ) ⊗ σp X ) that defines an operator T φ . Then, for every g and x such that x = 1, we have
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These inequalities show that the identification φ → T φ defines an isometry between the subspace of elements of
If X is a reflexive space, then the argument given in the proof above leads to the isometry
Moreover, if λ is defined on the dual space X , then we obtain
Since (S p (λ), s p ) can be identified with the intersection of two Banach spaces we have the following result.
Corollary 5. The set S p (λ) endowed with the norm s p defines a Banach space of continuous operators.
Moreover, the set of operators T f from L p (λ) to X that are defined by a function f ∈ L p (λ) can be identified isometrically with a (closed) subspace of (S p (λ), s p ). Recall that φ T is the element of (L p (λ) ⊗ σp X ) that is defined by the operator T by means of the trace duality (see the proof of Proposition 4).
Theorem 6. The space L p (λ) can be isometrically identified with a (closed
the following equalities hold:
there are g 0 ∈ B Lp(λ) and x 0 ∈ X such that x 0 = 1 and
as a consequence of Proposition 1. Since
we obtain the result.
However, the spaces L p (λ) and (S p (λ), s p ) do not coincide in the general case, even if X is reflexive. The next example shows this. This example suggests that the conditions that lead us to assure the equality between L p (λ) and S p (λ) (i.e., when every uniformly scalarly integral operator can be represented by a function of L p (λ)) are closely related to a certain property associated to the surjectivity of the integration map I : Definition 9 ). This will be shown in the following section for the particular case of positive vector measures defined on spaces with an unconditional basis.
The representation theorem for the case of positive vector measures on spaces with a basis
In this section we center our attention on the case of vector measures defined on spaces with an unconditional basis. We will suppose that the unconditional constant is equal to 1 for the aim of simplicity. Our aim is to obtain representation results for the spaces L p (λ) by means of tensor products and operator spaces. As a consequence, we also obtain some information about duality for these spaces.
Throughout this section L will denote a Banach lattice, and L + its positive cone.
Definition 8.
We will say that a countably additive vector measure λ : Σ → L that satisfies that λ(A) ∈ L + for every A ∈ Σ is a positive vector measure.
Spaces with an unconditional basis {e i : i ∈ N } can be endowed with a Banach lattice structure in a standard way (see p. 2 in [11] ). We will denote also by e i , i ∈ N the elements of the corresponding orthogonal basis. If L is such a space, its positive cone L + is the closure of the positive linear span of the basis. Then, Definition 8 makes sense in this case.
Definition 9.
Let L be a Banach lattice with an unconditional basis {e i : i ∈ N }. Let λ : Σ → L be a countably additive vector measure, and let 1 ≤ p < ∞. We will say that λ is support complete if there exists a family of functions
Theorem 10. Let L be a reflexive space with an unconditional basis, and let
Proof. First note that for every A ∈ Σ and i ∈ N ,
since λ is positive. Let i ∈ N , and consider the set
Let µ be a Rybakov measure for λ. All the equalities and inclusions between measurable sets in the proof must be understood µ-a.e. We claim that B i is a projection band, and there is a set A i ∈ Σ such that B i = {gχ Ai |g ∈ L p (λ)}. Moreover, A i and A j are disjoint sets if i = j. Since λ is positive, each element e i defines a positive measure λ, e i . Thus, if g 1 , g 2 ∈ L p (λ), µ 1 , µ 2 are real numbers and j = i we have
and then
is an order continuous Banach lattice by Proposition 6 in [14] , and then it is a projection band as a consequence of a theorem due to Ando (see Prop. 1.a.11 in [11] ). The characterization of the projection bands given in Prop. 1.a.10 of [11] assures that the projection P i associated to the band B i is given by 
λ, e k = 0 for every k ∈ N , and then it is easy to see that g = 0 since λ is positive. Consider a function g ∈ B i and suppose that there is a function h ∈ B j such that |g| ∧ |h| = f = 0. Then |f | ≤ |g| and |f | ≤ |h|, and f ∈ B i ∩ B j as a consequence of the fact that B i and B j are ideals. Thus, f = 0 and we get the inclusion.
Let us prove that the bands B i can be written as
Consider a function g ∈ L p (λ) and let us show that gχ Ai ∈ B i . In the other case, there is a j = i such that Ω |g| p χ Ai dλ, e j = 0. Then there is a subset B ⊂ A i such that λ(B), e j = 0 which is a contradiction since λ is positive. The same argument shows that it is not possible to find a function of B i whose support is not included in A i . Moreover, the above paragraph shows that
is a class of disjoint sets. This proves the claim. Since λ is support complete we also have that
This is a consequence of the fact that every g i in the definition of support complete satisfies g i = g i χ Ai and then supp{g i } ⊂ A i .
Consider an operator T ∈ S p (λ). Then we have for each i ∈ N and every g ∈ L p (λ) the inequality
Since λ is support complete, there is at least a function g i ∈ L p (λ) such that Ω |g i | p dλ ∈ span{e i } for every i ∈ N , which means either B i = {0} or µ(A i ) = 0. In fact, the structure of the bands B i shows that the restriction of
We can also suppose that f i is defined in Ω, and f i (w) = 0 for every w ∈ Ω − A i . Let f be the measurable function given by the pointwise sum
The following inequalities show that T can be represented by means of the function f . Let C n = n i=1 A i , n ∈ N . Let us define the functions h n := n i=1 f i . It is clear that for every n ∈ N the function h n ∈ L p (λ). Moreover,
If g ∈ L p (λ) we obtain is boundedly complete and X is weakly sequentially complete (Th. 1.c.10 in [10] ), and then there is a strong limit for every increasing bounded sequence of elements (see Th. 1.c.4 in [11] ). Therefore, the element ∞ i=1 Ai |f i | p d λ, e i e i ∈ X, and then we can prove that the function f ∈ L p (λ). Certainly, for every A ∈ Σ we can define
Thus, the other conditions of the definition of p -integrable function with respect to λ are easily checked for f . Moreover, f p ≤ s p (T ). In fact, for every function g ∈ L p (λ) it is clear that
Thus, f p = s p (T ), which completes the proof.
Corollary 11.
Under the assumptions of Theorem 10,
Thus, L p (λ) is reflexive if and only if
L p (λ) = L p⊗σp X .
