Abstract. The theory of bisets has been very useful in progress towards settling the longstanding question of determining units for the Burnside ring. In 2006 Bouc used bisets to settle the question for p-groups. In this paper, we provide a standard basis for the unit group of the Burnside ring for groups that contain a abelian subgroups of index two. We then extend this result to groups G, where G has a normal subgroup, N , of odd index, such that N contains an abelian subgroups of index 2. Next, we study the structure of the unit group of the Burnside ring as a biset functor, B × on this class of groups and determine its lattice of subfunctors. We then use this to determine the composition factors of B × over this class of groups. Additionally, we give a sufficient condition for when the functor B × , defined on a class of groups closed under subquotients, has uncountably many subfunctors.
Introduction
If G is a finite group, recall that the unit group of the Burnside ring, denoted by B × (G), is always an elementary abelian 2-group. It has been studied extensively by Yoshida ([10] ), Matsuda ([5] , [6] ), Yalçın ([8] ), and Bouc ( [2] ), although its rank for a general finite group is still unknown. In [2] Bouc succeeded in computing B × (G) for the case where G is a p-group using the theory of bisets. This is obtained through realizing the unit group of the Burnside ring as a biset functor, B × , on the biset category for finite groups C (see Definition 2.3).
The main results of this paper continue in the tradition of Bouc's results for B × on p-groups. Matsuda had previously determined B × (G) for G abelian and G dihedral [5] . Theorem 5.10 finds a standard basis for B × (G) when G has an abelian subgroup of index 1 or 2 and can be thought of as a generalization and merger of Matsuda's results placed in the context of bisets. Corollary 5.12 then extends this computation to B × (G) when G contains a normal subgroups of odd index, that has an abelian subgroup of index 1 or 2. We then turn our attention to Theorem 7.2, which computes the lattice of subfunctors of B × in the full subcategory of the biset category of finite groups C, consisting of such groups, which denote by C ′ , as well as determining its composition factors (Theorem 7.9). The overall goal would be a theory of structure and computation for B × when G is solvable. Viewed in this way, this paper may be considered as progress in this direction.
If D is a subcategory of C that is closed under subquotients, an interesting consequence of Theorem 7.2 is Corollary 7.4, which gives a sufficient condition on D, for when B × , defined on D, will have uncountably many subfunctors. In fact, Theorem 7.6 shows this is a necessary condition if D ⊂ C ′ . It is natural then to
where [H\G/K] is a set of representatives of (H, K)-double cosets in G, and γ x : H x ∩ K → H ∩ x K is the group isomorphism induced by conjugation by x. H/N . Let G, H, and K be finite groups, X a (G, H)-biset, and Y is an (H, K)-biset. We set X × H Y to be the set of H-obits of the H-set X × Y with the action h · (x, y) = (xh −1 , hy), for any h ∈ H and (x, y) ∈ X × Y . We then let X × H Y take on the natural action from G × K. Elements of X × H Y are denoted by (x, H y). The operation × H induces a bilinear map from B(G, H) × B(H, K) → B(G, K). The biset category C of finite groups is the category defined as follows:
• The objects of C are finite groups.
• If G and H are finite groups, then Hom C (G, H) = B(H, G).
• If G, H, and K are finite groups, then the composition v • u of morphisms u ∈ Hom C (G, H) and v ∈ Hom C (H, K) is equal to v × H u.
• For any finite group G, the identity morphism of G in C is equal to [G] .
Remark 2.4. The elementary bisets induce a presentation of C, ( [3] , Remark 3.1.2). In particular, given any two objects G, H ∈ C, for any α ∈ B(G, H) that is the image of a transitive (G, H)-biset, there is a subquotient A/B of G and a subquotient C/D of H, and an isomorphism f : C/D ∼ = A/B such that α = Ind If R is a commutative ring with identity and D is a preadditive subcategory of C, then the category RD is the category whose objects are the same as D and if G and H are two objects in RD, then Hom RD (G, H) = R ⊗ Z Hom D (G, H). A biset functor on D with values in R Mod is an R-linear functor from RD to R Mod ( [3] , 43). The category of biset functors on D with values in R Mod whose morphisms are natural transformations is denoted by F D,R . It is straightforward to verify that F D,R is an abelian category. For more information, see Proposition 3.2.8 of [3] .
For the rest of the paper, we will mostly consider subcategories D ⊂ C that satisfy the following definition.
Definition 2.5 ([3], 4.1.7, page 55). A class D of finite groups is said to be closed under taking subquotients if any group isomorphic to a subquotient of an object of D is in D.
A subcategory D of C is said to be replete if it is a full subcategory whose class of objects is closed under taking subquotients.
Simple biset functors.
Suppose R is commutative ring with identity and D is a preadditive subcategory. If F is an object in F D,R , (i.e. a biset functor on D with values in R Mod) we say that F is a simple biset functor if it is a simple object in F D,R .
Proposition 2.6 ([3], 4.2.2). Let R be a commutative ring with identity and let D be a replete subcategory of C, let D
′ be a full subcategory of D. If F is a simple object of F D,R , then the restriction of F to RD ′ is either the zero object or a simple object of F D ′ ,R .
Recall that the double Burnside ring of G over R is the endomorphism algebra E G := End RD (G) = RB(G, G).
Proposition 2.7 ([3], 4.3.2)
. Let R be a commutative ring with identity, and D a replete subcategory of C. If G is an object of D, denote I G to be the R-submodule of E G generated by all endomorphisms of G which can be factored through some object H of D with |H| < |G|. Then I G is a two sided ideal of E G , and there is a decomposition
where A G is an R-subalgebra, isomorphic to the group algebra ROut(G) of the group of outer automorphisms of G.
Remark 2.8. We briefly recall the parametrization of simple biset functor on a replete subcategory D of C. Full details can be found in chapter 4 of [3] : If S is a simple object of F D,R , then there is a minimal object G of D, with respect to order, such that S(G) = {0} is a simple E G /I G ∼ = ROut(G)-module, and for any object H in D such that S(H) = {0}, G is isomorphic to a subquotient of H. Conversely, if G is an object of D and V is a simple ROut(G)-module, then there is a simple object of F D,R , which we denote by S G,V , such that S G,V (G) ∼ = V and for any object H in D, S G,V (H) = 0 implies that G is isomorphic to a subquotient of H. Two simple objects in F D,R , S G,V and S G ′ ,V ′ are isomorphic if and only if there is a group isomorphism ϕ : G → G ′ and an R-module isomorphism ψ :
Composition factors.
Definition 2.9. Let D be a preadditive subcategory of C. Suppose F is an object of F D,R . A simple functor S is a composition factor of F if there are subfunctors
If G is a finite group we let C ⊑G denote the full subcategory of C whose objects are subquotients of G.
Definition 2.10 ([7]
). Let G be an object of D and F an object of F D,R . The functor F has a composition series over G if there is a series of subfunctors
If such a composition series exists, we will call the set of simple functors T i /B i together with their multiplicities the composition factors of F over G.
Proposition 2.11 ( [7] , Proposition 3.1). Let G be a fixed object of RD and F a biset functor on RD. If F has a composition series over G, then any other composition series over G of F has the same length and the composition factors over G (taken with multiplicities) are the same. Theorem 2.12 ([1], Theorem 2.42). If R is a field then every biset functor on RD with values in the category of finitely generated R-modules R mod has a composition series over G, for all objects G in RD.
Suppose R is a field and F is a biset functor on D with values in R mod. If S is a composition factor of F , then there is an object G of RD and simple ROut(G)-module V , such that S ∼ = S G,V . It follows from Theorem 2.12 that S will be a composition factor of F over G. We can then define the multiplicity of S as a composition factor of F to be the number of times it shows up as a composition factor of F over G. Note that choosing a different parametrization for S ∼ = S G ′ ,V ′ would result in the same multiplicity, since G ∼ = G ′ and thus C ⊑G and C ⊑ G ′ are the same subcategory of C.
Idempotents of RB(G,G)
For this section, we will assume D is a replete subcategory of C.
where µ G is the Möbius function of the poset of normal subgroups of G. 
, Definition and Notation 6.3.1). Let F be a biset functor, and let G be an object of D. The set of faithful elements of F (G) is the R-submodule
If F is a biset functor, then for any object G of D, we can use these idempotents to decompose F (G) as an R-module. In particular, we have the following results. (
. Let F be a biset functor, and G be an object of D. Then the map δ :
is an isomorphism of abelian groups. The inverse isomorphism is the map ι defined by
The unit group of the Burnside ring as a biset functor
If R is a commutative ring and D is a replete subcategory, we define the Burnside functor on RD to be RB := Hom RD (1, −). If R = Z, then B is equivalent to the functor that takes an object G of D to its Burnside ring.
Recall that a consequence of Burnside's Theorem is that the Burnside ring of a finite group G, B(G), has an embedding into Z |SG| with finite cokernel, where S G is a representative set of conjugacy classes of subgroups of G. This embedding is induced by the map that takes a finite G-set X, to the column vector (|X H |) H∈SG . We abusively use the notation |a H | when a ∈ B(G) and H ∈ S G , to denote the value of this embedding in the H entry. This embedding is called the ghost map of B(G) and its codomain, Z |SG| , is called the ghost ring of B(G). Throughout this paper, we identify B(G) with its image in the ghost ring. When determining elements of B(G), it is often useful to work inside the ghost ring.
It is useful to recall that if H and S are subgroups of G, then
One consequence of the embedding of B(G) into its ghost ring is that B(G)
× is an elementary abelian 2-group. Although, determining the exact number of elements is difficult, in general. However, we may view the unit group of the Burnside ring as a biset functor over D. This gives us various maps between unit groups of Burnside rings. For the paper at hand we will only need an explicit formulation of how these maps work between ghost rings of Burnside rings of finite groups. The theoretical groundwork for this biset functor can be found in Section 11.2 of [3] .
Definition 4.1 ([3], 11.2.17). Let G and H be finite groups and U be a finite (H, G)-biset. For u ∈ U and L H, let 
for any finite groups G and H, and any finite (H, G)-biset U .
We then, of course, restrict B × to the replete subcategory D. It is worth computing the maps T U when U is an elementary biset. Since B(G) can be embedded into Z |SG| and this embedding has finite cokernel, extending scalars by Q we have
The following theorem gives a formula for the primitive idempotents of QB(G) in terms of basis elements of B(G). It was originally proved by Gluck ([4] ) and independently by Yoshida ([9] ). 
Notice that for any element u ∈ QB(G), one has ue [F u ] is the empty set. We then can write
We immediately obtain the following corollary.
We will make use of Lemma 5.2 to determine ∂B × (G) for groups G with abelian subgroups of index 2. We begin with a reduction lemma. 
, with e ∈ {2 n − 1, 2 n−1 − 1} and ε ∈ {0, 1}.
Proof. Let g ∈ G and set z = x gg. Note that z ∈ G C2 . If g has odd order, then so does z. Thus x acts by inversion on g, otherwise |G C2 | > 2. If G 2 is cyclic of order 2 n , choose g to be a generator and write
We may assume that z 2 = 1, hence 2 n divides 2(d + 1). This implies that d = 2 n − 1 or d = 2 n−1 − 1, which correspond to cases (i) and (ii) respectively. Now assume that G 2 is not cyclic. If G 2 ∼ = V 4 then the statement follows by the constraint that |G C2 | ≤ 2. Assume then that G 2 ≇ V 4 . Let P be the subgroup of G 2 generated by elements of order 2. In particular, P is an F 2 vector space of dimension equal to the 2-rank of G 2 . Let T x denote the linear transformation on P induced by the action of x on G. Then T x has minimal polynomial dividing (λ+1)
2 . Thus, if P has dimension greater than 2, the eigenspace for λ = 1 has at least dimension 2, thus |G C2 | > 2. So we may assume that
If z = x aa, then we may again assume that z 2 = 1. Thus e ∈ {2 n − 1, 2 n−1 − 1}, and b 2ε = 1. Thus x (a 2 ) ∈ a 2 and a
Recall from the end of Remark 4.3 that an element u ∈ B × (G) is a faithful element if and only if |u K | = 1 for any K G that contains a nontrivial normal subgroup of G. We will use this without citation through the end of the section. 
where I is a representative of the unique conjugacy class of subgroups of order 2 in
is generated by the element
where I and J are representatives of the two non-central conjugacy classes of subgroups of order 2.
Proof. Let x be the generator of C 2 and let u ∈ ∂B × (G). Then |u S | = 1 for any subgroup S G which contains a nontrivial normal subgroup. Note that any subgroup of N is normal in G. Let S G with |u S | = −1. Then S ∩ N is trivial. This means that S is a noncentral subgroup of order 2 or trivial.
Suppose N 2 is trivial. By Sylow's theorem, G has a unique conjugacy class of subgroups of order 2. Let I = x . By Theorem 5.1 and Equation 2 we may write
with α, β ∈ Z. Since Z(G) is trivial, I is self-normalizing. Taking fixed points of I and the trivial subgroup, we get β + 1 = ±1 and |G| 2 β + |G|α + 1 = ±1. The only integer solutions are α = β = 0 and α = 1 and β = −2.
Suppose that N 2 is nontrivial and cyclic. Let y denote the generator of N 2 . Set I = x and J = xy . Since I = G J, we know that G has at least two conjugacy classes of noncentral subgroups of order 2. Further, since
Since every noncentral subgroup of order 2 is of the form xn with n ∈ N , we see that G has exactly two conjugacy classes of noncentral subgroups of order 2. Again by Theorem 5.1 and Equation 2, we may write
where α, β, γ ∈ Z. Since |N G (I)/I| = |N G (J)/J| = 2, taking fixed points of I, J and the trivial subgroup, we have 2β +1 = ±1, 2γ +1 = ±1, and
The only integer solutions are α = β = γ = 0 and α = 1, β = γ = −1 and the result follows.
Notation and Definition 5.6. We will refer to groups as described in Lemma 5.5 as pseudodihedral. We will frequently abuse this definition and say a group is pseudodihedral if it is isomorphic to a pseudodihedral group. If G is trivial, isomorphic to a cyclic group of order 2, or isomorphic to an pseudodihedral group, then ∂B × (G) is generated by a unique nontrivial element. We will denote this element as Φ G .
Remark 5.7. If G is the trivial group, then Φ G = −1. If G = C 2 , then Φ G can be characterized by its image in the ghost ring, which is given by |Φ It is straightforward to verify that any subgroup or any quotient group of a pseudodihedral group will be either pseudodihedral or abelian. Equivalently, this means that any subquotient of a pseudodihedral group is either abelian or pseudodihedral. This is analogous to a property dihedral groups have.
Suppose G = C 2 ⋉ N is pseudodihedral and x is a generator for C 2 . With the exception where G ∼ = D 8 , the subgroup N is the unique abelian subgroup with index 2. However, for the case of D 8 , the subgroup N can be specified as the unique cyclic subgroup of index 2. Notice that every element of G − N is of the form xn for some n ∈ N . Thus, every element of G − N conjugates elements of N by inversion and every element of G − N has order 2.
Proof. This is trivial if G is abelian, so we consider the case where G is pseudodihedral. If S is equal to G, or trivial, or if G/S has order 2, then the result is clear. Assume that S is nontrivial and that |G/S| > 2. Since G is pseudodihedral, we let N denote the unique abelian subgroup (in the case G ∼ = D 8 , we let N denote the unique cyclic subgroup) of index 2 in G. We first prove that S < N . For the sake of contradiction, suppose that x ∈ S, such that x ∈ N . Notice that x will have order 2, conjugation by x inverts elements of N , and S = x, N ∩ S . Because of our assumption that [G : S] > 2, we can deduce that [N : S ∩ N ] > 2. Thus, there is some n ∈ N such that n 2 ∈ S ∩ N . The subgroup S is normal in G, so we have that n −1 xn = xn 2 ∈ S and so x(xn 2 ) = n 2 ∈ S, which is a contradiction. So S is contained in N .
Since N is abelian, there exists X
where we use the notation g to denote the image of g ∈ G in the canonical projection of G → G/S, and set X = x, X ′ , where x is any element not in N . Write G/S = x, N . We see that G/S is pseudodihedral or isomorphic to C 2 × C 2 , since conjugation by x inverts elements of N , the subgroup N is abelian, the two part N 2 of N is cyclic, and x ∩ N is trivial. Similarly one verifies X is pseudodihedral or isomorphic to 
Proof. If N is trivial or of order 2, then G is abelian and we are done by Corollary 5.3. We will now suppose that |N | > 2. Let x ∈ G be an element whose image generates G/N , then x, N = G. Denote x 2 = z and note that z ∈ N , in fact z ∈ Z(G). We may assume that z 2 = 1, otherwise the result holds by Lemma 5.2. We may also assume x ∈ Z(G), otherwise the result holds by Corollary 5.3. Since N is abelian, conjugation by x induces an action of G/N on N . Any element of N fixed by this action will be in the center of G. Therefore, by Lemma 5.2, we may assume that we are in one of the three cases described in Lemma 5.4. Note that Lemma 5.4 also allows us to assume N 2 is nontrivial, otherwise z = 1 and
Our first goal is to show that if
we can write
The subgroup S cannot be a normal subgroup, since |u S | = −1. Thus [N : S] = 2. Since S does not contain a nontrivial normal subgroup of G, we may assume that N 2 ′ is trivial, so N must be a 2-group. Consider each of the three cases in Lemma 5.4 applied here. For the first two cases, when N is cyclic, the unique subgroup of order two in N is fixed by the action of G/N . Any maximal subgroup of N will contain this subgroup, which contradicts our assumption that S contains no nontrivial normal subgroup of G. Now, consider the third case of Lemma 5.4 , where N = a, b|a
, with e ∈ {2 n − 1, 2 n−1 − 1} and ε ∈ {0, 1}. Assume for now that n > 1. Thus a 2 n−1 = 1 is fixed by the action of G/N . If S = a , then S a = N implies that S ∩ a is nontrivial since |N | ≥ 8. In either case, a 2 n−1 < S and S contains a nontrivial normal subgroup of G.
Thus G is either abelian or isomorphic to D 8 , since the quaternion group does not contain a subgroup isomorphic to
If G ∼ = D 8 , then we can assume that S N . Thus, there is some element in S of the form xa where a ∈ N . Recall that any element of G − N is of the form xb or x −1 b for some b ∈ N . Note that since xN = x −1 N , so conjugation by x and x −1 induce the same action. Since N is abelian, it follows that, for any
S is a normal subgroup of G. Since S contains no nontrivial normal subgroup of G, we may assume that N ∩ S = {1}. This implies that |S| = 2 and thus, is a complement to N and G = S ⋉ N . We now prove that if ∂B × (G) is nontrivial, then G = S ⋉ N is pseudodihedral. Notice that in the previous paragraph, we showed that any maximal element of [F u ] must be a noncentral subgroup of order 2. Let y be a generator of S. We only need to consider cases (ii) and (iii) from Lemma 5.4, otherwise G is pseudodihedral. Note that N G (S) = C G (y)S = Z(G)S. This establishes that S is contained in a conjugacy class of size |G| 4 . Each noncentral subgroup of order 2 is generated by an element of the form ym ∈ G for some unique m ∈ N . Since each conjugacy class of noncentral subgroups of order 2 must also have size
, there are at most two such classes. There will only be two conjugacy classes of noncentral subgroups of order 2 if every element of the form ym ∈ G, where m ∈ N has order 2. It is easy to verify that this is not so for each of the cases (ii) and (iii) from Lemma 5.4. Thus by Theorem 5.1 we can write
for some integers α and β. Considering fixed points of S and and the trivial group produces equations of the form 2β + 1 = ±1 and 
Proof. Note that factor groups of G will also have abelian subgroups of index 1 or 2. If N is normal in G, then Corollary 5.3, Proposition 5.5, and Proposition 5.9 altogether imply that ∂B × (G/N ) is either trivial or generated by Φ G/N . We can apply Proposition 3.5 to G and the result follows.
We remark that this generalizes and unifies some of Matsuda's results on the order of the unit group of the Burnside ring for abelian groups and dihedral groups ( [5] , Examples 4.5 and 4.8). We can extend this result to a larger class of groups by the following proposition due to Bouc. We remark that the full proof of this result requires the Feit-Thompson Odd Order Theorem. 
Proof. G acts on N by conjugation, hence on B(N ) by ring automorphism, which restricts to an action on B × (N ) by group automorphism. The action of N is trivial, so we obtain an action of G/N on B × (N ). By Proposition 5.11 it suffices to show that L is invariant under this action. Choose g ∈ G and let c g denote the automorphism of N given by conjugation by g.
Furthermore, Iso(c g )(Φ N/K ) will be in the kernels of all nontrivial deflation maps, so it must be a faithful element of
Remark 5.13. The previous corollary is a generalization of Theorem 5.10, though in general its application will involve a choice of a normal subgroup N of odd index. The statement of the corollary implies that any choice of a normal subgroup N satisfying the hypothesis will produce a basis for B × (G), and different choices might result in different bases. However, we note that the intersection of such normal subgroups also satisfies the hypothesis, thus we are able to designate a smallest such choice as the standard if needed.
Notation and Remark 5.14. It can be easily verified that the full subcategory of C whose objects are groups with normal subgroups N of odd index, where N has an abelian subgroup of index at most 2, is a replete subcategory of C. We will denote this subcategory by C ′ . if n is even. If n is odd, every normal subgroup of N is characteristic. In the case where n = 2k, every normal subgroup is characteristic except for the two normal subgroups isomorphic to D 2k . However, since G/N has odd order, it stabilizes these two subgroups. Thus, by Corollary 5.12 Ten
We end this section with a pair of lemmas which will be helpful in the later sections. Proof. We may write G = x, N , where N is abelian and x acts by inversion on N . If H is trivial or a noncentral group of order 2, it is straightforward to verify that Res
× ({1}). For this, it is straightforward to verify that
In the case when S is pseudodihedral, we first show the lemma holds in the case where S = G. Lemma 5.8 tells us that each factor group of G is isomorphic to a subgroup of G. If N is a normal subgroup of G and ∂B × (G/N ) is nontrivial, then let T G be isomorphic to G/N and f : T → G/N is an isomorphism. If G/N has order 2, then choose T to be noncentral. Notation and Definition 6.1. Let F be a biset functor on D with values in R Mod. For any object G of D, we set F < (G), to be the E G -submodule
where H runs through objects of D which have smaller cardinality than G. If G is an object of D, such that F < (G) F (G), then we say that G is residual with respect to F .
It follows by Remark 2.4 that
where H runs over subquotients of G. Thus, if D and D ′ are replete subcategories of C such that D ⊂ D ′ , then the residual objects of D are just the residual objects of D ′ that are in D. We denote by R D,F a set of representatives, up to isomorphism, of objects in D which are residual with respect to F and call R D,F a complete set of residuals for F in D.
In the next proposition, we use the notation "H ≺ G", which means H is isomorphic to a subquotient of G. 
Proof. If G is a residual object of D with respect to F , then any group isomorphic to G will also be residual with respect to F . The second statement follows from easy induction on the order of G and the definition of residual with respect to F .
as R-modules. We now consider the biset functor B × ∈ F C ′ where C ′ is the subcategory of C from Remark 5.14. To be consistent with the usual biset notation, for any finite groups G, we have opted to denote the group law of B × (G) additively throughout the rest of the paper. Remark 6.3. Here we recall a particularly useful consequence of Lemma 5.5. Suppose G is pseudodihedral. Then
is generated by the image of Φ G , as an F 2 -space. In particular, 
Proof. By Theorem 5.9 and Corollary 5.12, G must be trivial, isomorphic to C 2 , or pseudodihedral group. But by Lemma 5.16, C 2 is not residual. For any finite group G, we always have
When G is pseudodihedral, it follows by Remark 6.3 that G is residual if and only
Suppose G is a pseudodihedral group and let N denote its unique abelian subgroup (the unique cyclic subgroup when G ∼ = D 8 ) of index 2. If H is any maximal subgroup of G other than N , then H = x, N ∩ H , where x ∈ G − N and N ∩ H is a maximal subgroup of N . Further, conjugation by x inverts elements of N ∩ H. So H is pseudodihedral as long as |N ∩ H| > 2. Notice that N ∩ H is a maximal subgroup of N . Therefore, all maximal subgroups of G, other than N , are also pseudodihedral, as long as 
By the transitivity of induction, we can assume that H is a maximal subgroup of 
We can now assume H = N and so it is pseudodihedral by assumption (see Remark 6.5).
We want to show that Ten Together with Proposition 6.4, the next proposition determines which objects in C ′ are residual with respect to B × . It will be used in the next section when we characterize the lattice of subfunctors of B × over C ′ and find its composition factors.
Remark 6.7. Before we prove the following proposition, we remark that D 8 is not residual. This follows from the unnecessarily strong machinery given by Theorem 8.5 in [2] . It can also be proved easily from straightforward calculations similar to the case in Proposition 6.8, where we consider groups isomorphic to D 2p , with p an odd prime. We consider this case settled and do not include it in the next proposition to simplify the characterization.
Proposition 6.8. Suppose G is a pseudodihedral group not isomorphic to D 8 . Let N denote the unique abelian subgroup of G with index 2. (A) When N ∼ = C p , the group G is not residual with respect to B × if and only if p ≡ 3 (mod 4). (B) When N is not simple, the group G is not residual with respect to B
× if and only if |N 2 | = 2 or N has an element of order p 2 for some odd prime p.
Proof. We frequently make use of (1) from Remark 4.3. We write it again, for easy reference. If H G and a ∈ B × (H) then
where S G is a set of representatives of conjugacy classes of subgroups of G. Write G = C 2 ⋉ N and denote the generator of C 2 by x. Since G is pseudodihedral recall that N 2 is cyclic and x acts on N by inversion. We split the rest of the proof into the two cases based on whether or not N is simple.
Part (A):
We first consider the case where N = C p for some prime p. Then p = 2 since G is pseudodihedral. By Theorem 5.10, |B × (G)| = 2 3 . By Lemma 5.16 and Lemma 5.8, for any abelian group L, we have
Since each proper subgroup of G is abelian, and induction is transitive, the group G is not residual if and only if
G has 4 conjugacy classes of subgroups. Denote S G = {{1}, x , C p , G} a set of representatives of these classes. By (3) (ordering S G by increasing cardinality) we compute
where r is equal to the number of double cosets in x \G/ x . Explicitly, by (3) 
Part (B):
We now consider the case where N is not simple. When |N 2 | = 2 or N contains an element of order p 2 for some odd prime p, we will establish that there is some proper subgroup H < G and some w ∈ B × (H), such that Ten Fix y ∈ N p to have maximal order, p n . Let C be a complement of y in N . Set H ′ = y p × C and H = x, H ′ . By construction H ′ has no complement in N . Since H ′ is a maximal subgroup of N we have that H is a maximal subgroup of G. Fix a subgroup X G. We need to establish that |Ten
Note again that H
′ has no complement in N . Furthermore, any nontrivial subgroup S N will intersect with H ′ , hence H, nontrivially. Thus, for any g ∈ G, if g X ∩ H is a noncentral subgroup of order 2 in H, then X is already a noncentral subgroup of order 2 of G. So by (3), we have
unless X is a noncentral subgroup of order 2.
Since H has index p in G and p = 2, then both I and J are subgroups of H. Suppose X = I. Then g −1 Xg ∩ H = {1} if and only if g −1 xg = xg 2 ∈ H. Because H has odd index in G, the element xg 2 ∈ H if and only if g ∈ H. Thus g −1 Xg ∩ H = {1} if and only if XgH = XH as double cosets in X\G/H. Again by (3), |Ten
When X = J, the argument is similar and we get
Since N 2 is not trivial H I and H J are defined and we set v = Ten G HI (Φ HI ). Note also that N 2 ′ is nontrivial, since |N 2 | = 2 and |N | > 2 by G being pseudodihedral. Fix a subgroup X of G. We wish to compute |v X |. If X is trivial then it is clear by (3) that |v X | = 1. Suppose X is nontrivial and
it follows that g X ∩ H is not a noncentral subgroup of order 2 of H, for any g ∈ G. So |v X | = 1, by (3). Now suppose X is nontrivial and X ∩ N 2 ′ = {1}. Then X is conjugate to N 2 , I, J, or JN 2 = IN 2 . We apply (3) to each of these subgroups. For N 2 it is easy to verify that |v N2 | = |Φ We now consider the element u = Inf Consequentially, we get the following theorem. 
Proof. That R is a complete set of residuals follows by Remark 6.7, Proposition 6.4, and Proposition 6.8. The last statement follows from Proposition 6.2 and Lemma 5.17.
Subfunctors of B ×
The goal of this section is to parametrize the subfunctors of B × over C ′ . We can do this in terms of the residual groups found in the previous section. For the rest of the section, we let R C ′ ,B × be a complete set of residuals for B × in C ′ .
Notation 7.1. For any I ⊂ R C ′ ,B × , set F I ⊆ B × to be the subfunctor generated by {Φ X |X ∈ I}. In other words, F I is the subfunctor of B × such that, for any
if I is nonempty and F I is the trivial biset functor if I is empty. Note that we may construct F I ⊆ B × ∈ F D , where D is any replete subcategory of C.
Recall that when I = R C ′ ,B × , Theorem 6.9 implies
i.e, I consists of the elements of R C ′ ,B × which are isomorphic to subquotients of elements of I. We say I is the residual subquotient closure of I. If I = I then I is said to be closed under residual subquotients. Recall that R C ′ ,B × consists of the trivial group and certain pseudodihedral groups. Thus if X ∈ I then every quotient of X is isomorphic to a subgroup of X. So if we had defined I to be the subset of R C ′ ,B × consisting of elements isomorphic to subgroups of elements from I, it would result in the same set. Proof. If F is trivial, then I is empty and this case is clear. Suppose F is nontrivial, there exists X ∈ C ′ and u ∈ F (X) ⊂ B × (X), such that u is nontrivial. Hence, there is a K X, such that |u
. Thus I contains the trivial group. Moreover, by Lemma 5.16, we have F I (X) = F (X) = B × (X) for abelian X. It is clear that F I ⊆ F . Fix a nonabelian object G ∈ C ′ . We start with the case when G has an abelian subgroup of index 2 and show F I (G) = F (G). In this case, Proposition 3.5 implies it is sufficient to show ∂F I (G) = ∂F (G), since having an abelian subgroup of index at most 2 is closed under taking quotients. For any object X ∈ C ′ , we have
We also know that ∂B × (G) is either trivial or has F 2 -dimension 1, by Lemma 5.5 and Proposition 5.9. So we only need to show that when ∂F (G) is nontrivial ∂F I (G) is also nontrivial.
When ∂F (G) is nontrivial, ∂B × (G) is nontrivial. Moreover, since G = {1}, if ∂F (G) is nontrivial, then Proposition 5.9 implies G is pseudodihedral and Φ G ∈ F (G). Thus, Proposition 5.17 tells us B × (S) = B(S, G)Φ G ⊂ F (S), for any S ≺ G. This implies F (S) = B × (S), for any S ≺ G. So I contains an isomorphic copy of any subquotient of G that is residual with respect to B × . Hence, Φ S ∈ F I (S) for all S ≺ G that are residual with respect to B × . Thus, applying Theorem 6.9
where S runs over all the subquotients in G which are residual with respect to B × . It follows that F (G) = F I (G) and in particular ∂F (G) = ∂F I (G).
We have so far shown that F (G) = F I (G), whenever G ∈ C ′ has an abelian subgroup of index at most 2. If G is a general object of C ′ , then there is a normal subgroup N G with odd index in G, containing an abelian subgroup of index at most 2. By the above argument F I (N ) = F (N ). Since F ⊆ B × , the isomorphism in Proposition 5.11 given by Ten
. That I = I follows from Proposition 5.17. What is left is to establish that if I ⊂ R C ′ ,B × is closed under residual subquotients, and
Again, Proposition 5.17 implies that I ⊂ I ′ . If I is empty, this is clear. Suppose I is not empty and for the sake of contradiction that there is some
However, since G is not isomorphic to a subquotient of any element of I, it follows from Remark 2.4 that for any ϕ ∈ B(G, X),
, which is a contradiction. Hence I = I ′ . It is easy to verify that this bijection is an isomorphism of posets.
Remark 7.3. Theorem 7.2 has a formal generalization. If D is any replete subcategory of C contained in C ′ , and R D,B × is a complete set of residuals for B × in D (for example, we can choose R D,B × to be the set of G ∈ R such that G is an object of D, where R is the set from Theorem 6.9), then the lattice of subfunctors of B × ∈ F D is isomorphic as a poset to {J|J ⊂ R D,B × }. The proof is the same, with the exception of using the symbol "D" whenever there is a "C ′ ".
In Theorem 9.5 of [2] , Bouc characterized the subfunctors of B × over the class of 2-groups (and through inflation, nilpotent groups). In our terminology, Bouc showed that the lattice of subfunctors of B × is uniserial and the nontrivial proper subfunctors are in bijection with the sets {D 2 n } for n > 3. Together with Bouc's result, Theorem 7.2 can be used to show the structure of the lattice of subfunctors of B × over the full subcategory of C, whose objects are nilpotent groups or groups in C ′ . Furthermore, it is easy to verify that the lattice of subfunctors of B × is not uniserial over C ′ . Additionally, Theorem 7.2 gives us a sufficient condition for when the biset functor B × , defined on a replete subcategory D ⊂ C has uncountably many subfunctors. Proof. Let R be the complete set of residuals with respect to B × from Theorem 6.9. Let {G p } p∈K be the assumed set of groups from the statement, whose elements are objects of D, indexed by the infinite set K. For any subset Π ⊂ K, we denote In fact, the sufficient condition in Corollary 7.4 is also a necessary condition for any replete subcategory of C contained in C ′ . However, before we give its proof, we need a technical lemma about countability. We include a proof of it for completeness, though the reader may wish to skip it.
Corollary 7.4. Consider the following sets of groups:
Before we state the following lemma, we clarify our terminology. Consider a set I of n-tuples with entries from N with the property that, if (a 1 , . . . , a n ) ∈ I and (b 1 , . . . , b n ) is any other n-tuple with entries in N such that b i ≤ a i for each i = 1, . . . , n, then (b 1 , . . . , b n ) ∈ I. In this case, we say that I is closed under the product ordering from below. In the lemma, by N, we mean the subset of Z consisting of the positive integers and 0. Proof. We will prove this by showing that a nonempty subset of N n , closed under the product ordering from below, can be parametrized by a finite subset of (N ∞ ) n , where N ∞ := N ∪ {∞} and ∞ is some maximal element, with respect to the regular ordering. Since (N ∞ ) n is countable, and the finite subsets of a countable set form a countable set, the result will follow.
For each I ⊂ N n that is closed under the product ordering from below, there is a unique I * = I ∪ I ∞ ⊂ (N ∞ ) n , where
Note that if I is finite, then I ∞ = ∅ and I * = I. Furthermore, it is straightforward to verify that I * is closed under the product ordering from below in (N ∞ ) n and I * ∩ N n = I. Moreover, for every (x 1 , . . . , x n ) ∈ I * , there is a maximal element (a 1 , . . . , a n ) ∈ I * such that (x 1 , . . . , x n ) ≤ (a 1 , . . . , a n ). Let M be a set of elements, from (N ∞ )
n , that are pairwise noncomparable with respect to the product ordering. Set I M to be the closure, from below, with respect to the product ordering. If I ⊂ N n is closed under the product ordering from below, and M is the set of maximal elements in I * , our construction guarantees that I M = I * . Thus, it suffices to show that I * has only finitely many maximal elements.
We do this inductively on n. If n = 1, this is clear, since every nonempty proper subset of N, closed under the product ordering from below has one maximal element and N * = N ∞ also has one maximal element. For the general case, suppose n > 1. Let I ⊂ N n be a proper subset, closed under the product ordering from below, then there is a maximal a ∈ N, such that (a, . . . , a) ∈ I * . For each i ∈ {1, . . . , n} and each m ∈ {1, . . . , a}, let I Proof. The "if" direction follows from Corollary 7.4. What is left is to prove that if D contains only finitely many objects from each of the sets described in Corollary 7.4, then the lattice of subfunctors of B × over D is at most countable. Suppose D contains only finitely many objects from each set described in Corollary 7.4. Let U denote the objects contained in D from the union of all these sets. Since D contains only finitely many objects from S 0 , it follows that U must be finite. Notice that if G ∈ C ′ is residual with respect to B × and p is an odd prime dividing the order of |G|, then G has a subquotient (in fact, a subgroup) X isomorphic to a group from one of the sets in Corollary 7.4, such that p||X|. Thus, by the finiteness of the set U, there are odd primes p 1 , . . . , p r such that, for any X ∈ D, residual with respect to B × , we have natural numbers n 0 , n 1 . . . , n r and a pseudodihedral group
with X ≺ G (n0,n1,...,nr ) . By Remark 7.3, we may assume that every object in D is a subquotient of some object which is residual with respect to B × , since this does not change the poset structure. Suppose D ′ is a full subcategory of C consisting of subquotients of the groups G (n0,n1...,nr) , for any (r + 1)-tuple of natural numbers (n 0 , n 1 . . . , n r ). Then a 0 , a 1 , . . . , a r ) ∈ N|G (a0,a1,...,ar) ≺ G (n0,n1,...,nr) ∈ J}. This set is closed under the product ordering on N r+1 . Moreover, this induces an injection into the set of subsets of N r+1 that are closed under the product ordering. The result follows by Lemma 7.5.
It is natural to ask if we can relax the condition in Theorem 7.6, for D to be a subcategory of C ′ . 
is a basis for F I (G).
Proof. The only thing we need to prove is that L is a basis of F I (H), the rest follows by replacing B × by F I in the proof of Corollary 5.12. We can use Proposition 3.5 to decompose 
and by dimension, we have B × (X) = F I (X). Hence X ∈ I, which is a contradiction. Therefore, Inf H H/N Φ H/N N ∈N must be all of F I (H) In general, computing the dimension of the evaluations of simple biset functors is difficult. In the next section the explicit form of Proposition 7.8 will give us an easy way to compute the dimension of S G,F2 (H) when G, H ∈ C ′ and G is residual with respect to B × . We end this section by detailing which simple biset functors show up as composition factors of B × ∈ F C ′ . Before we state the following theorem, we clarify a technicality. Let D be any replete subcategory of C. Note that B × (G) is always an elementary abelian 2-group, thus we may view B × as a functor in B × ∈ F D,F2 . So there is no ambiguity when we discuss the multiplicity of composition factors of B × .
Theorem 7.9. The composition factors of B × ∈ F C ′ are parametrized exactly by the simple biset functors S G,F2 , where G ∈ R C ′ ,B × . Furthermore, each composition factor has multiplicity 1.
× be two subfunctors of B × ∈ F C ′ such that F I /F I ′ is simple, where I and I ′ are the corresponding subsets of R C ′ ,B × from Theorem 7.2. We may then assume that F I /F I ′ ∼ = S G,V where G ∈ C ′ and V is a simple ′ , then for any X ∈ C ′ such that |X| < |H|, we have F I ′ (X) = F I (X), by Proposition 7.8. Thus S G,V (X) is trivial. Again by by Proposition 7.8, we have F I ′ (H) F I (H). So H is a minimal object for S G,V and by Remark 2.8, H ∼ = G. We can now assume H = G. Through evaluation
has dimension 1 as an F 2 -space by Proposition 6.4 and Proposition 5.5, since G is residual. Furthermore,
is generated by the image of the element Φ G ∈ B × (G). By the proof of Proposition 4.3.2 in [3] , the action of Out(G) on V as an F 2 Out(G)-module, is given by f · v = Iso(f )(v) for any f ∈ Out and v ∈ V . Since Φ G is the unique faithful element in B × (G), it is fixed by Iso(f ) for any f ∈ Out(G). Thus V is isomorphic to the trivial F 2 Out(G)-module.
That S G,F2 has multiplicity 1 is easy to see by a simple construction. Let I = {G} ⊂ R C ′ ,B × . Then choose {{1}} = I 1 I 2 · · · I n I n+1 = I to be a filtration such that |I i+1 − I i | = 1 and I i is closed under residual subgroups, for each i = 1, . . . , n. Note that this forces I n+1 − I n = {G}. Thus
is a composition series for B × over G. It is easy to verify that F In+1 /F In is the only composition factor isomorphic to S G,F2 , since G ∈ I i for any i = 1, . . . , n. For this section, we again set R C ′ ,B × to be a complete set of residuals for B × in C ′ . If G and H are finite groups and k is a field, the following is a characterization due to Bouc of the k-module S G,k (H). 
where (B, A) − (T, S) means that
In particular, the k-dimension of S H,k (G) is equal to the rank of this bilinear form.
It is generally difficult to determine the k-dimension of S G,k (H) in terms of other data about G and H. However, we can apply the results from the the previous section to determine this for S G,F2 (H), where G ∈ R C ′ ,B × and H ∈ C ′ .
Theorem 8.2. Suppose G ∈ R C ′ ,B × and H ∈ C ′ . Set r = dim F2 (F I (H)) and
Proof. Notice that J = J. Since J ⊂ I, Theorem 7.2 F I /F J is simple. Proposition 7.8 implies that G is a minimal object for F I /F J . Thus by Remark 2.8 and Theorem 7.9, F I /F J ∼ = S G,F2 and the result follows.
Theorem 8.2, together with Proposition 7.8, gives us a way to compute S G,F2 (H), where G ∈ R C ′ ,B × and H ∈ C ′ . To illustrate this, we cover the cases where G is trivial or dihedral and H is dihedral. A particularly nice case of the above result is when we consider dihedral groups. In the following result, φ : N → N denotes Euler's φ-function. 
