Abstract. In this paper we investivate bifurcation results for a class of problem in a smooth bounded domain involving the fractional p-Laplacian operator and with a nonlinearity that reaches the critical growth with respect to the fractional Sobolev embedding.
Introduction and main result
Let p ∈ (1, ∞), s ∈ (0, 1) and let Ω be a bounded domain in R N , N > sp, with Lipschitz boundary ∂Ω. Very recently, a new nonlocal nonlinear operator was considered, namely for u smooth enough |u(x) − u(y)| p−2 (u(x) − u(y)) |x − y| N +sp dy, x ∈ R N , consistent, up to some normalization constant depending upon N and s, with the linear fractional Laplacian (−∆) s in the case p = 2. Recently, many efforts were devoted towards the study of the fractional p-Laplacian operator, among which we mention the study of eigenvalue problems [12, 14, 16] , regularity theory [9] and the study of existence within the framework of Morse theory [15] . For the motivations that lead to the study of such operators, we refer the reader to the contribution [5] by Caffarelli. In this paper, we consider the following problem (1.2) (−∆) s p u = λ|u| p−2 u + |u| p * s −2 u in Ω u = 0 in R N \ Ω.
on the line of the corresponding analysis developed in [7] for the case s = 1 and p = 2. The contribution [22] extended the famous result of Brezis-Nirenberg [4, 6, 13] for the critical Laplace equation to the nonlocal setting of the fractional Laplace equation (1.2) when p = 2, namely the semi-linear case. In this paper, we extend the result in [7] for the case s = 1 and p = 2 to cover problem (1.2) and this extension to the quasilinear case is nontrivial. Indeed, the linking argument based on eigenspaces of (−∆) s in [21] does not work when N ≥ 3 since the operator (−∆) s p does not possess linear eigenspaces. Instead, we will use a more general construction based on sublevel sets as in [20] (see also [18, Proposition 3.23] ). Moreover, the standard sequence of (variational) eigenvalues of (−∆) s p based upon the genus does not give enough information about the structure of the sublevel sets to carry out this linking construction. Therefore we will use a different sequence of eigenvalues introduced in [17] that is based on a cohomological index, and show that problem (1.2) has nontrivial solutions. This procedure was also recently used in [15] to find existence and multiplicity of solutions to subcritical problems via Morse theory. The Z 2 -cohomological index of [11] is defined as follows. Let W be a Banach space and let A denote the class of symmetric subsets of W \ {0}. For A ∈ A, let A = A/Z 2 be the quotient space of A with each u and −u identified, let f : A → RP ∞ be the classifying map of A, and let f * : H * (RP ∞ ) → H * (A) be the induced homomorphism of the Alexander-Spanier cohomology rings. The cohomological index of A is defined by
. For example, the classifying map of the unit sphere S m−1 in R m , m ≥ 1 is the inclusion RP m−1 ⊂ RP ∞ , which induces isomorphisms on H q for q ≤ m − 1, so i(S m−1 ) = m. The Gagliardo seminorm is defined for all measurable function u : R N → R by
For futher details, see [10] . We shall work in the linear subspace (X(Ω), · ) is a uniformly convex Banach space. Furthermore, the embedding X(Ω) ֒→ L r (Ω) is continuous for r ∈ [1, p * s ] and compact for r ∈ [1, p * s ), see [10] . The dual space of
The spectrum of (−∆) s p in Ω consists of λ ∈ R for which the problem
admits a nontrivial solution, namely
Although a complete description of the spectrum is not yet known when N ≥ 3, we can define an increasing and unbounded sequence of eigenvalues via a suitable minimax scheme. Estimations from below and above of the growth rate of these variational eigenvalues have been recently studied in [14] . With this regard, the analysis becomes difficult in the nonlocal case since the norm of functions with disjoint supports fails to be additive. The standard scheme based on the genus does not give the necessary index information, so we will use the scheme based on the cohomological index as in [14, 15, 17] . Let
Then eigenvalues of (1.3) on M coincide with critical values of Ψ. We use the notations
for the sublevel and superlevel sets, respectively. Let F be the class of symmetric subsets of M and
Then 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · → +∞ is a sequence of eigenvalues of problem (1.3) and
see [18, Propositions 3.53 ]. We will make essential use of formula (1.5). Let us set
, which denotes the best constant for the embedding X(Ω) ֒→ L p * s (Ω). The main result of the paper is the following
2) has at least m pairs of nontrivial solutions such that u λ j → 0 as λ → λ k+1 . The result establishes the fractional counterpart of a result [19, Theorem 1.1] recently obtained for the local nonlinear case s = 1 (namely the standard p-Laplace operator ∆ p ) and, in fact, condition (1.7) is replaced by λ k+1 − λ < S/|Ω| p/N in [19] .
An abstract theorem
In this section we state an abstract theorem that we will used to prove Theorem 1.1. The following proposition summarizes the basic properties of the cohomological index. 
Let Φ be an even C 1 -functional on W and let A * denote the class of symmetric subsets of W . Let r > 0, let S r = {u ∈ W : u = r}, let 0 < b ≤ +∞, and let Γ denote the group of odd homeomorphisms of W that are the identity outside Φ −1 (0, b). The pseudo-index of M ∈ A * related to i, S r , and Γ is defined [2] by
The following critical point theorem generalizes [1, Theorem 2.4].
Theorem 2.2. Let A 0 , B 0 be symmetric subsets of S 1 such that A 0 is compact, B 0 is closed, and
Assume that there exists R > r such that
where A = {Ru : u ∈ A 0 }, B = {ru : u ∈ B 0 }, and X = {tu :
and set
If, in addition, Φ satisfies the (PS) c condition for all c ∈ (0, b), then each c * j is a critical value of Φ and there are m distinct pairs of associated critical points.
It follows that i * (X) ≥ k + m. So X ∈ A * k+m and hence c * k+m ≤ sup Φ(X). The rest now follows from standard results in critical point theory (see e.g. [18] ).
Remark 2.3. Constructions similar to the one in the proof of Theorem 2.2 have been used in Fadell and Rabinowitz [11] to prove bifurcation results for Hamiltonian systems, and in Perera and Szulkin [20] to obtain nontrivial solutions of p-Laplacian problems with nonlinearities that interact with the spectrum. See also [18, Proposition 3 .44].
Preliminary results
The proof of Theorem 1.1 requires some lemmas.
in Ω, then we have
Proof. Define, for any n ≥ 1, the function ω n : R 2N → R + by letting
Note that, given ε > 0, there exists C ε > 0 such that
Choose a = (u n (x) − u n (y)) − (u(x) − u(y)) and b = u(x) − u(y). Then, we have
Consequently, defining ω ε n : R 2N → R + by letting
For u n (x) → u(x) a.e. in R N as n → ∞, it follows ω ε n → 0 a.e. in R 2N as n → ∞, the Lebesgue Dominated Convergence Theorem implies, that for all ε > 0,
Therefore, since u n is bounded in X(Ω), we can conclude
By the arbitrariness of ε > 0, we conclude the proof.
For problem (1.2), the corresponding functional I λ : X(Ω) → R is given by
, and for u, v ∈ X(Ω),
We shall need the following compactness result, which is consistent with the local case s = 1, when the Palais-Smale holds at the energy levels below S N/p /N . Proof. Let λ ∈ R, and suppose that (u n ) is a sequence in X(Ω) such that, as n → ∞,
Taking into account the Hölder inequality, we have
Then there exists a subsequence, still denoted by (u n ), with u n ⇀ u in X(Ω), u n (x) → u(x) a.e. and u n → u in L r (Ω), for all 1 ≤ r < p * s by virtue of [10, Corollary 7.2]. So we can conclude that
The second formula follows since the sequence |u n | p * s −2 u n weakly converges to |u|
as well as
This shows that u ∈ X(Ω) is a weak solution for problem (1.2), namely
for all ϕ ∈ X(Ω). In turn, by letting ϕ = u, we also have
.
Let us set v n := u n − u for all n ≥ 1. From [3] and Lemma 3.1, we have
Again from I ′ λ (u n )u n = o n (1) and the bound on c, we obtain
Whence v n p ≤ N c/s + ω < S N/sp for ω > 0 small and every n ∈ N large. From the definition (1.6) and formula (3.2), we obtain
Hence, we conclude that v n → 0 strongly in X(Ω), as n → ∞.
For the proof of the main result, we will also need the following technical facts.
Lemma 3.3. For every w ∈ X(Ω) there exists one and only one weak solution u ∈ X(Ω) to
Proof. The existence follows by minimization of the functional
, by a standard argument in the Calculus of Variations. Moreover, ifû,ǔ ∈ X(Ω) are two weak solutions to problem (3.3), then in turn we get
where ω(x, y) = (|a| p−2 a − |b| p−2 b)(a − b) with a =û(x) −û(y) and b =ǔ(x) −ǔ(y). By the elementary inequalies in [8] there exists a constant C p > 0, such that
If p ≥ 2, we get û −ǔ ≤ 0 directly from (3.4) and (3.5). If 1 < p < 2, integrating on
for some positive constant C we obtain We have also the following Lemma 3.4. Let l ≥ 1 be such that λ l < λ l+1 . Then there exists a symmetric compact set
Let us first prove that there exists a symmetric compact setÂ 0 ⊆ A such that i(Â 0 ) = l. From [18, Proposition 3 .53], A is a symmetric subset of X(Ω) \ {0} with i(A) = l. Now for every
, where u ∈ X(Ω) is the (unique) weak solution to equation (3. 3) in light of Lemma 3.3. Then, we get
which implies that
By combining (3.6)-(3.7), we get
Then J(A) ⊆ A. We prove that the map J : A → J(A) is odd and continuous from the topology of L p (Ω) to that of X(Ω). Let (w n ) ⊂ A with w n → w in L p (Ω). Let then u n ∈ X(Ω) which satisfies equation (3. 3) corresponding to w n . By the Sobolev embedding, we have
which implies that (u n ) is bounded in X(Ω). Then there exists a subsequence, still denoted by (u n ), with u n ⇀ u in X(Ω), u n (x) → u(x) a.e. and u n → u in L r (Ω), for all 1 ≤ r < p * s . By mimicking the argument in the proof of Lemma 3.2, we get that u is the weak solution of (3.3) corresponding to w. So, in turn,
which yields u n → u in X(Ω). By these facts we conclude that i(J(A)) = i(A) = l and J(A) is compact in X(Ω). Let us denoteÂ 0 = J(A). ThenÂ 0 is a symmetric compact subset of A with i(Â 0 ) = l. Finally, to get the assertion, consider the radial projection map Π :Â 0 → A 0 defined by setting Π(v) = v −1 v. Setting A 0 = Π(Â 0 ), since Π is a odd homeomorphism (it is bijective andÂ 0 is compact) we have that A 0 is compact and, also, i(A 0 ) = l. The proof is complete. We take B 0 = Ψ λ k+1 , so that i(M \ B 0 ) = k by (1.5). Let R > r > 0 and let A, B and X be as in Theorem 2.2. For all u ∈ Ψ λ k+1 ,
