We prove an explicit error term for the ψ(x, χ) function assuming the Generalized Riemann Hypothesis. Using this estimate, we prove a conditional explicit bound for the number of primes in arithmetic progressions.
Introduction
Explicit estimates for the distribution of primes assuming the Riemann Hypothesis has been widely investigated. A good starting point is Schoenfeld's thorough article [13] which is the second part of a similarly impressive paper by Rosser and Schoenfeld [11] . Büthe has proved explicit results assuming the partial Riemann Hypothesis, namely, that the Riemann Hypothesis holds up to some height [3] .The aim of this article is to treat primes in arithmetic progressions assuming the Riemann Hypothesis.
Let now π(x; q, a) = p≤x p≡a mod q 1 compute the number of primes up to x which are congruent to a modulo q. By de la Vallée Poussin [9] π(x; q, a) ∼ x ϕ(q) log x .
Furthermore, it is known (see e.g. [5, Chapters 19 and 20]) that assuming the Generalized Riemann Hypothesis (GRH), we have (1) π(x; q, a) = Li(x) ϕ(q)
where Li(x) = for all x ≥ x π (q).
Explicit bounds for functions are important in computing. However, the motivation for writing this article originally came from the first named author's collaboration [6] where p-adic evaluations of Euler's divergent series where investigated in arithmetic sequences. In Theorem 5, assuming the GRH, the author proved that there is a bound such that if certain constant is below this bound, then there is a p such that the p-adic evaluation of the series is not rational or there are p and q such that the p and q-adic evaluations are not equal. However, the authors were not able to give an explicit bound for this constant due to inexplicit formulation of the error term in the bound for the number of primes in an arithmetic progression assuming the GRH. The results in this paper could be used to 1 sharpen Lemma 1 and subsequently the proof of Theorem 5 in that paper, and thereby, to derive such an explicit constant.
Let now Λ(n) be the von Mangoldt function, and ψ(x; q, a) = p n ≤x p n ≡a mod q Λ(n).
First we prove a result which is used for deriving the estimate for the number of primes in arithmetic progressions: Furthermore, the expression involving values of the logarithmic derivative of the L functions can be bounded by 1 ϕ(q)
if 4 · 10 5 ≤ q < 10 10 and 1 ϕ(q)
< (0.297 log log q + 0.603) log 2 q + 1 2 log
if q ≥ 10 10 .
Slightly sharper bounds for the expression with the logarithmic derivative of the Lfunction can be obtained using Lemma 9 instead of Corollary 10. Using Theorem 1, we obtain the following bound on the number of primes in an arithmetic progression, where li(x) = lim The proof of Theorem 2 is a straightforward partial summation argument. It would be possible to obtain a sharper bound but since the first term on the right side is clearly the dominating oen for large values of x, and the full result is long and complicated, we decided to state the result in this form which easily reveals the order of magnitude. The proof of Theorem 1 is more involved. We will first express the function ψ(x; q, a) in terms of the ψ-functions involving multiplicative characters, which we can then write in terms of the von Mangoldt's formula, and then carefully bound the terms.
Proof of Theorem 1
The proof will follow Chapters 19 and 20 in Davenport's book [5] . Write now
where χ is a multiplicative character to the modulus q and
Now we separate the sum corresponding to the principal character χ 0 from the rest of the sum. Considering the contribution coming from the principal character is straightforward.
2.1.
Contribution coming from the principal character. We start with a lemma:
2 log x when q = 6 log q log x when q = 6.
Proof. To estimate this sum, notice first that if
Furthermore, α i log p i > 1 whenever p i ≥ 3 or α i ≥ 2 and in particular, if p i ≥ 3, then α i log p i ≥ α i . Furthermore, log 2 + log p > 2 whenever p ≥ 5 is a prime. Hence, log n ≥ k whenever n = 6.
Assume now q = 6. Then and if q = 6, the sum is equal to
where ψ(x) = n≤x Λ(n). Hence,
where − log q ≤ c 1 ≤ log q if q = 6 and −2 ≤ c 1 ≤ 2 if q = 6. Hence, the contribution coming from the principal character is now treated. We may now move to considering the contribution coming from the other characters. This will require several technical lemmas.
Contribution coming from the other characters. Assume
We modify the function ψ(x, χ) to obtain the function ψ 0 (x, χ) in the following way:
because the function ψ(x, χ) has discontinuities when x is a prime power, so we define the value to be the mean between the values on the left and right sides. This gives an error of size at most log x. Now we get:
Lemma 4. Let χ be an imprimitive Dirichlet character modulo q ≥ 3 which is induced by a primitive character χ * . Then |ψ 0 (x, χ) − ψ 0 (x, χ * )| ≤ 2 log x when q = 6 log q log x when q = 6.
Proof. The estimate follows from the observation
If χ(−1) = 1, then
where b(χ) comes from the Laurent series of L ′ (s,χ) L(s,χ) :
We estimate the function ψ 0 (x, χ) using the previous formulas. Lemma 
Proof. We can compute
.
By [2, Lemma 2.2] the right hand side on the previous formula is
Furthermore, since ζ ′ (2) ζ(2) < 0.570, we have L ′ (s,χ) L(s,χ) < 0.570 for s = 2 + it. Next we estimate the function ψ 0 (x, χ) using formulas (4) and (5) . First we estimate the term b(χ). Proof. To estimate the term b(χ) we would like to find a formula for it. Since the term b(χ) comes from the Laurent series of L ′ (s,χ) L(s,χ) , we would like to write it in the form where we can find the term b(χ) easily. By the functional equation for Dirichlet L-functions and logarithmic differentation we have
where B(χ) is a constant which depends on the character χ and the sum is over the nontrivial zeros of the function L(s, χ). We do not want to evaluate the term B(χ) and thus we we want to remove it. When we substract formula (7) with s = 2 from formula with s, we obtain
By [5, Section 12, formula (9)]
Since b(χ) is the value of the function L ′ (s,χ) L(s,χ) − 1 s at s = 0, we have
To estimate the term b(χ), we can estimate the two terms on the right hand side of the previous equation. The first term is estimated in Lemma 6 and thus we only need to estimate the second term. Now we estimate the term ρ 1 ρ + 1 2−ρ . This term can be written as
First we estimate the first term on the right hand side of the previous equation and then we estimate the second term. Since we assume the Generalized Riemann Hypothesis, we have |ρ(2 − ρ)| ≥ 3 4 . Thus
We can estimate the sum ρ |ℑρ|>1 2 ρ(2−ρ) similarly. By Theorem 5 we have The claim follows from formulas (8) and (9) and Lemma (6) . 6 Next we estimate the contribution coming from the terms ∞ m=1
2m . It is sufficient to consider these sums in the case x ≥ 2 because if x < 2, then ψ(x, χ) = 0 and ψ(x; q, a) = 0. Because of the same reason, many of the later results are proved for x ≥ 2.
We may now move to the other sum:
Furthermore,
Since in formula (4) we have the term L ′ (0,χ) L(0,χ) with χ(−1) = −1, we have to estimate it. Lemma 9. Assume χ is a primitive character modulo q, q ≥ 3, χ(−1) = −1 and GRH holds for L(s, χ). Then
if 4 · 10 5 ≤ q < 10 10 and
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Proof. We have
Thus it is sufficient to estimate the term L ′ (1,χ) L (1,χ) . We divide the proof to different cases depending on the size of q. First we assume that q ≥ 10 10 . Then by [1, Lemma 6.5] and [8, Theorem 1.5] the right hand side on the previous equality is
Next we assume that 3 ≤ q < 10 10 . First we estimate the term
Using Sage [12] , we obtain − n≤150 Λ(n) log 150 n n log n log 150 ≈ −1.30397 > −1.304
We have log |L(1,χ)| > −0.0216 log q − 1.889. Thus we have proved
Next we estimate the term |L ′ (1,χ)|. By [1, Lemma 6.5] for 4 · 10 5 ≤ q < 10 10 we have
Furthermore, by [1, Lemma 6.4] with y = 2000 for 3 ≤ q < 4 · 10 5 we have
Thus by estimates (10), (11) and (12) we have
Thus we have proved the claim.
Observe that using the bound q 0.0216 ≤ (4 · 10 5 ) 0.0216 ≈ 1.321309 . . . on the interval 3 ≤ q < 4 · 10 5 , the bound q 0.0216 ≈ 1.64437 . . . on the interval 4 · 10 5 ≤ q < 10 10 , and the bound 3.28272e γ π 2 log log q − log 2 + 1 2
for q ≥ 10 10 , we obtain the following somewhat simpler but slightly weaker bounds:
Thus the only term from formulas (4) and (5) which is not estimated yet is the term ρ x ρ ρ . To obtain the estimate we first prove some preliminary results. L(s,χ) at the cases where L(s, χ) = 0. We start by proving a lemma about the spacing of the zeros, namely, that it is possible to find a horizontal line which is sufficiently far away from the zeros of the function L(s, χ).
Preliminaries for contribution coming from the term
Lemma 11. Assume that χ is a primitive nonprincipal character modulo q and T ≥ 2. Then there are numbers
for all nontrivial zeros of the function L(s, χ).
Proof. By Theorem 5 and the bound T π log 1 + 2 T −1 ≤ 2 π log 3, there are at most
.271 log (qT ) + 11.695 + 1 for all nontrivial zeros of the function L(s, χ) and the claim follows. Now we can apply the previous result and estimate one useful sum which is used later to estimate the function L ′ (s,χ) L(s,χ) . Lemma 12. Assume that χ is a primitive nonprincipal character modulo q and T ≥ 2. Further assume that L(s, χ) satisfies the GRH. Furthermore, let ℑs be either T 1 or T 2 in Lemma 11. Then Proof. We first need the bound
which follows from directly comparing the terms in the sums:
Further, by the functional equation for the Dirichlet L-functions, we get
The first term on the right hand side of the previous formula can be estimated by Lemma 6 and the second term is a constant. Furthermore, by [4, Lemma 2.3] the third term can be estimated to be
Thus we only need to estimate the term ℜ (B(χ)).
Since we assume the Generalized Riemann Hypothesis, we have
By Theorem 5 and assuming the Generalized Riemann Hypothesis, we have ρ |ℑρ|≤1 1 2|ρ| 2 ≤ 2N(1, χ). Further by Theorem 5 and assuming the Generalized Riemann Hypothesis, we have
Thus we have estimated the term ℜ(B(χ)).
Combining the previous computations and applying Lemma 
Proof. By the functional equation for Dirichlet L-functions with a primitive nonprincipal character
Since the first term on the right hand side of the previous formula can be estimated by Lemma 6, it is sufficient to estimate the last three terms of the previous formula. First we estimate the second and the third term of formula (14) . Since by [5, Section 12, formula (9)]
Furthermore, the right hand side of the previous formula is
2 − ℜs (s + a + 2n)(2 + iℑs + a + 2n) .
By the series expansion of the function tanh(z) ([7], 1.421 formula 2) and since ℜs ∈ [−1, c] and |ℑs| ∈ (T − 1, T + 1], the absolute value of the previous formula is
Thus we have estimated the second and the third term on the right hand side of formula (14) . It is sufficient to estimate the last term of formula (14) . First we notice that
By the assumptions for the number ℑs, Lemma 12 and 13, the right hand side of the previous formula is < 3.231 log 2 (q(T + 1)) + 62.000 log (q(T + 1)) 
Next we estimate the term L ′ (s,χ) L(s,χ) in the case when the absolute value of the imaginary part of the number s is large enough and the real part is small enough.
Lemma 15. Assume that χ is a primitive nonprincipal character modulo q, ℜs < −1 and |ℑs| = T > 2. Then
Proof. By the functional equation for the Dirichlet L-functions, we have
The first term does not depend on s and the last term can be estimated by Lemma 6. Thus it is sufficient to estimate the second and the third term. Next we derive explicit estimates containing logarithmic derivatives of the gamma function for these terms.
By [5, Section 12, formula (9)] we have
The first term is a positive constant and the second term can be estimated by |z −1 | ≤ T −1 if |ℑ(z)| = T . Thus we only estimate the infinite sum. Since on formula (15) the imaginary parts of the numbers z satisfy |ℑ(z)| = T , we derive the estimate for |ℑ(z)| = T > 2.
We divide the last term of the previous formula to three sums depending on the size of the index n. Let N 1 = ⌊ |z| 2 ⌋ − 1 ≥ 0 and N 2 = ⌈ |z| 2 ⌉ + 1. By the definitions of the numbers N 1 and N 2 , we have
Let us start with the term in the middle. Since T > 2, we always have |z| > 2. Assume first |z| < 4. Then |z| 2 = 1 and |z| 2 = 2 and
Assume now |z| ≥ 4. Then
Hence, the term in the middle is always at most 3 T . First term:
Let us now move to the third term. Denote f (x) = |z| 2x(2x−|z|) . Then
Since |z| > 2, we may now estimate
and we have now obtained
and we have estimated the right hand side of formula (16). Putting everything together, we obtain the estimate.
We apply the results which are proved in this section to estimate the term ρ We remember that it is sufficient to consider the cases x ≥ 2 since if x < 2, then ψ(x, χ) = 0 and ψ(x; q, a) = 0. Next we prove one result where we estimate the term ψ 0 (x, χ) by an integral.
Lemma 17. Let T > 0, x ≥ 2 and c = 1 + 1 log x . Then
x s s ds.
Proof. By the definition of the function ψ 0 (x, χ) and Lemma 16 we have
We want to estimate this sum by first considering the terms far from x and then considering the terms close to x. First we notice that x c = ex and when n ≤ 4 5 x or n ≥ 5 4 x, we have log x n ≥ log 5 4 . Thus the right hand side of the formula (17) is
First we estimate the first term on the right hand side of the previous formula. By [ 
Thus we have estimated the first term of formula (18). Let us now move to the second term of formula (18), namely, to the terms with 4 5 x < n < 5 4 x. We start with terms x − √ x
It is clear that when x ≥ 2, the terms 1 4 + 
Bounding the sum with an integral yields
Look at the terms 4 5 
Bounding the logarithm, we get
Bounding the last sum with an integral yields
Combining the results from formulas (17) Proof. The main idea of the proof is following: By Lemma 17 we can estimate the function ψ 0 (x, χ) with the function J(x, T + 1, χ).
To obtain more precise estimates, we make further estimates for the function J(x, T + 1, χ). Estimating the function J(x, T + 1, χ) we obtain the result. The term J(x, T + 1, χ) can be estimated with suitable integrals of the function L ′ (s,χ) x s s , we select the horizontal lines of the rectangle carefully. Let T 1 and T 2 be as in Lemma 11 with respect to T (which means that T 1 , −T 2 ∈ (T − 1, T + 1]). There does not exists zeros ρ with ℑρ ∈ {T 1 , T 2 } and we set the horizontal lines of the rectangle at y = T 1 and y = T 2 . Next we define vertical lines of the rectangle. Let U > 1. If there does not exist a zero ρ = −U, then R is a rectangle with vertices
where c = 1 + 1 log x . Otherwise we avoid the point U with a circle which has a small radius and a circumcentre at (−U, 0) (see Figure 1 ). We denote the left horizontal part of R with R 1 . We have (23)
x s s ds
The goal is to estimate the right hand side of the previous formula. First we consider the first line on the right hand side of the previous formula. By 
Thus it is sufficient to estimate the last two lines of formula (23). Next we consider the second line on the right hand side of formula (23). We notice that
Further, by [5, we have L ′ (s,χ) L(s,χ) = O(log (q|s|)) for ℜs ≤ −1. Thus
Hence, when U goes to infinity, the second line on the right hand side of formula (23) is
Thus we have estimated the second line on the right hand side of formula (23). Next we consider the third line on the right hand side of formula (23). We divide the investigation to two cases: first we estimate the integrals with −1 ≤ ℜs ≤ c and then the integrals with −U ≤ ℜs < −1. By Lemma 14
where R(T, χ) = 3.231 log 2 (q(T + 1)) + 62.000 log (q(T + 1)) + 13
Thus we have estimated the case −1 ≤ ℜs ≤ c and it is sufficient to estimate the integrals for ℜ(s) < −1. Since T > 3, by lemma 15 we have
Since |1 −s + a| ≤ |s| + 2 and |s + a| ≤ |s| < |s| + 2 and the function log ( |s|+2 2 ) |s| is decreasing for |s|, the right hand side of the previous formula is
Thus we have estimated the term J(x, T + 1, χ) and we estimate the function ψ 0 (x, χ).
Since we want to estimate the function ψ 0 (x, χ) using the term |ℑρ|≤T +1
x ρ ρ , we notice that by estimate (13) of Lemma 11 and assuming the Generalized Riemann Hypothesis 20 we have
Hence, by Lemma 17 and formulas (23),(24), (25), (26) and (27) we have
x log x + 3.231ex log 2 (T + 1) π(T − 1) log x We need to now bound this expression for x ≥ 2 using the value T = √ x + 1.586. The coefficient for the √ x log 2 x term is already in place. The coefficient for the √ x log x term can be obtained using Wolfram Alpha to verify that the bound 12.294 T + 1 + 2e π(T − 1)
x log x + 3.231ex log 2 (T + 1)
holds for all x > 1.8837 which is sufficient for our purposes. We may now move to the term with √ x. Using the bounds log(T +1) Proof of Theorem 1. By formula (2) we have
where c 1 vali on muokattu − 2 log 6 ≤ c 1 ≤ 2 log 6 . It is sufficient to estimate the first and third term on the right hand side of previous formula.
Using Theorem 
By formula (3) the term ψ(x, χ) can be estimated by the term ψ 0 (x, χ) with an error of at most 1 2 log x per character. Furthermore, by Lemma 4 it suffices to consider only primitive characters. This will cause an error of at most 2 log x if q = 6 and log q log x otherwise. In total, remembering the contribution 1 2 log x, the error caused by these changes for q ≥ 3 will be at most
Later we use the upper bound 1.456 log q log x. Furthermore, by formulas (4) and (5) we have
where a = 0 if χ(−1) = 1 and a = 1 if χ(−1) = −1. Half of the characters have a = 0 and the other half has a = 1 Summing over the values of the characters and dividing by their number, the last two terms contribute at most 1 2 (log x + 2.331 log q + 15.015) + 1 by Lemmas 7 and 8. Then we may move to the contribution coming from the logarithmic derivative of the L-functions at zero. Clearly, this contribution may be written as
. This can be estimated by Lemma 9 or its Corollary 10. It is worth noticing that we may need to consider characters of different modulus because of the way the corollary treats primitive characters. Since the bounds given by Corollary 10 are increasing with respect to the modulus, the worst bound is given by using the original modulus q. Therefore, we can estimate the sum by estimating the logarithmic derivative of an L-function with a modulus q and multiplying it by ϕ(q) 2 . We may now move forward to considering the first term on the right hand side of formula (28). We use Theorem 18 to cut the sum over the zeros, and then Theorem 19 24 to bound the sum over the zeros of the bounded height. Putting everything together, we have ψ(x; q, a) − x ϕ(q) < 2 log x log q ϕ(q) log 6 + 
Proof of Theorem 2
The third term coming from the term Finally, we need to consider he term R 1 (x). The contibution |R 1 (x)| log x is obvious. Only the integration part remains to be treated. We have (37) Let us start with the first term. We will forget the constant coefficient in front of the term for a while. Notice that
Let us now move to the second row. Forgetting the constant coefficient, we have (39)
x 2 log t t log 2 t dt = x 2 dt t log t dt = log log x − log log 2.
We may now move to the constant terms. Since for q ∈ [4 · 10 5 , 10 10 ). Finally, we only have left the large values of q. We start by using the assumption q ≤ x to write the term (42) in the form (47) ≤ (2.015 log q + 13.760) log log x + 6.352 log q + 53.502 + (0.593 log log x + 1.205) log 2 q + log q − log π + γ + log 2 2 log 2 < (2.015 log q + 13.760) log log x + 0.428 log 2 q log log x + 0.870 log 2 q + 7.074 log q + 53.593.
