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1. Introduction
In [1], we considered the short pulse equation (SPE) uxt = αu + β(u3)xx by the Lie symmetry analysis and the dynamical
system method. The symmetries, dynamical behavior and exact solutions to the equation are obtained. This equation is one
of the following generalized nonlinear evolution types of equations (NLEEs):
uxt = P [u], (1.0)
where u = u(x, t) denotes the unknown function, P [u] = P (x, t,u,ux,ut ,uxx, . . .) is a given function with respect to the
variables. Such evolution equations play a signiﬁcant role in both nonlinear theory and physical applications. In practice,
many physical, chemical and engineering models can be depicted by such evolution equations.
We know that the Lie symmetry analysis is a very powerful method for tackling group classiﬁcations and exact solutions
to partial differential equations (PDEs) (see e.g., [1–14] and the references therein). Furthermore, we ﬁnd that the combi-
nation of Lie symmetry analysis and the power series method is a feasible approach to deal with exact solutions to PDEs
[1,9–13]. In the current paper, we will consider the celebrated Thomas equation (TE) of the form:
uxt + αut + βux + γ uxut = 0, (1.1)
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H. Liu et al. / J. Math. Anal. Appl. 383 (2011) 400–408 401where u = u(x, t) denotes the unknown function, x is the spatial variable, t is the temporal variable. The parameters α, β
and γ are arbitrary constants. More generally, we investigate the generalized Thomas equation (GTE) of the following form:
uxt + αupt + βuqx + γ uxut = 0, (1.2)
where the parameters α, β , γ and the power-law nonlinearities p, q are all arbitrary nonzero constants, p = 1 and q = 1.
The generalized Thomas equation (1.2) includes many other important nonlinear equations as its special cases. For ex-
ample, if p = q = 2, then we obtain the following so-called quadratic Thomas equation:
uxt + αu2t + βu2x + γ uxut = 0. (1.3)
If p = q = 3, then we obtain the following cubic Thomas equation:
uxt + αu3t + βu3x + γ uxut = 0, (1.4)
and so on.
Clearly, all of the above Thomas equations (1.1)–(1.4) are special cases of the generalized second-order evolution equa-
tion (1.0). The Thomas framework and its related issues have been addressed originally for the purpose of constructing a
general theory of column performance for the ion-exchange operations. Since then, the Thomas equation and the related
equations have become an interesting subject in both physical applications and nonlinear sciences. In [15,16], some special
exact solutions to the Thomas equation (1.1) are considered by using the variable-coeﬃcient balancing-act method and the
variable transformation method. In this paper, we will introduce the generalized power series as a further extension to the
regular power series, and employ this generalized power series method for dealing with the exact solutions to the Thomas
equations.
Roughly speaking, the regular power series is of the form
f (ξ) =
∞∑
n=0
cnξ
n,
where cn are constant coeﬃcients. While for some equations, this power series solution is trivial. To overcome this diﬃculty,
we will introduce the generalized power series solution in this paper. So we assume that
f (ξ) = λΓ (ξ) +
∞∑
n=0
cnξ
n (1.5)
and
f (ξ) =
∞∑
n=0
cng
n (1.6)
are solutions to the equation, where cn and λ are constant coeﬃcients to be determined, Γ (ξ) and g = g(ξ) are undeter-
mined functions with respect to the variable ξ . Such power series solutions are the generalized power series solutions. The
terms λΓ (ξ) and g(ξ) are called the nonlinear terms sometimes. We divide the procedure into four steps:
Step 1 Reducing a PDE to the ODEs by the similarity transformations. Step 2 Determining the nonlinear functions Γ (ξ) or
g(ξ) in terms of the reduced equations. Step 3 Substituting the generalized power series (1.5) or (1.6) into the equations, and
determining the coeﬃcients λ and cn (n = 0,1,2, . . .), then the generalized power series solutions to the ODEs are provided.
Furthermore, if we show the convergence of the power series, then the exact power series solutions to the equations are
obtained. Step 4 Through the similarity transformations, the exact analytic solutions to the original PDE are obtained in the
generalized power series form. In the present paper, we will employ the generalized power series method for dealing with
the exact solutions to such Thomas equations (see Sections 4, 5 and Remark 6.1).
The main purpose of this paper is to make complete group classiﬁcations for the Thomas equations and to investigate
the exact solutions by the combination of Lie symmetry analysis and the generalized power series method. The remainder of
this paper is organized as follows: in Section 2, we perform Lie group classiﬁcations on the Thomas equations, and present
all of the vector ﬁelds of the equations. In Section 3, we give an optimal system of the general Thomas equation based on
the adjoint representations of the vector ﬁeld. In Section 4, the symmetry reductions and exact solutions to the equations
are considered by the generalized power series method for the ﬁrst time. In Section 5, we make some further discussions
on the exact solutions by means of the generalized power series method and the method of characteristics. Moreover, we
reduce the nonlinear equation to a simpler Riccati equation. Finally, the conclusion and some remarks will be given in
Section 6.
2. Lie group classiﬁcations for the Thomas equations
In this section, we will perform group classiﬁcations on the Thomas equation (1.1) and the generalized Thomas equation
(1.2), and present all of the vector ﬁelds of the equations in detail.
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For the general Thomas equation (1.1), the complete classiﬁcation with respect to the parameters α, β and γ is as
follows:
When α = 0, β = 0, γ = 0, we have
uxt + αut + γ uxut = 0. (2.1)
When α = 0, β = 0, γ = 0, we have
uxt + βux + γ uxut = 0. (2.2)
When α = β = 0, γ = 0, we have
uxt + γ uxut = 0. (2.3)
When α = 0, β = 0, γ = 0, we have
uxt + αut + βux = 0. (2.4)
When α = 0, β = γ = 0, we have
uxt + αut = 0. (2.5)
When α = 0, β = 0, γ = 0, we have
uxt + βux = 0. (2.6)
When α = β = γ = 0, we have
uxt = 0. (2.7)
Recall that the vector ﬁeld of an evolution type of equation is as follows:
V = ξ(x, t,u) ∂
∂x
+ τ (x, t,u) ∂
∂t
+ φ(x, t,u) ∂
∂u
, (2.8)
where the coeﬃcient functions ξ(x, t,u), τ (x, t,u) and φ(x, t,u) of the vector ﬁeld are to be determined.
If the vector ﬁeld (2.8) generates a symmetry of the Thomas equations, then V must satisfy Lie’s symmetry condition
pr(2)V ()
∣∣
=0 = 0, (2.9)
where  = uxt + αut + βux + γ uxut for Eq. (1.1), etc. Thus, the Lie group calculation method leads to the following vector
ﬁelds of the Thomas equations:
For Eq. (1.1), we have
V11 = ∂
∂x
, V12 = ∂
∂t
, V13 = ∂
∂u
, V14 = γ x ∂
∂x
− γ t ∂
∂t
− (αx− βt) ∂
∂u
, V1s = se−γ u ∂
∂u
, (2.10)
where s = s(x, t) satisﬁes the equation αst + βsx + sxt = 0.
For Eq. (2.1), we have
V21 = τ ∂
∂t
, V22 = ∂
∂u
, V23 = γ ξ ∂
∂x
− αξ ∂
∂u
, V2s = se−γ u ∂
∂u
, (2.11)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, s = s(x, t) satisﬁes the equation αst + sxt = 0.
For Eq. (2.2), we have
V31 = ξ ∂
∂x
, V32 = ∂
∂u
, V33 = γ τ ∂
∂t
− βτ ∂
∂u
, V3s = se−γ u ∂
∂u
, (2.12)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, s = s(x, t) satisﬁes the equation βsx + sxt = 0.
For Eq. (2.3), we have
V41 = ξ ∂
∂x
, V42 = τ ∂
∂t
, V43 = ∂
∂u
, V4s = se−γ u ∂
∂u
, (2.13)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, s = s(x, t) satisﬁes the equation sxt = 0.
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V51 = ∂
∂x
, V52 = ∂
∂t
, V53 = u ∂
∂u
, V54 = x ∂
∂x
− t ∂
∂t
− (αx− βt)u ∂
∂u
, V5r = r ∂
∂u
, (2.14)
where r = r(x, t) satisﬁes the equation αrt + βrx + rxt = 0.
For Eq. (2.5), we have
V61 = τ ∂
∂t
, V62 = u ∂
∂u
, V63 = ξ ∂
∂x
− αξu ∂
∂u
, V6r = r ∂
∂u
, (2.15)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, r = r(x, t) satisﬁes the equation αrt + rxt = 0.
For Eq. (2.6), we have
V71 = ξ ∂
∂x
, V72 = u ∂
∂u
, V73 = τ ∂
∂t
− βτu ∂
∂u
, V7r = r ∂
∂u
, (2.16)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, r = r(x, t) satisﬁes the equation βrx + rxt = 0.
For Eq. (2.7), we have
V81 = ξ ∂
∂x
, V82 = τ ∂
∂t
, V83 = u ∂
∂u
, V8r = r ∂
∂u
, (2.17)
where ξ = ξ(x), τ = τ (t) are arbitrary functions, r = r(x, t) satisﬁes the equation rxt = 0.
It is easy to prove that the vector ﬁelds are closed under the Lie bracket, respectively. In fact, take (2.10) for an example,
we have
[V1i, V1i] = 0, i = 1,2,3,4,
and
[V11, V12] = −[V12, V11] = [V11, V13] = −[V13, V11] = 0,
[V11, V14] = −[V14, V11] = −γ V11 + αV13, [V12, V14] = −[V14, V12] = γ V12 − βV13,
[V12, V13] = −[V13, V12] = [V13, V14] = −[V14, V13] = 0.
Here and below, we will ignore the inﬁnite-dimensional subalgebras V1s , V2s , V3s , etc., since they are trivial for dealing
with exact solutions to the equations.
2.2. Group classiﬁcations for the generalized Thomas equation
In this subsection, we will give the Lie group classiﬁcation of the generalized Thomas equation (1.2). In view of the
symmetry condition (2.9), we have  = uxt + αupt + βuqx + γ uxut for this equation. By the Lie group classiﬁcation method,
we have the following results under the assumption p = 1 and q = 1:
If p + q − pq = 0, then the vector ﬁeld of Eq. (1.2) is
V1 = ∂
∂x
, V2 = ∂
∂t
, V3 = ∂
∂u
,
V4 = (p − 1)qγ xe−γ u ∂
∂x
+ p(q − 1)γ te−γ u ∂
∂t
+ (p + q − pq)e−γ u ∂
∂u
. (2.18)
If p + q − pq = 0, that is p − 1 = 1q−1 , then the vector ﬁeld of Eq. (1.2) is
V1 = ∂
∂x
, V2 = ∂
∂t
, V3 = (p − 1)x ∂
∂x
+ t ∂
∂t
, V4 = ∂
∂u
. (2.19)
Based on the complete group classiﬁcation of the generalized Thomas equation (1.2), we can obtain the vector ﬁelds of
many other important Thomas equations. As examples, we consider two special cases in terms of the group classiﬁcation.
Let p = q = 2, in view of (2.19), then we obtain the vector ﬁeld of the quadratic Thomas equation (1.3) is
V1 = ∂
∂x
, V2 = ∂
∂t
, V3 = x ∂
∂x
+ t ∂
∂t
, V4 = ∂
∂u
. (2.20)
Let p = q = 3, in view of (2.18), then we obtain the vector ﬁeld of the cubic Thomas equation (1.4) is
V1 = ∂
∂x
, V2 = ∂
∂t
, V3 = ∂
∂u
, V4 = 2γ xe−γ u ∂
∂x
+ 2γ te−γ u ∂
∂t
− e−γ u ∂
∂u
, (2.21)
and so on.
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In the preceding section, we obtained the complete group classiﬁcations of the Thomas equations. Now, we give the
adjoint representations based on the vector ﬁelds. As an example, we consider Eq. (1.1). By using the Lie series method, we
have
Ad
(
exp(V1i)
)
V1i = V1i, i = 1,2,3,4,
and
Ad
(
exp(V11)
)
V12 = V12, Ad
(
exp(V11)
)
V13 = V13,
Ad
(
exp(V11)
)
V14 = V14 + γ V11 − αV13, Ad
(
exp(V12)
)
V11 = V11,
Ad
(
exp(V12)
)
V13 = V13, Ad
(
exp(V12)
)
V14 = V14 − γ V12 + βV13,
Ad
(
exp(V13)
)
V11 = V11, Ad
(
exp(V13)
)
V12 = V12, Ad
(
exp(V13)
)
V14 = V14,
Ad
(
exp(V14)
)
V11 = e−γ V11 − α
γ
e−γ V13 + α
γ
V13,
Ad
(
exp(V14)
)
V12 = eγ V12 − β
γ
eγ V13 + β
γ
V13, Ad
(
exp(V14)
)
V13 = V13,
for any  ∈R.
Referring to the above adjoint representations for the vector ﬁeld (2.10), we obtain an optimal system of Eq. (1.1) is as
follows:
{V11, aV11 + V12, V13, aV13 + V14}, (3.1)
for any a ∈R.
In the similar way, we can give the adjoint representations of the vector ﬁelds (2.11)–(2.21), etc. So, the optimal systems
of the other equations can be obtained, respectively. The details are omitted here.
In the following discussion, we will see that the parameter a in the optimal system (3.1) affects the solutions to the
Thomas equation very much.
4. Similarity reductions and exact solutions
In this section, as an example, we will reduce Eq. (1.1) to ordinary differential equations (ODEs) by the optimal system
method. Then the exact solutions to the equation can be considered successively. In general, to each one-parameter subgroup
of the full symmetry group of a system of differential equations in p > 1 independent variables, such as the Thomas
equations in two independent variables in this paper, there will correspond a family of group-invariant solutions. Since there
are almost always an inﬁnite number of such subgroups, it is not usually feasible to list all possible group-invariant solutions
to the system. We need effective and systematic means of classifying these solutions, leading to an optimal system of
group-invariant solutions from which every other such solution can be derived. The other Thomas equations are considered
similarly.
(i) For V11, we obtain the trivial solution to Eq. (1.1) is u(x, t) = c, where c is an arbitrary constant. While for V13, this
equation has no invariant solutions.
(ii) For V = aV11 + V12, we have u = f (ξ), where ξ = x− at . Substituting it into Eq. (1.1), we get
af ′′ + aγ f ′2 + (aα − β) f ′ = 0, (4.1)
where f ′ = dfdξ , a is an arbitrary constant.
If aα − β = 0, then this equation has a solution f (ξ) = 1γ log |c1e−
aα−β
a ξ − 1| + c2. Thus, we obtain the exact solution to
Eq. (1.1) is
u(x, t) = 1
γ
log
∣∣c1e−
aα−β
a (x−at) − 1∣∣+ c2, (4.2)
where a = 0, c1 and c2 are arbitrary constants.
If aα−β = 0, then this equation has a solution f (ξ) = 1γ log |γ ξ + c1|+ c2. Thus, we obtain the exact solution to Eq. (1.1)
is
u(x, t) = 1
γ
log
∣∣γ (x− at) + c1
∣∣+ c2, (4.3)
where c1, c2 are arbitrary constants. Note that the solutions (4.2) and (4.3) are traveling wave solutions to Eq. (1.1), where
a = 0 denotes the speed of the waves.
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γ ξ f ′′ + γ 2ξ f ′2 + γ (1− a) f ′ − αβ = 0, (4.4)
where f ′ = dfdξ , a is an arbitrary constant.
This equation is a nonlinear and non-autonomous ODE with respect to the variable ξ , and the exact explicit solutions to
such equation cannot be obtained by the direct integral method. Now, we solve Eq. (4.4) by the generalized power series
method.
Firstly, if a = 1, then we will seek a solution to Eq. (4.4) in a power series of the form
f (ξ) =
∞∑
n=0
cnξ
n. (4.5)
Substituting (4.5) into (4.4) and comparing coeﬃcients, we obtain
c1 = αβ
γ (1− a) , (4.6)
where a = 1.
Generally, for n = 0,1,2, . . . , we have
cn+2 = −γ
(n + 2)(n + 2− a)
n+1∑
k=1
k(n + 2− k)ckcn+2−k, a = n + 2. (4.7)
Thus, for arbitrary chosen c0 ∈ R, in view of (4.7), we have c2 = −γ2(2−a) c21, c3 = −4γ3(3−a) c1c2, c4 = −γ2(4−a) (3c1c3 + 2c22), and
so on.
Therefore, the other terms of the sequence {cn}∞n=0 can be determined successively from (4.7) in a unique manner. This
implies that for Eq. (4.4), there exists a power series solution (4.5) with the coeﬃcients given by (4.6) and (4.7). Furthermore,
we can show the convergence of this power series solution (see e.g., [1,10]). Thus, the solution (4.5) is the exact analytic
solution to Eq. (4.4).
In terms of the solution of Eq. (4.4), we obtain the exact solution to Eq. (1.1) as follows:
u(x, t) = c0 − a
γ
log t − α
γ
x− β
γ
t + c1xt + c2x2t2 +
∞∑
n=1
cn+2xn+2tn+2, (4.8)
where c0 and a = 1,2, . . . are arbitrary constants, c1, c2, etc., are all given by (4.6) and (4.7) successively.
Secondly, if a = 1, then Eq. (4.4) is reduced to the following equation:
γ ξ f ′′ + γ 2ξ f ′2 − αβ = 0. (4.9)
For this equation, the general form of power series solution (4.5) is trivial. In these circumstances, the generalized power
series method is necessary. In view of (1.5), we suppose the solution to Eq. (4.9) is of the generalized form
f (ξ) = λ log |ξ | +
∞∑
n=0
cnξ
n, (4.10)
where Γ (ξ) = log |ξ |, λ = 0 and cn (n = 0,1,2, . . .) are constant coeﬃcients to be determined. This solution is the general-
ized power series solution.
Substituting (4.10) into (4.9) and comparing coeﬃcients, we obtain
λ = 1
γ
, (4.11)
and
c1 = αβ
2γ
. (4.12)
Generally, for n = 0,1,2, . . . , we have
cn+2 = −γ
(n + 2)(n + 3)
n+1∑
k=1
k(n + 2− k)ckcn+2−k. (4.13)
Thus, for arbitrary chosen c0 ∈R, in view of (4.12) and (4.13), we have c2 = −α2β2 , c3 = α3β3 , c4 = −α4β4 , and so on.24γ 144γ 720γ
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manner. This implies that for Eq. (4.9), there exists an extended power series solution (4.10) with the coeﬃcients given
by (4.12) and (4.13). Similar to (4.5), we can show the convergence of this extended power series solution also. Thus, the
solution (4.10) is the exact analytic solution to Eq. (4.9).
In terms of the solution to Eq. (4.9), we obtain the exact power series solution to Eq. (1.1) as follows:
u(x, t) = c0 + 1
γ
log |x| − α
γ
x− β
γ
t + c1xt + c2x2t2 +
∞∑
n=1
cn+2xn+2tn+2, (4.14)
where c0 is an arbitrary constant, c1, c2, etc., are all given by (4.12) and (4.13) successively.
5. Further discussion on the exact solutions
In Section 4, we obtained all of the group-invariant solutions to Eq. (1.1). Now, we make some further discussion on the
exact solutions to this equation.
5.1. Exact solutions based on the generalized power series method
We note that the exact traveling wave solutions (4.2) and (4.3) to the Thomas equation (1.1) are given by the direct
integral method. In fact, the solitary wave solution to this equation can also be obtained based on the generalized power
series (1.6). In this case, the method is also called the mixed exponential method (see e.g., [17] and the references therein).
Clearly, Eq. (4.1) has a trivial solution f = c, for any c ∈ R. Thus, we suppose that Eq. (4.1) has a nontrivial solution in
the generalized form (1.6):
f (ξ) =
∞∑
n=1
cng
n, (5.1)
where g = g(ξ) = ekξ , k = β−aαa , a = 0 is an arbitrary constant, cn (n = 1,2, . . .) are constant coeﬃcients to be determined.
Substituting (5.1) into (4.1), and comparing coeﬃcients, we obtain
cn = −γ
n(n − 1)
n−1∑
i=1
i(n − i)cicn−i, n = 2,3, . . . . (5.2)
Thus, for arbitrary chosen c1 = η ∈R, in view of (5.2), we have c2 = −γ2 η2, c3 = γ
2
3 η
3, c4 = −γ 34 η4, and so on. Generally, by
the induction method, we have cn = (−γ )n−1n ηn , for n 2. Thus, in view of (5.1), we have
f (ξ) =
∞∑
n=1
(−γ )n−1
n
ηngn. (5.3)
From (5.3), we get the differential equation
df
dξ
= kηg
1+ γ ηg .
Solving this equation, we get f (ξ) = 1γ log |1+ k1ekξ | + k2. Thus, we obtain the exact traveling wave solution to Eq. (1.1) is
u(x, t) = 1
γ
log
∣∣1+ k1ek(x−at)
∣∣+ k2, (5.4)
where k1, k2 are arbitrary constants.
Remark 5.1. Since the closed form of the generalized power series solution (5.1) is given now, the exact explicit solution
(5.4) to Eq. (1.1) is obtained. Here ξ = x− at satisﬁes |k1ekξ | < 1, that is |ξ | < 1|k| log 1|k1| , kk1 = 0.
5.2. Exact solutions by means of the characteristic theory
Firstly, by the method of characteristics, it is easy to see that the Thomas equations are all hyperbolic. Moreover, we can
get the general solutions to Eqs. (2.5)–(2.7) directly.
For Eq. (2.5), we have
u(x, t) = e−αxr(x) + e−αxs(t), (5.5)
where r and s are arbitrary functions with respect to x and t , respectively.
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u(x, t) = e−βtr(x) + e−βt s(t), (5.6)
where r and s are arbitrary functions with respect to x and t , respectively.
For Eq. (2.7), we have
u(x, t) = r(x) + s(t), (5.7)
where r and s are arbitrary functions with respect to x and t , respectively.
5.3. Discussion on Eq. (4.4)
On the other hand, we discuss Eq. (4.4) by the variable transformations in this subsection. Let f ′ = y, we have
dy
dξ
= −γ y2 − 1− a
ξ
y + αβ
γ ξ
. (5.8)
This is a Riccati equation. If we let y = z − 1−a2γ ξ , then we get
dz
dξ
= −γ z2 + a
2 − 1
4γ ξ2
+ αβ
γ ξ
. (5.9)
Furthermore, let z = − 1γ w , then this equation is transformed into the following simplest Riccati equation
dw
dξ
= w2 − a
2 − 1
4ξ2
− αβ
ξ
. (5.10)
We know that the exact solution to such Riccati equations cannot be obtained by the integral method. In view of this,
we can see that the generalized power series method is a useful tool for dealing with such nonlinear equations. In addition,
how to get the closed forms of (4.7) and (4.13)? We hope to investigate it in the future.
6. Conclusion and remarks
In this paper, the complete group classiﬁcations of the Thomas equations are presented. Especially, the group classiﬁ-
cation of the generalized Thomas equation is given. An optimal system of the general Thomas equation is provided based
on the adjoint representations. Then the symmetry reductions and all of the group-invariant solutions are obtained for the
ﬁrst time, which include the special exact solutions given in the aforementioned references. Furthermore, we get the exact
solutions by the generalized power series method, and present the general solutions to Eqs. (2.5)–(2.7) by the method of
characteristics. At last, we reduce the nonlinear and non-autonomous equation to the simpler Riccati equation. Moreover,
the optimal systems and exact solutions to the other Thomas equations, including the generalized Thomas equation can be
considered similarly. The details are omitted in this paper.
Remark 6.1. Note that the generalized power series (4.10) and (5.1) differ from the regular form (4.5) of the power series.
For instance, we cannot get the nontrivial exact solution to Eq. (4.9) by employing the power series (4.5). Moreover, how
to choose the proper forms of the undetermined functions Γ (ξ) and g(ξ)? It depends on the equation and is a technique
problem. Such solutions (4.10) and (5.1) are the exact generalized power series solutions. Additionally, we can get the exact
explicit solutions in the closed form in terms of the power series solutions sometimes, see e.g., the exact solution (5.4) to
Eq. (1.1).
Remark 6.2. We would like to reiterate that the power series solutions which have been obtained in Section 4 are ex-
act analytic solutions. Furthermore, we can see that such power series solutions converge quickly, so it is convenient for
computations in both theory and applications.
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