Abstract. We consider the nonlinear eigenvalue problem u 00 .t / D .u.t / C g.u.t ///; u.t / > 0; t 2 I WD . 1; 1/;
. Introduction
This paper is concerned with the following nonlinear eigenvalue problems where g.u/ is an oscillatory nonlinear term and > 0 is a parameter. We know from [ ] that if u C g.u/ > 0 for u > 0, then for any given˛> 0, there exists a unique classical solution pair .; u˛/ of (1.1)-(1.3) satisfying˛D ku˛k 1 . Furthermore, is parameterized by˛as D .˛/ and is continuous in˛> 0.
Over the past few decades, a considerable number of studies on the local and global structures of the bifurcation diagrams of the underlying differential equations have been carried out. Many topics in this area are derived from mathematical biology, engineering, etc., and have been investigated intensively by many authors. We refer to [ , , , , ] and the references therein. However, little is known about the oscillatory phenomena of bifurcation curves. When bifurcation curves have the oscillatory structures, it is natural to expect that the equations include oscillatory nonlinear terms. Therefore, the oscillatory phenomena of bifurcation curves are closely connected with the inverse bifurcation problems. We refer to [ , , , , , ] and the references therein.
As a model case of oscillatory bifurcation phenomenon, the system of equa-
It has been shown there that there exists arbitrary many solutions near D 2 =4.
3) has at least r distinct solutions.
We expect from Theorem . that .˛/ oscillates and intersects the line D 2 =4 infinitely many times for˛ 1 when g.u/ D sin p u. Motivated by this, the following asymptotic formula has been recently shown in [ ].
It is quite natural to consider that oscillatory phenomena are characterized by the oscillatory term sin.u q / (q D 1=2 in Theorem . 
Clearly, if p D 0 and q D 1=2, then Theorem . coincides with Theorem . . Next, to understand the whole structure of .˛/ in detail, we establish the asymptotic formulas for .˛/ as˛! 0.
, where 0 p < 1, 0 < q 1 are fixed constants. Then the following asymptotic formulas hold˛! 0.
where
(1.11) where
(1.14) where
Note that we do not have (1.9) when we put pCq D 1 in (1.6) formally, because we neglect the remainder terms of the right hand side of (1.6). By Theorems . and . , we understand that there exist three types of the asymptotic shapes of .˛/ (see figures below). . Proof of Theorem .
In this section, let˛ 1. Furthermore, we denote by C the various positive constants independent of˛. For u 0, let g.u/ D u p sin.u q / and
By (1.1), we have
By this, (2.3) and putting t D 0, we obtain
This along with (2.4) implies that for 1 t 0,
For 0 s 1, we havě
(2.6) By (2.5) and (2.6), putting s WD u˛.t /=˛and Taylor expansion, we obtain
We put 
In particular, by taking the imaginary part of (2.9),
Proof. We put s D sin in (2.8). Then by integration by parts, we obtain and put f and h.r/ D cos. r=2/ in (2.10) when f 2 C 2 OE0; 1. Since f .0/ D p q, we obtain
This implies (2.11). Finally, we consider the case f 6 2 C 2 OE0; 1. Fortunately, we are still able to apply Lemma . to this case by modifying the proof of Lemma . , and obtain (2.11). For completeness, the argument will be given in the appendix. Thus the proof is complete. Now Theorem . follows from (2.7) and Lemma . .
. Proof of Theorem .
In this section, let 0 <˛ 1.
Proof of Theorem . (i). By (2.7),
p D
ds:
Note that p C q > 1. By Taylor expansion, for 0 s 1, we have
By this, Taylor expansion and (3.1), we obtain p D
Since 2.p C q 1/ < p C 3q 1, by (3.2) and (3.3), we obtain
By this, we obtain (1.6).
Proof of Theorem . (ii).
Since p C q D 1, by Taylor expansion and (3.2), we obtain
This implies that for 1 t 0,
By this, Taylor expansion and direct calculation, we obtain
(3.8)
By this, we obtain (1.9).
Proof of Theorem . (iii).
Assume that p C q < 1 < p C 3q. Then by (3.1) and (3.2), we obtain p D
(3.10)
By (3.9), (3.10), Taylor expansion, and direct calculation we obtain p D˛.
By this, we obtain (1.11).
The proofs of Theorem . (iv) and (v) are the same as that of Theorem . (iii). So we omit the proofs. Thus the proof of Theorem . is complete.
. Appendix
In this section, we show that (2.9) in Lemma . holds for 0 p < 1 and 0 < q 1 for completeness. For m D 1=q and 0 x 1, we put
The essential point of the proof of (2.9) in this case is to show [ , Lemma . ] (see also [ , Lemma . ] ). Namely, as ! 1,
We put w.x/ D .f .x/ f .0//=x. Then we have f .x/ D f .0/ C xw.x/. We know from [ , Lemma . ] that
We putˆ1
./ WD
Now we prove that w.x/ 2 C 1 OE0; 1, because if it is proved, then by integration by parts, we easily show thatˆ1./ D O.1=/ and our conclusion (4.2) follows immediately from (4.4) and (4.5). To do this, there are several cases to consider. We note that, by direct calculation, we can show that if q > 0, namely, m > 1, then f 2 .x/ 2 C 2 OE0; 1.
Case 1 Assume that p D 0 and q D 1. Then we have f .x/ D cos 2 x and f 2 C 2 OE0; 1.
Case 2 Assume that 0 < q < 1 and p C 2 3q. Then .p C 2 q/=q 2 and f 1 .x/ 2 C 2 OE0; 1. Consequently, f 2 C 2 OE0; 1 in this case. Case 4 Assume that 0 < q < 1 and p C 2 < 3q. Then 1 < m < 3=2 and m.p C 2 .1=m// D mp C 2.m 1/ C 1 WD C 1 > 1, 0 < < 1 and f 1 .x/ D cos C1 x. Since f 2 2 C 2 OE0; 1, by the consequence of Case above, we find that w 2 C 1 OE0; 1.
Thus the proof is complete.
