Abstract. Random sequences and stochastic processes belonging to the spaces D V,W are studied in the paper. Conditions for the sample continuity of such processes are found. The convergence of series of random variables belonging to the spaces D V,W are considered. Models of stochastic processes belonging to the spaces D V,W are studied. Several examples of models are given.
Introduction
The spaces D V,W introduced in the paper [1] are defined as pre-Banach spaces generated by certain pre-metrics, namely by
The basic properties of the spaces D V,W , conditions for the convergence of series of random variables belonging to these spaces, and behavior of the supremum of stochastic processes in the spaces D V,W are considered in [1] . In this paper, we continue studies of the spaces D V,W and stochastic processes belonging to these spaces. In Section 1, we give basic definitions and results concerning the spaces D V,W . Section 2 contains several other results on the random variables and stochastic processes belonging to the spaces D V,W that will be used in the later sections. The sample continuity of stochastic processes is studied in Section 3. Some results concerning the models of stochastic processes in D V,W are obtained in Section 4; the models approximate the initial processes with a given reliability and accuracy. Examples of models for some stochastic processes are discussed in Section 5. 
be an Orlicz C-function and let V (x) be the inverse to an Orlicz C-function. Then the functional · is a quasi-norm and the space is complete with respect to this quasi-norm.
Finally,
for all x > 0.
Theorem 1.2 ([1]). The sequence
is a majorizing characteristic of the space D V,W (Ω). 
Moreover, if
, where the series on the right hand side of (5) converges for x ≥ μ.
converges. Moreover, 
.
Definition 2.1 ([1]
). We say that a stochastic process
The processes represented in the form Let X = {X(t), t ∈ T } be a stochastic process belonging to the space D V,W . Then ρ X (t, s) = X(s) − X(t) is called the pre-metric generated by the process X.
Let a process X be such that (A1) sup t∈T X(t) < ∞; (A2) the space (T, ρ X ) is separable and X is a separable process in (T, ρ X ).
k , and let N (ε) be the metric capacity of the space (T, ρ), that is, N (ε) is the minimum number of closed balls covering (T, ρ).
The following result contains conditions for sup t∈T X(t) < ∞ with probability one as well as estimates for the distribution of this supremum.
Theorem 2.3 ([1]). Let a stochastic process X satisfy conditions (A1) and (A2). If the series
,
Theorem 2.4 ([1]). Let a stochastic process
Assume that X satisfies conditions (A1) and (A2).
If
, and
and, moreover,
du .
The continuity of stochastic processes belonging to the spaces D V,W
Let X be a stochastic process belonging to the space D V,W such that
Let ρ X (t, s) = X(t) − X(s) be the quasi-metric generated by the process X. Also let (T, ρ X ) be a separable space and X be a separable process in (T, ρ X ). Let θ ∈ (0, 1) and
X(t) − X(s) .
By V ε k , we denote the set of centers of closed balls of radius ε k that form a minimal covering of the space (T, ρ). The cardinality of the set V ε k is equal to N (ε k ). Let t, s ∈ T be some points such that ρ(t, s) < ε for 0 < ε < ε 0 . Now we find k such that ε k < ε < ε k−1 . Then
is the set of separability of the process X(t), since X(t) is continuous in probability. By S n , we denote the minimal ε n -net of the set T with respect to the pseudo-metric 
converge and x ≥ Ψ, where
Moreover X(t) is a sample-continuous stochastic process in the space (T, ρ).
Proof. Let m > k be an arbitrary number. Consider the points
and
where α k (t) is an α-procedure. Then (9)
This implies that (10)
Then equality (9) implies that
Passing to the limit in (9) as m → ∞ we get sup
ρ(t,s)≤ε

|X(t) − X(s)| = sup |t−s|≤ε,t,s,∈V
|X(t) − X(s)|
provided inequality (10) holds.
After some transformations we obtain P sup
ρ(t,s)≤ε
|X(t) − X(s)|
Reasoning similarly to the proof of Theorem 2.3 (see [1] )) we get
converges, we pass to the limit as k → ∞ and obtain
This implies that the process is sample-continuous in (T, ρ).
where
Moreover, X(t) is a sample-continuous stochastic process in (T, ρ).
Proof. Reasoning as in the proof of Theorem 2.3 (see [1] ) we get
where the numbers Δ 0 and p are defined in the proof of Theorem 2.3 in [1] . Theorem 1.2 implies that
du.
Theorem 3.3. Let X = {X(t), t ∈ [0, T ]} be a stochastic process such that
for all x > 0, whereĈ is defined in (12).
Moreover, X(t) is a sample-continuous stochastic process in (T, ρ).
Proof. The assumptions of the theorem imply that
Inequality (11) can be used to obtain the following estimates:
The two latter integrals converge if so does the integral
which is the case if ζ > 1/a.
The integrals
can be estimated via the hypergeometric function.
Models of stochastic processes belonging to the spaces D V,W
Consider a stochastic process X represented in the following form:
We also consider another process X N given by
Then X N (t) is called a model of the process X. Put
We assume that conditions (A1) and (A2) hold for X. We further assume that
Proof. Let sup
|t−s|<h
where δ(h) can be chosen such that 
A model X N (t) approximates a process X(t) for t ∈ [0, T ] in the space D V,W (Ω) with given accuracy ae > 0 and reliability 1 − ν, 0 < ν < 1, which means that The same conditions can be used to study the process (16) X(t) =
