Robust principal component analysis (RPCA) can recover low-rank matrices when they are corrupted by sparse noises. In practice, many matrices are, however, of high rank and, hence, cannot be recovered by RPCA. We propose a novel method called robust kernel principal component analysis (RKPCA) to decompose a partially corrupted matrix as a sparse matrix plus a high-or full-rank matrix with low latent dimensionality. RKPCA can be applied to many problems such as noise removal and subspace clustering and is still the only unsupervised nonlinear method robust to sparse noises. Our theoretical analysis shows that, with high probability, RKPCA can provide high recovery accuracy. The optimization of RKPCA involves nonconvex and indifferentiable problems. We propose two nonconvex optimization algorithms for RKPCA. They are alternating direction method of multipliers with backtracking line search and proximal linearized minimization with adaptive step size (AdSS). Comparative studies in noise removal and robust subspace clustering corroborate the effectiveness and the superiority of RKPCA.
carrying out the nonlinear mapping. KPCA has been applied to many practical problems such as dimensionality reduction, novelty detection [3] , [4] , and image denoising [5] . KPCA, however, cannot be directly applied to denoising problems. In [5] [6] [7] , the preimage problem of KPCA was studied. In the problem, the principal components obtained from the feature space are mapped back into the data space to reconstruct the observed variables, where the reconstruction errors are regarded as noises. In [8] , a robust KPCA (RKPCA) was proposed to handle noise, missing data, and outliers in KPCA.
Another limitation of PCA is that it is not robust to sparse corruptions and outliers. Thus, several robust PCA methods were proposed [9] [10] [11] [12] . In [10] , through using the Geman-McClure function f (x, σ ) = x 2 /(x 2 + σ 2 ), a robust PCA (RPCA) was developed for computer vision problems. In [12] , based on nuclear norm and 1 norm minimizations, another RPCA was proposed to decompose a noisy matrix into a low-rank matrix plus a sparse matrix. RPCA in [12] is able to outperform that of [10] both theoretically and experimentally. The low-rank or/and sparse models have been widely studied and exploited in many problems such as matrix completion [13] [14] [15] [16] [17] and subspace clustering [18] [19] [20] [21] [22] [23] [24] . In subspace clustering, RPCA could outperform low-rank representation (LRR) [19] and sparse subspace clustering (SSC) [20] when the data are heavily corrupted by sparse noises or/and outliers, because the dictionary used in LRR and SSC is the data matrix itself, which would introduce considerable bias into the representations. If the data are preprocessed by RPCA, the clustering accuracy can be significantly improved. A few recent extensions of RPCA can be found in [25] [26] [27] [28] [29] .
KPCA is not robust to sparse noises [8] , and RPCA and its recent extensions (because of the linear model and low-rank assumption [12] , [29] ) are unable to handle nonlinear data and high-rank matrices. Therefore, there is a need to derive a variant of PCA that is able to handle nonlinear data and is also robust to sparse noises. It is worth noting that the robust KPCA proposed in [8] is a supervised method for handling missing data and sparse noises. The method first requires to learn a KPCA model on a clean training data set. It utilizes the model to handle new data set with missing data or intrasample outliers. Although Nguyen and Torre [8] mentioned that their robust KPCA could deal with intrasample outliers in training data through modifying Algorithm 1 of their paper, there were no algorithmic details and experimental results. Similar to [10] , the robustness of [8] to intrasample outliers was obtained using the Geman-McClure function. 2162-237X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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However, the Geman-McClure function is inferior to 1 norm in terms of efficiency, accuracy, and theoretical guarantee under broad conditions [12] . In this paper, we propose a novel method called RKPCA to handle nonlinear data and sparse noises simultaneously. RKPCA assumes that the nonlinear transformation of the data matrix is of low rank, which is different from the low-rank assumption of the data matrix itself in RPCA. RKPCA is effective in recovering high-rank or even full-rank matrices and robust to sparse noises and outliers. In this paper, we also provide theoretical support for RKPCA. The optimization of RKPCA is challenging because it involves nonconvex and indifferentiable problems at the same time. We propose a nonconvex alternating direction method of multipliers (ADMM) with backtracking line search (BTLS) and nonconvex proximal linearized minimization with AdSS for RKPCA. Thorough comparative studies were conducted on synthetic data, nature images, and motion data. The experimental results verify that: 1) RKPCA is more effective than PCA, KPCA, and RPCA in recognizing sparse noises when the data have nonlinear structures and 2) RKPCA is more robust and effective than RPCA, SSC, nonconvex LRR (NLRR) [22] , and RKLRS [21] in subspace clustering.
II. METHODOLOGY

A. Nonlinear Model and RKPCA Solution
Suppose that an observed data matrix M ∈ R d×n is given by
where X is the matrix of clean data and E is the matrix of sparse noises (randomly distributed). Our goal is to recover X and E. In RPCA, X is assumed to be of low rank. Hence, RPCA aims at solving the following problem:
where rank(X) denotes the rank of X, E 0 is the 0 norm of E defined by the number of nonzero elements in E, and λ is a parameter to balance the two terms. Both rank minimization and 0 norm minimization are NP-hard. Therefore, problem (2) is approximated as min X,E
where X * denotes the nuclear norm of X and E 1 denotes the 1 norm of E. Nuclear norm, defined by the sum of singular values, is a convex relaxation of matrix rank. 1 norm is a convex relaxation of 0 norm. Nuclear norm minimization and 1 norm minimization can be solved via singular value thresholding and soft thresholding, respectively. The low-rank assumption made in RPCA indicates that X is given by a low-dimensional linear latent variable model, i.e., X = P Z, where P ∈ R d×r is the projection matrix, Z ∈ R r×n consists of the latent variables, and r is the rank of X. In practice, the columns of X may be drawn from low-dimensional nonlinear latent variable models. Specifically, in this paper, we make the following assumption. Assumption 1: The columns of X ∈ R d×m are given by
where z ∈ R r consists of uncorrelated latent variables, f : R r → R d is a nonlinear smooth mapping, and r d.
In addition, the dimension of the manifold defined by f is r .
For convenience, we denote X = f (Z), where f is performed on each column of Z ∈ R r×n separately and n > d. Although r is much smaller than d, X could be of high rank or even full rank, which is beyond the assumption of RPCA. Therefore, X and E cannot be recovered by RPCA. We denote the latent dimensionality of X by ldim(X) and have ldim(X) ≤ rank(X), where the equality holds when f is linear.
For example, we uniformly draw 100 samples of a single variable z from the interval [−1, 1] and generate a 3 × 100 matrix by x = f (z) = [z, z 2 , z 3 ] T . We add the Gaussian noise e ∼ N (0, 0.1) to one randomly chosen entry of each column of the matrix. The clean data and corrupted data are shown in Fig. 1 (a). Fig. 1(b) shows the data recovered by RPCA, whereas Fig. 1 (c) shows the data recovered by the proposed method in this paper. Since the matrix is of full rank though the latent dimension is 1, RPCA failed in recovering the data. In contrast, our proposed method has a good performance.
To make the recovery problem meaningful, we propose the following assumption.
Assumption 2 indicates that if X = X a + X b with ldim(X a ) = r − 1 and ldim(X b ) = 1, then X b 0 = μ 0 dn.
which always holds if μ 0 > 1/d. It is found that when one component of X is highly sparse, the noise density of E should be low enough. With condition (5), we give the following lemma. Lemma 1: X and E can be recovered if the following problem is solved:
where r/(dn − ρdn) < λ < (d − r )/(ρdn). Proof: Denote the optimal value of X and E by X * and E * . Denote J (X, E) = ldim(X)+λE 0 . Then J (X * , E * ) = r + λρdn. Given an arbitrary X = X * + with = 0, we denote E = E − . If ldim(X ) < r , we have
Though (6) is intractable, Lemma 1 indicates the feasibility that X can be recovered when f (·) is nonlinear. If we can find a tractable relaxation of (6) [especially for ldim(X)], we can obtain X and E.
In this paper, we give the following theorem. Theorem 1: Suppose X ∈ R d×n is given by Assumption 1 and denote φ(
Then there exists a smooth nonlinear function φ : R d → F κ that maps the columns of X into a high-dimensional (possibly infinite) feature space such that φ(X) ∈ R κ×n is exactly or approximately of low rank, provided that n is sufficiently large.
Proof: We denote φ(x) = φ( f (z)) ψ(z). Then ψ : R r → F κ is a smooth nonlinear mapping and, hence, has Taylor expansion convergent at least locally. The Taylor expansion of ψ(z) at υ is
where we have used the multiindex notation. The tth order Taylor approximation of ψ(z) is
where
provided that n and κ are large. Therefore, φ(X) is exactly of low rank when the Taylor residuals vanish and approximately of low rank otherwise. For example, when d = 10, r = 2, n = 100, and t = 4, we have rank(φ(X)) ≈ 15 100, although X could be of full rank. Suppose that X is corrupted by sparse noises, e.g.,X = X + E and E = 0, the latent dimension ofX will be higher than that of X, e.g., r > r . According to (9), we have rank(φ(X)) > rank(φ(X)).
In fact, (9) indicates that the rank of φ(X) is a monotone increasing function of the latent dimension of X. Therefore, minimizing the rank of φ(X) amounts to minimizing the latent dimension of X. Now, problem (6) can be rewritten as
and further approximated by
where φ(X) * = min(κ,n) i=i σ i and σ i is the i th singular value of φ(X). We also have
where Tr(·) denotes the matrix trace. Denoting the SVD of φ(X) by φ(X) = U SV T , (13) can be proved as following:
Substituting (13) into problem (11), we get min X,E
can be directly obtained by kernel representations [2] , that is,
without carrying out φ(·) explicitly. In (16) , k(·, ·) is a kernel function satisfying Mercer's theorem [2] . With a certain kernel function k(·, ·), the nonlinear mapping φ(·) and the feature space F will be implicitly determined. The most widely used kernel function is the radial basis function (RBF) kernel
where σ is a free parameter controlling the smoothness degree of the kernel. We give the following lemma. Lemma 2: The features given by RBF kernel are Taylor features of the input data and the feature dimensionality is infinite [30] .
Proof: RBF kernel can be written as
x, y n σ 2n n!
where C = exp(− 1 2σ 2 (x 2 + y 2 )). Because x, y n is nth order polynomial kernel, (18) means that RBF kernel is a weighted sum of polynomial kernel of different orders from 0 to ∞. Then, the features given by RBF kernel are (19) which is the Taylor features of x. The dimensionality of φ(x) is infinity. As x = f (z) can be approximated by Taylor expansion, the features given by RBF kernel are also Taylor features of the latent variable z, for example,
That is why we use Taylor series to estimate the rank of φ(X) in Theorem 1.
With the kernel matrix (15) can be rewritten as min X,E
According to Lemma 1, since Tr(K 1/2 ) and E 1 are the relaxations of ldim(X) and E 0 in (6), X and E can be recovered through solving (21) with some appropriate λ.
We call the proposed method RKPCA, which is able to handle nonlinear data and sparse noises simultaneously. Moreover, since the nonlinear data often form high-rank matrices, RKPCA is able to recover X and E even if X is of high rank or full rank. On the contrary, RPCA cannot effectively recover high-rank matrices and full-rank matrices. The parameter λ is crucial to RKPCA. In (21), Tr(K 1/2 ) and E 1 may have different orders of magnitude. When RBF kernel is used, we have √ n < Tr(K 1/2 ) < n.
To balance the two terms in (21) or (12), λ should be determined as
where the value of λ 0 can be chosen around 0.5. It is worth noting that in RKPCA, the nuclear norm φ(X) * is a special case (when p = 1) of the Schatten
which is a nonconvex relaxation of matrix rank. We have φ(X) p Sp = Tr(K p/2 ) and get the following generalized form of RKPCA:
A geometrical interpretation is as follows. In terms of the RBF kernel, if the distance between two data points x i and x j is large, k(x i , x j ) will be very small. It means that the element φ T (x i )φ(x j ) = k(x i , x j ) makes little contribution to the objective function of RKPCA. Therefore, RKPCA exploits more local information than global information. That is why RKPCA can handle nonlinearity. When the RBF kernel is replaced with linear kernel k(
i x j and p = 1, RKPCA is identical to RPCA. Because linear kernel cannot recognize local information, RPCA is unable to handle nonlinearity.
B. Theoretical Guarantee of Effective Recovery
In the following content, we will provide theoretical guarantee in terms of noise density for RKPCA. To determine X from M, the number of clean entries should be larger than the number of degrees of freedom of X, which is the minimum number of parameters to fix X. First, because the latent dimension of X is r , to determine one column x ∈ R d , we need to observe at least r clean entries (denoted by x o ) to form a set of bases. Therefore, for all columns of X, we need nr parameters. Second, in each column of X, the remaining d-r entries (denoted by xō) can be reconstructed as
where g : R r → R d−r is an unknown nonlinear mapping. According to (20) , we should approximate g by polynomials.
The Taylor series of g at x o is given by
Then, the tth order Taylor approximation of g(
parameters. Third, we need at least one more entry of each column of X to validate the positions of the clean entries and noisy entries and, hence, require n parameters for all columns of X. Summarizing the numbers of the parameters required in the three steps, we get the number of degrees of freedom of X as (r + 1)n + (d − r ) × r+t t . Therefore, the noise density should meet the following condition:
Combining (5) and (28), the following lemma holds.
In Lemma 3, the parameter t determines the recovery error, which is on the order of ∂ t +1 g/(t + 1)!. When g can be perfectly approximated by its tth order Taylor expansion, the recovery error is zero. However, Lemma 3 is a necessary condition for recovering X. For instance, suppose
when {x 3 , x 4 } are corrupted and {x 1 , x 2 } are clean, it is impossible to recover {x 3 , x 4 } because the information of z 2 is lost. Therefore, the noisy density ρ should be lower such that the information of z 1 and z 2 can be preserved. Let J be the Jacobian matrix of f , that is,
and
where is a small positive constant. δ measures the nonsparsity of J . We give the following lemma. Lemma 4: Suppose that μr elements of each column of M are clean, where 1 ≤ μ ≤ d/r . Then, the information of all elements of Z can be preserved with high probability, provided that μ is large enough.
Proof: Let {x i } i∈S be a subset of x, where S consists of μr distinct elements of {1, 2, · · · , d}. We obtain
It follows that:
Then, the information of all elements of Z can be preserved with probability
To ensure a high ρ 0 , μ should be large enough and μ = It is worth noting that Lemma 4 is similar to the incoherence condition in RPCA [12] . In RPCA, the incoherence property is defined on the singular vectors of X and measures the nonspiky property of the singular vectors. In our paper, X is given by Assumption 1 and cannot be formulated by singular value decomposition. Hence, the incoherence property of RPCA is inapplicable to our model. In fact, Lemma 4 provides a condition for that the Jacobian matrix defined by the clean elements of x is of full rank, which ensures that f is invertible at least locally [31] , and hence, the corrupted elements of x can be recovered.
In accordance with RPCA [12] , we also assume that the locations of nonzero entries of E are independently determined by Bernoulli distribution, i.e., for all (i, j ), Pr(E i j = 0) = ρ and Pr(E i j = 0) = 1 − ρ. The following theorem shows that X can be recovered with high probability.
Theorem 2: Suppose X ∈ R d×n is given by Assumption 1 and M = X + E, with probability at least
where c is a numerical constant and μ 1 = max{1 + 1 r , μ}. Proof: According to Lemma 4 and the number of degrees of freedom of X with O(∂ t +1 g/(t +1)!) residuals, the number of clean entries of each column of X should be at least max{r + 1, μr } μ 1 r . With the Bernoulli model of clean entry locations, to ensure μ 1 r clean entries for every column of X with probability
the number of clean entries of X should be at least cμ 1 rn log n (the coupon collector's problem 1 [13] , [32] ), where c > 1 is a numerical constant. Combining Lemma 3, when the number of clean entries of X is max{(1 − μ 0 d)dn, (r + 1)n + (d − r ) r+t t , cμ 1 rn log n}, X can be approximately recovered with probability at least ρ 0 ρ 1 . Since μ 0 > 1/d often holds easily, the condition becomes max{(r + 1)n + (d − r ) r+t t , cμ 1 rn log n}. It indicates that when the noise density of E meets ρ < 1 − max{cμ 1 rn log n, (r + 1)n + (d − r ) r+t t }/(dn), X can be approximately recovered with probability at least ρ 0 ρ 1 . The probability will be high if c and μ are large enough. In addition, larger t leads to lower recover error, provided that the condition of ρ holds.
Theorem 2 indicates that RKPCA can recover X if ρ < 1 − C 1 ldim(X)/d, where C 1 is a numerical constant, provided that n is large enough. In Theorem 2, when rank(X) = ldim(X) = r , it indicates that RPCA can recover X if ρ < 1 − C 2 rank(X)/d, where C 2 is a numerical constant, provided that n is large enough. We also have C 1 > C 2 but C 1 ≈ C 2 when n is large enough. When X has nonlinear structures, rank(X) ldim(X) and then 1 − C 1 ldim(X)/ d > 1 − C 2 rank(X)/d. It means that RKPCA can outperform RPCA in recovering high-rank and full-rank matrices.
More generally, the columns of X ∈ R d×n could be drawn from multiple nonlinear latent variable models, for example,
where for j = 1, 2, · · · , k, f j : R r j → R d is a nonlinear mapping performed on the columns of Z j separately, Z j ∈ R r j ×n j , and k j =1 n j = n. We can also say that X is drawn from a union (k) of subspaces nonlinearly. X is often of full rank. Let Z = [Z 1 , Z 2 , · · · , Z k ] and denote s ∈ R 1×n as the labels of the columns of X, then we reformulate (37) as
It means that such a matrix X is still in according with the assumption of RKPCA. The difference is that the latent dimension increased and the nonlinear mapping f is more complex. According to (9), we have
where we have assumed r 1 = · · · = r k = r for convenience and n 1 , · · · , n k are sufficiently large. Therefore, X can be recovered by RKPCA when ρ < 1 − O(ldim(X)/d) provided that n is large enough.
C. Optimization via ADMM Plus Backtracking Line Search
In RKPCA formulated by (21) , the two blocks of unknown variables X and E are separable. The second term λE 1 and the constraint are convex. The first term Tr(K 1/2 ) could be nonconvex if a nonlinear kernel such as RBF kernel is used. We propose to solve (21) via ADMM [33] [34] [35] . The augmented Lagrange function of (21) is given by
where Q ∈ R d×n is the matrix of Lagrange multipliers and μ > 0 is a penalty parameter. L (X, E, Q) can be minimized over X and E one after another. First, fix E and solve min X
Because of the kernel matrix K , problem (41) has no closed-form solution. Denoting
we propose to solve (41) with gradient descent, that is,
where η is the step size and will be discussed later. Denoting
In the second step of minimizing L (X, E, Q) , we fix X and solve
The closed-form solution of (46) is given as
where (·) is the elementwise soft thresholding operator [36] defined as
Finally, the matrix of Lagrange multipliers is updated by
The optimization frame for RKPCA is summarized in Algorithm 1. The convergence condition is
where ε is a small number such as 10 −6 . In Algorithm 1, a large η will increase the convergence speed but may make (41) diverge. It is known that the subproblem (41) will converge when η < 1/L J , where L J is the Lipschitz constant of the gradient of J in (42) [34] , [35] . Algorithm 1 Solve RKPCA With ADMM Input: M, k(·, ·), λ, μ, t max . 1: initialize: X (0) = M, E (0) = 0, t = 0. 2: repeat 3:
4: 5 : 6 :
The reason is that the gradient descent is the solution of the L J quadratic approximation, which is strongly convex [33] . In kernel methods, such as SVM, KPCA and Gaussian processes, RBF kernel usually outperforms polynomial kernel. Similarly, we find that in RKPCA, RBF kernel is more effective than polynomial kernel. Hence, in this paper, we mainly focus on RBF kernel. As suggested in a lot of work of kernel methods, the parameter σ can be chosen around the average of pairwise distance of all data points [37] , that is,
where β can be chosen from {0.5, 1, 1.5, 2}. With RBF kernel, the gradient ∂J 1 /∂ X can be computed as
where H = ∂J 1 ∂ K K = 1 2 K −1/2 K , B is a d × n matrix consisting of 1s, and denotes the Hadamard product. As can be seen, it is very difficult to obtain an available Lipschitz constant of the gradient because of the presence of kernel matrix. However, we can use the inexact line search to find a good step size η that meets the sufficient decrease condition (Armijo-Goldstein inequality, [38, Ch. 3] )
where 0 < γ < 1. The procedures of BTLS for η are shown in Algorithm 2. With the obtained η, the step 3 in Algorithm 1 will be nonexpansive and the augmented Lagrange function will decrease sufficiently.
Algorithm 2 BTLS for η Input: η = η 0 , c (e.g., 0.5), γ (e.g., 0.1).
In Algorithm 2, we need to initialize η beforehand. A large η 0 may provide a broad search region to obtain a better solution but will need more iterations. We can compute a coarse estimation of L J to initialize η as
In (55), I is an n × n identity matrix and · 2 denotes the spectral norm of matrix. The estimation of L J is from ∂J /∂ X, in which we have regarded H as a constant matrix not involved with X and replaced X (B H) with ς X. The reason is that H is related with K and the scaling factor σ 2 has made the impact of X quite small. In addition, the elements of each row of B H are the same, and hence, we replace B H by a number ς , which is the average of all elements of B H. The derivation of (55) is detailed as follows:
Therefore, αL J (0 < α < 1) could be an estimation of the Lipschitz constant of ∂J ∂ X if α is small enough. We found that when η 0 = 10/L J , Algorithm 2 can find η in at most five iterations.
The optimization of RKPCA is in the nonconvex framework of ADMM studied in [34] [problem (3.2) and Algorithm 4 of this paper]. The corresponding case is
where f (·) is nonconvex and g(·) is convex but nonsmooth.
In our problem, f (·) is Tr(K 1/2 ), g(·) is λE 1 , A is an identity matrix, and c is M. In [34] , it was shown that ADMM for (57) is able to converge to the set of stationary solutions, provided that the penalty parameter in the augmented Lagrange is large enough. More detailedly, the following conditions are required in the proximal version of solving (57): 1) f (·) is smooth with L-Lipschitz continuous gradient and A is of full column rank; 2) the two subproblems do not diverge and the corresponding objective functions descrease sufficiently; 3) μ ≥ L. In our optimization, the Lipschitz constant of f (u)'s gradient is estimated as L = 2(H −ς I)/σ 2 2 according to (56) and A is an identity matrix. Therefore, condition 1) holds. The two subproblems are handled by BTLS and soft thresholding, respectively, which meets condition 2). In addition, condition 3) holds when σ and μ are large enough.
Therefore, the convergence of Algorithm 1 can be proved accordingly through the similar approach of [34] , which will not be detailed in this paper. Similar to the optimization of RPCA and other methods solved by ADMM, the Lagrange penalty μ in Algorithm 1 is quite easy to determine. We can just set μ = 10λ. In fact, ADMM is not sensitive to the Lagrange penalty.
D. Optimization Via Proximal Linearized Minimization With AdSS (PLM+AdSS)
In RKPCA, problem (21) can be rewritten as min
where K is the kernel matrix carried out on M − E. We denote the objective function of (58) by J . RKPCA in the form of (58) has no constraint and has only one block of variables. Hence, we propose to solve (58) by proximal linearied minimization with AdSS (PLM+AdSS), which is shown in Algorithm 3. At tth iteration, we linearize Tr(K 1/2 ) at E (t −1) as
where ν is the step size and 1) ) (B H) ). (60) Then, we solve
for which the solution is
The Lipschitz constant of ∂J ∂ E (t −1) is a natural choice of the step size ν. Similar to (56), we can estimate the Lipschitz
In Algorithm 3, we set ν as ωL J and increase ω by ω = cω if the objective function does not decrease. The convergence condition of Algorithm 3 is E (t ) − E (t −1) F /M F < ε (e.g., 10 −4 ). We have the following lemma. Theorem 3: (a) The objective function in Algorithm 3 is able to converge if t is large enough. (b) The solution of E generated by Algorithm 3 is able to converge if t is large enough. The above-mentioned lemma will be proved in the following content.
The problem of RKPCA given by (58) is a case of the following general problem:
Algorithm 3 Solve RKPCA With PLM+AdSS Input: M, k(·, ·), λ, ω = 0.1, c > 1, t max . 1: initialize: E (0) = 0, t = 0 2: repeat 3: Compute ∂J ∂ E (t −1) by (60) 4 :
5:
where f (·) is nonconvex but differentiable and g(·) is convex but not differentiable. We linearize f (υ) atῡ as
where f (ῡ) denotes the gradient of f (·) atῡ and e denotes the residual of the quadratic approximation. Then, we solve
The closed-form solution is obtained by the proximal algorithm [36] , that is,
We give the following two lemmas.
Lemma 5: If f (·) is continuously differentiable and its gradient f is L f -Lipschitz continuous, then
Lemma 6: Given that the gradient of f (·) is L f -Lipschitz continuous, υ + ∈ pr ox g τ (υ − f (ῡ)/τ ), and τ > L f , we have
Using Lemma 5 with υ = υ + , we have
Adding (71) with (70), we have
This finished the proof of Lemma 6. Lemma 6 shows that when τ > L f
where υ (1) , · · · , υ (t +1) is a series of υ obtained from the proximal linearized algorithm. Since J (υ) > −∞, the proximal linearized algorithm is able to converge. In Algorithm 3, τ is estimated as ν = ωL J = ω2(H − ς I)/σ 2 2 . Let L (t ) J be the true Lipschitz constant of ∂J ∂ E (t ) at tth iteration. Let ν (t ) be the estimated τ at tth iteration. We have −1) ). If c is large enough, there exists a number l > 1 such that
where ω (t +l) = · · · = ω (t +1) = ω (t ) . Therefore, J (E) will decrease with high probability even when ω is relatively small.
When ω is large enough, we will always have ν > L J . Since
It means that the objective function in Algorithm 3 is able to converge. This proved Theorem 3(a). Summing both sides of (74) from 1 to N, we have
When t is small, ν (t ) > L (t ) J holds with high probability. If t is larger thant (when ω reaches a large enough value), ν (t ) > L (t ) J always holds. Then, we have
Therefore, the solution of E generated by Algorithm 3 is able to converge if t is large enough. This proved Theorem 3(b).
Compared with Algorithm 1, Algorithm 3 cannot ensure that the objective function is always decreasing when t is small. In Algorithm 2, to find a suitable η, the BTLS requires evaluating the objective function multiple times, which will increase the computational cost. These two algorithms will be compared in Section III.
The main computational cost of RKPCA is from the computation of K p/2 and its gradient, which requires performing SVD on a n × n matrix. Therefore, the computational complexity of RKPCA is O(n 3 ). In RPCA, the main computational cost is from the SVD on a d × n matrix. Hence, the computational complexity of RPCA is O (min(d 2 n, dn 2 ) ). Although the computational cost of RKPCA is higher than that of RPCA, the recovery accuracy of RKPCA is much higher than that of RPCA for nonlinear data and high-rank matrices. For large-scale data (e.g., n > 2000), instead of full SVD, truncated SVD or randomized SVD (RSVD) [39] should be applied to RKPCA. The computational complexity of RKPCA with RSVD in each iteration is reduced to O(r n 2 ), wherer is the approximate rank of K at iteration t and is nonincreasing. RSVD [39] and the corresponding optimization of RKPCA (solved by PLM+AdSS) are shown in Algorithms 4 and 5, respectively.
Algorithm 4 Randomized Singular Value Decomposition [39]
Input: X ∈ R m×n ,r .
1: Generate random Gaussian matrix P ∈ R n×2r 2: Y = X P 3: W ←− orthonormal basis for the range of Y 4: Z = W T X 5: Perform economy SVD: Compute ∂J ∂ E (t −1) using (60) 8 :
9: 10: if J (E (t ) ) > J (E (t −1) ) then ω = cω 11: end if 12 : [18] is an effective and popular method to cluster data into different groups according to different subspaces. In recent years, a few robust variants of SSC and other methods have been proposed for handling noises and outliers in subspace clustering [20] , [40] [41] [42] [43] [44] [45] . For example, in [20] , the modified version of SSC is robust to noise and sparse outlying entries. In [41] and [44] , the variants of SSC are provably effective in handling noises. In [42] , a variant of SSC incorporating the robust measure correntropy was proposed to deal with large corruptions. In [45] , through using random anchor points and multilayer graphs, a scalable and robust variant of SSC was proposed. Nevertheless, the clustering performances of these methods are unsatisfactory when the data are heavily corrupted by sparse noises. The reason is that the highly corrupted data can make the sparse or low-rank representations significantly biased.
To improve the clustering accuracy, we can use RPCA or RKPCA to remove the noises and then perform SSC or other methods on the clean data. As a matter of fact, RPCA and RKPCA can be directly applied to subspace clustering, even when the data are heavily corrupted. Given a noisy data matrix M, we use RKPCA to recover the clean data matrix X. The truncated singular value decomposition of the matrix in the nonlinear feature space is given by
where r is the latent dimensionality of the feature space. The subspaces of φ(X) can be segmented by using V r . We propose Algorithm 6 to cluster φ(X) or X according to the subspace membership. Similar to that in LRR [19] , [22] , the parameter q is an even number (e.g., 4) to ensure the nonnegativity and sparsity of the affinity matrix A.
Algorithm 6 Subspace Clustering by RKPCA
Input: M ∈ R d×n , C, r , q.
1: Compute X and the corresponding K using Algorithm 1, Algorithm 3, or Algorithm 
where Z ∈ R r×n are uniformly drawn from the interval (−1, 1), P ∈ R d×r are drawn from standard normal distribution, and Z u denotes the uth power acted on each entry of Z. We set d = 20, r = 2, and n = 100. The model (80) maps the low-dimensional latent variable z to high-dimensional variable x through a nonlinear function x = f (z). The nonlinearity of the data is not very strong, which is quite practical because linearity and nonlinearity always exist simultaneously. We added Gaussian noises N (0, 1) to certain percentage (noise density, denoted by ρ) of the entries in X and then get a matrix M with sparse noises. We increase the noise density from 10% to 80% and use PCA, KPCA [6] , RPCA [12] , and RKPCA to recover X from M. The recovery performance is measured by the relative error defined as
whereX denotes the recovered matrix. In KPCA and RKPCA, the parameter σ of RBF kernel is determined by (51) with β = 1. In fact, we have tried to extend the robust KPCA proposed in [8] to an unsupervised version that does not require clean training data. However, the performance is not satisfactory and absolutely not comparable to that of KPCA preimage proposed in [6] .
2) Iteration Performances of ADMM+BTLS and PLM+AdSS: Fig. 2 shows the iteration performances of Algorithm 1 (ADMM+BTLS) and Algorithm 3 (PLM+AdSS) for solving RKPCA on the matrix with 50% noise density. It is found that the two algorithms can work well with a large range of the parameters. In ADMM+BTLS, η = 10L J and η = 5L J achieve nearly the same results because the true Lipschitz constant may be around 5L J . In PLM+AdSS, though ω = 0.01 make the optimization diverged at the beginning of iteration, the algorithm still converged in about 60 iterations. In general, although ADMM+BTLS is able to reduce the objective function (augmented Lagrange function) in every iteration, its convergence speed is lower than that of PLM+AdSS. In addition, the outputs of the two algorithms are nearly the same. Therefore, PLM+AdSS is preferable to ADMM+BTLS. In this paper, RKPCA is solved by PLM+AdSS with ω = 0.1.
3) Recovery Results: The experiments are repeated for 100 times and the average results are reported in Table I. As can be seen, the recovery error of RKPCA is significantly lower than those of other methods in almost all cases. According to Theorem 2, to approximately recover the matrix, the noise density should meet ρ < 76%, which matches the results in Table I because the recovery error for ρ = 80% is significantly higher than that for ρ = 70%. We use (80) with d = 20, r = 2, and n = 50 to generate five matrices and stack them together to form a matrix of size 20 × 250. Hence, the matrix consists of the nonlinear data drawn from five different subspaces. We add Gaussian noises N (0, 1) to ρ (from 10% to 50%) percentage of the entries of the matrix. The recovery errors (average of 50 trials) are reported in Table II. RKPCA consistently outperforms other methods.
We also study the influence of the parameter p in RKPCA. Fig. 3(a) and (b) shows the recovery errors of RKPCA with different p (0.1 ≤ p ≤ 1) on the single-subspace data and multiple-subspace data. The recovery errors of PCA, KPCA, and RPCA are also shown in the figure. It can be seen that RKPCA with a smaller p around 0.6 can outperform RKPCA with p = 1. However, for simplicity, throughout this paper, we only report the result of RKPCA with p = 1 because it has already shown significant improvement compared with other methods such as RPCA.
B. Natural Images 1) Data Sets:
We use four data sets of natural images to evaluate the proposed method RKPCA. The details are as follows.
1) MNIST [46] : The data set consists of the handwritten digits 0-9. We use a subset consisting of 1000 images (100 images for each digit) and resize all images to 20 × 20. 2) ORL [47] : The data sets consist of the face images of 40 subjects. Each subject has 10 images with different poses and facial expressions. The original size of each image is 112 × 92. We resize the images to 32 × 28. 3) COIL20 [48] : The data sets consist of the images of 20 objects. Each object has 72 images of different poses. We resize the images to 32 × 32. 4) YaleB+ [49] : The Extended Yale face data set B consists of the face images of 38 subjects. Each subject has about 64 images under various illumination conditions. We resize the images to 32 × 32. For each of the four data sets, we consider two noisy cases. In the first case (pixel noisy), we add salt and pepper noise of 30% density to all the images. In the second case (block noisy), we mask the images at random positions with a block of 20% width and height of the image. Since the backgrounds of the MNIST and COIL20 images are black, the value of the block mask is 1, whereas the value of the block mask for ORL and YaleB+ images is 0. Fig. 4 shows a few examples of the original images and noisy images.
2) Noise Removal: We compare RKPCA with PCA, KPCA [6] , and RPCA [12] in recovering the original images of the four data sets. The parameter σ of RBF kernel in KPCA and RKPCA is determined by (51) with β = 1.5. Since the original images, especially those of MNIST and YaleB+, are noisy, we use one more evaluation metric, the generalization error of k-nearest neighbors. It is defined by
where y k (i ) = 1 if the label of sample i is not the same as the most frequent label of its k-nearest neighbors and y k (i ) = 0 otherwise. A small value of e knn indicates that the intraclass difference is small compared to the interclass difference. The average results of the relative error and 5nn error of ten repeated trials are reported in Table III . The relative recovery error and 5nn generalization error of RKPCA are always smaller than those of other methods. A few recovered images given by RPCA and RKPCA are shown in Fig. 5 . The recovery performances of RKPCA are consistently better than those of RPCA.
3) Subspace Clustering: We compare RKPCA with SSC [20] , NLRR [22] , RKLRS [21] , and RPCA [12] in subspace clustering on the four data sets. In particular, we normalize all image vectors of YaleB+ data set to have unit 2 norm because many images have very low brightness. The numbers (r ) of singular vectors for constructing the affinity matrices in NLRR, RPCA, and RKPCA on each data set are as follows: MNIST, r NLRR = r RPCA = r RKPCA = 50; ORL, r NLRR = r RPCA = r RKPCA = 41; COIL20, r NLRR = r RPCA = 200, r RKPCA = 400; and YaleB+, r NLRR = r RPCA = r RKPCA = 342. The parameters q (shown in Algorithm 6) for constructing the similarity graph in NLRR, RPCA, and RKPCA for the four data sets are set as q MNIST = 8, q ORL = 4, q COIL20 = 6, and q YaleB+ = 4. The clustering errors (averages of ten repeated trials) defined as clustering error = # of misclassified points total # of points (83) are reported in Table IV . It is found that for the noisy images, SSC, NLRR, and RKLRS have significantly higher clustering errors than RPCA and RKPCA do. The reason is that SSC, NLRR, and RKLRS cannot provide effective affinity matrices if the data are heavily corrupted. RKLRS can only handle outliers and the outliers should not be caused by sparse noise. In contrast, RPCA and RKPCA are more robust to noises. RKPCA outperforms other methods in all cases. Such clustering results are consistent with the previous noise removal results.
C. Motion Data
The Hopkins-155 data set [50] is a benchmark for testing feature-based motion segmentation algorithms. It contains video sequences along with the features extracted and tracked in all the frames. We choose three subsets, 1R2RC, 1RT2RCRT, and 2RT3RTCRT, to evaluate the proposed method RKPCA. Similar to [51] , for each subset, we uniformly sample six frames, and hence, the feature dimension is 12, through which the formed matrix is of high rank. Since the entry value of the three matrices is within interval (−1, 1) , we add sparse noises randomly drawn from U (−1, 1) to the matrices.
We use RPCA and RKPCA to remove the noises of the matrices and then perform SSC to cluster the data for motion segmentation. The reason we perform clustering using SSC but not RPCA and RKPCA is that SSC has achieved state-of-theart clustering accuracy on Hopkins-155 data set. In addition, two variants of SSC including the subspace clustering via halfquadratic minimization (SCHQ) method proposed in [42] and the scalable and robust SSC (SR-SSC) proposed in [45] are also compared in this paper. In RKPCA, the parameter σ of RBF kernel is determined by (51) with β = 0.5. As shown in Fig. 6 , the recovery error (defined by (81)) of RKPCA is often only 50% of that of RPCA on the three data subsets. The clustering errors are shown in Fig. 7 . In every case, the clustering error of RKPCA+SSC is considerably lower than those of SSC, RPCA+SSC, SCHQ, and SR-SSC.
