This paper reports on the use of a novel two-stage approach for assessing the efficiency of 30 major Nigerian airports from 2003 to 2013 based on bootstrapped data envelopment analysis (DEA) and censored quantile regression. In the first stage, bootstrapped efficiency estimates are computed. They enable bias correction and testing for significant differences in efficiency levels among airports. Subsequently, bootstrapped DEA results are combined with censored quantile regression to assess the impact of contextual variables-related to the airports' ownership, location, and network connectivity-on different efficiency percentiles. The results reveal that the intensity of significant impacts regarding airports' contextual variables may vary between high-/low-efficiency airports. Policy implications are derived accordingly.
Introduction
Research on airport efficiency has adopted several methods, such as the factor productivity approach; stochastic frontier analysis (SFA) models (Barros, 2009; Diana, 2010) ; the Turnquist total factor productivity index; and data envelopment analysis (DEA) models (Adler & Berechman, 2001; Barros & Dieke, 2008; Gillen & Lall, 1997; Titko, Stankevičienė, & Lāce, 2014) . Previous studies analyzed airports from different countries and regions worldwide. However, the most commonly analyzed are usually European and North American airports, while African airports are rarely investigated (Barros, 2014; Wanke, Barros, & Nwaogbe Obioma, 2016) . This paper adds to the current body of knowledge by analyzing the efficiency of Nigerian airports using a novel two-stage model built upon bootstrapped DEA and censored quantile regression (CQR).
The motivations for the present research are twofold. First, despite intense research on airport efficiency, few international peer-reviewed papers tackle Nigerian airports . Whilst some data on remote Nigerian airports have been published (Bråthen, 2016) , the focus on African airports, in a broader sense, remains a research gap with few papers published on the issue (Barros, 2014) , which would bring an important contribution to the overall analysis of airport efficiency. A major reason for this under-researched context is that the Air Transport Research Society Airport Benchmark Annual Report does not present data on African airports. The second motivation for the present study is the highly significant role of the air transportation industry in Nigeria, due to the fact that it does not have any other competitor in terms of speed and safety for passengers and cargo shipment around the country.
Besides, this paper is innovative in the literature of airport efficiency at the country level by adopting a two-stage bootstrapped DEA-CQR approach. Basically, the relative performance of Nigerian airports is evaluated with respect to distinct efficiency percentiles, assessing, for instance, how different contextual variables related to ownership, location, and network coverage differently impact highand low-efficiency airports. In this research, this two-stage approach is carried out for the first time on airport efficiency. This being the case, policy implications are derived for different percentiles of efficiency levels. Therefore, this paper contributes to the literature on airport efficiency, not only by analyzing the airports of the most populous African country, but also by using bootstrapped DEA-CQR for the first time in this context.
The remainder of this paper is organized as follows. The next section presents the contextual setting of airports in Nigeria. This is followed by a literature review, and then a section containing the data and the methodology. The empirical results are then presented and discussed in terms of policy implications, while the conclusions are outlined in the final section.
Contextual Setting
Nigeria is a West African country and a former British colony that attained self-government in 1960. In 1967, the country adopted a subdivision into a twelve-state structure. In 1976, the number of regions increased to nineteen states; twenty-one in 1987; thirty in 1991; and, since 1996 , it has been comprised of thirty-six states. During colonial times there were only three airports: Lagos, Kano, and Maiduguri. Nigeria currently has twenty-one airports, five of which are international airports. The international airports are the Murtala Muhammed Airport in Lagos, where the seat of government was established until 1991; the Aminu Kano Airport in Kano, a commercial hub city; the Kaduna, at Port Harcourt; and the Abuja airports. The last two cities have a high volume of commercial activities, and Abuja is currently the federal capital.
Nigerian airport facilities are old or poorly maintained, with an aging workforce. There is a poor level of operational efficiency and safety . In 2006, the government promulgated the Civil Aviation Act in order to overcome these organizational problems. The airports are managed by the Federal Airports Authority of Nigeria (FAAN), an entity established in 1995. In 1999, another restructuring took place in order to conform to the International Civil Aviation Organization, enabling then the separation of regulatory bodies from service providers. Table 1 presents some characteristics of the physical production of Nigerian airports as of 2013. Furthermore, the airports are divided into domestic and international airports, as a result of a decision of the Federal Government of Nigeria. Therefore, researchers have to adopt the way the airports were set up by the government.
Literature Review
There are a growing number of studies focusing on airport efficiency (Diana, 2010) . Specifically, there are two dominant schools of methodology for assessing efficiency: the mathematical programming approach, which is well known by the DEA method and its variations; and the SFA approach, which has its roots in econometric theory (Bogetoft & Otto, 2010) . In detail, while the slack analysis of DEA provides insight on resources to improve efficiency discrimination, the SFA method focuses on the economic justification of a given production function. Besides, SFA implies some advantages over DEA as well as disadvantages because of its parametric characteristics, where some distributional assumptions are made regarding the error and the inefficiency terms. DEA, on the other hand, has some key advantages over SFA due to its nonparametricdistribution free-characteristics and due to the capability of simultaneously handling several outputs. Nevertheless, DEA falls short with respect to the necessary statistical properties for a robust examination of the inefficiency roots when using contextual variables. Bootstrapping, however, is one of the most attractive solutions to overcome this major DEA shortcoming, i.e., no statistical properties (Assaf, 2010) . A summary of DEA-based airport efficiency studies is presented in Table 2 along with some of their major features: inputs and outputs used, number of decisionmaking units (DMUs) analyzed, country of study, data nature (cross-sectional or longitudinal), and the methodology.
The first study on airport efficiency using DEA was conducted by Schefczyk (1993) . In a survey paper, Liu, Lu, Lu, and Lin (2013) reported that DEA papers on transportation-mainly related to airport efficiency-account for almost 8% of total DEA papers. An overview of major airport efficiency can be found in Yu (2010) . More recently, a detailed literature review of 45 years of airport performance measurement is given in Bezerra and Gomes (2016) . Broadly speaking, and in accordance with those authors, these studies are mainly focused on (1) examining airport efficiency to measure benchmarks for monitoring airport operations; (2) examining contextual variables for explaining airport performance; and (3) measuring capacity excess or shortfall in terms of input and output slacks . Furthermore, Barros, Wanke, Nwaogbe, and Azad (2017) studied the efficiency in Nigerian airports using a stochastic frontier model by adopting the methodology presented in Alvarez et al. (2004) -the AAG model. The study findings show that under a modified version of the AAG model, inputs and outputs are separated in frontier and allowing contextual variables to control the impacts of managerial ability on efficiency. Also, the variation in efficiency scores is more sensitive to labor than to capital costs, and it also indicates a negative impact of regulation and hub operations on efficiency levels.
A closer look within each paper reveals that the most common inputs are employees, terminal area or capacity, runways, various kinds of assets, and costs; while the most frequent outputs encompass revenues, profits, movements (landings and take-offs), and passenger throughput. Therefore, in this research, as the inputs, we use the terminal capacity (in pax/year), the runway dimensions (in m 2 ), the number of employees, the total assets (in current NGN), and the total costs (in current NGN per year). The outputs used involve the passenger throughput per year and the number of aircraft movements per year. It is important to notice that so far no study has adopted simultaneously bootstrapped DEA and CQR in a two-stage approach. Furthermore, no research has performed such analysis focusing on the airport industry at the country level, an additional uniqueness of this paper.
Methodology

The Data
The data on 30 Nigerian airports were obtained from FAAN and encompass the period from 2003 to 2013. The inputs and the outputs selected were not only those commonly found in the literature review but also those dependent on data availability. The input variables included terminal capacity (in pax/year), the runway dimensions (in m 2 ), the number of employees, the total assets (in current NGN), and the total costs (in current NGN per year). The output variables were the passenger throughput per year and the number of aircraft movements per year. The descriptive statistics are shown in Table 3 .
An additional four contextual and business-related variables were collected to explain differences in the efficiency levels. These variables are also presented in Table 3 and are related to major elements of the airport cost structure-(1) labor cost (measured as the total wages/ number of employees ratio); (2) capacity cost (measured as the total assets/terminal capacity ratio); and (3) movement cost (measured as the total costs/total landings and takeoffs ratio)-and the airport regulation which is a dummy variable for the period that the regulation was adopted. Linear and squared trend components were also considered in the analysis.
This sample of 30 DMUs is comparable in size to similar DEA applications, as presented in Table 2 -mean of 37 DMUs per study. According to Cooper et al. (2001) , the number of DMUs is a relevant issue when using DEA as the cornerstone methodology. It should be at least three times higher than the number of inputs and outputs.
Correlation analyses indicate significant positive relationships between the inputs and the outputs, which are, therefore, isotonic and justified to be included in the model (Marques & Simões, 2010) . A correlogram for the matrix of inputs and outputs is presented in Figure 1 . The Figure 1 correlation analysis for thirty Nigerian airports shows various significant relationships between the inputs and output correlation matrix. This correlation matrix will inform the government on various policy implications for the relationships that exist between the input and the output variables.
Contextual variables presented in Table 3 relate to the airport network connectivity, whether the airport is a hub (1) or is not a hub (0); whether the airport operates international flights (1) or does not operate international flights (0); to the airport location, whether the airport is located in large metropolitan areas (1, above 2.5 million inhabitants) or small metropolitan areas (0, below 2.5 million inhabitants); whether the airport is seashore located (1, up to 35 km from the seashore) or inland located (0, beyond 35 km from the seashore); whether the airport ownership is private (1) or public (0). Linear and squared trend components were also considered.
There are several reports in the literature relating the positive and statistically significant impact on airport efficiency of such variables. Gillen and Lall (1997) , Sarkis (2000) , Bazarghan and Vasigh (2003) , and Barros and Dieke (2008) found a positive impact of hub and spoke network models on airport efficiency. The basic idea is that the location of a hub at an airport greatly increases many airport output measures, including revenue and passenger flows.
The same occurs with international airports (Barros & Dieke, 2008; Tsekeris, 2011) , since in some ways they operate as a hub for the surrounding region, which may be touristic or metropolitan. Furthermore, and for similar reasons, location in populated and/or wealthy areas, close to the seashore, may also affect airport efficiency (Martin & Roman, 2001; Tsekeris, 2011) once these areas generate a natural demand for airport services (Barros & Dieke, 2008 ). An important underlying assumption considered by those authors is that these contextual variables are exogenous, that is, they affect efficiency levels without being affected by them. Here, hub, international, large metropolitan area, seashore, and private represent, therefore, decision variables based on FAAN's discretion rather than endogenous variables generated within the ambit of an efficiency model or a production process.
Data Envelopment Analysis
DEA is a nonparametric model first introduced by Charnes et al. (1978; Cooper et al., 2001; Wang et al., 2011) . It is based on linear programming and is used to address the problem of calculating relative efficiency for a group of DMUs by using multiple measures of inputs and outputs. Given a set of DMUs, inputs, and outputs, DEA determines for each DMU a measure of efficiency obtained as a ratio of weighted outputs to weighted inputs.
Consider a set of n observations on the DMUs: each observation, DMU j (j51,…, n), uses m inputs x ij (i51,…, m) to produce s outputs y rj (r51,…, s). DMU o represents one of the n DMUs under evaluation, and x io and y ro are the i th input and r th output for DMU o , respectively. Table 4 presents the envelopment model for the varying returns to scale (VRS) frontier type, where e is a non-Archimedian element and s i -and s r + account, respectively, for the input and output slack variables (Bazarghan and Vasigh, 2003; Zhu, 2003) .
Despite the fact that the orientation of the model is not a consensual aspect of the efficiency models in airports (Marques & Simões, 2010) (refer to Table 2 ), an output maximization orientation is adopted here. Under these circumstances, decision-makers should attempt to maximize production outputs for a given level of inputs, supposedly fixed in the short term. Regardless, the output-increasing potential should be always interpreted with care, since in the absence of demand it may be meaningless (Odeck & Alkadi, 2001 ).
Bootstrapping
Nonparametric efficiency estimators such as DEA typically rely on linear programming techniques for computation of estimates, and are often characterized as deterministic, as if to suggest that the methods lack any statistical underpinnings (Simar & Wilson, 2004) . Applied studies that have used these methods have typically presented point estimates of inefficiency, with no measure or even discussion of uncertainty surrounding these estimates (Cesaro et al., 2009) . Indeed, many papers contain statements where Table 4 DEA output-oriented envelopment model.
Frontier Type Envelopment Model
VRS, also known as BCC (Banker et al., 1984) max w{e( efficiency is described as being computed or calculated as opposed to being estimated, and results are frequently referred to as efficiencies rather than efficiency estimates (Ray, 2010; Zarepisheh et al., 2010) . The choice of terminology in describing the nonparametric efficiency approaches and their results is perhaps understandable given, until very recently, the lack of a ''tool box'' with aids for diagnostics, inference, etc., such as the one available to researchers using parametric approaches (Simar & Wilson, 2004) . To solve these problems, bootstrap techniques have been introduced into DEA analysis (Cesaro et al., 2009 ). The bootstrap technique permits the sensitivity of efficiency scores relative to the sampling variation of the frontier to be analyzed, avoiding problems of asymptotic sampling distributions.
DEA results, in fact, may be affected by sampling variation in the sense that distances to the frontier are underestimated if the best performers in the population are not included in the sample. To account for this, Wilson (1998, 2000) originally proposed a bootstrapping method that relies on smoothing the empirical distribution, allowing the construction of confidence intervals for DEA efficiency scores. This technique consists of a simulation of a true sampling distribution by mimicking a data generating process, using the outputs from DEA. In this way, a new dataset is created and DEA is re-estimated using this dataset. Repeating the process many times allows the achievement of a good approximation of the true distribution of the sampling (Cesaro et al., 2009) .
Generally speaking, statistical inference based on a nonparametric frontier approach may be useful to determine whether a productive unit is actually operating at its most productive scale size or not. When a productive unit is found to be operating in the region of increasing returns to scale, an implied judgment is that it is smaller than its optimal size (Ray, 2010) . Similarly, a firm operating in the region of diminishing returns to scale is considered to be too large.
The method used in this research departs from that presented by Simar and Wilson (2004, which adapted the bootstrap methodology to the case of DEA efficiency estimators and uses a Gaussian kernel density function for random data generation. All the computations were carried out with R codes developed by the authors; 200 bootstrap replications were performed on model (1), following the discussion presented by Wilson (1998, 2004) and Curi et al. (2011) on deriving statistical properties for each airport vis-à-vis bias estimation, and central tendency correction.
Censored Quantile Regression
Traditional regression models cannot answer an important question: ''do contextual variables influence efficiency levels differently for low-efficiency Nigerian airports and for those with high or average efficiency levels?'' A more comprehensive picture of the effect of the contextual variables on the efficiency levels can be obtained via CQR. Quantile regression models the relation between a set of contextual variables and specific percentiles (or quantiles) of the response variable. It specifies changes in the quantiles of the efficiency. For example, a median regression (50th percentile) of efficiency on an airport's contextual variables specifies the changes in the median efficiency as a function of these predictors. In this sense, the effect of private ownership on median efficiency levels can be compared to its effect on other quantiles of efficiency in Nigerian airports. As a matter of fact, the quantile regression parameter estimates the change in a specified quantile of the response variable produced by a one unit change in the predictor variable. This allows comparison of how some percentiles of the efficiency levels may be more affected by certain airport characteristics or contextual variables than other percentiles. This is reflected in the change in the size of the regression coefficient.
According to Leng and Tong (2013) , the quantile regression was introduced by Koenker and Bassett (1978) and has become an increasingly important tool in statistical analysis. They have actually introduced the general quantile regression estimation that became the most popular approach (Hong & Chernozhukov, 2002) . Contrary to the usual model for the conditional mean, it provides distributional information on the dependence of T on Z. The Tth conditional quantile function of the dependent variable T given covariates Z, Q T (T|Z), is defined as Q T (T|Z) 5 inf{v: F 0 (v|Z) > T}, where F 0 is the cumulative conditional distribution function of T given Z. Correspondingly, a quantile regression model for Q T (T |Z) with T [ (0, 1) can be denoted as
When data are subject to censoring, statistical estimation and inference for quantile regression are more involved. Indeed, a naive procedure which completely ignores censoring may give highly biased estimates (Koenker and d'Orey, 1987) . Equivariance to monotone transformations is an important property of quantile regression models (Powell, 1986) . Powell (1984 Powell ( , 1986 ) first studied CQR with fixed censoring. For random censoring, Ying et al. (1995) proposed a semiparametric median regression model. Despite the simplicity of their method, this procedure requires the unconditional independence of the survival time and censoring time. This assumption is often restrictive as conditional independence, given the covariates, is more natural (Kalbfleisch & Prentice, 2002) . In addition, the estimating equation approach proposed in Ying et al. (1995) involves solving non-monotone discrete equations, creating difficulty for optimization. As a consequence, inferential procedures such as the resampling approach in Jin et al. (2001) , or the bootstrap method, can be computationally prohibitive. Hong and Chernozhukov(2002) argue that the CQR models allow covariates to shift location, scale, and the entire shape of the distribution and permit distribution-free specifications. As such, CQR models compare favorably to the normal Amemiya-Tobin, Cox, Buckley-James, and other approaches. According to the authors, in this model, the latent variable Y Ã i is left censored by the observable, possibly random, censoring points Ci, and we observe
i is assumed to be conditionally independent of the censoring point C i ; that is, for all y [ IR,
Conditioning on C i , equation (5), and the equivariance transformation yield the following CQR model (Powell, 1986) :
Results and Discussion
The efficiency levels calculated for 30 Nigerian airports from 2003 to 2013, using bootstrapped DEA and considering different grouping criteria, are given in Figures 2, 3 , and 4. More precisely, in Figure 2 although median efficiency levels are quite stable over the analyzed period (Kruskal-Wallis test for median differences did not show significant results), substantial differences come to light when efficiency levels are grouped by airport.
A clear picture emerges when efficiency levels are grouped by airport and year (cf. Figure 3) . Fluctuations in efficiency levels appear to be very high not only within some airports-apparently it is not possible to infer a growing trend for the majority of them-but also between them. This suggests the eventual impact of contextual variables that may be embedded within these grouping schemes. In fact, median efficiency levels are higher in private airports with hub operations, which are located close to the seashore, and serve large metropolitan areas. On the other hand, median efficiency levels appear to be lower in airports that operate international flights (cf. Figure 4) .
Results for the CQR of the efficiency scores on these five contextual variables are presented for selected efficiency percentiles in Table 5 robust results (Koenker & Hallock, 2001) , although the bootstrap method is preferred for being more practical (Hao & Naiman, 2007) . Therefore, the bootstrap results derived originally for the DEA scores were also used to bootstrap for the CQR coefficient estimates. As one can easily note from Table 5 , the signs of the relationships between the contextual variables and the efficiency levels are confirmed for different quantiles-when compared to results presented in Figure 4 -although their magnitude may vary from quantile to quantile. As a matter of fact, this effect takes place because rather than predicting the mean of the dependent variable, CQR looks at the quantiles of the dependent variable. By choosing tau 5 0.4 or 0.6, the 40th and 60th percentiles of the data are being used to compute the regression. Therefore, CQR can answer the question: ''For which type of Nigerian airport-high or low efficiency-does the impact of a given contextual variable prevail?''
The CQR results presented in Table 5 indicate that the effects of private ownership and location in a large metropolitan area have a larger positive impact on the lower quantiles of efficiency in Nigerian airports. For example, the 20th quantile of efficiency for private airports is roughly 0.798 percent points higher than for public airports in the same quantile. The airport that is privately owned or operated privately is OSUBI airport. This airport is owned by Shell Petroleum Company Limited. Moreso, Murtala Muhammed Airport Terminal II Lagos (MMA 2) is a concessional airport, operating under concession agreement. Conversely, the effects of international flights (negative) and hub operations (positive) are larger in higher quantiles of airport efficiency than in lower ones. Seashore location presents a somewhat more stable pattern for different quantiles, which can be inferred from Figure 5 .
It is important to notice that in Figure 5 CQR coefficients for the contextual variables cross the horizontal ''effect equals zero'' axis in some quantiles. Such crossovers are, however, sometimes quite plausible, and an advantage of the CQR approach is that they are more easily revealed (Koenker & Geling, 2001) . In this research, crossover occurs for efficiency quantiles higher than 0.90 for private airports, suggesting that airport privatization may be innocuous for high efficiency units and that their efficiency levels may even decrease, possibly due to congestion or insufficient resources to keep up with higher service level standards.
The results presented here suggest a number of policy implications for Nigerian airports, indicating different courses of action for airports with higher and lower efficiency levels. Lower efficiency airports clearly benefit more from private operations and are less impacted by international flights than higher efficiency airports, which are mostly benefited by hub operations and more penalized by international flights. While the focus of less efficient airports should be placed on ownership and location aspects-at the very beginning of the airport lifecyclethe more efficient airports should emphasize network connectivity issues, such as hub operations in order to act as a demand driver and also to counterbalance the negative effects of international flights. Authorities in Nigeria should consider the development of domestic hub operations in high-efficiency airports in parallel with alternative funding sources, so that capacity strangling and service deterioration can be avoided.
Conclusions
This article presented a novel two-stage approach based on bootstrapped DEA and CQR to assess the efficiency of Nigerian airports in the light of different contextual variables related to network connectivity, ownership, and location. Results indicated that higher and lower efficiency airports require different courses of action in order to maintain high service standards. Although the quantile results obtained for the less efficient airports are quite intuitive and corroborate previous literature-positive impact of private ownership and negative impact of international flights-the paths for maintaining high efficiency levels in more efficient airports are not trivial. Future research should address a deeper focus on higher efficiency airports in Nigeria, studying the role of capacity shortfalls and resource congestion as critical elements for such segments in keeping high standards of service. 
