The infinite families of Peregrine, Akhmediev and Kuznetsov-Ma breather solutions of the focusing Nonlinear Schrödinger (NLS) equation are obtained via a matrix version of the Darboux transformation, with a spectral matrix of the form of a Jordan block. The structure of these solutions is essentially determined by the corresponding solution of the Lyapunov equation. In particular, regularity follows from properties of the Lyapunov equation.
Introduction
In 1983 Howell Peregrine [1] showed that the "self-focusing" Nonlinear Schrödinger (NLS) equation i q t + q xx + 2 |q| 2 q = 0 (1.1)
admits an exact solution that models a rogue wave (or "freak wave"), i.e., a wave with a significant amplitude that seems to "appear from nowhere" and "disappears without a trace" (cf. [2] ). The existence of this Peregrine breather is due to the modulational (Benjamin-Feir) instability of the background solution e 2i t on which it emerges. Up to this factor, it is given by a rational expression,
where D, G, H are real polynomials in the independent variables x and t. That this "instanton" solution indeed models physical phenomena, has been demonstrated recently in nonlinear fibre optics [3] , for deep water waves [4] , and in a multicomponent plasma [5] . 1 Also see [6, 7] , for example. The Peregrine breather is the analog of an NLS soliton, on the nontrivial background and for a special value of a spectral parameter. One can superpose an arbitrary number of such solutions in a nonlinear way. This includes an infinite family of exact solutions, where the nth member arises from a nonlinear superposition of n Peregrine breathers, by taking a limit where associated spectral parameters tend to a special value. These solutions have the above quasi-rational form. The next to Peregrine member of this family apparently appeared first in [8] . It has also been shown to model certain waves observed in a water tank [9] .
To construct this family of solutions, the authors of [2] started from a linear system (Lax pair) for the focusing NLS equation, with a specific choice of the spectral parameter. Solutions are then constructed using Darboux transformations [10, 11] . The authors of [2] met the problem that the usual iteration of Darboux transformations requires a different spectral parameter at each step. But addressing quasi-rational solutions, one has to use the same spectral parameter, and this requires some modifications of the usual scheme. A corresponding improvement of the Darboux transformation method has been formulated in [12] . An even richer family of quasi-rational solutions than obtained in [2] has been provided in [13] [14] [15] , expressing them as quotients of Wronskians. Via Hirota's bilinear method such solutions have been derived in [16] .
Our present work uses yet another variant of the Darboux method. We use a single, but vectorial Darboux transformation and a linear system that involves a spectral parameter matrix Q. This linear system is "degenerate" for a special eigenvalue of Q. The nth order quasi-rational solution of the focusing NLS equation is then obtained by choosing for Q an n × n Jordan block with this special eigenvalue. This yields a nice characterization of the generalizations of the Peregrine breather. The vectorial Darboux transformation does not meet the problems mentioned in [2] and does not require modifications or generalizations as in [12] .
Shortly after Peregrine's publication, a solution [17] of the NLS equation was found which is also localized in "time" t. But in contrast to the Peregrine breather, it is periodic in x-direction. This Akhmediev breather yields the Peregrine breather in a certain limit. Also the Akhmediev breather belongs to an infinite family of exact solutions.
Morover, there is a counterpart of the Akhmediev breather that is localized in x-direction and periodic in t-direction. It is known as Kuznetsov-Ma breather [18, 19] and has been observed in fibre optics [20] . The Akhmediev and Kuznetsov-Ma breathers can be combined into a common expression, from which we recover one or the other if the modulus of a spectral parameter is below or above a certain value. The Peregrine breather is then obtained for the transition value, the abovementioned special eigenvalue of Q. Both, the Akhmediev and the Kuznetsov-Ma breather, have meanwhile been observed in water tank experiments [21] . Like the Peregrine breather, also the Akhmediev-Kuznetsov-Ma (AKM) breather belongs to an infinite sequence of exact solutions with increasing complexity.
Whereas regularity of the generated solution is an easy problem in case of a single scalar Darboux transformation for the NLS equation, it is more involved in case of a vectorial Darboux transformation. But one can use properties of the Lyapunov equation (see the Appendices) to solve this problem satisfactorily. Moreover, the main purpose of this work is to show that the structure of the members of the families of Akhmediev, Kuznetsov-Ma and Peregrine breathers is largely determined by the solution of the rank one Lyapunov equation with a Jordan block matrix.
In Section 2 we recall a Darboux transformation result for the focusing NLS equation. This is then elaborated in Section 3 for the abovementioned seed solution. Section 4 contains concluding remarks.
Darboux transformation for the focusing NLS equation
Let φ be a 2 × 2 matrix subject to the AKNS equation
where J = diag(1, −1). Decomposing φ as follows, 2) and imposing the reduction condition
where † indicates Hermitian conjugation, implies that u and v are real, r = −q * (where * denotes complex conjugation), and (2.1) becomes
Setting possible constants of integration (actually functions of t) to zero by integrating the last two equations, and eliminating u x and v x in the first equation, we obtain the focusing NLS equation (1.1). Any solution of the a priori more general system (2.4) can be transformed into a solution of the focusing NLS equation (cf. [22] , for example).
The following Darboux transformation is obtained from a general binary Darboux transformation result [23] in bidifferential calculus, see [24] . Proposition 2.1. Let φ 0 be a solution of (2.1) and (2.3), Q a constant n × n matrix satisfying the spectrum condition 5) and η an n × 2 matrix solution of the linear system
Furthermore, let Ω be an n × n matrix solution of the Lyapunov equation
Then, wherever Ω is invertible,
is a new solution of (2.1) and (2.3). As a consequence, the components of φ yield a solution of (2.4).
(2.6) is a Lax pair for (2.1), i.e., (2.1) is the compatibility condition arising from η xt = η tx . Note that Q plays the role of a matrix spectral parameter.
Solutions of (2.1) obtained via Proposition 2.1 in this work indeed yield via (2.2) directly solutions q of the focusing NLS equation (1.1) . This is so because we start from a seed solution that satisfies the focusing NLS equation and which determines the asymptotics of the generated solutions.
Remark 2.2. Dropping the spectrum condition (2.5) in Proposition 2.1, we need to add the following two equations
which otherwise follow by differentiation of (2.7) and application of the remaining equations. Using these equations, (2.6), (2.7) and the assumption that φ 0 solves (2.1), one can also prove the proposition by a direct but lengthy computation.
Remark 2.3. The (algebraic) Lyapunov equation plays an important role in the stability analysis of systems of ordinary differential equations (see, e.g., [25] ). It is a special case of Sylvester's equation [26] . An appearance of the latter in a Riemann-Hilbert factorization problem dates back to 1986 [27] . Sylvester's equation typically enters the stage when matrix (or operator) versions of integrable (differential or difference) equations are considered [28] , or when matrix methods are applied, e.g., to concisely express iterated Bäcklund or Darboux transformations (see, e.g., [29] and references therein, and [30, 31] ). It is therefore not surprising that, for various integrable equations, different specializations of Sylvester's equation show up via the universal binary Darboux transformation in the framework of bidifferential calculus (see [23, 24] and references cited there). If the "input matrices" of the Sylvester equation (in our particular case Q and Q † ) are diagonal, the solution is a Cauchy-like matrix. The generalization to non-diagonalizable input matrices, hence going beyond a "Cauchy matrix approach" (see, e.g., [32, 33] ), reaches solutions that are otherwise obtained via higher-order poles in the inverse scattering method or special limits of multi-soliton solutions. This generalization is of uttermost importance for our present work.
Exact solutions obtained from a simple seed solution
A simple solution of the focusing NLS equation is given by q 0 = e 2it . 2 This solution is unstable (Benjamin-Feir instability), which may be regarded as the origin of the occurrence of rogue waves. A solution of (2.1) and (2.3), corresponding to q 0 , is given by
We note that φ 0,x = J. Writing
where η 1 and η 2 are n-component vectors, the linear system (2.6) takes the form
which decouples to
Given a solution of the first two equations, we have to find a corresponding solution Ω of (2.7), i.e., the rank two Lyapunov equation
The solution can be written 3 as Ω = Ω 1 + Ω 2 , where Ω 1 and Ω 2 are solutions of the rank one Lyapunov equations
According to Proposition 2.1,
is then a solution of the focusing NLS equation. Let Q now be a lower triangular Jordan block,
the case we are concentrating on in this work. The solution of the corresponding rank one Lyapunov equation is then given explicitly in Proposition A.1 in Appendix A. We will use an index (k) to specify the matrix size. For example, Q (k) is the k ×k matrix version of Q and η i(k) = (η i1 , η i2 , . . . , η ik ) . Furthermore, we set
2 Applying t → α 2 t and x → α x, with a real constant α > 0, to any solution q of the NLS equation, and multiplying the resulting expression by α, yields a new solution. In this way we obtain in particular the more general solution α e 2iα 2 t . 3 As a consequence of (2.5), the Lyapunov equation possesses a unique solution.
Example 3.1. For n = 2, using Proposition A.1 we obtain
The determinant of Ω (2) can be written in the following concise form,
where det(η 1 , η 2 ) = η 11 η 22 − η 12 η 21 . Hence
This leads to the following solution of the focusing NLS equation,
where
and η 1 , η 2 have to solve the linear system (3.1). The solutions of the latter will be provided below.
From the Lyapunov equation (3.2) one finds that its solutions are nested:
, where
and K is the Jordan block Q (n) with q replaced by κ. In order to evaluate (3.4), we need the inverse of Ω (n+1) . Using a well-known formula, it is given by 8) with the scalar Schur complement
If Ω (n) and Ω (n+1) are invertible, then also S Ω (n) . The above equations allow to recursively compute the solutions of the Lyapunov equation (3.2) for n = 3, 4, . . ., their inverses, and the corresponding NLS solution (3.4). The concrete expressions for the solutions η 1 , η 2 of the linear system (3.1) will be provided in following subsections.
Example 3.2.
For Ω (3) we obtain
Since Ω (2) and its inverse (see (3.6)) have been elaborated in the preceding example, we can now use (3.8) to compute the inverse of Ω (3) and then elaborate (3.4).
Remark 3.3. Let Q be an n × n lower triangular Jordan block. Any invertible lower triangular n×n Toeplitz matrix A with constant entries commutes with it. As a consequence, (3.4) is invariant under
since this is a symmetry of (3.1), and from (3.2) we find that Ω → AΩA † .
Remark 3.4. By use of the matrix determinant lemma, (3.4) can also be expressed as
It follows from Remark 3.3 that, if Q is an n × n lower triangular Jordan block, then under a transformation of η 1 and η 2 with an invertible lower triangular Toeplitz matrix A we have det(
, where a 1 is the eigenvalue of A. 
The infinite family of Akhmediev and Kuznetsov-Ma breathers
with a constant n-component vector a and
where C is a constant n × n matrix that commutes with Λ (and thus with Q).
Remark 3.5. The solution of (2.7), with η given by (3.9), can also be expressed as
where the four constant n × n matrices X ij have to satisfy the Lyapunov equations
We observe that, if X solves the rank one Lyapunov equation
10) 
Single Akhmediev and Kuznetsov-Ma breathers
In the simplest case, n = 1, we write q instead of Q, c instead of C, and λ instead of Λ. From (3.2) we obtain Ω (1) = (2 Re(q)) −1 (|η 1 | 2 + |η 2 | 2 ), which shows that Ω (1) nowhere vanishes if a = 0. We obtain the following regular solution of the focusing NLS equation, 
As is evident from (2.7) and (2.8), the constant a drops out. If q = 0 is real and |q| > 2, then λ is real and ϑ = λ [x − x 0 + i q (t − t 0 )], where x 0 = −Re(c)/λ and t 0 = −Im(c)/(λq). The solution then becomes the Kuznetsov-Ma breather [18, 19] ,
where ϑ 1 = 2λq (t − t 0 ) and ϑ 2 = 2λ (x − x 0 ). See Fig. 1 for a plot. If q = 0 is real and |q| < 2, then λ is imaginary. In this case we write λ = iλ with realλ, so that q 2 = 4(1 −λ 2 ). Then the above solution becomes the Akhmediev breather 5 [37] ,
− 1 e 2it , withθ 1 = 2λq (t − t 0 ), t 0 = Re(c)/(λq), andθ 2 = 2λ (x − x 0 ), x 0 = −Im(c)/λ. See Fig. 1 for a plot. Both, the Akhmediev and the Kuznetsov-Ma breathers, are thus special cases of the solution (3.11). The latter also contains analogs of the Kuznetsov-Ma breather with non-zero constant velocity, see Fig. 2 and also [38] . These solutions are not obtained via a Galilean transformation from those with real q (cf. [39] , for example). Generalizations of above solutions involving Jacobi elliptic functions appeared in [37] . 
Higher order Akhmediev-Kuznetsov-Ma breathers
Let us split the n × n lower triangular Jordan block (3.5) as
where I n denotes the n × n identity matrix and N is the nilpotent matrix of degree n, having 1's in the second lower diagonal and otherwise zeros. For any analytic function f of a single variable, we define
using the Taylor series expansion for f . If q = ±2, then 1 4 Q 2 − I is invertible and has the square root (also see [40, 41] 
This is the n × n lower triangular Toeplitz matrix 
Proposition 3.6. Let Q be given by (3.5) with Re(q) = 0 and q = ±2. Then the solution (3.4) of the focusing NLS equation, obtained from the solution of the linear system determined by (3.9) , is regular if the first component of the vector a in (3.9) is different from zero.
Proof. q = ±2 is the condition for 1 4 Q 2 − I to be invertible. As a consequence of the quadratic identity for sinh and cosh (respectively, sin and cos), which is also satisfied by their matrix versions [41] , η 1 and η 2 given by (3.9) cannot vanish simultaneously at any space-time point (x, t) if a 1 = 0. Now it follows from Proposition B.1 in Appendix B that the solution of the Lyapunov equation (3.2) is invertible for all x ∈ R and t ∈ R. But this is the regularity condition for (3.4).
We define the n-th order AKM (Akhmediev-Kuznetsov-Ma) breather as the solution of the focusing NLS equation, obtained via Proposition 2.1 with the n × n matrix Q given by the Jordan block (3.5), where Re(q) = 0 and q = ±2, and with the solution (3.9) of the linear system, where the first component of the vector a is different from zero. According to Proposition 3.6, the solution is regular. The first component of a can be set to 1 since it does not influence the solution determined by (3.4). Writing a = A (1, 0, . . . , 0) (with the Toeplitz matrix A in (A.2)) , Remark 3.3 shows that the parameters a i , i > 1, are redundant. Hence, without restriction of generality we can set a = (1, 0, . . . , 0) .
The n-th order AKM breather thus depends on n complex parameters. The parameter c 1 can be removed by shifts in x and t, which are Lie point symmetries of the NLS equation.
Example 3.7. For n = 2 we have
and c 1 , c 2 are arbitrary complex constants. The determinant of
The n = 2 AKM solution of the focusing NLS equation is then given by (3.7) with
For real q we obtain a second order Kuznetsov-Ma breather if λ is real, and a second order Akhmediev breather if λ is imaginary. This solution first appeared in [42] . See Fig. 3 for corresponding plots.
Example 3.8. For n = 3 we have Figure 3 : Plots of the modulus of the second order (n = 2) AKM solution in Example 3.7, with q = 1 (a second order Akhmediev breather), respectively q = 9/4 (a second order Kuznetsov-Ma breather). Here we set c 1 = c 2 = 0.
where ϑ, θ 1 , θ 2 are defined as in Example 3.7 with P 1 = P, and
Inserting (3.6) and the expressions in Example 3.2 in (3.8), via (3.4) we can compute the third order AKM breather. This results in a very lengthy expression and will therefore not be written explicitly.
The family of (higher) Peregrine breathers
Example 3.9. Let n = 1 and q = 2. Then the solution of the linear system (3.1) is given by η 1 = a [x − x 0 + 2i (t − t 0 )] and η 2 = η 1 + a, with real constants x 0 , t 0 , and a complex constant a.
The corresponding solution of (3.2) is
which nowhere vanishes (if a = 0), and from (2.8) we obtain the Peregrine breather [1]
after a redefinition of x 0 and q → −q.
Now we address the case where the matrix
in the linear system (3.1) is degenerate. More precisely, we will concentrate on the case where N is nilpotent, so that zero is the only eigenvalue, which then means that the only eigenvalue of Q is q = 2.
Proposition 3.10. Let n > 0. Let the n × n matrix Q be invertible and such that N := 1 4 Q 2 − I is nilpotent of degree n, i.e., N n = 0. Then the linear system (3.1) is solved by
where a and b are n-component constant vectors, and
Proof. Expressing the first of equations (3.1) as a first order system, we obtain the solution
where g i , i = 1, 2, are n-component vectors, only dependent on t. Since N is assumed to be nilpotent of degree n, using the Taylor series expansions of cosh and sinh, this yields
The second of (3.1) now leads to
The first equation is solved in the same way as we solved the first of equations (3.1):
with constant complex n-component vectors a, b.
Solving the Lyapunov equations (3.3), with the solutions of the linear systems given by Proposition 3.10, then q given by (3.4) is a quasi-rational solution of the focusing NLS equation. The following result establishes the existence of an infinite set of regular quasi-rational solutions. Proof. Since all matrices appearing in Proposition 3.10 are lower triangular, we can easily read off the first components of η 1 and η 2 : Multiplying η 1 , and thus also η 2 , by a non-zero complex constant, leaves (3.4) invariant. Therefore the first component of a can be set to 1. As a consequence of Remark 3.3, we can set a = (1, 0, . . . , 0) .
Moreover, the fact that the linear system for η 1 is autonomous allows us to eliminate the first component of b. Indeed, for any shift x → x − x 0 , t → t − t 0 , there must be a choice of the parameters that compensates it, since our solution is the general one. Example 3.12. Let n = 2 and Q the 2 × 2 Jordan block with eigenvalue 2. We have
, where ϑ = 
Up to differences in notation and scalings of α and β, this is the second order Peregrine breather in [14] . It contains the second order Peregrine solution in [2, 8] as the special case α = β = 0. Fig. 4 shows plots of the modulus of q for the first few members of the infinite family of higher Peregrine breathers. Using computer algebra, expressions for the higher Peregrine breathers up to the tenth order have already been obtained (see [43, 44] ). The role played by the parameters of the higher Peregrine breathers has been clarified in [45] [46] [47] .
Nonlinear superpositions
If Q = block-diagonal(Q 1 , . . . , Q M ), then the linear system (3.1) splits into the corresponding equations for the blocks {Q k },
Given solutions 6 η [k] , k = 1, . . . , M , all what remains to be done is to solve the Lyapunov equation with the above Q, and then to compute (3.4 ). An nth order AKM or Peregrine breather can be Figure 5 : Plots of the modulus of q for NLS solutions that are (nonlinear) superpositions of a second order Akhmediev breather (with q = 1, a 1 = 1 and c 1 = c 2 = 0) and a second order Peregrine breather (with a 1 = 1, b 1 = b 2 = 0 and t → t 0 ). In the left plot we chose t 0 = 0, in the right t 0 = 4. In the latter case the Akhmediev breather appears at t = 0 and (interpreting t as time) essentially decays before the Peregrine breather shows up and then also decays.
obtained as a special limit of such a (nonlinear) superposition of n single breathers. But, of course, one can also superpose different (higher order) breathers. Fig. 5 shows a superposition of a second order Akhmediev breather and a second order Peregrine breather. Also see [48] for other examples.
Conclusions
In this work we presented a new derivation of the families of higher order breathers and rogue waves of the focusing NLS equation, using a vectorial Darboux transformation. The latter involves a rank two Lyapunov equation where the matrix Q entering its left hand side is a Jordan block. The structure of the breathers and rogue waves (including the higher order Peregrine breathers) is then essentially determined by the corresponding solution of the Lyapunov equation. The different expressions for the higher AKM and Peregrine breathers, presented in this work, should be helpful for further explorations of the structure and properties of the members of this important family of exact solutions of the focusing NLS equation.
The method presented in this work can easily be extended to vector and matrix versions of the NLS equation (also see [49] [50] [51] [52] [53] for different methods), its hierarchy [54] , self-consistent source extensions of the NLS equation (see [24] and references cited there), and some related integrable equations. This will be addressed in forthcoming work. The matrix S = (s i,j ) is the n × n truncation of the infinite symmetric Pascal matrix (see, e.g., [56, 57] ). Since This completes the proof of Proposition A.1.
In particular, if a 1 = 0, the solution of the Lyapunov equation is invertible. 7
