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a b s t r a c t
This work presents a framework to facilitate reproducibility of research in video quality evaluation. Its
initial version is built around the JEG-Hybrid database of HEVC coded video sequences. The framework is
modular, organized in the form of pipelined activities, which range from the tools needed to generate the
whole database from reference signals up to the analysis of the video quality measures already present
in the database. Researchers can re-run, modify and extend any module, starting from any point in the
pipeline, while always achieving perfect reproducibility of the results. The modularity of the structure
allows to work on subsets of the database since for some analysis this might be too computationally
intensive. To this purpose, the framework also includes a softwaremodule to compute interesting subsets,
in terms of coding conditions, of the whole database. An example shows how the framework can be used
to investigate how the small differences in the definition of the widespread PSNR metric can yield very
different results, discussed in more details in our accompanying research paper Aldahdooh et al. (0000).
This further underlines the importance of reproducibility to allow comparing different research work
with high confidence. To the best of our knowledge, this framework is the first attempt to bring exact
reproducibility end-to-end in the context of video quality evaluation research.
© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Motivation and significance
The domain of objective video quality algorithms suffers from
the lack of reproducible research. Scientific progress is impacted by
missing implementations of existing algorithms and missing test
DOI of original article: http://dx.doi.org/10.1016/j.dsp.2017.09.013.
* Corresponding author.
E-mail address: ahmed.aldahdooh@univ-nantes.fr (A. Aldahdooh).
data. The implementations are often missing because the individ-
ual authors hesitate to publish their code, thus requiring reimple-
mentation of complex algorithms. As test data for the correctness
of the algorithms is often also missing, a reimplementation may
not be validated. As a consequence, comparisons published in the
domain rely on uncertain data.
The software described in this paper serves three purposes.
Firstly, it provides an environment for calculating a reproducible
large-scale dataset of compressed video sequences that can be
used both as test data and for comparisons of algorithms. Sec-
ondly, the framework provides the possibility to provide different
https://doi.org/10.1016/j.softx.2017.09.004
2352-7110/© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Software architecture showing the pipeline of active components (large blue boxes) and communication directories (small orange boxes).
Peak Signal to Noise Ratio (PSNR) measures as an example for
the calculation of more complex algorithms and for comparisons
in scientific research as most researchers compare their work to
PSNR. Thirdly, a subset selection algorithm that can be targeted
to different research questions is provided that allows for running
computationally expensive algorithms on parts of the large-scale
databasewhile retaining important characteristics for the analysis.
This software package helps in developing and evaluating ob-
jective video qualitymeasurement algorithms. Researchers can re-
produce the test dataset and provide the results of their algorithm
so that exact reproducibility of their algorithm can be guaran-
teed. Comparisons between different algorithms are also enabled
because of the size of the large-scale dataset which reduces the
probability of overtraining if the test design is carefully chosen.
Last but not least, it makes researchers in the field aware that even
small differences in algorithms may lead to important differences
in the conclusions of their algorithms thus providing motivation
for precise descriptions or published reference software.
An example of such a study using this framework is proposed
in [1].
2. Software description
The presented software solution provides the glue for a set of
available and new tools with video-quality research reproducibil-
ity as its biggest goal.
2.1. Software architecture
The software consists of a pipeline architecture where each
active component communicates to the other component using di-
rectories (see Fig. 1). Each individual component will be explained
next.
2.1.1. Large scale encoding environment
The ‘‘Large Scale Encoding Environment’’ performs the Hypo-
thetical Reference Circuit (HRC) processing. At this moment, this
module consists the version used in this evaluation of the HEVC
standardization reference encoding package (http://hevc.kw.bbc.
co.uk/svn/jctvc-a124/tags/HM-11.1/) accompanied by a valuable
set of configuration files and scripts in order to reproduce or
extend the first version of theHEVC large scale database.Whenever
the proposed video quality analysis framework needs improve-
ment with more recent versions, more compression standards,
other compression parameters, or network impairment simula-
tions, then solely this block must be extended upon. Please note
that more recent versions of the HEVC reference software may
change the results of this reproducible dataset and should thus be
considered a different dataset.
2.1.2. Subset selection
This process facilitates the research work if proper HRCs are
selected to represent a large-scale database since running all HRCs
requires extensive computation power. Therefore, this component
consists of two algorithms for subset selection. The first one is
optimized to cover different ranges of quality and bitrate. The
second algorithm is optimized for HRCs that behave differently
with different source contents. The two algorithms are further
detailed in the accompanying DSP paper [1].
2.1.3. Quality measure
The ‘‘QualityMeasure’’ component consists of a collection of full
reference quality measurements like Peak Signal-to-Noise Ratio
(PSNR), Structural Similarity (SSIM), Multi-Scale Structural Sim-
ilarity (MS-SSIM), and Visual Information Fidelity (VIFp). These
measurements are integrated in this Reproducible Video Qual-
ity Analysis software package using the Video Quality Measure-
ment Tool (VQMT) from École Polytechnique Fédérale de Lausanne
(EPFL).
2.1.4. Quality measure analysis
The ‘‘Quality Measure Analysis’’ component focuses on extract-
ing the relevant data from the full reference quality measurement
database and processes it in order to perform the analysis. In this
particular work we extracted frame-level MSE and PSNR values to
compare the effect of temporal pooling through averaging either
MSE or PSNR. Moreover, the variance of the frame-level PSNR is
also computed andmade available for the next visualization block.
Themodule can be easily customized to handle different measures
either present in the database or made available through files in
the same format.Moreover, other indicators (e.g.,moving average),
can be included in the output for the visualization block.
2.1.5. Visualization
The ‘‘Visualization’’ block is currently a set of gnuplot command
files that can be used to easily visualize the data produced in
the previous step. In particular, they can automatically generate
scatter plots and, with the aid of some custom-developed external
modules, interpolation parameters for better visualization.
2.1.6. Verification
The creation of the large-scale database requires several steps
that may cause discrepancies in the results. This ranges from
different versions of system libraries when compiling the HEVC
encoder to random storage media defects. In order to avoid invalid
comparisons, for each bitstream of the large-scale dataset, a hash
value in the form of an SHA512 checksum [2] is provided that can
be verified by its GNU implementation (sha512sum).
3. Software functionalities and illustrative examples
The package contains scripts that are written in different lan-
guage environments but can be executed under Linux and Win-
dows platforms. The software package content is shown in Fig.
2. It contains 2 directories ‘DATA’ and ‘SoftwareLibraries’. ‘DATA’
directory contains sub directories that contains the source data
and the outputs of running the software that can be found in
‘SoftwareLibraries’. First of all, the source content should be placed
in (DATA/SRC). The current scripts deal with three resolutions
(960 × 544, 1280 × 720, and 1920 × 1080). In the first module
(Large-scale encoding environment), the file has to be run (Soft-
wareLibraries/ENC_SRC/ENC_lin.py) to generate and encode the
whole coding conditions (ENC_win.py is a Windows script). The
‘.265’ and ‘.txt’ output files will be placed in (DATA/ENC), see part A
of Fig. 3. The ‘.265’ is the bitstream file and the ‘.txt’ is the encoding
information. The quality measure module calculates the objective
66 A. Aldahdooh et al. / SoftwareX 8 (2018) 64–68
Fig. 2. The content of the software packages.
quality measure by running ‘SoftwareLibraries/DEC.py’. The soft-
ware will firstly decode the bitstream file (.265 file) and then uses
the (SoftwareLibraries/VQMT_Binaries/VQMT.exe) to calculate the
PSNR, SSIM, and VIF quality measures and saves the output per
frame and in average in separate files in the (DATA/QUAL) folder,
as shown in the part B.1 of Fig. 3. The final step in this module is
to run ‘SoftwareLibraries/AggregatePSNRtoCSV.py’ to aggregate all
the quality measures in two files, see part B.2 of Fig. 3; one keeps
sequence-level records, see part B.3 of Fig. 3 and the second keeps
the sequence and the frame levels records, see part B.4 of Fig. 3.
In order to work on a subset of HRCs, the optional module
‘‘Subset Selection’’ has to be executed. The first step is to aggre-
gate the input data for the MATLAB functions: ‘getBitrateQuality-
DrivenHRCs.m’ and ‘getContentDrivenHRCs.m’ that can be found in
(SoftwareLibraries/SUB_ENC). The input data takes the form of two
matrices, the first one contains the PSNRmeasures and the second
one is the calculated bitrate. These two matrices are formatted as
follows: MxN where M represents the total set of the HRCs and N
represents the number of source contents. They can be aggregated
from the ‘.txt’ of the output of first module. This optional module
saves the ‘.txt’ and ‘.csv’ files that contains the selected HRCs in the
(DATA/SUB_ENC) folder, see parts C.1 and C.2 of Fig. 3.
In the ‘‘Quality Measure Analysis’’, first sequence-level metrics
are computed. The database already contains the PSNR for each
frame, whereas the MSE can be computed by reversing the PSNR
formula through ‘script_create_other _psnr_data_and_msefile.py’.
Next, ‘script_create_psnr_stddev_per_frame.py’ processes each
HRC independently, automatically matching all the values
(e.g., PSNR and MSE) related to the same HRC even if stored
in different files (e.g., one per measure type) and computing
the sequence-level indicators including the variance of the PSNR
(σ 2PSNR) which is analyzed in details in our accompanying paper [1].
Note that the software can be easily extended to include other
temporal pooling strategies, or use other metrics such as SSIM. All
the results are exported in a text file in comma separated value
(csv) format, one line per HRC, see Fig. 4.
Other utility software can perform HRC filtering opera-
tions (‘script_filter _HRCs.py’), cumulative distribution func-
tion (CDF) computation while retaining all the original infor-
mation (‘script_compute_perpoint_cdf_function_ over_PSNR_G-
PSNR_A.py’), computation of the linear interpolation functions
(‘script_linear_interpolation.py’) and of the similarity of two point
cloud distributions (‘script_similarity.py’), by assigning points in
one graph to the nearest one in the other, then computing statistics
such as average number of assigned points and average distance.
In the visualize module, gnuplot command files are provided to
directly generate all types of scatter plots shown in our accom-
panying paper [1] for immediate comparison with new research
results, see Fig. 4, also including the interpolating lines.
4. Impact
Since the main focus of our work is providing efficient tools for
reproducible research in the context of video quality analysis, the
software has been designed and verified to exactly reproduce all
the data in the database as well as all the results presented in our
accompanying paper [1].
However, we would like to underline that the same piece of
software, with only slight modifications, can be effectively used
to pursue new research questions. For instance, for the PSNR
analysis part, it is extremely easy to reuse the software with a
different per-frame quality metric such as SSIM or VIFP, or testing
the different results of various temporal pooling strategies. At the
same time, new synthetic quality indicators can be computed and
tested, e.g., by applying moving averages, mean, variances, etc.
Therefore, while the software itself might appear relatively simple,
in our opinion it can greatly facilitate the pursuit of new research
questions that can be addressed bymining into the large set of data
currently available in the database. Note that three widespread
frame-level video qualitymetrics, i.e., PSNR, SSIM, VIFP, are already
available in the database and can be immediately used for analysis,
whereas other measures can be added with limited implementa-
tion effort.
The impact of this work had up to now can be seen in the
following list of publications. These publications use the proposed
reproducible research framework in order to run different kinds of
analysis that benefit the video coding and video quality communi-
ties.
• Using the ‘‘Large Scale Encoding Environment’’ and the
‘‘Quality Measure’’ components from the provided pipeline,
in [3], the authors provide away to analyze qualitymeasures
on the sequence level to highlight the unusual behavior of
these measurements. The concept of agreement between
the quality measures is introduced to compare the source of
disagreement for different source contents. One conclusion
that can be drawn from [3] is that the VIF and the SSIM agree
more often on the ordering.
• The impact of the software pipeline can also be seen in [4].
In this paper, the authors used the large scale database re-
sulting from the ‘‘Large Scale Encoding Environment’’ com-
ponent of this paper to compare the behavior of different
quality measures in loss-impaired sequences and tried to
predict the behavior of the objectivemeasureswith the help
of content characteristics. The authors were thus able to
reuse the provided 160 h of video sequences without having
to invest resources to encode these sequences again. For this
work, the HEVC reference decoder, present in this software
package, has been modified to handle packet losses. This
addition allowed to investigate the performance of objective
quality metrics in presence of data loss on a large scale, in
particular by comparing the results of binary testswhere the
best sequence had to be selected.
• In [5], the author modified the last stages of the pre-
sented pipeline to predict the Peak-Signal-to-Noise Ratio
full-reference measure with the help of extracted bitstream
features of decoded sequences. Additionally, the authors
in [5] alsomodified the ‘‘Subset Selection’’ component of the
presented pipeline in order to investigate the importance of
diversity of information inside a test set.
A. Aldahdooh et al. / SoftwareX 8 (2018) 64–68 67
Fig. 3. Illustrative example part 1. It shows the ‘‘Large Scale Encoding Environment’’, ‘‘Subset Selection’’, and ‘‘Quality Measure’’ modules.
• In [6], the authors modified the ‘‘Quality Measure Analysis’’
component of this work in order to perform a frame-level
analysis of the temporal behavior of different quality mea-
sures.
• The full software chain as proposed in this paper has been
used in [1] to study the impact of different pooling strategies
for the PSNR metric, i.e. the geometric and the arithmetic
means.
Currently,we are not aware of any other similar research frame-
work for video quality on such a large scale. Although the project is
still at the beginning,we expect thatmany userswill be able to take
advantage of the software that we presented in this paper. Within
the context of the Video Quality Experts Group (VQEG), academic
partners and even someprivate companies have expressed interest
in downloading all the software to test and analyze new metrics
they are developing. The work is strongly supported by the Joint
Effort Group Hybrid of VQEG that unites academic and industrial
research towards improvements in video quality measures using
large scale experimentation.
5. Conclusions
The presented framework has been designed in order to facil-
itate reproducibility of research in video quality evaluation. It is
intended to provide building blocks to be expanded or reused by
other researchers to test their own measures or ideas and easily
compare the results in a reliable and consistent way. The frame-
work also aims at simplifying the use of subsets of the database
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Fig. 4. Illustrative example part 2. It shows the Quality measure analysis, and the
visualize modules.
when testing on a large scale is computationally infeasible. To the
best of our knowledge, this is the first attempt to bring exact re-
producibility end-to-end in video quality evaluation research field.
We hope that this framework will be further expanded through
the contribution of reference implementations of new measures,
indexes or simply by expanding the database by means of new
content, coding conditions, etc. so that researchers can easily draw
from that to advance their activities. All the software can be easily
modified and extended, and it is released under the LGPLv3 license.
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