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Abstract
In this paper we shall deal with hyperbolic operators whose principal
symbols can be microlocally transformed to symbols depending only on the
fiber variables by homogeneous canonical transformations. We call such op-
erators “hyperbolic operators with nearly constant coefficient principal part.”
Operators with constant coefficient hyperbolic principal part and hyperbolic
operators with involutive characteristics belong to this class of operators.
We shall give a necessary and sufficient condition for the Cauchy problem
to be C∞ well-posed under some additional assumptions. Namely, we shall
generalize “Levi condition” and prove that the generalized Levi condition is
necessary and sufficient for the Cauchy problem to be C∞ well-posed.
1. Introduction
It is well-known that the Cauchy problem for a hyperbolic operator with con-
stant coefficients is C∞ well-posed if and only if the operator is hyperbolic in
the sense of Ga˚rding ( see [5]). For hyperbolic operators with constant coeffi-
cient principal part we proved that the Cauchy problem is C∞ well-posed if and
only if the operators with constant coefficients frozen at each point are hyper-
bolic in the sense of Ga˚rding ( see [3] and [17]). On the other hand, necessary
and sufficient conditions for the Cauchy problem to be C∞ well-posed are ob-
tained for hyperbolic operators of constant multiplicity ( see [4] and [2]). Hyper-
bolic operators of constant multiplicity belong to the class of hyperbolic operators
with involutive characteristics, for which necessary and sufficient conditions of
C∞ well-posedness are also obtained under some restrictions ( see, e.g., [22] and
[15]). The principal symbols of hyperbolic operators with involutive characteris-
tics can be microlocally transformed to symbols which depend only on the fiber
variables. We called such operators “operators with nearly constant coefficient
principal part” in [18]. In [10] we studied the Cauchy problem for hyperbolic op-
erators with nearly constant coefficient principal part and proved that the Cauchy
problem is C∞ well-posed under “the Levi conditions.” In this paper we shall
prove that “the Levi conditions” are necessary for C∞ well-posedness under some
restrictions.
Let P(x;ξ )´ ξ m1 +∑jαj·m;α1<m aα(x)ξ α be a polynomial of ξ = (ξ1; ¢ ¢ ¢ ;ξn)
of degree m whose coefficients aα(x) are C∞ functions of x = (x1; ¢ ¢ ¢ ;xn) 2 Rn.
Here α = (α1; ¢ ¢ ¢ ;αn) 2 (Z+)n is a multi-index, jαj= ∑nj=1 α j and ξ α = ξ α1 ¢ ¢ ¢
£ξ αn , where Z+ = N[f0g ( = f0;1;2; ¢ ¢ ¢g). We consider the Cauchy problem
(CP)
(
P(x;D)u = f in Ω;
supp u ½ fx1 ¸ 0g
in the C∞ ( or D 0) category, where Ω is an open subset of Rn and contains the
origin, supp f ½ fx1 ¸ 0g and D = (D1; ¢ ¢ ¢ ;Dn) = ¡i(∂=∂x1; ¢ ¢ ¢ ;∂=∂xn). Let
p(x;ξ ) be the principal part of P(x;ξ ).
Definition 1.1. Let z0 = (x0;ξ 0) 2 S¤Rn ( ' Rn £ Sn¡1). Here S¤Rn denotes
the cosphere bundle of Rn and Sn¡1 = fξ 2 Rn; jξ j = 1g. We say that p(x;ξ ) is
a symbol with nearly constant coefficients at z0 ( or P(x;D) is an operator with
nearly constant coefficient principal part at z0) if there are a conic neighborhood
C of z0, a conic neighborhood eC of (y0;η0), a homogeneous canonical transfor-
mation χ: eC »! C and symbols q(η) and e(y;η) such that z0 = χ(y0;η0), q(η)
is positively homogeneous of degree m0 and
p(χ(y;η)) = e(y;η)q(η) and e(y;η) 6= 0 for (y;η) 2 eC ;
where m0 2 N.
We assume that
(H) p(x;ξ ) is hyperbolic with respect to ϑ = (1;0; ¢ ¢ ¢ ;0) 2 Rn, i.e.,
p(x;ξ ¡ iϑ) 6= 0 for x 2 Rn and ξ 2 Rn:
Let z0 = (x0;ξ 0) 2 S¤Rn satisfy x0 2 Ω, x1 ¸ 0 and d p(z0) = 0, and assume
that
(A-1)z0 p(x;ξ ) is a symbol with nearly constant coefficients at z0.
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Then there are C , eC , (y0;η0), χ , q(η) and e(y;η) which have the same prop-
erties as in Definition 1.1. It follows from Lemma A.1 and Theorem A.2 be-
low that q(η) is microhyperbolic at η0 with respect to § ˜ϑ , where χ¡1(x;ξ ) =
(y(x;ξ );η(x;ξ )) and ˜ϑ = dηz0(0;ϑ), Namely, there are a neighborhood U of η0
and positive constants c and t0 such that
(1.1) jq(η ; t ˜ϑ)j ¸ cjtjm for η 2U and jtj · t0;
where
q(η ;ζ ) = ∑
jαj·m
(¡iζ )α∂ αη q(η)=α! for ζ 2 Rn
( see xA below). Since q(η) is positively homogeneous, there are a conic neigh-
borhood Γ of η0 and C0 > 0 such that q(η ;§ ˜ϑ) 6= 0 for η 2 Γ with jη j ¸ C0.
Let F1 and F2 be classical Fourier integral operators corresponding to χ and χ¡1
which are elliptic at (y0;η0) and z0, respectively. Moreover, we assume that
F1F2 = I in a conic neighborhood of z0;(1.2)
F2F1 = I in a conic neighborhood eC0 of (y0;η0);(1.3)
where I denotes the identity operator and eC0 b eC . Here A(y;D) = B(y;D) in eC0
means that ψ(y;η)(A(y;η)¡B(y;η))2 S¡∞ for ψ(y;η)2 S01;0 with supp ψ ½ eC0.
Moreover, A b B means that the closure A of A is compact and included in the
interior
±
B of B. Under the condition (A-1)z0 we can write
(1.4) F2P(x;D)F1 ´ E(y;D)Q(y;D) mod L¡∞;
where E(y;η) is an elliptic symbol which is positively homogeneous of degree
m¡m0 for jη j ¸ 1 and equal to e(y;η) for (y;η) 2 eC0 with jη j ¸ 1. Here L¡∞
denotes the set of pseudodifferential operators whose symbols belong to S¡∞. By
assumption we have
(1.5) Q(y;η) = q(η)+R(y;η) in eC0\fjη j ¸ 1g;
where q(η) is positively homogeneous of degree m0 and R(y;η) is a classical
symbol in Sm0¡11;0 . We denote by K
§
x0
the sets fx(t); §t ¸ 0 and fx(t)g is a Lips-
chitz continuous curve in Rn satisfying (d=dt)x(t) 2 Γ(p(x(t); ¢);ϑ)¤ ( a:e: t) and
x(0) = x0g, where x0 2 Rn, Γ(p(x; ¢);ϑ) is the connected component of the set
fξ 2 Rn; p(x;ξ ) 6= 0g which contains ϑ , and Γ¤ = fx 2 Rn; x ¢ ξ ¸ 0 for any
ξ 2 Γg. Concerning sufficiency of C∞ well-posedness, we proved the following
theorem in [10].
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Theorem 1.2. Assume that Ω is bounded, the condition (H) is satisfied and that
for every z0 = (x0;ξ 0) 2 S¤Rn with x0 2 Ω, x01 ¸ 0 and d p(z0) = 0 the condition
(A-1)z0 and the following condition (A-2)z0 are satisfied:
(A-2)z0 There are positive constants C0 and Cα ( α 2 (Z+)n) such that
jR(α)(y;η)j ·Cα jq(η ; ˜ϑ)j for (y;η) 2 eC0 with jη j ¸C0 and α 2 (Z+)n;
where R(α)(β )(y;η) = ∂ αη D
β
y R(y;η) and q(η), R(y;η), eC0 and ˜ϑ are such as
defined for z0 as above.
Then for any f 2 D 0 with supp f ½ fx1 ¸ 0g the Cauchy problem (CP) has a
solution u 2 D 0. If x0 2 Ω, K¡
x0
\fx1 ¸ 0g b Ω, u 2 D 0 satisfies (CP) and f = 0
near K¡
x0
, then x0 =2 supp u. Moreover, if x0 2 Ω, K¡
x0
\ fx1 ¸ 0g b Ω, u 2 D 0
satisfies (CP) and sing supp f \K¡
x0
= /0, then x0 =2 sing supp u, i.e., u 2C∞ at x0.
Remark. (i) If the hypothese of Theorem 1.2 except the boundedness of Ω are
fulfilled, replacing Ω by Rn, and if K¡
x0
\fx1 ¸ 0gbRn for each x0 2Rn, then the
Cauchy problem (CP) with Ω = Rn is C∞ well-posed and
supp u ½ fx 2 Rn; x 2 K+y for some y 2 supp fg:
(ii) The conditions (A-1)z0 and (A-2)z0 are microlocal ones and one can also as-
sume other conditions at some z0, instead of (A-1)z0 and (A-2)z0 , for example, one
of the conditions in [12], in [11] and in [13].
Let z0 = (x0;ξ 0) 2 S¤Rn satisfy x0 2 Ω, x01 > 0 and d p(z0) = 0. In order to
obtain necessary conditions for C∞ well-posedness we assume that
(A-1)0
z0
P(x;D) satisfies (A-1)z0 , q(η) is real analytic and the homogeneous
canonical transformation χ has a generating function S(x;η), i.e.,
ξ = ∇xS(x;η) and y = ∇ηS(x;η) if (x;ξ ) = χ(y;η) and (y;η) 2 eC :
Define
(1.6) U = f(x(y;η);η); (y;η) 2 eC g;
where χ(y;η) = (x(y;η);ξ (y;η)). Under the assumption (A-1)0
z0
we can repre-
sent, with classical symbols a1(x;η) and a2(x;η) in S01;0,
(F1v)(x) = (2pi)¡n
Z
eiS(x;η)a1(x;η)vˆ(η)dη for v 2S ;(1.7)
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(F2u)(y) = (2pi)¡n
Z ³Z
eiy¢η¡iS(x;η)a2(x;η)u(x)dx
´
dη for u 2S ;(1.8)
where vˆ(η) denotes the Fourier transform of v(y), i.e.,
vˆ(η) =
Z
e¡iy¢ηv(y)dy for v 2S :
We note that χ has a generating function ( at (y0;η0)) if and only if det ∂x∂y(y
0;η0)
6= 0, which is equivalent to det ∂η∂ξ (x
0;ξ 0) 6= 0, where χ¡1(x;ξ ) = (y(x;ξ );η(x;
ξ )) and ∂x∂y(y;η) =
³∂x j
∂yk
(y;η)
´
j#1;2;¢¢¢ ;n
k!
.
To state the main result we give the precise definition of C∞ well-posedness
in this paper. We say that the Cauchy problem (CP) is C∞ well-posed in Ω if the
following two conditions are satisfied:
(E) For any f 2 C∞(Ω) with supp f ½ fx 2 Ω; x1 ¸ 0g there is u 2 C∞(Ω)
satisfying (CP).
(U) If t > 0, u 2C∞(Ω), supp u½ fx 2Ω; x1 ¸ 0g and supp P(x;D)u½ fx 2Ω;
x1 ¸ tg, then supp u ½ fx 2 Ω; x1 ¸ tg.
Theorem 1.3. Assume that the condition (H) is satisfied. Let z0 = (x0;ξ 0) 2
S¤Rn satisfy x0 2 Ω, x01 > 0 and d p(z0) = 0, and assume that (A-1)0z0 is satisfied.
If the Cauchy problem (CP) is C∞ well-posed in Ω, the following condition (A-2)0
z0
is satisfied:
(A-2)0
z0
There are positive constants C and C0 such taht
jR(y;η)j ·Cjq(η ¡ i ˜ϑ)j for (y;η) 2 eC0 with jη j ¸C0;
where ˜ϑ = dηz0(0;ϑ), with a modification of eC0 if necessary.
Remark. If q(η) is real analytic and the condition (A-2)0
z0
is satisfied, then
the condition (A-2)z0 ( in Theorem 1.2) is also valid, which can be proved by
Hironaka’s resolution theorem as in [18] even if q(η) is not a polynomial.
In order to prove Theorem 1.3 we shall first consider the symbol Q(y;η) =
q(η)+R(y;η) defined by (1.4). If (A-2)0
z0
is not satisfied, then we can construct
ˆξ (s)´ ∑∞j=0 s¡1+ j=Lζ j ( s > 0) so that for some y˜0 2 Rn and k 2 N
jQk(y˜0; ˆξ (s))=q( ˆξ (s)§ i ˜ϑ)j ! ∞ as s # 0;
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using Hironaka’s resolution theorem, where Q j(y;η) ( j 2 Z+) are positively ho-
mogeneous of degree m0¡ j and satisfy Q(y;η)»∑∞j=0 Q j(y;η). If q(η) is a poly-
nomial, then one can use the Tarski-Seidenberg theorem instead of Hironaka’s
resolution theorem. Next we shall apply the improved version of Ivrii-Petkov’s
method, that is, we shall construct asymptotic solutions to P(x;D) which violate
hyperbolic estimates for P(x;D). In doing so, we shall construct the phase func-
tion of the asymptotic solutions by using ˆξ (s).
The remainder of this paper is organized as follows. In x2 we shall give pre-
liminary lemmas. Theorem 1.3 will be proved in x3. Some remarks and examples
will be given in x4. In xA we shall give some properties of microhyperbolic func-
tions to be used in this paper.
2. Preliminaries
Let z0 = (x0;ξ 0) 2 S¤Rn satisfy x0 2 Ω, x01 > 0 and d p(z0) = 0. We may
assume that C ½ f(x;ξ ); x1 > 0g. In this section we assume that (H) and (A-1)0z0
are satisfied. Define
eχ(y;η) = (x(y;¡η);¡ξ (y;¡η)) for (y;η) 2 ¡ eC ;
where χ(y;η) = (x(y;η);ξ (y;η)) and ¡ eC = f(y;¡η); (y;η) 2 eC g. Then eχ:
¡ eC »!¡C is a homogeneous canonical transformation, and eχ has a generating
fuction ¡S(x;¡η). Indeed, x = x(y;¡η) and ξ = ¡ξ (y;¡η) if (x;η) 2 ¡U ,
y = (∇ηS)(x;¡η) and ξ = ¡(∇xS)(x;¡η), where U is the conic neighborhood
of (x0;η0) defined by (1.6) and ¡U = f(x;¡η); (x;η) 2 U g. Moreover, we
have
p(eχ(y;η)) = (¡1)me(y;¡η)q(¡η) for (y;η) 2 ¡ eC ;
which implies that (A-1)0(x0;¡ξ 0) is also satisfied. Classical Fourier integral op-
erators corresponding to χ and χ¡1, which are elliptic at (y0;η0) and z0, are
represented by (1.7) and (1.8), respectively. We assume that F1 and F2 satisfy
(1.2) – (1.5), and that supp a j(x;η)½U0\fjη j ¸ 1g ( j = 1;2) and a1(x;η) = 1
for (x;η) ½ U1 \ fjη j ¸ 2g, where U j ( j = 0;1) are convex conic neighbor-
hoods of (x0;η0) satisfying U1 \fjη j = 1g b U0 \fjη j = 1g b U . Moreover,
we may assume that a1(x;η) is positively homogeneous of degree 0 for jη j ¸ 2
and U j = U j £Γ j ( j = 0;1), where the U j are convex neighborhoods of x0 and
the Γ j are convex conic neighborhoods of η0. Note that (∇ηS(x;η);η) 2 eC if
(x;η) 2U . We define S(x;η) in U [ (¡U ) by
S(x;η) =¡S(x;¡η) for (x;η) 2 ¡U :
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We also define q(η) in Γ0[ (¡Γ0) by
q(η) = (¡1)m0q(¡η) for η 2 ¡Γ0:
Since a2(x;η) is a classical symbol in S01;0, we can write
a2(x;η)»
∞
∑
k=0
a2;k(x;η);
where a2;k(x;η) is positively homogeneous of degree ¡k. For the definition of
“»” we refer to [14], for example. Choose a classical symbol a¡2 (x;η) 2 S01;0 so
that supp a¡2 (x;η)½ (¡U0)\fjη j ¸ 1g and
a¡2 (x;η)»
∞
∑
k=0
(¡1)ka2;k(x;¡η);
and define a¡1 (x;η)= a1(x;¡η) and a+j (x;η)= a j(x;η) ( j = 1;2). Moreover, we
define Fourier integral operators F§j ( j = 1;2) by replacing a j(x;η) with a§j (x;η)
in (1.7) and (1.8), respectively. Then we have
F¡1 F
¡
2 = I in a conic neighborhood of (x
0;¡ξ 0);
F¡2 F
¡
1 = I in ¡ eC0:
Indeed, applying Theorems 1.6 and 1.7 in Chapter 10 of [14] or Lemma 2.8 of
[10] we can obtain asymptotic expansions of the symbols of F§1 F§2 and F§2 F§1 .
For example, write
(F§2 F
§
1 u)(y) = b
§(y;D)u(y):
Then we have
b§(y;η)»∑
α
1
α!
∂ αζ Dαy f§(y;η ;ζ )jζ=0;
where f§(y;η ;ζ ) = a§2 (X(y;η ;ζ );η + ζ )a§1 (X(y;η ;ζ );η)jdet∂X=∂y(y;η ;ζ )j,
x = X(y;η ;ζ ) satisfies y = R 10 ∇ηS(x;η +θζ )dθ and [∂ αζ ∂ βη DγyX(y;η ;ζ )]ζ=0 can
be calculated for (y;§η) 2 eC from this relation. In particular, we have X(y;η ;0)
= x(y;§η) for (y;§η) 2 eC . This yields
b¡(y;η)»
∞
∑
k=0
(¡1)kb+k (y;¡η) if b+(y;η)»
∞
∑
k=0
b+k (y;η);
where b+k (y;η) is positively homogeneous of degree ¡k ( k 2Z+). Since b+0 (y;η)
= 1 and b+k (y;η) = 0 ( k ¸ 1) for (y;η) 2 eC0, we have b¡(y;D) = I in ¡ eC0.
Similarly, we can write
F§2 P(x;D)F
§
1 = E
§(y;D)Q§(y;D) mod L¡∞;
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E§(y;η) = (§1)m¡m0E(y;§η);
Q+(y;η) = Q(y;η)»
∞
∑
k=0
Qk(y;η);
Q¡(y;η)»
∞
∑
k=0
(¡1)m0¡kQk(y;¡η);(2.1)
where E(y;η) and Q(y;η) are classical symbols in Sm¡m01;0 and in Sm
0
1;0 defined by
(1.4), respectively, and Qk(y;η) is positively homogeneous of degree m0¡ k. In
fact, applying Theorems 1.6, 1.7, 2.1 and 2.2 in Capter 10 of [14] or Lemma 2.8
of [10] we can obtain asymptotic expansions of the symbols of F§2 P(x;D)F§1 . For
example, write
(b§(x;D)F§1 v)(x) = (2pi)
¡n
Z
eiS(x;η)c§(x;η)vˆ(η)dη
for classical symbols b§(y;η) 2 Sm1;0 satisfying
b§(x;η)»
∞
∑
k=0
(§1)m¡kbk(x;§η):
Then we have
c§(x;η)»∑
α
1
α!
Dαwfb§(α)(x;(e∇xS)(w;x¡w;η))a§1 (w;η)gw=x;
where (e∇xS)(x;w;η) = R 10 (∇xS)(x+θw;η)dθ . This yields
c¡(y;η)»
∞
∑
k=0
(¡1)m¡kc+k (y;¡η) if c+(y;η)»
∞
∑
k=0
c+k (y;η):
Therefore, we can obtain similar relations between asymptotic expansions of
σ(F§2 P(x;D)F
§
1 )(y;η), where σ(a(y;D))(y;η) = a(y;η). Finally, from the prod-
uct formula of pseudodifferential operators we can prove (2.1). Note that q(η) =
Q0(y;η) in eC0 and R(y;η)» ∑∞k=1 Qk(y;η) in eC0.
Lemma 2.1. The condition (A-2)0
z0
is satisfied if and only if there are Ck > 0
( k 2 N) such that
(2.2) jQk(y;η)j ·Ckjq(η ¡ i ˜ϑ)j for (y;η) 2 eC0 with jη j ¸C0 and k 2 N;
with modifications of eC0 and C0 if necessary. In particular, the condition (A-2)0z0
is equivalent to the condition (A-2)0(x0;¡ξ 0).
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Proof. Note that (2.2) is valid if k¸m. In fact, it follows from the homogenuity
of Qk(y;η) in η and (1.1) that Qk(y;η) = (jη0j=jη j)k¡m0Qk(y; jη0jη=jη j) and
jq(η ¡ i ˜ϑ)j= (jη j=jη0j)m0 jq(jη0jη=jη j¡ i(jη0j=jη j) ˜ϑ)j(2.3)
¸ c(jη0j=jη j)m¡m0 if jη0jη=jη j 2U and jη0j=jη j · t0:
From (2.3) it is also obvious that (A-2)0
z0
is satisfied if (2.2) is valid. Now assume
that (A-2)0
z0
is valid. (A.2) with f (z; tζ ) replaced by q(η ¡ it ˜ϑ) yields
jq(η ¡ is ˜ϑ)j ·Cjq(η ¡ i ˜ϑ)j if η 2 Γ, jη j ¸C0 and 1=2 · s · 1;
where Γ = fλη : λ > 0 and η 2Ug. Let fs jg j=1;2;¢¢¢ ;m¡1 satisfy 1=2 = s1 < s2 <
¢ ¢ ¢< sm¡1 = 1. Since
C ¸
¯¯¯m¡1
∑
k=1
Qk(y;s¡1j η)
¯¯¯
=jq(s¡1j η ¡ i ˜ϑ)j
=
¯¯¯m¡1
∑
k=1
skjQk(y;η)
¯¯¯
=jq(η ¡ is j ˜ϑ)j ¸C¡1
¯¯¯m¡1
∑
k=1
skjQk(y;η)
¯¯¯
=jq(η ¡ i ˜ϑ)j
if (y;η)2 eC0, jη j ¸ 2C0 and 1· j·m¡1, we have (2.2) for k·m¡1. Note that
q(¡η ¡ i ˜ϑ) = (¡1)m0q(η + i ˜ϑ) for η 2 eC0 with jη j ¸ C0, and that, by Lemma
A.1 below,
(2.4) C¡1jq(η¡ i ˜ϑ)j · jq(η + i ˜ϑ)j ·Cjq(η¡ i ˜ϑ)j for η 2 eC0 with jη j ¸C0:
This, together with (2.2), gives
(2.2)0 jQk(y;¡η)j ·Ckjq(η¡ i ˜ϑ)j for (y;η) 2 ¡ eC0 with jη j ¸C0 and k 2 N;
which proves the lemma.
Let L 2 N, ζ 0 2 Γ1 and ζ j 2 Rn ( j = 1;2; ¢ ¢ ¢ ;L), and put
ξ (s) =
L
∑
j=0
s j=Lζ j:
Choose s0 > 0 so that
ξ (s)+ s1¡σ0 ζ 2 Γ1; jξ (s)¡ζ 0 + s1¡σ0 ζ j · jζ 0j=2 and s¡10 jζ 0j ¸ 4(2.5)
for 0 < s · s0 and ζ 2 Rn with jζ j · 2;
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where σ is a constant satisfying Lσ 2 N and 0 < σ < 1. Note that there are
a conic neighborhood C0 of z0, A§1 (x;ξ ) 2 Sm1;0 and A§2 (x;ξ ) 2 S¡∞ such that
supp A§1 (x;ξ )\ (§C0) = /0 and
F§1 f(E§(y;D)Q§(y;D)+ r§(y;D))exp[iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]v(y)g(2.6)
= (P(x;D)+A§1 (x;D)+A
§
2 (x;D))
£ (F§1 (exp[iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]v(y)))(x)
for v 2S , γ ¸ 1, s > 0 and ζ 2 Rn, where
(2.7) r§(y;D) = F§2 P(x;D)F§1 ¡E§(y;D)Q§(y;D) (2 L¡∞):
Lemma 2.2. We can write
exp[¨iγ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )](2.8)
£ (F§1 (exp[iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]v(y)))(x)
= a01(x;ζ 0)v(∇ηS(x;ζ 0))+ s1=L(fF§1 v)(x);
jDαx (fF§1 v)(x)j ·Cα(1+ γs1¡σ¡1=L)jvjjα j+2n+3;S
for v 2S , γ ¸ 1, 0 < s· s0γ¡1=(1¡σ) and ζ 2Rn with jζ j · 1, where a01(x;η) is
the principal symbol of a1(x;η), the Cα are positive constants independent of v,
x, s, γ and ζ and
(2.9) jvjl;S = maxjαj+jβ j·l supy2Rn
jyαDβ v(y)j:
Remark. Note that a01(x;ζ 0) = 1 if x 2U1, and that supp fF§1 v ½U0.
Proof. Assume that v 2S , γ ¸ 1, 0 < s · s0γ¡1=(1¡σ), ζ 2 Rn and jζ j · 1,
and dente by I§(x) the quantity on the left-hand side of (2.8). Then we have
I§(x)
= (2pi)¡n
Z
exp[¨iγ¡1s¡1(S(x;ξ (s)§ γs1¡σ ζ )¡S(x;ξ (s)§ γs1¡σ ζ § γsη))]
£a§1 (x;§γ¡1s¡1ξ (s)+ s¡σ ζ +η)vˆ(η)dη
= (2pi)¡nOs¡
Z
exp[¡i(y¡ (e∇ηS)(x;ξ (s)§ γs1¡σ ζ ;§γsη)) ¢η ]
£a§1 (x;§γ¡1s¡1ξ (s)+ s¡σ ζ +η)v(y)dydη
= (2pi)¡nOs¡
Z
e¡iw¢ηa1(x;γ¡1s¡1ξ (s)§ s¡σ ζ §η)
£ v(w+(e∇ηS)(x;ξ (s)§ γs1¡σ ζ ;§γsη))dwdη ;
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where Os¡ R ¢ ¢ ¢ dydη denotes an oscillatory integral and
(e∇ηS)(x;η ;ζ ) = Z 1
0
∇ηS(x;η +θζ )dθ
( see, e.g., [14]). It follows from (2.5) that
γ¡1s¡1ξ (s)§ s¡σ ζ §η 2 Γ1; jγ¡1s¡1ξ (s)§ s¡σ ζ §η j ¸ 2
if η 2 Rn and jη j · s¡σ . It is obvious that
a1(x;γ¡1s¡1ξ (s)§ s¡σ ζ §η) = a01(x;ζ 0)+ s1=La˜1(x;ζ ;η ;s;§γ);
(e∇ηS)(x;ξ (s)§ γs1¡σ ζ ;§γsη) = (∇ηS)(x;ζ 0)+ s1=LeS(x;ζ ;η ;s;§γ);
a1(x;γ¡1s¡1ξ (s)§ s¡σ ζ §η)v(w+(e∇ηS)(x;ξ (s)§ γs1¡σ ζ ;§γsη))
= a01(x;ζ 0)v(w+(∇ηS)(x;ζ 0))+ s1=LV (w;x;ζ ;η ;s;§γ);
jDαx a˜1(x;ζ ;η ;s;§γ)j ·Cα(1+ γs1¡σ¡1=L);
jDαx eS(x;ζ ;η ;s;§γ)j ·Cα(1+ γs1¡σ¡1=L);
jDαx DβwV (w;x;ζ ;η ;s;§γ)j ·Cα;β (1+ γs1¡σ¡1=L)hwi¡n¡1jvjjαj+jβ j+n+2;S
if η 2 Rn and jη j · s¡σ . Put
I§1 (x) = (2pi)
¡nOs¡
Z
jη j·s¡σ
e¡iw¢ηs1=LV (w;x;ζ ;η ;s;§γ)dwdη ;
I§2 (x) = (2pi)
¡nOs¡
Z
jη j¸s¡σ
e¡iw¢η
£fa1(x;γ¡1s¡1ξ (s)§ s¡σ ζ §η)v(w+(e∇ηS)(x;ξ (s)§ γs1¡σ ζ ;§γsη))
¡a01(x;ζ 0)v(w+(∇ηS)(x;ζ 0))gdwdη :
Since (2pi)¡nOs¡R e¡iw¢ηv(w+(∇ηS)(x;ζ 0))dwdη = v((∇ηS)(x;ζ 0)), we have
I§(x) = a01(x;ζ 0)v((∇ηS)(x;ζ 0))+ I§1 (x)+ I§2 (x):
It is easy to see that
jDαx I§1 (x)j ·Cαs1=L(1+ γs1¡σ¡1=L)jvjjαj+2n+3;S ;
jDαx I§2 (x)j ·Cαsσ jvjjαj+2n+3;S ;
which proves the lemma.
Assume that v 2S , γ ¸ 1, 0 < s· s0γ¡1=(1¡σ), ζ 2Rn and jζ j · 1. We note
that
exp[¡iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]Q§(y;D)(2.10)
11
£ (exp[iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]v(y))
= (2pi)¡n
Z
eiy¢ηQ§(y;η ;ζ ;s;γ)vˆ(η)dη ;
where
Q§(y;η ;ζ ;s;γ) = Q§(y;η § γ¡1s¡1ξ (s)+ s¡σ ζ ):
For N 2 N Taylor’s formula yields
Q§(y;η ;ζ ;s;γ)
=
M¡1
∑
k=0
(§γs)¡m0+k
n
∑
jαj<N¡kL
1
α!
(∂ αη Qk)(y;ζ 0)(ξ (s)¡ζ 0§ γs1¡σ ζ § γsη)α
+ ∑
jα j=N¡kL
N¡ kL
α!
Z 1
0
(1¡θ)N¡kL¡1
£ (∂ αη Qk)(y;ζ 0 +θ(ξ (s)¡ζ 0§ γs1¡σ ζ § γsη))dθ
£ (ξ (s)¡ζ 0§ γs1¡σ ζ § γsη)α
o
+ eR§M(y;§γ¡1s¡1ξ (s)+ s¡σ ζ +η)
for y 2 Rn and η 2 Rn with jη j · s¡σ , where M = [N=L] + 1 and eR§M(y;η) 2
Sm0¡M1;0 . Here [a] denotes the largest integer · a. Write
Q§(y;η ;ζ ;s;γ)(2.11)
=
N¡1
∑
j=0
s¡m
0+ j=L ∑
(1¡σ)jα j+jβ j· j=L
(§γ)¡m0+jαj+jβ jQ j;α;β (y;§γ)ζ αηβ
+ s¡m
0+N=L ∑
jα j+jβ j·N
(§γ)¡m0+jα j+jβ j eQN;α;β (y;η ;ζ ;s;§γ)ζ αηβ
+ eR§M(y;§γ¡1s¡1ξ (s)+ s¡σ ζ +η):
Then we have
jDδy Q j;α;β (y;§γ)j ·C j;α ;β ;δ γ( j=L¡(1¡σ)jα j¡jβ j);(2.12)
j∂ µη Dδy eQN;α ;β (y;η ;ζ ;s;§γ)j ·CN;α;β ;µ;δ γM¡1;(2.13)
j∂ µη Dδy eR§M(y;§γ¡1s¡1ξ (s)+ s¡σ ζ +η)j ·CN;µ;δ (γs)¡m0+M(2.14)
for y2Rn and η 2Rn with jη j · s¡σ . Since q(η) 6´ 0 is real analytic and q(η) =
Q0(y;η) in eC0, there is j0 2 Z+ such that
Q j;α;β (y;γ)´ 0 if j < j0;(2.15)
12
∑
(1¡σ)jαj+jβ j· j0=L
γ¡m0+jαj+jβ jQ j0;α;β (y;γ)ζ αηβ 6´ 0 in (y;ζ ;η ;γ):(2.16)
It is obvious that there is a polynomial Q(y;ζ ;γ;ξ (¢);σ) of ζ and γ , whose coef-
ficients belong toB(Rny), such that
(2.17) ∑
(1¡σ)jαj+jβ j· j0=L
γ jαj+jβ jQ j0;α;β (y;γ)ζ αηβ = Q(y;ζ ;γ;ξ (¢);σ):
Here we denote B(Rny) = fu(y) 2C∞(Rn); supy2Rn jDαu(y)j < ∞ for every α 2
(Z+)ng. Let Ψ(η) be a symbol in C∞0 (Rn) satisfying Ψ(η) = 1 ( jη j · 1=2) and
supp Ψ ½ fjη j< 1g. Take N = j0 +1, and write
Q§(y;D;ζ ;s;γ)v(y) = sm¡m0+ν0(§γ)¡m0Q(y;ζ ;§γ;ξ (¢);σ)v(y)(2.18)
+ sm¡m
0+ν0+1=LfV1(y;ζ ;s;§γ)+V§2 (y;ζ ;s;γ)+V§3 (y;ζ ;s;γ)g;
where ν0 =¡m+ j0=L and
V1(y;ζ ;s;§γ) = (2pi)¡n
Z
eiy¢η Ψ(sσ η)
£ ∑
jαj+jβ j· j0+1
(§γ)¡m0+jαj+jβ j eQ j0+1;α;β (y;η ;ζ ;s;§γ)ζ αηβ vˆ(η)dη ;
V§2 (y;ζ ;s;γ) = (2pi)¡n
Z
eiy¢ηs¡m+m
0¡ν0¡1=L Ψ(sσ η)
£ eR§M(y;§γ¡1s¡1ξ (s)+ s¡σ ζ +η)vˆ(η)dη ;
V§3 (y;ζ ;s;γ) = (2pi)¡ns¡m+m
0¡ν0¡1=L
Z
eiy¢η(1¡Ψ(sσ η))
£fQ§(y;η ;ζ ;s;γ)¡ sm¡m0+ν0(§γ)¡m0Q(y;ζ ;§γ;ξ (¢);σ)gvˆ(η)dη :
Then it follows from (2.12) – (2.17) that for any l 2 Z+ there is Cl > 0, which is
independent of ζ , s and γ , such that
jV1(¢;ζ ;s;§γ)jl;S ·Clγ¡m0+ j0+( j0+1)=L+1jvjl+ j0+2n+3;S ;(2.19)
jV§2 (¢;ζ ;s;γ)jl;S ·Clγ¡m
0+( j0+1)=L+1jvjl+2n+2;S ;(2.20)
jV§3 (¢;ζ ;s;γ)jl;S ·Clγ j0=((1¡σ)L)jvjl+m0+2n+2;S ;(2.21)
where m0 = m0+[( j0 +1)=(Lσ)]+1 and j ¢ jl;S is defined by (2.9). Similarly, we
can see that
E§(y;D§ γ¡1s¡1ξ (s)+ s¡σ ζ )v(y) = s¡m+m0f(§γ)¡m+m0E0(y;ζ 0)v(y)(2.22)
+ s1=LVE;1(y;ζ ;s;§γ)+ s1=LV§E;2(y;ζ ;s;γ)g
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jVE;1(¢;ζ ;s;§γ)jl;S ·Clγ¡m+m0+1jvjl+2n+2;S ;(2.23)
jV§E;2(¢;ζ ;s;γ)jl;S ·Cl(1+ γ¡m+m
0
)jvjl+m1+2n+2;S ;(2.24)
r§(y;D§ γ¡1s¡1ξ (s)+ s¡σ ζ )v(y)(2.25)
= sν0+1=LfV§r;1(y;ζ ;s;γ)+V§r;2(y;ζ ;s;γ)g
jV§r;1(¢;ζ ;s;γ)jl;S ·Clγν0+1=Ljvjl+2n+2;S ;(2.26)
jV§r;2(¢;ζ ;s;γ)jl;S ·Cljvjl+m2+2n+2;S ;(2.27)
where the r§(y;η) are defined in (2.7), m1 = [(jm¡m0j+1=L)=σ ]+1 and m2 =
[( j0 +1)=(σL)]+1. Indeed, for example, we have
VE;1(y;ζ ;s;§γ) = (§γ)¡m+m0(2pi)¡ns¡1=L
Z
eiy¢ηΨ(sσ η)
£
³
∑
jα j=1
Z 1
0
(∂ αη E0)(y;ζ 0 +θ(ξ (s)¡ζ 0§ γs1¡σ ζ § γsη))dθ
£ (ξ (s)¡ζ 0§ γs1¡σ ζ § γsη)α
´
vˆ(η)dη ;
V§E;2(y;ζ ;s;γ) = (2pi)¡nsm¡m
0¡1=L
Z
eiy¢η(1¡Ψ(sσ η))
£fE§(y;η § γ¡1s¡1ξ (s)+ s¡σ ζ )¡ (§γs)¡m+m0E0(y;ζ 0)gvˆ(η)dη ;
which gives (2.23) and (2.24). Lemma 2.2, together with (2.10) and (2.18) –
(2.27), yields
F§1 f(E§(y;D)Q§(y;D)+ r§(y;D))(2.28)
£ (exp[iy ¢ (§γ¡1s¡1ξ (s)+ s¡σ ζ )]v(y))g
= exp[§iγ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )]sν0(§γ)¡m
£fe((∇ηS)(x;ζ 0);ζ 0)Q((∇ηS)(x;ζ 0);ζ ;§γ;ξ (¢);σ)
£ v((∇ηS)(x;ζ 0))+O(s1=L)g as s # 0
for x 2U1. Write
P(x;D)(exp[§iγ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )]u(x))(2.29)
= exp[§iγ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )]s¡m+ν1
£fP(x;D;ζ ;§γ;ξ (¢);σ)+ s1=L eP(x;D;ζ ;§γ;s;ξ (¢);σ)gu(x)
for u 2 C∞(Rn) and x 2 U0, where ν1 2 Q, γmP(x;ξ ;ζ ;γ;ξ (¢);σ) ( 6´ 0) is a
polynomial of ξ , ζ and γ , whose coefficients are in C∞(U0), andeP(x;ξ ;ζ ;§γ;s;ξ (¢);σ) = ∑
jαj·m
ePα(x;ζ ;§γ;s;ξ (¢);σ)ξ α :
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Then there are positive constants Cα;β (γ) ( α;β 2 (Z+)n) such that the Cα;β (γ)
are independent of s and
jDβx ePα(x;ζ ;§γ;s;ξ (¢);σ)j ·Cα ;β (γ)
for x 2U0.
Lemma 2.3. (i) We have ν0 =¡m+ν1 and
(§γ)¡me((∇ηS)(x;ζ 0);ζ 0)Q((∇ηS)(x;ζ 0);ζ ;§γ;ξ (¢);σ)
= P(x;ξ ;ζ ;§γ;ξ (¢);σ)
for x2U1, γ ¸ 1 and ζ 2Rn. In particular, P(x;ξ ;ζ ;§γ;ξ (¢);σ) does not depend
on ξ , i.e.,
(2.30) P(x;ξ ;ζ ;γ;ξ (¢);σ)´ P(x;ζ ;γ;ξ (¢);σ)
for x 2U1, γ 2 Rnf0g and ζ 2 Rn.
(ii) We have
P(x;D)(exp[§iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ζ ]u(x))
= exp[§iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ζ ]s¡m+ν1
£ (T§γ(x;ζ )+ s1=L
±
P(x;D;ζ ;§γ;s;ξ (¢);σ))u(x)
for u 2 C∞(Rn), x 2 U0 and γ > 0, where Tγ(x;ζ )(´ Tγ(x;ζ ;ξ (¢);σ)) = P(x;
∂ 2S=∂x∂η(x;ζ 0)¡1ζ ;γ;ξ (¢);σ) and ±P(x;ξ ;ζ ;§γ;s;ξ (¢);σ) has the same prop-
erties as eP(x;ξ ;ζ ;§γ;s;ξ (¢);σ).
Proof. Let γ ¸ 1 and 0 < s · s0γ¡1=(1¡σ), and let ζ 2 Rn satisfy jζ j · 1.
Integration by parts gives
A§k (x;D)(exp[§iγ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )]u(x))(2.31)
= (2pi)¡n
Z
exp[i(x¡w) ¢ξ § iγ¡1s¡1S(w;ξ (s)§ γs1¡σ ζ )]
£A§k (x;ξ )(tL§)Nu(w)dwdξ for u 2C∞0 (U0);
where the A§k (x;D) are as in (2.6) and
L§v = (1+ jξ ¨ γ¡1s¡1(∇xS)(w;ξ (s)§ γs1¡σ ζ )j2)¡1
£ (1+
n
∑
j=1
(¡ξ j§ γ¡1s¡1∂w jS(w;ξ (s)§ γs1¡σ ζ )Dw j)):
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Since there is c > 0 such that
jξ ¨ γ¡1s¡1(∇xS)(w;ξ (s)§ γs1¡σ ζ )j ¸ c(jξ j+ γ¡1s¡1)
if w 2U0 and A§1 (x;ξ ) 6= 0, it is easy to see that
(2.32) jA§1 (x;ξ )(tL§)Nu(w)j ·CN(γs)¡m+ν1+1=Lhξ i¡n¡1hwi¡n¡1jujN+n+1;S
for u2C∞0 (U0) and N ¸m+j¡m+ν1j+1=L+n+1. Noting that (1+ jξ¨γ¡1s¡1
£ (∇xS)(w;ξ (s) § γs1¡σ ζ )j2)¡1=2hξ i¡1 · p2γsj(∇xS)(w;ξ (s) § γs1¡σ ζ )j¡1,
we have also
(2.33) jA§2 (x;ξ )(tL§)Nu(w)j ·CN(γs)¡m+ν1+1=Lhξ i¡n¡1hwi¡n¡1jujN+n+1;S
for u2C∞0 (U0) and N ¸ j¡m+ν1j+1=L. Therefore, it follows from (2.6), (2.28),
(2.29), (2.31) – (2.33) and Lemma 2.2 that
sν0(§γ)¡mfe((∇ηS)(x;ζ 0);ζ 0)Q((∇ηS)(x;ζ 0);ζ ;§γ;ξ (¢);σ)
£ v((∇ηS)(x;ζ 0))+O(s1=L)g
= s¡m+ν1fP(x;D;ζ ;§γ;ξ (¢);σ)v((∇ηS)(x;ζ 0))
+O(s1=L)g as s # 0
for v 2S and x 2U1, which proves the assertion (i).
Write
§ γ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )(2.34)
=§γ¡1
n
∑
0· j<L(1¡σ)
s¡1+ j=LS j(x)
+ s¡σ ((∇ηS)(x;ζ 0) ¢ (§γζ )+A0(x))+ s¡σ+1=LeA0(x;§γζ ;s)o
for x 2U0. We define µ 2Q and the polynomial Q0(x;ξ ;γ) of (ξ ;γ¡1) by
P(x;D)
³
exp
h
§γ¡1 ∑
0· j<L(1¡σ)
s¡1+ j=LS j(x)
i
u(x)
´
= s¡m+µ exp
h
§γ¡1 ∑
0· j<L(1¡σ)
s¡1+ j=LS j(x)
i
£ ∑
0· j·L(m¡µ)
s j=LQ j(x;D;§γ)u(x) for u 2C∞(Rn) and x 2U0;
Q0(x;ξ ;§γ) 6´ 0 in (x;ξ ;γ):
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Noting that det(∂ 2S=∂x∂η(x;ζ 0)) 6= 0 for x 2U0, from (2.29), (2.30) and (2.34)
we have
s¡m+µ ∑
0· j·L(m¡µ)
s j=LQ j(x;D;§γ)(2.35)
£
³
exp[is¡σ ((∇ηS)(x;ζ 0) ¢ζ § γ¡1A0(x))]u(x)
´
= exp[is¡σ ((∇ηS)(x;ζ 0) ¢ζ § γ¡1A0(x))]
£ s¡m+ν1(P(x;ζ ;§γ;ξ (¢);σ)u(x)+O(s1=L)) as s # 0
for u 2C∞(Rn) and x 2U0. Denote by Q0j(x;ξ ;§γ) the principal part of Q j(x;ξ ;
§γ) when Q j(x;ξ ;§γ) 6´ 0, and put n j = maxx2U0 degξ Q j(x;ξ ;§γ). Then (2.35)
gives
s¡m+µ ∑
0· j·L(m¡µ)
s j=L¡σn jQ0j
³
x;
∂ 2S
∂x∂η (x;ζ
0)ζ § γ¡1∇A0(x);§γ
´
= s¡m+ν1(P(x;ζ ;§γ;ξ (¢);σ)+O(s1=L)) as s # 0;
where ζ is regarded as a column vector. Therefore, putting
µ˜ = µ +minf j=L¡σn j; 0 · j · L(m¡µ) and Q j(x;ξ ;§γ) 6´ 0g;
we have ν1 = µ˜ and
P(x;ζ ;§γ;ξ (¢);σ) = ∑
j=L¡σn j=µ˜¡µ
Q0j
³
x;
∂ 2S
∂x∂η (x;ζ
0)ζ § γ¡1∇A0(x);§γ
´
:
Moreover, we have
P(x;D)(exp[§iγ¡1s¡1S(x;ξ (s))+ is¡σ (∇ηS)(x;ζ 0) ¢ζ ]u(x))(2.36)
= s¡m+ν1(P(x;ζ ;§γ;ξ (¢);σ)u(x)+O(s1=L)) as s # 0
for u 2C∞(Rn) and x 2U0, since
§ γ¡1s¡1S(x;ξ (s))+ s¡σ (∇ηS)(x;ζ 0) ¢ζ
=§γ¡1s¡1S(x;ξ (s)§ γs1¡σ ζ )+O(s¡σ+1=L) as s # 0:
For w 2U0 we can write
(∇ηS)(x;ζ 0) ¢ζ = (∇ηS)(w;ζ 0) ¢ζ ¡w ¢ ∂
2S
∂x∂η (w;ζ
0)ζ
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+ x ¢ ∂
2S
∂x∂η (w;ζ
0)ζ + ∑
jα j=2
(x¡w)α
α!
bα(x;ζ ;w):
This, together with (2.36), yieldsh
P(x;D)
³
exp
h
§iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ ∂
2S
∂x∂η (w;ζ
0)ζ
i
u(x)
´i
x=w
= s¡m+ν1(P(w;ζ ;§γ;ξ (¢);σ)u(w)+O(s1=L)) as s # 0
for w 2U0. Thus we have
P(x;D)(exp[§iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ζ ]u(x))
= s¡m+ν1
³
P
³
x;
∂ 2S
∂x∂η (x;ζ
0)¡1ζ ;§γ;ξ (¢);σ
´
u(x)+O(s1=L)
´
as s # 0
for x 2U0, which proves the assertion (ii).
3. Proof of Theorem 1.3
Let z0 =(x0;ξ 0)2 S¤Rn satisfy x0 2Ω, x01 > 0 and d p(z0)= 0. We may assume
that C ½ f(x;ξ ); x1 > 0g. In this section we assume that the condition (H) and
(A-1)0
z0
are satisfied. Let δ > 0, and let ηˆ(s) = s¡1 ∑∞j=0 s jδ η˜ j be a convergent
series defined for s 2 (0;s0], where η˜0 2 Γ1, η˜ j 2 Rn and s0 > 0. Moreover, let
r(η) be a symbol defined in Γ0 which is positively homogeneous of degree m(r).
We define n(ηˆ)´ n(q;r; ηˆ(¢)) by
(3.1) r(ηˆ(s))=q(ηˆ(s)¡ i ˜ϑ) = s¡n(ηˆ)(c(ηˆ)+o(1)) as s # 0;
where c(ηˆ) 6= 0. Here we define n(ηˆ) = ¡∞ if we can not choose n(ηˆ) 2 R and
c(ηˆ) 6= 0 in the above expression. The following lemma proved in [17] when q(η)
and r(η) are polynomials.
Lemma 3.1. Put
ηˆκa (s) = sκ=(1¡κ)ηˆ(s1=(1¡κ))+a ˜ϑ for 0 · κ < 1 and a 2 R:
Then we have
(ηˆκa )κ
0
a0 (s) = ηˆκ+κ
0¡κκ 0
a0 (s)+as
κ 0=(1¡κ 0)
˜ϑ(3.2)
for 0 · κ;κ 0 < 1 and a;a0 2 R:
Moreover, there is κ0 2Q with 0 · κ0 < 1 and a0 2 R such that
(3.3) n(q;r; ηˆκ0a0 (¢))¸ n(q;r; ηˆκa (¢)) for 0 · κ < 1 and a 2 R:
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Proof. (3.2) is obvious. Put η˜(τ) = τ1=δ ηˆ(τ1=δ ). Then η˜(τ) can be regarded
as an analytic function of τ defined for τ 2C with jτj · sδ0 . Since q(η˜(τ)+ t ˜ϑ) 6=
0 if Im t 6= 0, there are analytic functions t j(τ) ( 1 · j · J) defined near τ = 0
and a non-zero analytic function c(τ; t) defined near (τ; t) = (0;0) satisfying
q(η˜(τ)+ t ˜ϑ) = c(τ ; t)
J
∏
j=1
(t¡ t j(τ)):
We put r˜(τ; t) = r(η˜(τ)+ t ˜ϑ). First we assume that (∂ jτ ∂ lt r˜)(0;0) = 0 for each
j; l 2 Z+. Then we have
(3.4) n(q;r; ηˆκa (¢)) =¡∞ for any a 2 R and 0 · κ < 1:
Indeed, we have r(ηˆκa (s)) = s¡m(r)r˜(sδ=(1¡κ);as), which gives (3.4). Next assume
that there are j0;k0 2 Z+ such that
(∂ jτ ∂ kt r˜)(0;0) = 0 if j < j0 and k 2 Z+;
(∂ j0τ ∂ kt r˜)(0;0) = 0 if k < k0;
(∂ j0τ ∂ k0t r˜)(0;0) 6= 0:
Put
R(τ; t) = τ¡ j0(r˜(τ; t)¡
j0¡1∑
j=0
τ j(∂ jτ r˜)(0; t)= j!):
Since (∂ k0t R)(0;0) 6= 0, it follows from the Malgrange preparation theorem that
there are C∞ functions e(τ; t) and a j(τ) ( 1 · j · k0) defined near (τ; t) = (0;0)
satisfying e(τ; t) 6= 0, a j(0) = 0 ( 1 · j · k0) and
R(τ; t) = e(τ; t)(tk0 +a1(τ)tk0¡1 + ¢ ¢ ¢+ak0(τ)) near (0;0):
Therefore, we can find continuous functions λk(s) and µk 2Q[f∞g ( 1· k· k0)
such that
R(sδ ; t) = e(sδ ; t)
k0∏
k=1
(t¡λk(s));
orders λk(s) = µkδ ( > 0):
Here orders λ (s) = µ means that there is c 6= 0 satisfying λ (s) = sµ(c+o(1)) as
s # 0 if µ < ∞, and that λ (s) = O(sN) as s # 0 for N = 0;1;2; ¢ ¢ ¢ if µ = ∞. We
also denote
ν j = orderτ t j(τ) ( 1 · j · J):
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For 0 · κ < 1 and jtj ¿ 1 we have
r(ηˆ(s)+ s¡κt ˜ϑ)=q(ηˆ(s)+ s¡κ(t¡ i) ˜ϑ)
= s¡m(r)+m
0³ j0¡1∑
j=0
sδ j(∂ jτ r˜)(0;s1¡κt)= j!+ sδ j0R(sδ ;s1¡κt)
´
£
³
c(sδ ;s1¡κ(t¡ i))
J
∏
j=1
(s1¡κ(t¡ i)¡ t j(sδ ))
´¡1
= sα(κ)(dκ(t)+o(1)) as s # 0;
α(κ) =¡m(r)+m0+δ j0 +
k0∑
k=1
minf1¡κ;µkδg¡
J
∑
j=1
minf1¡κ;ν jδg;
where dκ(t) is a rational function of t. Since ηˆκt (s1¡κ) = sκ ηˆ(s)+t ˜ϑ = sκ(ηˆ(s)+
s¡κt ˜ϑ), we have
n(q;r; ηˆκt (¢)) = m(r)¡m0+ α˜(κ) if dκ(t) 6= 0;
n(q;r; ηˆκt (¢))< m(r)¡m0+ α˜(κ) if dκ(t) = 0;
where
α˜(κ) =
³
¡δ j0 +
J
∑
j=1
minf1¡κ;ν jδg¡
k0∑
k=1
minf1¡κ;µkδg
´
=(1¡κ):
Define M 2 N and f`1; ¢ ¢ ¢ ; `Mg by
f`1; ¢ ¢ ¢ ; `Mg= fν j; 1 · j · J and ν jδ · 1g and
0 < `1 < `2 < ¢ ¢ ¢< `M · 1=δ :
Put κ j = 1¡ ` jδ ( 0 · j · M+1), where `0 = 0, `M+1 = 1=δ . If 0 · j · M and
κ j+1 < κ < κ j, then
α˜(κ j+1)¡ α˜(κ) = (`¡1j+1¡ (1¡κ)¡1δ )
£
n
¡ j0 + ∑
νk·` j
νk¡ ∑
µkδ·1¡κ
µk
o
+ ∑
1¡κ<µkδ<` j+1δ
(1¡µk=` j+1);
α˜(κ j)¡ α˜(κ) = (`¡1j ¡ (1¡κ)¡1δ )
£
n
¡ j0 + ∑
νk·` j
νk¡ ∑
µkδ·1¡κ
µk
o
+ ∑
` jδ<µkδ·1¡κ
(µk=` j¡1):
Therefore, we have
α˜(κ1)¸ α˜(κ) if κ1 < κ < 1;
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since `¡11 ¡ (1¡κ)¡1δ < 0 for κ1 < κ < 1. Moreover, for 1 · j · M and κ 2
(κ j+1;κ j) we have
α˜(κ j)¸ α˜(κ) if ¡ j0 + ∑
νk·` j
νk¡ ∑
µk·1¡κ
µk ¸ 0;
α˜(κ j+1)> α˜(κ) otherwise:
Thus we have
max
1· j·M+1
α˜(κ j) = sup
0·κ<1
α˜(κ);
which completes the proof.
In order to prove Theorem 1.3 we suppose that (A-2)0
z0
is not satisfied. Then,
by Lemma 2.1 there are k 2 N and a sequence f(y j;η j)g j=1;2;¢¢¢ ½ eC0 such that
jη jj ! ∞, η j=jη jj ! η0=jη0j and y j ! y0 as j ! ∞ and
jQk(y j;η j)j ¸ jjq(η j¡ i ˜ϑ)j ( j 2 N):
Put
F(η ; t) = q(η ¡ it ˜ϑ):
Then it follows from Hironaka’s resolution theorem that there are an open neigh-
borhood U of (η ; t) = (η0=jη0j;0), a real analytic manifold eU and a proper an-
alytic mapping ϕ: eU ! U such that ϕ: eU n eA ! U nA is an isomorphism, and
that for every point p0 2 eU there is local analytic coordinates X = (X1; ¢ ¢ ¢ ;Xn+1)
centered at p0 satisfying
F ±ϕ(X) = ε(X)
n+1
∏
i=1
Xkii ;
where A = F¡1(0), eA = ϕ¡1(A), ki ¸ 0 and ε is an invertible analytic function
( see [1]). Note that X = 0 at p0. By assumption we have
(3.5) tkj jQk(y j;ω j)j ¸ jjq(ω j¡ it j ˜ϑ)j;
where t j = jη jj¡1 and ω j = η j=jη jj. Choose p0 2 eU so that ϕ(p0) = (η0=jη0j;0)
and (3.6) below is satisfied, and write ϕ(X) = (ϕη(X);ϕt(X)). Taylor’s formula
gives
ϕt(X)kQk(y;ϕη(X))»
∞
∑
j=0
cl; j(y; bXl)X jl
for 1 · l · n+ 1, where bXl = (X1; ¢ ¢ ¢ ;Xl¡1;Xl+1; ¢ ¢ ¢ ;Xn+1). Let V be a small
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neighborhood of y0 satisfying V £fη0g b eC0. (3.5) implies that there are l0 2
f1;2; ¢ ¢ ¢ ;n+1g, j0 2 f0;1; ¢ ¢ ¢ ;kl0 ¡1g and δ0 > 0 such that
(3.6)
8><>:
cl; j(y; bXl)´ 0 in V £Al;δ0 if l < l0 and 0 · j < kl;
cl0; j(y; bXl0)´ 0 in V £Al0;δ0 if j < j0;
cl0; j0(y; bXl0) 6´ 0 in V £Al0;δ if 0 < δ · δ0;
where Al;δ = fbXl 2 Rn; jbXlj < δg. Indeed, suppose that for some δ > 0 with
jδ j ¿ 1
cl; j(y; bXl)´ 0 if 0 · l · n+1 and 0 · j < kl:
Then we have
jϕt(X)kQk(y;ϕη(X))j ·C
¯¯¯n+1
∏
i=1
Xkii
¯¯¯
if y 2V and jX j< δ :
Therefore, (3.5) implies that one can choose p0 2 eU , local coordinates X = (X1;
¢ ¢ ¢ ;Xn+1) centered at p0, l0 2 f1;2; ¢ ¢ ¢ ;n+1g, j0 2 f0;1; ¢ ¢ ¢ ;kl0 ¡1g and δ0 > 0
satisfying (3.6). Choose y˜0 2 V and bX0l0 ´ (X01 ; ¢ ¢ ¢ ;X0l0¡1;X0l0+1; ¢ ¢ ¢ ;X0n+1) 2 Rn
so that X0l 6= 0 for l 6= l0, jbX0l0j ¿ 1 and cl0; j0(y˜0; bX0l0) 6= 0. Then we have
(3.7) ϕt(X(τ))kQk(y˜0;ϕη(X(τ))) = c(τ j0 +o(1)) as τ ! 0;
where c(= cl0; j0(y˜0; bX0l0)) 6= 0 and
X(τ) = (X01 ; ¢ ¢ ¢ ;X0l0¡1;τ;X0l0+1; ¢ ¢ ¢ ;X0n+1):
We note that
(3.8) F ±ϕ(X(τ))(= q(ϕη(X(τ))¡ iϕt(X(τ)) ˜ϑ)) = c0(τkl0 +o(1)) as τ ! 0;
where c0(= ε(X(0))∏1·l·n+1; l 6=l0(X0l )kl) 6= 0. From (3.7) and the analyticity of
ϕt(X(τ)) there are non-zero real constant c1 and L 2 N such that
ϕt(X(τ)) = τL(c1 +o(1)) as τ ! 0:
So we can find an analytic function T (s) near s = 0 satisfying
(3.9) c1sL = ϕt(X(T (s))); T (s) = s(1+o(1)) as s ! 0:
Put
(3.10) ˆξ (s) = (jc1js)¡1ϕη(X(T (s1=L)))´
∞
∑
j=0
s¡1+ j=Lζ j for s > 0:
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Note that ζ 0 = jc1j¡1ϕη(X(0)) and ϕη(0) = η0=jη0j. So we may assume that
ζ 0 2 Γ1. (3.7) – (3.9) yield
jQk(y˜0; ˆξ (s))=q( ˆξ (s)¨ i ˜ϑ)j ! ∞ as s # 0 if §c1 > 0:
Indeed, we have
q( ˆξ (s)¨ i ˜ϑ)(3.11)
= (§ϕt(X(T (s1=L))))¡m0q(ϕη(X(T (s1=L)))¡ iϕt(X(T (s1=L))) ˜ϑ)
= c0(§ϕt(X(T (s1=L))))¡m0(skl0=L +o(1)) as s # 0;
Qk(y˜0; ˆξ (s)) = (§ϕt(X(T (s1=L))))¡m0+kQk(y˜0;ϕη(X(T (s1=L))))
= (§1)kc(§ϕt(X(T (s1=L))))¡m0(s j0=L +o(1)) as s # 0
if §c1 > 0. From (2.4) we have also
jQk(y˜0; ˆξ (s))=q( ˆξ (s)§ i ˜ϑ)j ! ∞ as s # 0:
Put
σ(´ σ( ˆξ (¢)))
= maxfn+(q;Q j(y; ¢); ˆξ (¢))=(n+(q;Q j(y; ¢); ˆξ (¢))+ j); j 2 N and y 2Vg;
where n+(q;Q j(y; ¢); ˆξ (¢)) = maxfn(q;Q j(y; ¢); ˆξ (¢));0g. Modifying ˆξ (s) if nec-
essary, we may assume that
σ( ˆξ (¢))¸ σ( ˆξ (¢)+ζ ) for any ζ 2 Rn:
By Lemma 3.1 we may also assume that
(3.12) σ( ˆξ (¢))¸ σ( ˆξ κa (¢)) for any κ 2 [0;1) and a 2 R:
Moreover, modifying k 2 N and y˜0 2V if necessary, we may assume that
σ = n+(q;Qk(y˜0; ¢); ˆξ (¢))=(n+(q;Qk(y˜0; ¢); ˆξ (¢))+ k):
Put
x˜0 = x(y˜0;ζ 0); ˜ϑ 0 = dηz˜0(0;ϑ)(= ∂
2S
∂x∂η (x˜
0;ζ 0)¡1ϑ);
where z˜0 = χ(y˜0;ζ 0). Noting that q(η) is microhyperbolic at η0 with respect to
˜ϑ and ˜ϑ 0, we can write
q( ˆξ (s)+ζ ) = sρ0( f0(ζ )+o(1)) as s # 0; f0(ζ ) 6´ 0:
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By Theorem A.3 f0(ζ ) is a hyperbolic polynomial with respect to ˜ϑ and ˜ϑ 0. Note
that
r(ηˆ(s))=q(ηˆ(s)¡ i ˜ϑ 0) = s¡n(ηˆ)(c0(ηˆ)+o(1)) as s # 0;
where c0(ηˆ) 6= 0 and n(ηˆ) = n(q;r; ηˆ(¢)). In other words n(q;r; ηˆ(¢)) is equal to
the quantity n(ηˆ) which is defined by replacing ˜ϑ with ˜ϑ 0 in (3.1). From (3.9)
and (3.11) we have ρ0 =¡m0+ kl0=L and
(3.13) f0(τ ˜ϑ 0 +ζ ) = a0τκ0 +b0(τ;ζ );
where κ0 = deg f0(ζ ), a0 6= 0 and degτ b0(τ;ζ )< κ0. Similarly, we can write
Q j(y; ˆξ (s)+ζ ) = sρ j( f j(y;ζ )+o(1)) as s # 0
for y 2 V and ζ 2 Rn if ρ j can be taken finite, where j 2 N and f j(y;ζ ) 6´ 0. By
assumption we have fk(y˜0;0) 6= 0 and
(ρ0¡ρ j)=(ρ0¡ρ j + j)· (ρ0¡ρk)=(ρ0¡ρk + k) = σ if ρ j < ρ0:
Modifying ζ L in the expression (3.10) if necessary, we may assume that f j(y˜0; ˜ϑ 0)
6= 0, f j(y˜0;0) 6= 0 and degτ f j(y˜0;τ ˜ϑ 0) ¸ degτ f j(y˜0;τ ˜ϑ 0 + ζ ) for any ζ 2 Rn if
j 2 N, ρ j < ρ0 and f j(y˜0;ζ ) 6´ 0. In particular, we have
(3.14) f j(y˜0;τ ˜ϑ 0 +ζ ) = a j(ζ )τκ j +b j(τ;ζ )
if j 2 N, ρ j < ρ0 and f j(y˜0;ζ ) 6´ 0, where a j(0) 6= 0 and degτ b j(τ;ζ )< κ j. Put
ξ (s) = s1¡σ ˆξ (s1¡σ ):
Since ¡σm0+ρ0(1¡σ)·¡(m0¡ j)σ +ρ j(1¡σ) for j 2 N, we have
Q§(y;§γ¡1s¡1ξ (s)+ s¡σ ζ ) = (§γ)¡m0s¡σm0+ρ0(1¡σ)
£f f0(§γζ )+ ∑
j2J(σ)
(§γ) j f j(y;§γζ )+o(1)g as s # 0;
where J(σ) = f j 2 N; ρ j < ρ0 and σ = (ρ0 ¡ ρ j)=(ρ0 ¡ ρ j + j)g. Note that
k 2 J(σ). From (2.11) – (2.18) we see that
m¡m0+ν0 =¡σm0+ρ0(1¡σ);
f0(γζ )+ ∑
j2J(σ)
γ j f j(y;γζ ) = Q(y;ζ ;γ;ξ (¢);σ)(3.15)
for y 2V , ζ 2 Rn and γ 2 Rnf0g:
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It follows from (3.12) that
(3.16) κ j · κ0¡ j=(1¡σ)< κ0¡ j if j 2 J(σ):
Indeed, we have
q( ˆξ κ0 (s1¡κ)+ τ ˜ϑ 0) = sκm0q( ˆξ (s)+ s¡κτ ˜ϑ 0)
= sκ(m
0¡κ0)+ρ0(a0τκ0 +o(1)) as s # 0;
Q j(y˜0; ˆξ κ0 (s1¡κ)+ τ ˜ϑ 0) = sκ(m0¡ j)Q j(y˜0; ˆξ (s)+ s¡κτ ˜ϑ 0)
= sκ(m
0¡ j¡κ j)+ρ j(a j(0)τκ j +o(1)) as s # 0;
if j 2 N and ρ j < ρ0;
if 0 < κ ¿ 1. This yields
n(q;Q j(y˜0; ¢); ˆξ κ0 (¢)) = (κ( j+κ j¡κ0)+ρ0¡ρ j)=(1¡κ)
· σ j=(1¡σ) = ρ0¡ρ j
if 0 < κ ¿ 1 and j 2 J(σ). Therefore, we have
κ(ρ0¡ρ j + j+κ j¡κ0)· 0 if 0 < κ ¿ 1 and j 2 J(σ);
which proves (3.16). It follows from Lemma 2.3 and (3.15) that
Tγ(x˜0;τ;ζ 0) = γ¡me(y˜0;ζ 0)f f0(γ(τ ˜ϑ 0 + ˜ζ ))+ ∑
j2J(σ)
γ j f j(y˜0;γ(τ ˜ϑ 0 + ˜ζ ))g
for (τ;ζ 0)´ (τ;ζ2; ¢ ¢ ¢ ;ζn) 2Rn and γ 2Rnf0g, where ˜ζ = ∂
2S
∂x∂η (x˜
0;ζ 0)¡1 t(0;
ζ 0). Now we can repeat the same arguments as used in [21] to complete the proof
of Theorem 1.3. By (3.13), (3.14), (3.16) and the same arguments as in the proof
of Theorem 1.2.5 of [17] there are ˜ζ 00 2 Rn¡1, a neighborhood U 0 of ˜ζ 00, γ 2
Rnf0g and r0 2N such that the equation Tγ(x˜0;τ;ζ 0) = 0 has a root with negative
imaginary part for ζ 0 2U 0 and its multiplicity is equal to r0 for ζ 0 2U 0. We fix
γ as above. Then there are real analytic functions τ(ζ 0) and eT (τ;ζ 0) defined for
ζ 0 2U 0 such that eT (τ;ζ 0) is a polynomial of τ , eT (τ(ζ 0);ζ 0) 6= 0, Im τ(ζ 0) < 0
and Tγ(x˜0;τ;ζ 0) = (τ ¡ τ(ζ 0))r0 eT (τ;ζ 0) for ζ 0 2U 0. Let ϕ(x) be a solution of
∂ϕ
∂x1
(x) = τ(∇x0ϕ(x)); ϕ(x˜01;x0) = (x0¡ x˜00) ¢ ˜ζ 00+ ijx0¡ x˜00j2
in a neighborhood U0 of x˜0 in U1, where x0 = (x2; ¢ ¢ ¢ ;xn) for x = (x1;x2; ¢ ¢ ¢ ;xn).
We choose σ0, σ1 and σ2 so that 0 < σ0 < σ=3, σ1 = σ ¡σ0 and σ2 = σ ¡2σ0.
We shall impose further conditions on σ0. From x3 of Chapter VI of [16] we have
Tγ(x˜0;s3σ0D)(exp[is¡3σ0ϕ(x)]u(x))
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= exp[is¡3σ0ϕ(x)] ∑
jαj¸r0
T (α)γ (x˜0;∇ϕ(x))Nα(x;D;s)u(x);
where T (α)γ (x;ζ ) = ∂ αζ Tγ(x;ζ ), Φ(x;y) = ϕ(y)¡ϕ(x)¡ (y¡ x) ¢∇ϕ(x) and
Nα(x;D;s)u(x) =
1
α!
s3σ0jαj[Dαy (exp[is¡3σ0Φ(x;y)]u(y))]y=x:
Then we have
Nα(x;ξ ;s) = s3σ0jαjξ α=α!+ ∑
β<α
s3σ0jβ jbα;β (x;s)ξ β ;
jDβ 1x bα;β (x;s)j ·Cα ;β ;β 1 s3σ0(jαj¡jβ j¡[(jαj¡jβ j)=2]);
bα;β (x;s)´ 0 if jαj¡ jβ j= 1 and β < α
for x 2U0. Put ϕ(y;s) = ϕ(x˜0 +(s2σ0y1;sσ0y0)), where y0 = (y2; ¢ ¢ ¢ ;yn) for y =
(y1;y2; ¢ ¢ ¢ ;yn). A simple calculation yields
Tγ(x˜0;sσ0Dy1;s
2σ0Dy0)(exp[is¡3σ0ϕ(y;s)]v(y))
= [Tγ(x˜0;s3σ0Dx)
£ (exp[is¡3σ0ϕ(x)]v(s¡2σ0(x1¡ x˜01);s¡σ0(x0¡ x˜00))]x=x˜0+(s2σ0y1;sσ0y0)
= exp[is¡3σ0ϕ(y;s)] ∑
jαj¸r0
T (α)γ (x˜0;(∇ϕ)(x˜0 +(s2σ0y1;sσ0y0))
£fsσ0(3jαj¡2α1¡jα 0j)Dαy v(y)=α!
+ ∑
β<α
sσ0(3jβ j¡2β1¡jβ 0j)bα;β (x˜0 +(s2σ0y1;sσ0y0);s)Dβy v(y)g
= sσ0r0 exp[is¡3σ0ϕ(y;s)]fT (r0e1)γ (x˜0;τ( ˜ζ 00); ˜ζ 00)Dr0y1v(y)=r0!
+ sσ0 ∑
jαj·r1
cα(y;s)Dαy v(y)g;
jDβy cα(y;s)j ·Cα;β
for y 2 Rn with x˜0 + (s2σ0y1;sσ0y0) 2 U0, where r1 = degζ Tγ(x˜0;ζ ) and e1 =
(1;0; ¢ ¢ ¢ ;0) 2 (Z+)n. Now we assume that the Cauchy problem (CP) is C∞ well-
posed in Ω. Then Banach’s closed graph theorem gives the following
Lemma 3.2. For every compact subset K of fx2Ω; x1 > 0g there are p´ pK 2
Z+ and C ´CK > 0 such that
sup
x1·τ
ju(x)j ·C sup
x1·τ
∑
jαj·p
jDαP(x;D)u(x)j
for any τ > 0 and u 2C∞0 (Rn) with supp u ½ K.
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We make an asymptotic change of variables:
x = x˜0 +(sσ1y1;sσ2y0)´ x(y;s):
Put
P(y;η ;s) = P(x(y;s);s¡σ1η1;s¡σ2η 0):
Then Lemma 3.2 gives the following
Lemma 3.3. For any open bounded neighborhood W of the origin in Rn there
are s(W )> 0, p ´ pW 2 Z+ and C ´CW > 0 such that
W b fy 2 Rn; x(y;s(W )) 2U0\fx; x1 > 0gg;
jv(0)j ·C sup
y1·0
∑
jαj·p
s¡σ1α1¡σ2jα
0jjDαy P(y;Dy;s)v(y)j(3.17)
for v 2C∞0 (Rn) with supp v ½W and 0 < s < s(W ).
From Lemma 2.3 we have
P(x;D)(exp[iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ξ ])
= s¡m+ν1 exp[iγ¡1s¡1S(x;ξ (s))+ is¡σ x ¢ξ ]
£ (Tγ(x;ξ )+ s1=L ±P(x;0;ξ ;γ;s;ξ (¢);σ))
for x 2U0, ξ 2 Rn and 0 < s · s0γ¡1=(1¡σ). Note that
jDβx
±
Pα(x;γ;s;ξ (¢);σ)j ·Cα ;β for x 2U0 and 0 < s · s0γ¡1=(1¡σ);
where
±
P(x;0;ξ ;γ;s;ξ (¢);σ) = ∑jα j·m
±
Pα(x;γ;s;ξ (¢);σ)ξ α . It is obvious that
P(x;D)(exp[iγ¡1s¡1S(x;ξ (s))]u(x))
= s¡m+ν1 exp[iγ¡1s¡1S(x;ξ (s))]fTγ(x;sσ D)
+ s1=L
±
P(x;0;sσ D;γ;s;ξ (¢);σ)gu(x)
for x 2U0, ξ 2 Rn and 0 < s · s0γ¡1=(1¡σ). Let W be an open bounded neigh-
borhood of 0 in Rn. We may assume that s(W )· s0γ¡1=(1¡σ), modifying s(W ) if
necessary. Then we have
P(y;Dy;s)(exp[iγ¡1s¡1S(x(y;s);ξ (s))]v(y))
= s¡m+ν1 exp[iγ¡1s¡1S(x(y;s);ξ (s))]fTγ(x(y;s);sσ0Dy1;s2σ0Dy0)
+ s1=L
±
P(x(y;s);0;sσ0Dy1;s
2σ0Dy0;γ;s;ξ (¢);σ)gv(y)
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for v 2C∞0 (W ) and 0 < s · s(W ). Write
Tγ(x(y;s);ξ ) = Tγ(x˜0;ξ )+ sσ2R(y;ξ ;s):
Then R(y;ξ ;s) is a polynomial of ξ satisfying
jDβy Rα(y;s)j ·Cα;β for y 2W and 0 < s · s(W );
where R(y;ξ ;s) = ∑jαj·m Rα(y;s)ξ α . A simple calculation yields
P(y;Dy;s)(exp[iγ¡1s¡1S(x(y;s);ξ (s))+ is¡3σ0ϕ(y;s)]v(y))(3.18)
= s¡m+ν1 exp[iγ¡1s¡1S(x(y;s);ξ (s))+ is¡3σ0ϕ(y;s)]
£
n
sσ0r0
³
T (r0e1)γ (x˜0;τ( ˜ζ 00); ˜ζ 00)Dr0y1v(y)=r0!
+ sσ0 ∑
jαj·r1
cα(y;s)Dαy v(y)
´
+ sσ2 eR(y;Dy;s)v(y)
+ s1=L eP(y;Dy;s)v(y)o
for v 2C∞0 (W ) and 0 < s · s(W ), whereeP(y;Dy;s)v(y)
= exp[¡is¡3σ0ϕ(y;s)] ±P(x(y;s);0;sσ0Dy1;s2σ0Dy0;γ;s;ξ (¢);σ)
£ (exp[is¡3σ0ϕ(y;s)]v(y));eR(y;Dy;s)v(y)
= exp[¡is¡3σ0ϕ(y;s)]R(y;sσ0Dy1;s2σ0Dy0;s)(exp[is¡3σ0ϕ(y;s)]v(y)):
We note that
jDβy ePα(y;s)j+ jDβy eRα(y;s)j ·Cα;β
for y2W and 0< s· s(W ), where eP(y;η ;s) = ∑jα j·m ePα(y;s)ηα and eR(y;η ;s) =
∑jαj·m eRα(y;s)ηα . Now we take
σ0 = minfσ=(3+ r0);(L(1+ r0))¡1g:
By (3.18) we have
P(y;Dy;s)(exp[iγ¡1s¡1S(x(y;s);ξ (s))+ is¡3σ0ϕ(y;s)]v(y))
= s¡m+ν1+σ0r0 exp[iγ¡1s¡1S(x(y;s);ξ (s))+ is¡3σ0ϕ(y;s)]
£fa˜0Dr0y1v(y)¡ sσ0H(y;Dy;s)v(y)g;
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where a˜0 = T
(r0e1)
γ (x˜0;τ( ˜ζ 00); ˜ζ 00)=r0!(= eT (τ( ˜ζ 00); ˜ζ 00) 6= 0) and H(y;η ;s) =
∑jαj·m Hα(y;s)ηα satisfies
jDβy Hα(y;s)j ·Cα;β for y 2W and 0 < s · s(W ):
Define fv j(y;s)g by8>>><>>>:
v0(y;s) = 1;
Dr01 v j(y;s) = a˜
¡1
0 H(y;Dy;s)v j¡1(y;s);
(Dk1v j)(0;y0;s) = 0 ( 0 · k · r0¡1)
( 1 · j · N)
for y2W and 0 < s· s(W ). Let χ(W ) be a function in C∞0 (W ) such that χ(x) = 1
near 0, and put
vN(y;s) =
N¡1
∑
j=0
sσ0 j exp[iγ¡1s¡1S(x(y;s);ξ (s))+ is¡3σ0ϕ(y;s)]v j(y;s)χ(y)
Since
Im s¡3σ0ϕ(y;s)¸ s¡σ0(Im τ( ˜ζ 00)y1 + jy0j2)=2
for y2W with y1 · 0 and 0 < s· s(W ), with a modification of s(W ) if necessary,
by standard arguments we have
sup
y1·0
∑
jαj·p
s¡σ1α1¡σ2jα
0jjDαy P(y;Dy;s)vN(y;s)j ·CNs¡m+ν1+σ0(r0+N)¡p
for 0 < s · s(W ). Since vN(0;s) = 1, this contradicts (3.17) with v(y) = vN(y;s)
if N > (m¡ν1 + p)=σ0¡ r0, which proves Theorem 1.3.
4. Some remarks and examples
Let z0 = (x0;ξ 0) 2 S¤Rn satisfy (d p)(z0) = 0. Repeating the same arguments
as in x4 of [18] we can prove that the condition (A-2)z0 does not depend on the
choice of Fourier integral operators F1 and F2 under the conditions (H) and (A-
1)z0 . Moreover, (A-2)0z0 is equivalent to the condition
(D)z0 jP0m¡1(x;ξ )=p(x;ξ ¡ iϑ)j ·C in a conic neighborhood of z0
if (H) and (A-1)0
z0
are satisfied and (∂ 2ξ1 p)(z
0) 6= 0. Here P0m¡1(x;ξ ) denotes the
subprincipal symbol of P(x;D), i.e.,
P0m¡1(x;ξ ) = ∑
jα j=m¡1
aα(x)ξ α + i2
n
∑
j=1
∂ 2 p
∂x j∂ξ j (x;ξ ):
We refer to [18] for further remarks on the conditions (A-2)z0 and (A-2)0z0 .
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Lemma 4.1. Let z0 = (x0;ξ 0) 2 S¤Rn, 1 · s · n, and let p j(x;ξ ) ( 1 · j ·
s) be positively homogeneous symbols of degree 1, which are defined in a conic
neighborhood of z0, such that fp j; pkg(x;ξ ) = 0 ( 1 · j;k · s) and (∇ξ p j)(z0)
( 1 · j · s) are linearly independent, where
fp j; pkg(x;ξ ) =
n
∑
l=1
¡∂ p j
∂ξl (x;ξ )
∂ pk
∂xl
(x;ξ )¡ ∂ p j∂xl (x;ξ )
∂ pk
∂ξl (x;ξ )
¢
:
Then there are symbols p j(x;ξ ) ( s + 1 · j · n) and qk(x;ξ ) ( 1 · k · n),
which are defined in a conic neighborhood of z0, such that y j = q j(x;ξ ) and
η j = p j(x;ξ ) ( 1 · j · n) define a homogeneous canonical transformation χ:
(y;η) 7! (x;ξ ). Moreover, χ has a generating function.
Proof. Put e j (´ (e j;x;e j;ξ )) = Hp j(z0)(´ ((∇ξ p j)(z0);¡(∇x p j)(z0)) ( 1 ·
j · s). Choose fe j;xgs+1· j·n ½ Rn so that fe j;xg1· j·n is a basis of Rn. Let
f f jg1· j·n be the dual basis of fe j;xg1· j·n in Rn, that is, h f j;ek;xi = δ j;k ( 1 ·
j;k · n). Putting
e j;ξ =
s
∑
k=1
hek;ξ ;e j;xi fk ( s+1 · j · n);
we have
σ(e j;ek)(´ he j;ξ ;ek;xi¡hek;ξ ;e j;xi) = 0 ( 1 · j;k · n);
where e j = (e j;x;e j;ξ ) ( s+1 · j · n). Now we can apply Theorem 21.1.9 of [7]
in order to construct p j(x;ξ ) ( s+ 1 · j · n) and q j(x;ξ ) ( 1 · j · n). Since
(∇ξ p j)(z0) = e j;x ( 1 · j · n) and (∇ξ p j)(z0) ( 1 · j · n) are linearly indepen-
dent, χ has a generating function S(x;η) which is given by
S(x;η) =
n
∑
j=1
η jq j(x;ξ );
where ξ is the function of (x;η) determined by η j = p j(x;ξ ) ( 1 · j · n).
It follows from Lemma 4.1 that (A-1)0
z0
is satisfied if and only if there are
s 2N with 1· s· n, symbols p j(x;ξ ) ( 1· j · s) and an elliptic symbol e(x;ξ ),
which are defined in a conic neighborhood of z0, and a real analytic function
f (η1; ¢ ¢ ¢ ;ηs) defined in a conic neighborhood of (η1; ¢ ¢ ¢ ;ηs) = (p1(z0); ¢ ¢ ¢ ; ps
(z0)) such that the p j(x;ξ ) and e(x;ξ ) are positively homogeneous of degree 1
and m¡m0, respectively, f (η1; ¢ ¢ ¢ ;ηs) is positively homogeneous of degree m0,
fp j; pkg(x;ξ ) = 0 ( 1· j;k· s), (∇ξ p j)(z0) ( 1· j · s) are linearly independent
and
p(x;ξ ) = e(x;ξ ) f (p1(x;ξ ); ¢ ¢ ¢ ; ps(x;ξ )) in a conic neighborhood of z0:
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Example 4.2. Let a(t) 2 C∞(R) satisfy 0 < a(t) · 1, and let P(ξ1;ξ 00) be a
homogeneous polynomial of degree m¡2 such thatP(ξ1;ξ 00) is hyperbolic with
respect to (1;0; ¢ ¢ ¢ ;0) 2 Rn¡1 andP(ξ1;ξ 00) 6= 0 if (ξ1;ξ 00) 6= 0 and jξ1j · jξ 00j,
where ξ 00 = (ξ2; ¢ ¢ ¢ ;ξn¡1) 2 Rn¡2. Put
p(x;ξ ) = (ξ 21 ¡a(xn)2jξ 0j2)P(ξ1;ξ 00);
P(x;ξ ) = p(x;ξ )+ ∑
jαj<m
bα(x)ξ α ;
where ξ 0 = (ξ2; ¢ ¢ ¢ ;ξn) 2Rn¡1. Let z0 = (x0;ξ 0) 2 S¤Rn be a multiple character-
istic point of p(x;ξ ) satisfying ξ 01 = §a(x0n)jξ 00j and P(ξ 01 ;ξ 000) = 0. Then we
have ξ 0n 6= 0. Define
p j(x;ξ ) = ξ j ( 1 · j · n¡1); pn(x;ξ ) = a(xn)jξ 0j:
It is obvious that (∇ξ p j)(z0) ( 1· j · n) are linearly independent and fp j; pkg(x;ξ ) = 0 ( 1 · j;k · n). Therefore, P(x;D) satisfies the condition (H) and (A-1)0
z0
.
Now assume that n = 4 andP(ξ1;ξ2;ξ3) = ξ 21 ¡2ξ 22 ¡2ξ 23 . Since
P03(x;ξ ) = ∑
jα j=3
bα(x)ξ α ¡2ia0(x4)a(x4)(ξ 21 ¡2ξ 22 ¡2ξ 23 )ξ4;
the condition (A-2)0
z0
, which is equivalent to (D)z0 , is satisfied if and only if
jP3(x;ξ )=p(x;ξ ¡ iϑ)j ·C in a conic neighborhood of z0;
where P3(x;ξ ) = ∑jα j=3 bα(x)ξ α . Noting that
(jξ1¡ (sgnξ 01 )
q
2ξ 22 +2ξ 23 j+ jξ4¡ (sgnξ 04 )
q
2¡a(x4)2
q
ξ 22 +ξ 23 =a(x4)j)
£jξ j2=jp(x;ξ ¡ iϑ)j ·C in a conic neighborhood of z0;
we can see that the condition (A-2)0
z0
is satisfied if and only if
jP3(x;(sgnξ 01 )
q
2ξ 22 +2ξ 23 ;ξ2;ξ3;(sgnξ 04 )
q
2¡a(x4)2
q
ξ 22 +ξ 23 =a(x4))j
£ jp(x;ξ ¡ iϑ)j¡1 ·C in a conic neighborhood of z0:
Write
P3(x;
p
2
q
ξ 22 +ξ 23 ;ξ2;ξ3;§
q
2¡a(x4)2
q
ξ 22 +ξ 23 =a(x4))
= ∑
j+k=3
(˜b1j;k(x)§ ˜b2j;k(x))ξ j2 ξ k3 + ∑
j+k=2
(˜b1j;k(x)§ ˜b2j;k(x))ξ j2 ξ k3
q
ξ 22 +ξ 23 :
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Then we have ˜b1j;k(x) = ˜b2j;k(x) = 0 for x 2Ω and ( j;k) 2 (Z+)2 with j+ k = 2;3
if and only if (A-2)0
z0
is satisfied for every z0 2 S¤Rn with x0 2 Ω, ξ 01 6= 0 and
d p(z0) = 0. Indeed, assume that (A-2)0
z0
is satisfied for every z0 2 S¤Rn with
x0 2 Ω, ξ 01 6= 0 and d p(z0) = 0, and put
ξ1 = s¡1; ξ2 = ts¡1; ξ3 = τs¡1; ξ4 =§
q
2¡a(x4)2s¡1=(
p
2a(x4));
where 0 < s ¿ 1 and t2 + τ2 = 1=2. Then we have
∑
j+k=3
(˜b1j;k(x)§ ˜b2j;k(x))t jτk + ∑
j+k=2
(˜b1j;k(x)§ ˜b2j;k(x))t jτk=
p
2 = 0;
since p(x;ξ ¡ iϑ) = O(s¡2) as s # 0. Replacing (t;τ) with (¡t;¡τ) we have
∑
j+k=l
˜bµj;k(x)t
jτk = 0 ( l = 2;3 and µ = 1;2);
which gives ˜bµj;k(x) = 0 for j + k = 2;3 and µ = 1;2. Let z0 = (x0;0;0;0;§1).
Then we have
jξ j2
3
∑
j=1
jξ jj=jp(x;ξ ¡ iϑ)j ·C in a conic neighborhood of z0:
Therefore, (A-2)0
z0
is satisfied if and only if
b(0;0;0;3)(x) = 0 in a neighborhood of x0:
A. Microhyperbolic functions
Let Ω be an open subset of RN , and let f 2C∞(Ω). For z0 2Ω and ϑ 2 Tz0(Ω)
( ' RN) we say that f (z) is microhyperbolic at z0 with respect to ϑ if there are a
neighborhood U of z0 in Ω, l 2 Z+, c > 0 and t0 > 0 such that¯¯¯ l
∑
j=0
(¡itϑ) j f (z)= j!
¯¯¯
¸ ct l for z 2U and 0 · t · t0;
where ϑ is regarded as a vector field ϑ = ϑ ¢∇z ( see, e.g., [19] and [9]). Assume
that f (z) is microhyperbolic at z0 with respect to ϑ , and put
f (z;ζ ) = ∑
jα j·l
(¡iζ )α∂ αz f (z)=α! for z 2 Ω and ζ 2 Cn:
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The localization polynomial fz0(ζ ) at z0 is defined by
f (z0 + sζ ) = sr( fz0(ζ )+o(1)) as s ! 0;
fz0(ζ ) 6´ 0 in ζ 2 RN :
Then fz0(ζ ) is hyperbolic with respect to ϑ ( see, e.g., [8], Lemma 8.7.2 in [6]
and [20]). Moreover, one can take l = r ( see Lemma 2.4 in [19]). Let M be a
compact subset of Γ( fz0;ϑ). Modifying U , c and t0 if necessary, we have
j f (z; tζ )j ¸ ctr;(A.1)
j∂ jt ∂ αz f (z; tζ )= f (z; tζ )j ·Cαt¡jαj¡ j(A.2)
for z 2U , ζ 2 M and t 2 (0; t0], where the Cα are positive constants ( see, e.g.,
Lemma 4.2.in [9]). Since f (z;¡tζ ) = ∑rj=0(¡2t) j∂ jt f (z; tζ )= j!, (A.2) gives the
following
Lemma A.1. If f (z) is microhyperbolic at z0 with respect to §ϑ and M is a
compact subset of Γ( fz0;ϑ), then there is C > 0 such that
C¡1j f (z; tζ )j · j f (z;¡tζ )j ·Cj f (z; tζ )j
for z 2U, ζ 2 M and t 2 [0; t0], with modifications of U and t0 if necessary.
Let eΩ be an open subset of RN , and let χ: eΩ »! Ω be a diffeomorphism.
Theorem A.2. χ¤ f is microhyperbolic at w0 with respect to (dχw0)¡1ϑ , where
w0 = χ¡1(z0).
Proof. Put ˜ϑ(w) = (dχw)¡1ϑ . Then we have
f (χ(w); tϑ) =
r
∑
j=0
(¡it ˜ϑ(w)) j(χ¤ f )(w)= j!(A.3)
=
r
∑
j=0
(¡it) j
n
∑
jαj= j
˜ϑ(w)α∂ αw (χ¤ f )(w)=α!+ ∑
jα j< j
C j;α(w)∂ αw (χ¤ f )(w)
o
;
where C j;α(w) 2C∞(eΩ). (A.2) yields
(A.4) j∂ αw (χ¤ f )(w)= f (χ(w); tϑ)j ·Ct¡jαj
if w 2 χ¡1(U), 0 < t · t0 and jαj · r. From (A.3) and (A.4) there is C > 0 such
that
j1¡ (χ¤ f )(w; t ˜ϑ(w0))= f (χ(w); tϑ)j ·C(jw¡w0j+ t)
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if w 2 χ¡1(U) and 0 < t · t0. Choose t1 > 0 and a neighborhood U1 of z0 so that
t1 · t0, U1 bU and jw¡w0j+ t1 · (2C)¡1 for w 2 χ¡1(U1). Then we have
j(χ¤ f )(w; t ˜ϑ(w0))j ¸ j f (χ(w); tϑ)j=2 ¸ ctr=2
for w 2 χ¡1(U1) and 0 < t · t1, which proves the theorem.
Let z j 2RN ( 1· j ·M), and let ρ j ( 1· j ·M) be positive numbers satisfy-
ing 0 < ρ1 < ρ2 < ¢ ¢ ¢< ρM < 1. Put z(t) = ∑Mj=1 tρ jz j. We define the polynomial
fz0(ζ ;z(¢)) of ζ 2 CN and the non-negative number r(z0;z(¢)) by
f (z0 + z(t)+ tζ ) = tr(z0;z(¢))( fz0(ζ ;z(¢))+o(1)) as t # 0;
fz0(ζ ;z(¢)) 6´ 0 in ζ :
Note that fz0(ζ ) = fz0(ζ ;0) and that r(z0;z(¢))· r´ r(z0;0), since (∂ αz f )(z0) = 0
if jαj< r, and (∂ rz1 f )(z0) 6= 0.
Theorem A.3. We have
(A.5) fz0(ζ ;z(¢)) 6= 0 if ζ 2 RN ¡ iΓ( fz0 ;ϑ);
and fz0(ζ ;z(¢)) is hyperbolic with respect to ϑ .
Proof. Put
fz0(ζ ;z(¢); t) = ∑
jαj·r=ρ1+1
(z(t)+ tζ )α(∂ αz f )(z0)=α!:
Then we have
fz0(ζ ;z(¢); t) = tr(z0;z(¢))( fz0(ζ ;z(¢))+o(1))(A.6)
= f (z0 + z(t); itζ )+o(tr) as t # 0
for ζ 2 CN , where o(1) and t¡ro(tr) tend to 0 uniformly in each compact subset
of CN as t # 0. Since
f (z0 + z(t); itζ ) = f (z0 + z(t)+ t Re ζ ;¡t Im ζ )+o(tr) as t # 0;
it follows from (A.1) and (A.6) that for every compact subset K ofRN¡ iΓ( fz0;ϑ)
there is t1 > 0 such that
(A.7) j fz0(ζ ;z(¢); t)j ¸ ctr=2 for ζ 2 K and t 2 (0; t1]:
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Now suppose that there is ζ 0 2RN¡ iΓ( fz0 ;ϑ) such that fz0(ζ 0;z(¢))= 0. Choose
ϑ 1 2 CN , positive constants ε and δ so that
j fz0(ζ 0 +λϑ 1;z(¢))j> ε for λ 2 C with jλ j= δ ;
and fζ 0 + λϑ 1; λ 2 C and jλ j · δg b RN ¡ iΓ( fz0(¢);ϑ). Rouche´’s theorem
implies that there is t2 > 0 such that the equation fz0(ζ 0 +λϑ 1;z(¢); t) = 0 in λ
has solutions in the set fλ 2 C; jλ j < δg if 0 < t · t2. This contradicts (A.7),
which proves (A.5). Denote by f 0
z0
(ζ ;z(¢)) the principal part of fz0(ζ ;z(¢)). Then
there is m(z0;z(¢)) 2 Z+ such that for any compact subset K of CN there is C > 0
satisfying
(A.8) jsm(z0;z(¢)) fz0(s¡1ζ ;z(¢))¡ f 0z0(ζ ;z(¢))j ·Cs
for ζ 2 K and 0 < s · 1. Now suppose that f 0
z0
(¡iϑ ;z(¢)) = 0. Choose ϑ 1 2 CN ,
positive constants ε an δ so that
(A.9) j f 0z0(¡iϑ +λϑ 1;z(¢))j> ε for λ 2 C with jλ j= δ ;
and f¡iϑ +λϑ 1; λ 2C and jλ j · δgbRN ¡ iΓ( fz0 ;ϑ). Similarly, (A.5), (A.8),
(A.9) and Rouche´’s theorem lead a contradiction. So we have f 0
z0
(ϑ ;z(¢)) 6= 0.
Therefore, fz0(ζ ;z(¢)) is hyperbolic with respect to ϑ .
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