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Abstract
We consider a system of N bosons in the mean-field scaling regime for a class of
interactions including the repulsive Coulomb potential. We derive an asymptotic expansion
of the low-energy eigenstates and the corresponding energies, which provides corrections
to Bogoliubov theory to any order in 1/N .
1 Introduction
We consider a system of N interacting bosons in Rd, d ≥ 1, which are described by the N -body
Hamiltonian
HN =
N∑
j=1
(−∆j + V ext(xj))+ λN ∑
1≤i<j≤N
v(xi − xj) (1.1)
with coupling parameter
λN :=
1
N − 1 ,
which corresponds to a mean-field (or Hartree) regime of weak and long-range interactions.
We refer to [18] for a review and discussion of open problems. The Hamiltonian HN acts on
the Hilbert space of square integrable permutation symmetric functions on RdN ,
HNsym :=
N⊗
sym
H , H := L2(Rd) .
Our assumptions on the interaction v include the repulsive Coulomb potential (d = 3), and
our conditions on the external trap V ext are satisfied, e.g., by harmonic potentials. We study
the spectrum of HN for excitation energies of order one above the ground state,
1

(0)
N < 
(1)
N < · · · < (n)N < . . . .
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1We follow the convention to count eigenvalues without multiplicity.
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Our main result is an asymptotic expansion of the eigenvalues of HN , which, in the case of
N -independent degeneracy, reads

(n)
N = NeH + E
(n)
0 + λNE
(n)
1 + λ
2
NE
(n)
2 + λ
3
NE
(n)
3 + . . . , (1.2)
where the N -dependence is exclusively in the prefactors N and λN . More precisely, we con-
struct an asymptotic expansion of the spectral projectors of HN , which implies (1.2). For
eigenvalues whose degeneracy increases in the limit N → ∞, we obtain a comparable result
for the sum of those eigenvalues that become degenerate in the limit.
Let us explain the different contributions in (1.2). It is well known (see, e.g., [57, 22, 28,
30, 33]) that, for any fixed n ∈ N0, the eigenstates Ψ(n)N of HN associated with (n)N exhibit
Bose–Einstein condensation in the minimizer ϕ of the Hartree functional. As (1.1) describes
a mean-field regime, the leading order in (1.2) is given by

(n)
N =
〈
Ψ
(n)
N , HNΨ
(n)
N
〉
=
〈
ϕ⊗N , HNϕ⊗N
〉
+O(1) , (1.3)
with 〈
ϕ⊗N , HNϕ⊗N
〉
= N
〈
ϕ,
(−∆ + V ext + 12v ∗ ϕ2)ϕ〉 =: NeH . (1.4)
For corresponding results in more singular scaling limits, see [34, 31, 32, 47, 2, 5, 45, 1] and
[37, 35, 36, 58, 16, 21, 60, 12, 11, 17].
The error in (1.3) is caused by O(1) particles which are excited from the condensate. To
compute their energy, one decomposes Ψ
(n)
N into contributions from condensate and excitations,
as was first proposed in [30]. The excitations form a vector in a truncated Fock space over the
orthogonal complement of ϕ, and the relation between Ψ
(n)
N and the corresponding excitation
vector is given by a unitary map
UN,ϕ : H
N → F≤N⊥ :=
N⊕
k=0
k⊗
sym
{ϕ}⊥ , ΨN 7→ UN,ϕΨ(n)N =: χ(n)≤N , (1.5)
with the usual notation {ϕ}⊥ := {φ ∈ H : 〈φ, ϕ〉H = 0}. Hence,

(n)
N = NeH +
〈
UN,ϕΨ
(n)
N ,H≤NUN,ϕΨ
(n)
N
〉
F≤N⊥
, (1.6)
where
H≤N := UN,ϕ (HN −NeH)U∗N,ϕ : F≤N⊥ → F≤N⊥ (1.7)
describes precisely the energy due to excitations from the condensate.
By construction, the excitation Hamiltonian H≤N is explicitly N -dependent. To extract
the contributions to the energy to each order in λN , we extend H≤N trivially to an operator
H acting on the full excitation Fock space F⊥ and expand it formally as
H = H0 +
∑
j≥1
λ
j
2
NHj . (1.8)
The coefficientsHj areN -independent operators on F⊥, which are explicitly given in terms of ϕ
and v (see Proposition 3.2). In particular, Hj contains an even number of creation/annihilation
operators for j even, and an odd number for j odd.
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The leading order term H0 is the well known Bogoliubov Hamiltonian, which was first
proposed by Bogoliubov in 1947 [7]. It is quadratic in the number of creation/annihilation
operators and can be diagonalized by Bogoliubov transformations, which is very convenient
for the further analysis. The spectrum of H0, which is thus easily accessible, gives the O(1)
contribution in (1.2), i.e., for any ν ∈ N0, there exists an eigenvalue E(n)0 of H0 such that
lim
N→∞
(

(ν)
N −NeH
)
= E
(n)
0 , (1.9)
with
E
(0)
0 < E
(1)
0 < · · · < E(n)0 < . . .
the eigenvalues of H0. For bounded interactions v, this was shown by Seiringer [57] in the ho-
mogeneous setting, and by Grech and Seiringer [22] in the inhomogeneous case. Lewin, Nam,
Serfaty and Solovej [30] proved (1.9) for a larger class of models, including a class of unbounded
interaction potentials as well as a variety of one-particle operators. Moreover, related results
on the torus were obtained in [38, 42]. All error estimates proven in [57, 22, 30, 38] are at best of
the order O(N−1/2). We refer to [15, 48, 4, 3] for similar results in more singular scaling limits.
In this paper, we derive the remaining terms in the expansion (1.2). To keep the notation
simple, we restrict—for the remainder of this introduction—to the (non-degenerate) ground
state. Formally, the coefficients in (1.2) can be determined by standard perturbation theory
in the small parameter λ
1/2
N . Let us denote by χ0 the (non-degenerate) normalized ground
state of H0, and by P0 and Q0 the corresponding orthogonal projections on F⊥, i.e.,
H0χ0 = E
(0)
0 χ0 , P0 = |χ0〉〈χ0| , Q0 = 1− P0 . (1.10)
By (1.8), the first order perturbation of H0 is
H = H0 + λ
1
2
NH1 +O(λN ) , (1.11)
hence first order perturbation theory yields (see, e.g., [56, Chapter 5])

(0)
N −NeH = E(0)0 + λ
1
2
N 〈χ0,H1χ0〉F⊥ +O(λN ) = E
(0)
0 +O(λN ) . (1.12)
The O(λ1/2N ) contribution vanishes by Wick’s rule because H1 contains an odd number of
creation/annihilation operators and since χ0 is quasi-free. For the next order, second order
perturbation theory for the Hamiltonian
H = H0 + λ
1
2
NH1 + λNH2 +O
(
λ
3/2
N
)
(1.13)
yields

(0)
N −NeH = E(0)0 + λN
〈
χ0,
(
H2 +H1
Q0
E
(0)
0 −H0
H1
)
χ0
〉
F⊥
+O(λ2N ) , (1.14)
and the higher orders are constructed similarly. In particular, all terms in the expansion
corresponding to half-integer powers of λN vanish.
In our main result, we make this formal argument rigorous by proving an asymptotic
expansion for the ground state projector P of H. Recall that
P =
1
2pii
∮
γ
1
z −H dz , P0 =
1
2pii
∮
γ
1
z −H0 dz , (1.15)
3
for some closed contour γ which encloses both 
(0)
N −NeH and E(0)0 and leaves the remaining
spectra of H and H0 outside. The existence of such a contour with length of order one is, for
sufficiently large N , guaranteed by (1.9). Using (1.8), we expand the resolvent of H around
the resolvent of H0, which results in an expansion of P, and the trace with H recovers (1.12)
and (1.14) (see Corollary 3.7). Finally, we show that the error is sub-leading with respect to
the order of the approximation.
In fact, we prove a more general statement, which can be understood as asymptotic expan-
sion of ground state and excited states of HN : For any operator A
(m) on Hm that is relatively
bounded with respect to −∆ + V ext, it holds that
TrHNA(m)N PN = TrF⊥A(m)N P0 +
a∑
`=1
λ
`
2
NTrF⊥A
(m)
N P` +O
(
λ
a+2
2
N
)
, (1.16)
where PN denotes the projector onto the ground state of HN , A
(m)
N is the symmetrized version
of A(m) conjugated with UN,ϕ, and P` denotes the `’th order in the expansion of the projector
P. The full statement, which extends to excited states with energies of order one above the
ground state, is given in Theorem 1.
To the best of our knowledge, the rigorous derivation of higher order corrections to the
Bogoliubov energy in the mean-field scaling has not been studied before. Other approaches to
perturbations around Bogoliubov theory are based on the ideas of renormalization group and
constructive field theory, which is very different from our rather direct approach. We refer to
[13] for recent results and a review of the literature, which mostly treats more singular scalings
than the mean-field regime.
Another approach was proposed by Pizzo in [52, 53, 54], where he considers a Bose gas
on a torus in the mean-field regime. He constructs an expansion for the ground state and a
fixed-point equation for the ground state energy, first for a simpler three-modes Bogoliubov
Hamiltonian [52], and subsequently, building on these results, for a Bogoliubov Hamiltonian
[53] and the full Hamiltonian [54]. The main result is norm convergence of the expansion to
the ground state to arbitrary precision. This expansion is based on a multi-scale analysis in
the number of excitations around a product state using Feshbach maps. In contrast to our
work, this is done in the N -particle space, whereas we make use of the N -dependent unitary
map UN,ϕ to work in the excitation Fock space F⊥.
Finally, we remark that our work is inspired by [9], where an analogous expansion of the
dynamics generated by HN was constructed. Related results for the mean-field dynamics in
Fock space have been obtained in [20, 19], and different approaches characterizing the dynamics
to any order in 1/N were discussed in [50, 8]. Let us also note that there are many recent
results on the derivation of the Bogoliubov dynamics in the mean-field regime [25, 26, 29, 39]
as well as in more singular scaling limits [23, 6, 43, 24, 27, 44, 14, 10, 51].
Notation
• We denote by C an expression which may depend on constants fixed by the model, i.e.,
constants whose values depend on h and H0, such as norms of the Hartree minimizer ϕ,
the gap gH above the ground state of h, and norms ‖U0‖op, ‖V0‖HS of the Bogoliubov
transformation diagonalizing H0. The notation C(n) indicates that the constant may also
depend on the number n of the excited state of H0, such as |E(n)0 |, its degeneracy δ(n)0 ,
and the spectral gap above it. Finally, C(n, a) implies the dependence on an additional
parameter a. Constants may vary from line to line.
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• Eigenvalues are always counted without multiplicity, i.e., the (discrete) spectrum of an
operator T is denoted as t(0) < t(1) < t(2) < . . . , where each eigenvalue t(j) has some
finite multiplicity δ(j) ≥ 1.
• We denote by j := (j1, ..., jn) a multi-index and define |j| := j1 + · · ·+ jn. Besides, we
abbreviate
x(k) := (x1, ..., xk) , dx
(k) := dx1 ··· dxk (1.17)
for k ≥ 1 and xj ∈ Rd.
2 Preliminaries
2.1 Assumptions
We make the following assumptions on the external potential V ext and the interaction v:
Assumption 1. Let V ext : Rd → R be measurable, locally bounded and non-negative and let
V ext(x) tend to infinity as |x| → ∞, i.e.,
inf
|x|>R
V ext(x)→∞ as R→∞ . (2.1)
Assumption 1 implies that V ext must be a confining potential. It is, for example, satisfied
by V ext(x) = ωx2 for ω > 0. Let us introduce the abbreviation
T : H ⊃ D(T )→ H , T := −∆ + V ext . (2.2)
We denote by
Tj := 1⊗ ··· ⊗ 1⊗ T ⊗ 1···1
the operator acting as T on the jth coordinate.
Assumption 2. Let v : Rd → R be measurable with v(−x) = v(x) and v 6≡ 0, and assume
that there exists a constant C > 0 such that, in the sense of operators on Q(−∆) = H1(Rd),
|v|2 ≤ C (1−∆) . (2.3)
Besides, assume that v is of positive type, i.e., that it has a non-negative Fourier transform.
Assumption 2 is clearly satisfied by any bounded potential with positive Fourier transform.
Moreover, by Hardy’s inequality, it is fulfilled by the repulsive Coulomb potential in d = 3
dimensions.
Remark 2.1. (a) Note that (2.3) implies that
2|v(x1 − x2)| ≤ 1 + |v(x1 − x2)|2 ≤ C (−∆1 −∆2 + 1) ≤ C(T1 + T2 + 1) (2.4)
in the sense of operators on Q(T1 + T2) ⊂ H2 because V ext ≥ 0. In particular,
‖v ∗ φ2‖∞ ≤ C
(‖∇φ‖2 + 1) , (2.5)〈
φ⊗ φ, |v(x− y)|2φ⊗ φ〉
H2
≤ C 〈φ, (T + 1)φ〉 (2.6)
for any normalized φ ∈ Q(T ). Moreover, v being of positive type implies that∫
R2d
dx dy φ(x)v(x− y)φ(y) ≥ 0 . (2.7)
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(b) Assumptions 1 and 2 imply that |v|2 ≤ εT 2 +C2ε−1 +C for any ε > 0, hence HN is (for
each N) self-adjoint on its domain D(∑Nj=1 Tj) by the Kato–Rellich theorem.
(c) Since V ext is measurable and locally bounded and tends to infinity, it is bounded below,
and we take its lower bound to be zero only for convenience.
Next, we recall the Hartree energy functional, which is defined as
EH[φ] :=
∫
Rd
(|∇φ(x)|2 + V ext(x)|φ(x)|2) dx+ 12 ∫
R2d
v(x− y)|φ(x)|2|φ(y)|2 dx dy (2.8)
for φ ∈ DH with
DH := {φ ∈ Q(T ) : ‖φ‖H = 1} ⊂ H . (2.9)
Its minimum is denoted by
eH := inf
φ∈DH
EH[φ] . (2.10)
Under Assumptions 1 and 2, EH admits a unique, strictly positive minimizer ϕ, which solves
the stationary Hartree equation.
Lemma 2.2. Let Assumptions 1 and 2 hold.
(a) There exists a unique (up to a constant phase) ϕ ∈ DH such that
EH[ϕ] = eH ,
and we choose ϕ strictly positive. The minimizer ϕ solves the stationary Hartree equa-
tion,
hϕ = 0 , (2.11)
in the sense of distributions, where
h : H ⊃ D(T )→ H , h : T + v ∗ ϕ2 − µH (2.12)
with Lagrange multiplier µH ∈ R given by
µH :=
〈
ϕ,
(
T + v ∗ ϕ2)ϕ〉 . (2.13)
(b) The operator h is self-adjoint on its domain D(T ) and its spectrum is purely discrete.
The minimizer ϕ of EH is the unique ground state ϕ of h, and there exists a complete set
of normalized eigenfunctions {ϕj}j≥0 for h. Spectrum and eigenstates of h are denoted
as
hϕj = ε
(j)ϕj , 0 = ε
(0) < ε(1) < . . . , ϕ0 := ϕ . (2.14)
In particular, the spectral gap gH above the ground state of h is positive,
gH := ε
(1) − ε(0) = ε(1) > 0 . (2.15)
(c) Define K : H→ H as the operator with kernel
K(x; y) := v(x− y)ϕ(x)ϕ(y) . (2.16)
Then K is positive and Hilbert–Schmidt. Moreover, it holds that
A :=
(
h+ qKq qKq
qKq h+ qKq
)
≥ gH > 0 on H⊥ ⊕ H⊥ (2.17)
for H⊥ := {ϕ}⊥ and where q denotes the orthogonal projection onto H⊥, i.e.,
p := |ϕ〉〈ϕ| , q := 1H − p . (2.18)
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Proof. For part (a), note first that EH ≥ 0 on DH by (2.4), hence there exists a sequence
{φn}n ⊂ DH such that EH[φn]→ eH. Moreover, 〈φn, Tφn〉 ≤ C because D(|φn|2, |φn|2) ≥ 0 by
(2.7), where we abbreviated D(f, g) := 12
∫
R2d dx dyf(x)v(x − y)g(y). Since T has a compact
resolvent by Assumption 1, DC := {ψ ∈ Q(T ) : ‖ψ‖ ≤ 1 , 〈ψ, Tψ〉 ≤ C} is compact [55,
Theorems XIII.16 and XIII.64] and there exists a subsequence such that φn → φ ∈ DC
strongly in H. For % := |φ|2 and %n := |φn|2, ‖% ∗ v‖∞ ≤ C by (2.5) and
∫
ρn →
∫
ρ, hence
lim
n→∞D(%n, %n) ≥ 2 limn→∞D(%n − %, %) +D(%, %) = D(%, %) . (2.19)
Since DC is weakly compact in both H1(Rd) and the L2-space with norm ‖ψ‖2V :=
∫
V ext|ψ|2,
we find, passing again to a subsequence, that lim infn→∞ 〈φn, Tφn〉 ≥ 〈φ, Tφ〉 by weak lower
semi-continuity of both norms. With this, part (a) can be shown as in [34, Lemmas A.1-4].
We denote the unique strictly positive minimizer by ϕ.
Part (b) is a consequence of (2.5) and Assumption 1 by Kato–Rellich and [55, Theorems
XIII.16 and XIII.64]. Finally, the first part of (c) is implied by (2.6), and the second part
follows since K ≥ 0 by (2.7) and h ≥ gH on H⊥ by part (b).
In summary, Assumptions 1 and 2 provide all necessary properties of the effective one-
body operator h, in particular the existence of a finite spectral gap above the ground state.
In addition, we require the Hartree functional to be a valid description for the N -body energy
as N →∞. Put differently, we assume that N -body states with an energy of order one above
the ground state exhibit complete BEC in the Hartree minimizer ϕ. This is implied by the
following statement, where we moreover require the error rate not to be too large:
Assumption 3. Assume that there exist constants C1 ≥ 0 and 0 < C2 ≤ 1, as well as a
function ε : N→ R+0 with
lim
N→∞
N−
1
3 ε(N) ≤ C1 ,
such that
HN −NeH ≥ C2
N∑
j=1
hj − ε(N) (2.20)
in the sense of operators on D(HN ).
We do not know how to prove (2.20) under our generic Assumptions 1 and 2. However,
(2.20) is known to be true for the examples we have in mind: Any bounded and positive
definite interaction potential v satisfies Assumption 3 with optimal rate ε(N) = O(1) [22,
Lemma 1 and Remark 2]. Moreover, the repulsive three-dimensional Coulomb potential fulfils
Assumption 3 with ε(N) = O(N1/3) [30, Lemma 3.1].
2.2 Excitation Fock space and excitation Hamiltonian
In this section, we review the excitation map UN,ϕ from (1.5), which was introduced in [30]
and maps an N -body wave function to the corresponding excitation vector. Recall that any
Ψ ∈ HNsym can be decomposed into condensate and excitations as
Ψ =
N∑
k=0
ϕ⊗(N−k) ⊗s χ(k) , χ(k) ∈
k⊗
sym
H⊥ , (2.21)
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with ⊗s the symmetric tensor product, which is for ψa ∈ Ha and ψb ∈ Hb defined as
(ψa ⊗s ψb)(x1, ..., xa+b) :=
1√
a! b! (a+ b)!
∑
σ∈Sa+b
ψa(xσ(1), ..., xσ(a))ψb(xσ(a+1), ..., xσ(a+b)) ,
(2.22)
with Sa+b the set of all permutations of a+ b elements. The sequence
χ≤N :=
(
χ(k)
)N
k=0
(2.23)
of k-particle excitations forms a vector in the truncated excitation Fock space over H⊥ = {ϕ}⊥,
F≤N⊥ =
N⊕
k=0
k⊗
sym
H⊥ ⊂ F⊥ =
∞⊕
k=0
k⊗
sym
H⊥ , (2.24)
and vectors in F⊥ are denoted as
φ =
(
φ(0), φ(1), . . . , φ(k) . . .
)
, φ≤N =
(
φ(0), φ(1), . . . , φ(N)
)
. (2.25)
The creation and annihilation operators on F⊥ are
(a†(f)φ)(k)(x1, ..., xk) =
1√
k
k∑
j=1
f(xj)φ
(k−1)(x1, ..., xj−1, xj+1, ..., xk) , k ≥ 1 , (2.26)
(a(f)φ)(k)(x1, ..., xk) =
√
k + 1
∫
dxf(x)φ(k+1)(x1, ..., xk, x) , k ≥ 0 (2.27)
for f ∈ H⊥ and φ ∈ F⊥. They can be expressed in terms of the operator-valued distributions
a†x, ax,
a†(f) =
∫
dxf(x) a†x , a(f) =
∫
dxf(x) ax , (2.28)
which satisfy the canonical commutation relations
[ax, a
†
y] = δ(x− y) , [ax, ay] = [a†x, a†y] = 0 . (2.29)
We denote the second quantization in F⊥ of an m-body operator T (m) by dΓ⊥, i.e.,
dΓ⊥(T (m))
= 0⊕ · · · ⊕ 0⊕
⊕
k≥0
∑
1≤j1,...,jm≤m+k
T
(m)
j1,...,jm (2.30)
=
1
m!
∑
i1,...,im≥1
j1,...,jm≥1
〈
ψi1 ⊗ ··· ⊗ ψimT (m)ψj1 ⊗ ··· ⊗ ψjm
〉
a†(ψi1)···a†(ψim)a(ψj1)···a(ψjm)
for any orthonormal basis {ψj}j≥1 of H⊥. Equivalently,
dΓ⊥(T (m)) = dΓ⊥(q⊗m T (m)q⊗m) = dΓ(q⊗m T (m)q⊗m) , (2.31)
where dΓ denotes the usual second quantization in the Fock space over the full space H.
Finally, the number operator on F⊥ is given by
N⊥ := dΓ⊥(1) = dΓ⊥(q) , (N⊥φ)(k) = kφ(k) for φ ∈ F⊥ . (2.32)
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Recall that for any function F of N⊥, it holds that
a†xF (N⊥) = F (N⊥ − 1)a†x , axF (N⊥) = F (N⊥ + 1)ax . (2.33)
An N -body state Ψ is mapped onto its corresponding excitation vector χ≤N by
UN,ϕ : H
N → F≤N⊥ , Ψ 7→ UN,ϕΨ := χ≤N , (2.34)
which is unitary and acts as
UN,ϕΨ =
N⊕
j=0
q⊗j
(
a(ϕ)N−j√
(N − j)! Ψ
)
for Ψ ∈ HN (2.35)
by [30, Proposition 4.2]. Note that the product state ϕ⊗N is mapped to the vacuum of F≤N⊥ ,
UN,ϕϕ
⊗N = (1, 0, 0, . . . 0) =: |Ω〉 . (2.36)
For f, g ∈ H⊥, (2.35) yields the substitution rules
UN,ϕa
†(ϕ)a(ϕ)U∗N,ϕ = N −N⊥ , (2.37a)
UN,ϕa
†(f)a(ϕ)U∗N,ϕ = a
†(f)
√
N −N⊥ , (2.37b)
UN,ϕa
†(ϕ)a(g)U∗N,ϕ =
√
N −N⊥a(g) , (2.37c)
UN,ϕa
†(f)a(g)U∗N,ϕ = a
†(f)a(g) (2.37d)
as identities on F≤N⊥ .
As explained in the introduction, conjugation of HN with UN,ϕ extracts the contribution
to the energy which is due to excitations from the condensate. As a consequence of (2.37),
H≤N can be expressed as
H≤N = K0 +
(
N −N⊥
N − 1
)
K1
+
(
K2
√
(N −N⊥)(N −N⊥ − 1)
N − 1 +
√
(N −N⊥)(N −N⊥ − 1)
N − 1 K
∗
2
)
+
(
K3
√
N −N⊥
N − 1 +
√
N −N⊥
N − 1 K
∗
3
)
+
1
N − 1K4 , (2.38)
where we used the shorthand notation
K0 :=
∫
dx a†xhxax , (2.39a)
K1 :=
∫
dx1 dx2K1(x1;x2)a
†
x1ax2 , (2.39b)
K2 := 12
∫
dx1 dx2K2(x1, x2)a
†
x1a
†
x2 , (2.39c)
K3 :=
∫
dx(3)K3(x1, x2;x3)a
†
x1a
†
x2ax3 (2.39d)
K4 := 12
∫
dx(4)K4(x1, x2;x3, x4)a
†
x1a
†
x2ax3ax4 , (2.39e)
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with
K1 : H⊥ → H⊥, K1 := qKq , (2.40a)
K2 ∈ H⊥ ⊗ H⊥, K2(x1, x2) := (q1q2K)(x1, x2) , (2.40b)
K3 : H⊥ → H⊥ ⊗ H⊥, ψ 7→ (K3ψ)(x1, x2) := q1q2W (x1, x2)ϕ(x1)(q2ψ)(x2) , (2.40c)
K∗3 : H⊥ ⊗ H⊥ → H⊥, ψ 7→ (K∗3ψ)(x1) = q1
∫
dx2ϕ(x2)W (x1, x2)(q1q2ψ)(x1, x2) , (2.40d)
K4 : H⊥ ⊗ H⊥ → H⊥ ⊗ H⊥, ψ 7→ (K4ψ)(x1, x2) := q1q2W (x1, x2)(q1q2ψ)(x1, x2) . (2.40e)
Here, K(x1, x2) is defined as in (2.16), K is the operator with kernel K(x1, x2), and W is the
multiplication operator on H⊥ ⊗ H⊥ defined by
W (x1, x2) := v(x1 − x2)−
(
v ∗ ϕ2) (x1)− (v ∗ ϕ2) (x2) + 〈ϕ, v ∗ ϕ2ϕ〉 . (2.41)
The notation is understood such that the projections q1, q2 act on the respective functions on
their right. For example, the function K3ψ ∈ H⊥ ⊗ H⊥ is obtained from ψ ∈ H⊥ by taking
the tensor product of qψ and ϕ, acting on it with the multiplication operator W , and finally
projecting the resulting function on H⊗H onto the subspace H⊥⊗H⊥. Note that qψ = ψ for
ψ ∈ H⊥, hence the projection q in front of ψ is not necessary here but allows to extend K3 to
a map on the full space H. An analogous observation applies to K1, K
∗
3 and K4. An explicit
formula for H≤N was first derived in [30, Section 4], and we rewrote it in a way that is more
convenient for our analysis (see Appendix A).
Next, we recall the definition the Bogoliubov Hamiltonian H0 and introduce some notation:
Definition 2.3. The Bogoliubov Hamiltonian H0 for the model (1.1) is defined as
H0 := K0 +K1 +K2 +K∗2 , (2.42)
with Kj as defined in (2.39). The eigenvalues of H0 are denoted as
E
(0)
0 < E
(1)
0 < · · · < E(n)0 < . . . (2.43)
with associated eigenspaces
E
(n)
0 :=
{
φ ∈ F⊥ : H0φ = E(n)0 φ
}
, δ
(n)
0 := dimE
(n)
0 . (2.44)
The spectral gap of H0 above E
(n)
0 is defined as
g
(n)
0 := E
(n+1)
0 − E(n)0 , n ∈ N0 , (2.45)
and the projections onto E
(n)
0 and its orthogonal complement are given by
P(n)0 := 1E(n)0
, Q(n)0 := 1F⊥ − P(n)0 . (2.46)
We denote normalized elements of E
(n)
0 as χ
(n)
0 .
To derive an asymptotic expansion of the form (1.2) with N -independent coefficients, we
extend H≤N to the full excitation Fock space F⊥ in the following way:
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Definition 2.4. Define
H≤N := UN,ϕ(HN −NeH)U∗N,ϕ (2.47)
as operator on F≤N⊥ . The eigenvalues E(n) of H≤N relate to the eigenvalues (n)N of HN as
E(n) = 
(n)
N −NeH , n ∈ N0 . (2.48)
We consider the decomposition of F⊥ into the subspaces
F⊥ = F≤N⊥ ⊕F>N⊥ , (2.49)
and in the following all direct sums are understood with respect to this decomposition. We
extend H≤N to the full Fock space F⊥ as
H := H≤N ⊕ E(−1) , (2.50)
where
E(−1) := E(0) − (E(1) − E(0)) . (2.51)
Consequently, the low-energy spectrum of H consists of the eigenvalues
E(−1) < E(0) < E(1) < · · · < E(n) < . . . . (2.52)
Note that we could have extended H≤N to F⊥ in many ways. To motivate the choice (2.50),
recall that our aim is to expand the spectral projectors of H around the corresponding spectral
projectors of H0, which we do by expressing them as contour integrals over the resolvent of
H and subsequently expanding (z − H)−1 around (z − H0)−1. Let us first consider the case
where the eigenvalues E(n) and E
(n)
0 of H and H0, respectively, are non-degenerate. In view
of (1.15), we require an O(1) contour γ(n) that encloses both E(n) and E(n)0 and leaves the
remaining spectrum of H outside. The choice H = H≤N ⊕ c, for c a finite distance away from
any point in the spectrum of H≤N , ensures that H has precisely one (infinitely degenerate)
additional eigenvalue c compared to H≤N . Since the spectrum of H≤N is bounded from below
by E(0), we place c at a finite distance below E(0), for simplicity such that the spectral gaps
below and above E(0) have the same size.
If E
(n)
0 is degenerate, the expansion must be done carefully because we cannot exclude that
non-degenerate eigenvalues of H become degenerate in the limit N →∞. By [30], every low-
energy eigenvalue of H converges to an eigenvalue of H0 (see Lemma 4.8a), but the situation
may occur that an eigenvalue E
(n)
0 of H0 is, for instance, twice degenerate, and there exist two
eigenvalues E(n1) 6= E(n2) (for any finite N) of H such that
lim
N→∞
E(n1) = E
(n)
0 = lim
N→∞
E(n2) .
In this case, it makes sense to expand the sum of the corresponding projectors around P(n)0 ,
which becomes apparent when recalling the formula (1.15): Since each closed curve of order
one around E
(n)
0 must enclose both poles E
(n1) and E(n2) of (z − H)−1, the contour integral
gives precisely the sum of the two spectral projections. This motivates the following definition:
Definition 2.5. For any n ∈ N0, we define the path
γ(n) :=
{
E
(n)
0 + g
(n)eit : t ∈ [0, 2pi)
}
⊂ C , (2.53)
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where
g(n) := 12 min
{
g
(n−1)
0 , g
(n)
0
}
(2.54)
for g
(n)
0 as in (2.45). Moreover, we define
ι(n) :=
{
ν ∈ N0 : lim
N→∞
E(ν) = E
(n)
0
}
. (2.55)
Clearly, ι(n) is of the form {`, ..., `+ j} for some `, j ≥ 0. In particular, 1 ≤ |ι(n)| ≤ δ(n)0 .
(a) For n ≥ 0, define
P(n) :=
1
2pii
∮
γ(n)
1
z −H dz , Q
(n) := 1F⊥ − P(n) (2.56)
and
E(n) := P(n)F⊥ =
⊕
ν∈ι(n)
E(ν) ⊂ F≤N⊥ ⊕ 0 , (2.57)
where E(ν) denotes the eigenspace of H at E(ν), i.e.,
E(ν) :=
{
φ⊕ 0 : φ ∈ F≤N⊥ , H≤Nφ = E(ν)φ
}
(2.58)
with dimension
δ
(ν)
N := dimE
(ν) ∈ {1, ..., δ(n)0 } . (2.59)
Clearly,
∑
ν∈ι(n) δ
(ν)
N = δ
(n)
0 .
(b) The corresponding isomorphic subspaces on HN are defined as
E
(n)
N :=
⊕
ν∈ι(n)
E
(ν)
N , E
(ν)
N :=
{
Ψ ∈ HNsym : HNΨ = (ν)N Ψ , ν ∈ ι(n)
}
. (2.60)
The orthogonal projectors onto E
(n)
N and its complement are denoted as
P
(n)
N := 1E(n)N
, Q
(n)
N := 1HN − P (n)N . (2.61)
(c) We denote normalized elements of E
(n)
N as Ψ
(n)
N , and normalized elements of E
(n) as
χ(n) := χ
(n)
≤N ⊕ 0 , χ(n)≤N := UN,ϕΨ(n)N . (2.62)
(d) For n = −1, we define P(−1) as the projector onto the eigenspace of H associated with
E(−1), i.e.,
E(−1) :=
{
0⊕ φ : φ ∈ F>N⊥
}
, P(−1) := 1E(−1) . (2.63)
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3 Main results
Our goal is the expansion of the low-energy spectral projectors of HN in λN . As a first step,
we expand the excitation Hamiltonian
H = H≤N ⊕ E(−1)
in powers of λ
1/2
N . The N -dependence in H has two sources: first, H is defined as the direct
sum of H≤N on F≤N⊥ and a conveniently chosen constant on F>N⊥ ; second, the operators in
H≤N come with N -dependent prefactors. To deal with the first point, we write H on F⊥ as
H = H< +H> (3.1)
with
H< := K0 +
(
1− N⊥ − 1
N − 1
)
K1 +
K2
√[
(N −N⊥)(N −N⊥ − 1)
]
+
N − 1 + h.c.

+
K3
√[
N −N⊥
]
+
N − 1 + h.c.
+ 1
N − 1K4 , (3.2a)
H> := 0⊕
(
E(−1) −K0 −
(
1− N⊥ − 1
N − 1
)
K1 − 1
N − 1K4
)
, (3.2b)
where [·]+ denotes the positive part. Note that K0, K1 and K4 conserve the particle number,
hence the restriction to F>N⊥ in (3.2b) makes sense. The first term H< is defined on the full
space F⊥. To obtain H<, we added to H the missing contributions to K0, K1 and K4 on the
sectors F>N⊥ , and subtracted them again in H>. Finally, we expand the square roots from H<
in a Taylor series:
Lemma 3.1. Let a ∈ N0 and define
c
(j)
0 := 1 , c
(j)
` :=
(j − 12)(j + 12)(j + 32)···(j + `− 32)
`!
, c` := c
(0)
` (3.3)
for ` ≥ 1, and
d`,j :=
j∑
ν=0
c(0)ν c
(0)
j−νc
(ν)
`−j (3.4)
for ` ≥ j ≥ 0. For ` ≥ 1, it follows that
|c`| ≤ 1
2`
, |c(j)` | ≤ 2j+`−1 , |d`,j | ≤ 2`(j + 1) . (3.5)
(a) Define the operator R˜(3)a on F⊥ via the identity√[
N −N⊥
]
+
N − 1 =
a∑
`=0
c` λ
`+ 1
2
N (N⊥ − 1)` + λ
a+ 3
2
N R˜
(3)
a . (3.6)
Then [R˜(3)a ,N⊥] = 0 and
‖R˜(3)a φ‖F⊥ ≤ 2a+1‖(N⊥ + 1)a+1φ‖F⊥ (3.7)
for φ ∈ F⊥.
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(b) Define the operator R˜(2)a on F⊥ through√[
(N −N⊥)(N −N⊥ − 1)
]
+
N − 1 =
a∑
`=0
λ`N
∑`
j=0
d`,j(N⊥ − 1)j + λa+1N R˜(2)a . (3.8)
Then [R˜(2)a ,N⊥] = 0 and
‖R˜(2)a φ‖F⊥ ≤ (a+ 1)24a+1‖(N⊥ + 1)a+1φ‖F⊥ (3.9)
for φ ∈ F⊥.
To prove (3.7) and (3.9), one notes that the sums in (3.6) and (3.8) are precisely the Taylor
expansions of the corresponding square roots, which converge on F≤N⊥ (for R˜(3)a ) and F≤N−1⊥
(for R˜(2)a ), respectively. On F>N⊥ and F>N−1⊥ , respectively, one observes that N⊥ ≥ λ−1N . The
full proof is given (in a slightly different form) in [9], and for completeness, we recall it in
Appendix B. With this, we can expand H< in powers of λ1/2N :
Proposition 3.2. Let a ∈ N0. In the sense of operators on F⊥, it holds that
H< =
a∑
j=0
λ
j
2
NHj + λ
a+1
2
N Ra , (3.10)
with H0 as in Definition 2.3, i.e.,
H0 := K0 +K1 +K2 +K∗2 . (3.11a)
Moreover,
H1 := K3 +K∗3 , (3.11b)
H2 := −(N⊥ − 1)K1 −
(
K2(N⊥ − 12) + h.c.
)
+K4 , (3.11c)
and for j ≥ 2,
H2j−1 := cj−1
(
K3(N⊥ − 1)j−1 + h.c.
)
, (3.11d)
H2j :=
j∑
ν=0
dj,ν
(
K2(N⊥ − 1)ν + h.c.
)
, (3.11e)
with coefficients cj and dj,ν as in (3.3) and (3.4). The remainders are given as
R0 := R
(1)
0 + R
(2)
0 (3.12a)
with
R(1)0 :=
K3
√[
N −N⊥
]
+
N − 1 + h.c.
+ λ 12N ((K2R˜(2)0 + h.c.)− (N⊥ − 1)K1) , (3.12b)
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R(2)0 := λ
1
2
NK4 , (3.12c)
R1 := R
(1)
1 + R
(2)
1 (3.12d)
with
R(1)1 := −(N⊥ − 1)K1 +
(
K2R˜
(2)
0 + h.c.
)
+ λ
1
2
N
(
K3R˜
(3)
0 + h.c.
)
, (3.12e)
R(2)1 := K4 , (3.12f)
and for j ≥ 1,
R2j := K3R˜
(3)
j−1 + λ
1
2
NK2R˜
(2)
j + h.c., (3.12g)
R2j+1 := K2R˜
(2)
j + λ
1
2
NK3R˜
(3)
j + h.c., (3.12h)
with R˜(2)j and R˜
(3)
j from Lemma 3.1.
The next step is to expand P(n) around P(n)0 , using that
P(n)0 =
1
2pii
∮
γ(n)
1
z −H0 dz (3.13)
since γ(n) from (2.53) encloses E
(n)
0 . In view of the definition (2.56) of P(n), we first expand
(z −H)−1 around (z −H0)−1 and integrate the resulting expressions along γ(n).
Lemma 3.3. Let a ∈ N0 and z ∈ %(H) ∩ %(H0), where % denotes the resolvent set. Then
1
z −H =
1
z −H0
a∑
`=0
λ
`
2
N T`(z) + λ
a+1
2
N
1
z −H< Sa(z) +
1
z −H< H
> 1
z −H , (3.14)
where
T`(z) =
∑`
ν=1
∑
j∈Nν
|j|=`
Hj1
1
z −H0Hj2
1
z −H0 ···Hjν
1
z −H0 , (3.15)
Sa(z) =
a∑
ν=0
Rν
1
z −H0Ta−ν(z) . (3.16)
Here, the notation is understood such that T0(z) = 1.
The proof of Lemma 3.3 is postponed to Section 5.1.1. Essentially, one uses the identities
H< = H0 + λ
1
2
NR0 , R0 = H1 + λ
1
2
NR1,
which follow from Proposition 3.2, to conclude that
1
z −H< =
1
z −H0 + λ
1
2
N
1
z −H<R0
1
z −H0
=
1
z −H0 + λ
1
2
N
1
z −H<H1
1
z −H0 +O(λN ) ,
(3.17)
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and iterating this procedure up to order O(λ(a+1)/2N ) concludes the proof.
The next step is to integrate (3.14) along the contour γ(n) as in (3.13). The first term in
(3.14) gives an integral over products of alternately (z − H0)−1 and Hj . After decomposing
1 = P(n)0 +Q
(n)
0 in each resolvent, we note that the term with exclusively Q
(n)
0 vanishes because
the integrand is, by construction, holomorphic in the interior of γ(n). The remaining terms,
all of which contain at least one projection P(n)0 , can be simplified using the residue theorem.
Note that P(n)0 /(z −H0) = P(n)0 /(z −E(n)0 ), hence the number of P(n)0 determines the order of
the pole at z = E
(n)
0 . To express the result in a more compact way, we introduce the following
notation:
Definition 3.4. Define
P(n)` :=

P(n)0 if ` = 0 ,
−
∑`
ν=1
∑
j∈Nν
|j|=`
∑
k∈Nν+10
|k|=ν
O(n)k1 Hj1O
(n)
k2
Hj2 ···O(n)kν HjνO
(n)
kν+1
if ` ≥ 1 , (3.18)
with P(n)0 as in Definition 2.3 and where
O(n)k :=

−P(n)0 k = 0 ,
Q(n)0(
E
(n)
0 −H0
)k k > 0 . (3.19)
The second term in (3.14) is of the same structure as the first one but starts with (z−H<)−1
instead of (z−H0)−1. For later convenience, we decompose the first identity as 1 = P(n)+Q(n).
Moreover, in case of Q(n), we resolve all remaining identities as 1 = P(n)0 +Q
(n)
0 and note that
the contribution with Q(n) and exclusively Q(n)0 vanishes as the integrand is holomorphic.
Finally, in the last term of (3.14), we decompose both identities as 1 = P(n) + Q(n) and
observe that P(n)H> = 0 because P(n) projects onto a subset of F≤N⊥ , where H> equals zero.
This leaves only the term with twice Q(n), which vanishes upon integration. In summary, we
obtain the following formula for P(n):
Proposition 3.5. Let a ∈ N0, n ∈ N0, and γ(n) as in (2.53). Then
P(n) =
a∑
`=0
λ
`
2
NP
(n)
` + λ
a+1
2
N
(
B(n)P (a) + B
(n)
Q (a)
)
, (3.20)
where
B(n)P (a) =
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
1
2pii
∮
γ(n)
P(n)
z −H< Rν
1
z −H0Hj1
1
z −H0 ···Hjm
1
z −H0 dz (3.21)
and
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B(n)Q (a) =
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
m∑
`=0
∑
k∈{0,1}m+1
|k|=`
1
2pii
∮
γ(n)
Q(n)
z −H<Rν
× I
(n)
k1
z −H0Hj1
I(n)k2
z −H0 ···Hjm
I(n)km+1
z −H0 dz
with
I(n)k =
P
(n)
0 k = 0 ,
Q(n)0 k = 1 .
(3.22)
Proposition 3.5 leads to the desired asymptotic expansion of (sums of) spectral projectors
P
(n)
N of HN (see Definition 2.5). More precisely, we consider expectation values with respect to
P
(n)
N for a natural class of m-body operators A
(m) (i.e., operators that are relatively bounded
with respect to T ),
TrHNP
(n)
N A
(m)
1,...,m ,
and derive an expansion in λN for such quantities. Let us begin with fixing the notation:
Definition 3.6. For m ∈ N, let A(m) be some operator acting on Hm. We denote the corre-
sponding symmetrized operator on HN by
A(m)N :=
(
N
m
)−1 ∑
1≤j1<···<jm≤N
A
(m)
j1,...,jm , (3.23)
where A
(m)
j1,...,jm is the operator acting as A
(m) on the variables xj1 , ..., xjm and as identity on
all other variables. Further, we define the corresponding operator A(m)N on F⊥ as
A(m)N := UN,ϕA(m)N U∗N,ϕ ⊕ 0 . (3.24)
Our main result is the following:
Theorem 1. Let Assumptions 1, 2 and 3 be satisfied and let a ∈ N0. Let m ∈ N and let A(m)
be a self-adjoint operator on Hm such that
‖A(m)ψ‖Hm ≤ C
∥∥∥ m∑
j=1
(Tj + 1)ψ
∥∥∥
Hm
for ψ ∈ D
( m∑
j=1
Tj
)
. (3.25)
Then, for sufficiently large N , there exists a constant C(n,m, a) such that∣∣∣∣∣TrHNA(m)N P (n)N −
a∑
`=0
λ
`
2
NTrF⊥A
(m)
N P
(n)
`
∣∣∣∣∣ ≤ C(n,m, a)λa+22N , (3.26)
for P
(n)
N as in Definition 2.5 and P
(n)
` as in Definition 3.4.
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In particular, Theorem 1 proves the validity of Bogoliubov theory up to an error of order
O(N−1), i.e.,
TrHNA(m)N P (n)N = TrF⊥A(m)N P(n)0 +O(λN ) , (3.27)
which improves previously known error estimates of order O(λ1/2N ). Note that the coefficients
TrF⊥A
(m)
N P
(n)
` in (3.26) are not necessarily N -independent because A
(m)
N arises from conjugat-
ing an operator A(m) on the N -body Hilbert space with the N -dependent unitary map UN,ϕ.
Unless A(m) is an operator acting only on Hm⊥ (such as, for example, A
(1) = q), this conjugation
yields factors
√
N −N⊥ comparable to (2.38). Hence, to extract the N -independent contribu-
tions to each order, one needs to expand A(m)N in λ
1/2
N up to the order of the approximation. In
our second main result, we follow this path to derive an expansion of the low-energy spectrum
of HN with N -independent coefficients.
Theorem 2. Let n ∈ N0. Under Assumptions 1, 2 and 3, it holds for any a ∈ N0 and
sufficiently large N that∣∣∣∣∣∣ 1δ(n)0
∑
ν∈ι(n)
δ
(ν)
N 
(ν)
N −NeH −
1
δ
(n)
0
a∑
j=0
λjN
2j∑
`=0
TrF⊥H2j−`P
(n)
`
∣∣∣∣∣∣ ≤ C(n, a)λa+1N (3.28)
for some constant C(n, a) and for ι(n), δ
(ν)
N and δ
(n)
0 as in Definitions 2.5 and 2.3.
In particular, we note that all half-integer powers of λN vanish. This is essentially a conse-
quence of Wick’s rule (Lemma 4.6) and of the fact that the eigenstates of H0 are given explicitly
as Bogoliubov transformations of states with fixed particle number (Lemma 4.7c). Moreover,
exploiting cross-cancellations within each order and applying Wick’s rule several times, we
recover the usual expressions from perturbation theory as discussed in the introduction:
Corollary 3.7. Let Assumptions 1, 2 and 3 be satisfied.
(a) For any n ∈ N0, it holds that
1
δ
(n)
0
∑
ν∈ι(n)
δ
(ν)
N 
(ν)
N = NeH + E
(n)
0 + λN
1
δ
(n)
0
TrF⊥
(
P(n)0
(
H2 +H1O
(n)
1 H1
))
+O(λ2N ) .
(b) For any n ∈ N0 such that δ(n)0 = 1, it holds that

(n)
N = NeH + E
(n)
0 + λNE
(n)
1 + λ
2
NE
(n)
2 +O(λ3N ) (3.29)
with
E
(n)
1 := 〈H2〉+
〈
H1O
(n)
1 H1
〉
, (3.30)
E
(n)
2 :=
4∑
ν=1
∑
j∈Nν
|j|=4
〈
Hj1O
(n)
1 Hj2 ···O(n)1 Hjν
〉
− E(n)1
〈
H1O
(n)
2 H1
〉
, (3.31)
where we abbreviated 〈·〉 ≡
〈
χ
(n)
0 , ·χ(n)0
〉
.
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Remark 3.8. Theorem 1 holds for any fixed n ∈ N0, a ∈ N0 and m ∈ N for sufficiently large N ,
with an error C(n,m, a) that is neither uniform in n nor in m or a. In particular, C(n,m, a)
depends on |E(n)0 |, hence the statement is non-trivial for eigenvalues of HN of order one above
the ground state energy.
Moreover, C(n,m, a) grows rapidly in the order a of the approximation. In the special case
where v ∈ L∞(Rd), our estimates imply that
C(n,m, a) ≤ (C(n,m)(a+ 1))(a+6)2 ,
and the bound is certainly worse in the general case (see Remark 3.10 below). We do not expect
this estimate to be optimal, especially as Borel summability was proven for a comparable
perturbative expansion of the mean-field dynamics on Fock space for bounded interactions
[20]. Also in this setting, the available estimates for unbounded potentials are worse and, in
particular, insufficient to conclude Borel summability [19].
Remark 3.9. As explained in Section 2.1, Assumptions 1, 2 and 3 are satisfied, e.g., by bounded
positive definite potentials and by the repulsive Coulomb potential in d = 3. These assump-
tions ensure that Bogoliubov theory is valid for our model, i.e., that all assumptions in [30]
are satisfied. In that work, it is shown that H0 approximates H to leading order for any
self-adjoint T that is bounded from below, and for interaction potentials
−c1(T1 + T2 + c2) ≤ v(x1 − x2) ≤ c3(T1 + T2 + 1) , 0 < c1 < 1 , c2, c3 > 0
[30, (A1)] such that there exists a unique non-degenerate minimizer for the Hartree functional,
and such that the operators K1 and K2 from (2.40) (K2 as operator H
∗ → H) are Hilbert–
Schmidt [30, (A2)]. Moreover, it is required that
HN −NeH ≥ c
N∑
j=1
h+ O(N)
for some 0 < c < 1 [30, (A3s)]. Our analysis, which can be understood as a perturbative
expansion of H around the leading order H0, relies on the result proven in [30]: We need
E(ν) ≈ E(n)0 (for sufficiently large N) to find a suitable contour γ(n) enclosing E(n)0 as well
as all E(ν) with ν ∈ ι(n), and we require that χ(n) → χ(n)0 strongly in the norm induced by
the quadratic form of H0 to conclude that
〈
χ(n),N⊥χ(n)
〉
is bounded uniformly in N (see
Lemma 4.8).
In contrast to the generic setting from [30], we choose T = −∆ + V ext and consider a
positive definite interaction v satisfying the stronger bound (2.3), which implies (A1–A2) (see
Lemma 2.2). In particular, (2.3) is crucial to bound K3 by powers of N⊥, and K4 in terms
of dΓ⊥(h)1/2 and powers of N⊥. Moreover, Assumption 3 is stronger than (A3s) since we
require an error of at most O(N1/3) to control arbitrary moments of N⊥ with respect to χ(n),
as explained below.
Let us remark that it is not strictly necessary for v to be of positive type. For example,
it is shown in [30, Section 3.2] that a trapped two-dimensional gas with repulsive Coulomb
interactions and V ext diverging sufficiently fast at infinity,
HN =
N∑
j=1
(−∆j + V ext(xj))− λN∑
i<j
ln |xi − xj | , d = 2 ,
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satisfies (A1–A3s) as well as Assumption 3 [30, Lemma 3.7] although v(x) = − ln |x| is not of
positive type.
Moreover, note that V ext must be a confining potential but it need not necessarily diverge
at infinity: In [30, Section 3.1], it is explained that bosonic atoms below a critical binding
number tc, which are described by the rescaled Hamiltonian
Ht,N =
N∑
j=1
(
−∆j − 1
t|xj |
)
+ λN
∑
i<j
1
|xi − xj | , t < tc ∈ (1, 2) , d = 3 ,
meet all criteria, including our Assumption 3. Other viable choices for T are the Laplace
operator on a bounded subset of Rd with Dirichlet, Neumann or periodic boundary conditions,
or relativistic kinetic terms.
In the remainder of this section, we sketch the proof of our main result. The full arguments
are given in Section 5.3. We prove Theorem 1 in four steps.
Step 1. First, recall that all low-energy eigenstates of HN exhibit condensation in ϕ,
hence the leading order contribution to TrHNP
(n)
N A(m)N is given by δ(n)0 〈A〉(m). To take this
into account, we define the auxiliary operator
A(m)red := A
(m)
N − 〈A〉(m) ⊕ 0 , 〈A〉(m) :=
〈
ϕ⊗m, A(m)ϕ⊗m
〉
Hm
, (3.32)
where we already subtracted the leading order, i.e.,
TrHNA(m)N P (n)N = TrF⊥A(m)N P(n) = δ(n)0 〈A〉(m) + TrF⊥A(m)red P(n) . (3.33)
Our main task is to conclude from Proposition 3.5 that
TrF⊥A
(m)
red P
(n) =
a∑
`=0
λ
`
2
NTrF⊥A
(m)
red P
(n)
` +O
(
λ
a+2
2
N
)
, (3.34)
i.e., we must show that the error terms in (3.20) are of the right order. Given (3.34), the
statement of the theorem can be inferred as follows: By definition of A(m)red , (3.34) implies that
TrF⊥A
(m)
red P
(n) =
a∑
`=0
λ
`
2
NTrF⊥A
(m)
N P
(n)
` − 〈A〉(m)
a∑
`=0
λ
`
2
NTrF⊥P
(n)
` +O
(
λ
a+2
2
N
)
. (3.35)
Due to Proposition 3.5 and since TrF⊥P(n) = TrF⊥P
(n)
0 = δ
(n)
0 by definition, one can show that
δ
(n)
0 = TrF⊥P
(n) = δ
(n)
0 +
a∑
`=1
λ
`
2
NTrF⊥P
(n)
` +O
(
λ
a+1
2
N
)
, (3.36)
which implies that TrF⊥P
(n)
` = 0 for any ` ≥ 1. This yields
TrF⊥A
(m)
N P
(n) = TrF⊥A
(m)
red P
(n) + δ
(n)
0 〈A〉(m)
=
a∑
`=0
λ
`
2
NTrF⊥A
(m)
N P
(n)
` + 〈A〉(m)
(
δ
(n)
0 −
a∑
`=0
λ
`
2
NTrF⊥P
(n)
`
)
+O(λa+22N )
=
a∑
`=0
λ
`
2
NTrF⊥A
(m)
N P
(n)
` +O
(
λ
a+2
2
N
)
. (3.37)
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It remains to prove the two estimates (3.34) and (3.36). To deal with both problems
simultaneously, let us consider
A ∈ {A(m)red , 1} .
Step 2. First, we show that A satisfies an estimate of the form
‖Aφ‖F⊥ ≤ CNα1
(
‖(N⊥ + 1)α2φ‖F⊥ +
∥∥(N⊥ + 1)α2−1H0φ∥∥F⊥) . (3.38)
For A = 1, this holds trivially with (α1, α2) = (0, 1); for A = A
(m)
red , we prove (3.38) with
(α1, α2) = (−12 , 32) (Lemma 5.4). Let us explain the main idea of the proof for the simplest
case m = 1. First, we use UN,ϕ to reduce the problem to an estimate on H
N and insert
identities 1 = p1 + q1 (see (2.18)), i.e.,
‖A(1)redφ‖F⊥ =
∥∥(p1A(1)1 p1 − 〈A〉(1) + (q1A(1)1 p1 + h.c.) + q1A(1)1 q1)U∗N,ϕφ∥∥HN (3.39)
for any φ ∈ F≤N⊥ . For the first term, one observes that
p1A
(1)
1 p1 − 〈A〉(1) = −q1〈A〉(1) , (3.40)
hence every contribution to (3.39) contains at least one projection q onto the orthogonal
complement of the condensate wave function. This gives a prefactor N−1/2 because
‖q1U∗N,ϕφ‖HN = N−
1
2 ‖dΓ⊥(q)
1
2U∗N,ϕφ‖HN = N−
1
2 ‖N
1
2
⊥φ‖F≤N⊥ . (3.41)
To control the action ofA(1) on U∗N,ϕφ, note thatA
(1) is relatively bounded by h by assumption,
and, for any ψN ∈ HNsym,
‖h1ψN‖2HN = N−1
N∑
j=1
〈ψN , hjhjψN 〉HN
≤ N−1
∑
1≤j,`≤N
〈ψN , hjh`ψN 〉HN = N−1‖K0ψN‖2HN
(3.42)
by permutation symmetry of ψN and as h ≥ 0. The full argument is given in Section 5.2.2.
Step 3. Proposition 3.5 implies that
TrF⊥AP
(n) −
a∑
`=0
λ
`
2
NTrF⊥AP
(n)
` = λ
a+1
2
N
(
TrF⊥AB
(n)
P (a) + TrF⊥AB
(n)
Q (a)
)
, (3.43)
with B(n)P and B
(n)
Q as defined in (3.21) and (3.22). Let us sketch the estimate of the remainders
for the leading order a = 0 and the simplest case of a non-degenerate eigenvalue of H0 (and
thus H). In this case,
TrF⊥AB
(n)
Q (0) =
1
2pii
TrF⊥
∮
γ(n)
1
z − E(n)0
Q(n)
z −H<R0P
(n)
0 A dz , (3.44a)
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TrF⊥AB
(n)
P (0) =
1
2pii
TrF⊥
∮
γ(n)
P(n)
z −H<R0
1
z −H0A dz , (3.44b)
both of which contain at least one rank-one projection. By construction, the circumference of
γ(n) as well as its distance to E(n) and E
(n)
0 are of order one. Hence, after interchanging trace
and integral, it remains to control∣∣∣∣∣
〈
χ
(n)
0 ,A
Q(n)
z −H<R0χ
(n)
0
〉∣∣∣∣∣
F⊥
≤ ‖Aχ(n)0 ‖F⊥
∥∥∥ Q(n)
z −H<
∥∥∥
op
‖R0χ(n)0 ‖F⊥ , (3.45a)∣∣∣∣〈χ(n),R0 1z −H0Aχ(n)
〉∣∣∣∣
F⊥
≤ ‖χ(n)‖F⊥
∥∥∥A 1
z −H0R0χ
(n)
∥∥∥
F⊥
(3.45b)
for z ∈ γ(n). To estimate these expressions, recall that R0 is constructed out of the operators
Kj from (2.38) and the Taylor remainders in Lemma 3.1. By (2.5) and (2.6), K1 to K3 are
dominated by powers of (N⊥ + 1). Concerning K4, note that it can be written as
K4 = dΓ⊥(v) + dΓ⊥
(
v ∗ ϕ2 ⊗ 1 + 1⊗ v ∗ ϕ2 + 1⊗ 1 〈ϕ, v ∗ ϕ2ϕ〉) . (3.46)
Whereas the second term can be controlled by powers of (N⊥+ 1), this is not true for dΓ⊥(v)
since v may be unbounded. However, due to (2.3), it is bounded by K1/20 (Lemma 5.2). In
summary, we find (see Lemma 5.3) that
‖R0χ(n)0 ‖F⊥ ≤ C
(
‖(N⊥ + 1)2χ(n)0 ‖+ ‖(N⊥ + 1)
3
2H0χ
(n)
0 ‖
)
≤ C(n) (3.47)
since ‖(N⊥+1) 32H0χ(n)0 ‖ ≤ C‖(N⊥+1)
3
2χ
(n)
0 ‖ and because finite moments of N⊥ with respect
to χ
(n)
0 are bounded uniformly in N by Lemma 4.7d. Analogously, (3.38) yields
(3.45a) ≤ C(n)Nα1 , (3.48)
with α1 = −1/2 for A = A(m)red and α1 = 0 for A = 1. Moreover,
(3.45b) ≤ CNα1
∥∥∥(N⊥ + 1)α2 1
z −H0R0χ
(n)
∥∥∥
F⊥
≤ CNα1‖(N⊥ + 1)α2−1R0χ(n)‖F⊥ . (3.49)
The last inequality, which is proven in Lemma 5.5, follows essentially from the observation
that N⊥ ≤ CUV0(H0−E(0)0 +1)U∗V0 , where UV0 is the Bogoliubov transformation diagonalizing
H0 (Lemma 4.7e) because we can control the action of UV0 on the number operator (Lemma
4.4) sufficiently well. As opposed to (3.45a), we do not a priori know this to be of order Nα1 ,
since we do not have sufficient control of (N⊥ + 1)bχ(n) for b > 1/2 and of K4χ(n).
Step 4. To prove a uniform bound for Tr(N⊥ + 1)bP(n) for any b ≥ 1, we make use of the a
priori bound from Lemma 4.8c,
TrF⊥(N⊥ + 1)P(n) ≤ C(n) , TrF⊥(N⊥ + 1)bP(n) ≤ C(b, n)N
1
3TrF⊥(N⊥ + 1)b−1P(n) , (3.50)
to close a bootstrap argument. The full argument is given in Lemma 5.6. Note that for the
d-dimensional torus, this was shown in [38, Corollary 3.2] via a different argument.
Let us explain the strategy for the simplest case b = 2 and a non-degenerate eigenvalue
E
(n)
0 . First, we expand P(n) one step around P
(n)
0 , i.e., we apply (3.43) to A = (N⊥ + 1)2 for
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a = 0. Since TrF⊥(N⊥+ 1)2P(n)0 is bounded uniformly in N , it remains to show that the error
terms corresponding to (3.45a) and (3.45b) are bounded. Whereas (3.45a) is clearly bounded
uniformly in N , we make use of the above a priori bound to estimate (3.45b). The positive
powers of N arising from this can be compensated for by the prefactor λ
1/2
N in (3.43), which,
however, requires some manipulations since we do not yet have a sufficient bound for K4χ(n).
This cancellation is precisely the point where the restriction ε(N) ≤ CN 13 in Assumption 3
enters.
Finally, the estimate TrF⊥K24P(n) ≤ C follows from a similar bootstrap argument, using
the a priori bound
K4 ≤ C
(
(N⊥ + 1)
3
2 dΓ⊥(h)(N⊥ + 1)
3
2 + (N⊥ + 1)4
)
(3.51)
together with Assumption 3 and the previous estimate of TrF⊥(N⊥ + 1)bP(n).
Remark 3.10. For interactions v ∈ L∞(Rd), Step 4 is not necessary. In this case, Assumption 3
holds with ε(N) = O(1) [22, Lemma 1], hence the a priori bound (3.50) is already uniform in
N (see Lemma 4.8c), and, moreover, K4 is bounded by powers of N⊥.
The latter also explains why the estimate of the growth of C(n,m, a) in a is better than for
generic v (Remark 3.8): since all operators Hj and Rj from the expansion of H< are bounded
by powers of N⊥ (and not by H0), each commuting with a resolvent (z − H0)−1 cancels one
of these powers as in (3.49). Consequently, the final power of N⊥ acting on χ(n) and χ(n)0 is
less than in the generic case, where this effect is cancelled by H0 hitting the resolvent. Since
conjugating powers of N⊥ with Bogoliubov transformations is the main source for the growth
in a (see Lemma 4.4), this leads to a better estimate.
4 Bogoliubov theory
In this section, we recall some known results concerning the Bogoliubov Hamiltonian H0 and
its connection to the N -body Hamiltonian HN . As a preparation, we recall that normal
ordered expressions can be bounded in terms of N⊥:
Lemma 4.1. Let n, p ≥ 0, f : Hp⊥ → Hn⊥ be a bounded operator with (Schwartz) kernel
f(x(n); y(p)), and φ ∈ F⊥. Then∥∥∥∥∫ dx(n) dy(p)f(x(n); y(p))a†x1 ··· a†xn ay1 ··· aypφ∥∥∥∥
F⊥
≤ ‖f‖Hp⊥→Hn⊥‖(N⊥ + n)
n+p
2 φ‖F⊥ . (4.1)
Proof. Abbreviating z
(n)
j = (zj1 , ..., zjn), one computes for k ≥ n∥∥∥∥∥
[∫
dx(n) dy(p)f(x(n); y(p))a†x1 ···a†xnay1 ···aypφ
](k)∥∥∥∥∥
Hk
≤
√
(k − n+ p)!
k!
∑
j1 6=···6=jn
∈{1,...,k}
(∫
dz(k)
∣∣∣∣∫ dy(p)f(z(n)j ; y(p))φ(k−n+p)(z(k), y(p) \ z(n)j )∣∣∣∣2
) 1
2
≤
√
(k − n+ p)!
k!
k(k − 1)···(k − n+ 1)‖f‖Hp→Hn‖φ(k−n+p)‖Hk−n+p
≤ (k + p) p+n2 ‖f‖Hp⊥→Hn⊥‖φ
(k−n+p)‖
Hk−n+p⊥
.
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4.1 Bogoliubov transformations
Let us begin with briefly recalling the concept of Bogoliubov transformations, wherein we
mainly follow [59, 9]. Let us consider
F = f ⊕ Jg = f ⊕ g =
(
f
g
)
∈ H⊥ ⊕ H⊥ , (4.2)
where J : H⊥ → H⊥, (Jf)(x) = f(x), denotes complex conjugation, and define the generalized
creation and annihilation operators A(F ) and A†(F ) as
A(F ) = a(f) + a†(g) , A†(F ) = A(JF ) = a†(f) + a(g) . (4.3)
An operator V on H⊥⊕H⊥ such that F 7→ A(VF ) has the same properties as F 7→ A(F ), i.e.,
A†(VF ) = A(VJF ) , [A(VF1), A†(VF2)] = [A(F1), A†(F2)] (4.4)
for J =
(
0 J
J 0
)
, is called a (bosonic) Bogoliubov map.
Definition 4.2. A bounded operator V : H⊥ ⊕ H⊥ → H⊥ ⊕ H⊥ is a Bogoliubov map if
V∗SV = S = VSV∗ , JVJ = V (4.5)
for S =
(
1 0
0 −1
)
. Equivalently, V has the block form
V :=
(
U V
V U
)
, U, V : H⊥ → H⊥ , (4.6)
where U and V satisfy the relations
U∗U = 1 + V ∗V , UU∗ = 1 + V V ∗ , V ∗U = U∗V , UV ∗ = V U∗ . (4.7)
We denote the set of Bogoliubov maps on H⊥ ⊕ H⊥ as
V(H⊥) := {V ∈ L (H⊥ ⊕ H⊥) | V is a Bogoliubov map } . (4.8)
The adjoint and inverse of V ∈ V(H⊥) with block form (4.6) are given as
V∗ =
(
U∗ V ∗
V
∗
U
∗
)
, V−1 = SV∗S =
(
U∗ −V ∗
−V ∗ U ∗
)
. (4.9)
Under certain conditions, Bogoliubov maps can be unitarily implemented on F⊥ (see, e.g.,
[59, Theorem 9.5]):
Lemma 4.3. Let V ∈ V(H⊥). Then there exists a unitary transformation UV : F⊥ → F⊥
such that
UVA(F )U∗V = A(VF ) (4.10)
for all F ∈ H⊥ ⊕ H⊥ if and only if
‖V ‖2HS(H⊥) := TrH⊥(V ∗V ) <∞ (4.11)
(Shale–Stinespring condition). In this case, V is called (unitarily) implementable. We refer
to the unitary implementation of a Bogoliubov map as Bogoliubov transformation.
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If V is Hilbert–Schmidt, the map V 7→ UV is a group homomorphism, which, in particular,
implies that
UV−1 = (UV)−1 = U∗V . (4.12)
Writing U , V as integral operators with (Schwartz) kernels U(x; y) and V (x; y), i.e.,
(Uf)(x) :=
∫
U(x; y)f(y) dy , (V f)(x) :=
∫
V (x; y)f(y) dy (4.13)
for any f ∈ H⊥, we can express the transformation rule (4.10) as
UV axU∗V =
∫
dy U(y;x) ay +
∫
dy V (y;x) a†y ,
UV a†xU∗V =
∫
dy V (y;x) ay +
∫
dy U(y;x) a†y
(4.14)
for the operator-valued distributions a]x. In particular, powers of N⊥ conjugated with UV can
be bound as follows:
Lemma 4.4. Let V ∈ V(H⊥) be unitarily implementable and denote by UV the corresponding
Bogoliubov transformation on F⊥. Then it holds in the sense of operators on F⊥ and b ∈ N
that
UV(N⊥ + 1)bU∗V ≤ CbV bb(N⊥ + 1)b
with
CV := 3‖V ‖2HS + 2‖U‖2op + 1 (4.15)
for V =
(
U V
V U
)
and with ‖·‖op := ‖·‖L(H⊥) and ‖·‖HS := ‖·‖HS(H⊥).
Proof. Let ` ∈ R. As a consequence of (4.14), it follows that
(N⊥ + 1)`UV(N⊥ + 1)U∗V
=
∫
dy dz(U V
∗
)(y; z)ayaz(N⊥ − 1)`
+
(∫
dy dz(V V
∗
+ UU∗)(y; z)a†yaz + ‖V ‖2HS(H⊥) + 1
)
(N⊥ + 1)`
+
∫
dy dz(UV ∗)(y; z)a†ya
†
z(N⊥ + 3)` . (4.16)
By Lemma 4.1 and (4.7), this yields for ` ∈ R+0 and b ∈ N
‖(N⊥ + 1)`UV(N⊥ + 1)bU∗Vφ‖F⊥
= ‖(N⊥ + 1)`UV(N⊥ + 1)U∗VUV(N⊥ + 1)b−1U∗Vφ‖F⊥
≤ ‖U V ∗‖HS‖N⊥(N⊥ − 1)`UV(N⊥ + 1)b−1U∗Vφ‖F⊥
+
(
‖V V ∗‖op + ‖UU∗‖op + ‖V ‖2HS + 1
)
‖(N⊥ + 1)(N⊥ + 1)`UV(N⊥ + 1)b−1U∗Vφ‖F⊥
+‖UV ∗‖HS‖(N⊥ + 2)(N⊥ + 3)`UV(N⊥ + 1)b−1U∗Vφ‖F⊥
≤ CV
∥∥∥(N⊥ + 2)(N⊥ + 3)`UV(N⊥ + 1)U∗VUV(N⊥ + 1)b−2U∗Vφ∥∥∥F⊥
≤ . . .
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≤ CbV‖(N⊥ + 2)(N⊥ + 4)···(N⊥ + 2b)(N⊥ + 2b+ 1)`φ‖F⊥ . (4.17)
The choice ` = 0 proves the lemma for b even. For b odd, note first that
‖(N⊥ + 1)
1
2U∗Vφ‖2F⊥
=
(〈
φ,
∫
dy dz(U V
∗
)(y; z)ayazφ
〉
F⊥
+ h.c.
)
+
∫
dz
〈∫
dy(V V ∗ + U U∗)(y; z)ayφ, azφ
〉
F⊥
+
(
‖V ‖2HS(H⊥) + 1
)
‖φ‖2F⊥
≤ CV‖(N⊥ + 1)
1
2φ‖2F⊥ , (4.18)
where we used that〈
φ,
∫
dy dzf(y; z)ayazφ
〉
F⊥
=
∑
k≥0
√
k(k − 1)
∫
dx(k+2)φ(k)(x(k))f(xk+1;xk+2)φ
(k+2)(x(k+2))
≤ ‖f‖H2⊥
∑
k≥0
‖
√
kφ(k)‖Hk⊥‖
√
k + 2φ(k+2)‖Hk+2⊥
≤ ‖f‖H2⊥‖N
1
2
⊥φ‖2F⊥ , (4.19)
and that ‖∫ dy(V V ∗)(y; z)ayφ‖F⊥ ≤ ‖V V ∗‖op‖azφ‖F⊥ , etc., and ∫ dz‖azφ‖2F⊥ = ‖N 12⊥φ‖2F⊥ .
As a consequence, we find
‖(N⊥ + 1)
2b+1
2 U∗Vφ‖F⊥ = ‖(N⊥ + 1)
1
2U∗VUV(N⊥ + 1)bφ‖F⊥
≤ C
1
2
V ‖(N⊥ + 1)
1
2UV(N⊥ + 1)bU∗Vφ‖F⊥
≤ Cb+
1
2
V (2b+ 1)
b+ 1
2 ‖(N⊥ + 1)b+
1
2φ‖F⊥ (4.20)
by (4.18) and (4.17) with ` = 12 .
Finally, we recall the notion of quasi-free states.
Definition 4.5. A normalized state φ ∈ F⊥ is called a quasi-free (pure) state if there exists
a V ∈ V(H⊥) such that
φ = UV |Ω〉 . (4.21)
Alternatively, quasi-free states can be defined via Wick’s rule (e.g. [40, Theorem 1.6]):
Lemma 4.6. Let φ ∈ F⊥ be normalized. Then φ is quasi-free if and only if
〈φ,Nφ〉F⊥ <∞ (4.22)
and 〈
φ, a](f1)···a](f2n−1)φ
〉
F⊥
= 0 , (4.23a)〈
φ, a](f1)···a](f2n)φ
〉
F⊥
=
∑
σ∈P2n
n∏
j=1
〈
φ, a](fσ(2j−1))a](fσ(2j))φ
〉
F⊥
(4.23b)
for a] ∈ {a†, a}, n ∈ N and f1, ..., f2n ∈ H⊥. Here, P2n denotes the set of pairings
P2n := {σ ∈ S2n : σ(2a− 1) < min{σ(2a), σ(2a+ 1)} ∀a ∈ {1, 2, ..., 2n}} , (4.24)
where S2n denotes the symmetric group on the set {1, 2, ..., 2n}.
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4.2 Properties of H and H0
Since H0 is a quadratic Hamiltonian, it can be diagonalized by Bogoliubov transformations,
which makes it possible to compute its spectrum:
Lemma 4.7. (a) There exists a Bogoliubov map
V0 =
(
U0 V 0
V0 U0
)
∈ V(H⊥)
such that the corresponding Bogoliubov transformation UV0 : F⊥ → F⊥ diagonalizes H0,
i.e., there exists a self-adjoint operator D > 0 on H⊥ such that
UV0H0U∗V0 = dΓ⊥(D) + inf σ(H0) . (4.25)
The spectrum of D is purely discrete and we denote its eigenvalues as
0 < d(0) < d(1) < · · · < d(j) < . . . . (4.26)
In particular, D admits a complete set of normalized eigenfunctions, denoted as {ξj}j≥0.
(b) The spectrum of H0 is purely discrete, and the ground state energy of H0 is negative.
For any n ∈ N, there exists some k ∈ N0 and some tuple (ν0, ..., νk) ∈ Nk+10 such that
E
(n)
0 = E
(0)
0 + ν0 d
(0) + ν1d
(1) + · · ·+ νkd(k) . (4.27)
Further, g(n) > 0, for g(n) as in (2.54).
(c) The ground state of H0 is unique and given by
χ
(0)
0 = U
∗
V0 |Ω〉 . (4.28)
For each n ∈ N, there exists a basis {χ(n,m)0 }1≤m≤δ(n)0 of E(n)0 such that
χ
(n,m)
0 = U
∗
V0
(
a†(ξ0)
)ν0
√
ν0!
(
a†(ξ1)
)ν1
√
ν1!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉 (4.29)
for some k ∈ N0 and some tuple (ν0, ..., νk) ∈ Nk+10 .
(d) Let b ∈ N0 and let χ(n,m)0 ∈ E(n)0 be given by (4.29). Then〈
χ
(n,m)
0 , (N⊥ + 1)bχ(n,m)0
〉
F⊥
≤ (C b (1 + ν0 + · · ·+ νk))b ≤ (C(n)b)b , (4.30)
and
‖(N⊥ + 1)bP(n)0 ‖L(F⊥) ≤ (C(n)b)b . (4.31)
(e) In the sense of operators on F⊥, it holds that
N⊥ + 1 ≤ CU∗V0(N⊥ + 1)UV0 ≤ C
(
H0 − E(0)0 + 1
)
. (4.32)
All statements of Lemma 4.7 are well known and are proven for various models in, e.g.,
[59, 41, 30, 46, 49]. In the following, we summarize a proof for our model.
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Proof. Part (a). Let us abbreviate K˜ := qKq for K as in (2.16). By Lemma 2.2, K˜(h+K˜)−1
is Hilbert–Schmidt on H⊥ since
‖K˜(h+ K˜)−1‖HS ≤ ‖K‖HS‖(h+ K˜)−1‖op ≤ g−1H ‖K‖HS (4.33)
as K ≥ 0 and h ≥ gH > 0 on H⊥. Moreover, G := (h+ K˜)− 12 K˜(h+ K˜)− 12 is Hilbert–Schmidt
on H⊥ since
Tr(G∗G) = Tr
(
(K˜(h+ K˜)−1)2
)
≤ ‖K˜(h+ K˜)−1‖2HS , (4.34)
and ‖G‖op = ‖K˜ 12 (h+ K˜)−1K˜ 12 ‖op < 1 because
K˜
1
2 (h+ K˜)−1K˜
1
2 ≤ K˜
gH + K˜
≤ ‖K˜‖op
gH + ‖K˜‖op
1 , (4.35)
where we used that the inverse is operator monotone and that x 7→ x(gH + x)−1 is increasing.
Hence, by [46, Theorems 1 and 2], there exists a unitarily implementable V0 ∈ V(H⊥) such
that
V0AV∗0 = V0
(
h+ K˜ K˜
K˜ h+ K˜
)
V0∗ =
(
D 0
0 JDJ
)
(4.36)
for some self-adjoint operator D > 0 on H⊥, and
UV0H0U∗V0 = dΓ⊥(D) + inf σ(H0) , (4.37)
where UV0 denotes the unitary implementation of V0 on F⊥. Finally, one can show as in (6)
in the proof of [30, Theorem A.1] that D has purely discrete spectrum.
Parts (b) and (c). By [30, Theorem A.1(iii-iv)], σ(H0) = σdisc(H0) and inf σ(H0) < 0. Since
D > 0, |Ω〉 is the unique ground state of dΓ⊥(D) with eigenvalue zero, hence U∗V0 |Ω〉 is the
unique ground state of H0 with eigenvalue E
(0)
0 = inf σ(H0) by (4.25). By part (a), there is a
complete set of normalized eigenstates {ξj}j≥0 for D, hence
dΓ⊥(D) =
∑
j≥0
d(j)a†(ξj)a(ξj) . (4.38)
Consequently, all eigenstates of dΓ⊥(D) can be written as(
a†(ξ0)
)ν0
√
ν0!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉 (4.39)
for some k ∈ N0, and all eigenvalues of dΓ⊥(D) are of the form
ν0d
(0) + ν1d
(1) + · · ·+ νkd(k) (4.40)
for some k ∈ N0 and (ν0, ..., νk) ∈ Nk+10 . Finally, (4.29) and (4.27) follow from (4.25).
Part (d). For χ
(n,m)
0 as in (4.29), we compute by Lemma 4.4 that〈
χ
(n,m)
0 , (N⊥ + 1)bχ(n,m)0
〉
F⊥
=
∥∥∥(N⊥ + 1) b2U∗V0
(
a†(ξ0)
)ν0
√
ν0!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉
∥∥∥2
F⊥
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≤ bbCbV0
∥∥∥(N⊥ + 1) b2 (a†(ξ0))ν0√
ν0!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉
∥∥∥2
F⊥
, (4.41)
where CV0 denotes the constant from Lemma 4.4 for V = V0. This proves (4.30) because
(N⊥ + 1)
b
2
(
a†(ξ0)
)ν0
√
ν0!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉
= (ν0 + · · ·+ νk + 1)
b
2
(
a†(ξ0)
)ν0
√
ν0!
···
(
a†(ξk)
)νk
√
νk!
|Ω〉 , (4.42)
and (4.31) follows from the decomposition P(n)0 =
∑δ(n)0
m=1 |χ(n,m)0 〉〈χ(n,m)0 |.
Part (e). This follows from parts (a) and (c) and by Lemma 4.4 since〈
φ, (H0 − E(0)0 )φ
〉
F⊥
=
〈
UV0φ,
∑
j≥0
d(j)a†(ξj)a(ξj)UV0φ
〉
F⊥
≥ g(0)0
〈
φ,U∗V0N⊥UV0φ
〉
F⊥ .
Next, we recall that for excitation energies of order one, the eigenvalues of H≤N converge
to eigenvalues of H0 as N →∞. Statements of this kind were proven in [57, 22, 30, 38].
Lemma 4.8. (a) For any ν ∈ N0, there exists some n ∈ N0 such that
lim
N→∞
E(ν) = E
(n)
0 . (4.43)
(b) In the sense of operators on F≤N⊥ ,
N⊥ + 1 ≤ C
(
H≤N +N
1
3
)
. (4.44)
(c) Let χ(n) ∈ E(n) for n ∈ N0. Then〈
χ(n), (N⊥ + 1)χ(n)
〉
F⊥
≤ C(n) , (4.45)
and 〈
χ(n), (N⊥ + 1)bχ(n)
〉
F⊥
≤ C(b, n)N `3
〈
χ(n), (N⊥ + 1)b−`χ(n)
〉
F⊥
(4.46)
for b ∈ N0 and any 0 ≤ ` ≤ b. If ε(N) = O(1) in Assumption 3, one obtains the
improved bound 〈
χ(n), (N⊥ + 1)bχ(n)
〉
F⊥
≤
(
C(n) + 3
b
2 )
)b
. (4.47)
Proof. By Lemma 2.2 and Assumption 3, all assumptions (A1), (A2) and (A3s) in [30] are
satisfied, hence part (a) follows from [30, Theorem 2.2(ii)].
Part (b). By Assumption 3, there exist constants C1 ≥ 0 and 0 < C2 ≤ 1 such that
HN −NeH ≥ C2 dΓ⊥(h)− C1N
1
3 (4.48)
in the sense of operators on HN . Since ϕ is the unique ground state of h with eigenvalue zero,
it follows that
dΓ⊥(h) =
∑
j≥0
ε(j)a†(ϕj)a(ϕj) =
∑
j≥1
ε(j)a†(ϕj)a(ϕj) ≥ gHN⊥ (4.49)
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on HN , where 0 < ε(1) ≤ ε(2) ≤ . . . as in (2.14). Consequently, it holds for φ ∈ F≤N⊥ that
〈φ,N⊥φ〉F≤N⊥ =
〈
U∗N,ϕφ,N⊥U∗N,ϕφ
〉
HN
≤ 1
C2gH
〈
φ,
(
H≤N + C2N
1
3
)
φ
〉
F≤N⊥
. (4.50)
Part (c). By Lemma 2.2 and Assumption 3, [30, Theorem 2.2(iv)] implies that there exists
a χ
(n)
0 ∈ E(n)0 such that, up to a subsequence,
lim
N→∞
‖χ(n) − χ(n)0 ‖F⊥ = 0 , lim
N→∞
〈
(χ(n) − χ(n)0 ),H0(χ(n) − χ(n)0 )
〉
F⊥
= 0 , (4.51)
hence, by Lemma 4.7e,〈
χ(n), (N⊥ + 1)χ(n)
〉
F⊥
≤ C
〈
(χ(n) − χ(n)0 ), (H0 − E(0)0 + 1)(χ(n) − χ(n)0 )
〉
F⊥
+C
〈
χ
(n)
0 , (H0 − E(0)0 + 1)χ(n)0
〉
F⊥
+ 2C‖χ(n) − χ(n)0 ‖F⊥‖(H0 − E(0)0 + 1)χ(n)0 ‖F⊥
≤ C(E(n)0 − E(0)0 + 1) (4.52)
for sufficiently large N . Further, part (b) implies〈
χ(n), (N⊥ + 1)b+1χ(n)
〉
F⊥
=
〈
(N⊥ + 1)
b
2χ(n), (N⊥ + 1)(N⊥ + 1)
b
2χ(n)
〉
F≤N⊥
≤ C
〈
(N⊥ + 1)
b
2χ(n), (H≤N +N
1
3 )(N⊥ + 1)
b
2χ(n)
〉
F≤N⊥
≤ C
〈
(N⊥ + 1)bχ(n), (H≤N +N
1
3 )χ
(n)
≤N
〉
F≤N⊥
+C‖(N⊥ + 1)
b
2χ(n)‖F≤N⊥ ‖[H≤N , (N⊥ + 1)
b
2 ]χ(n)‖F≤N⊥
≤ C
(
|E(n)0 |+N
1
3 + 3
b
2
)〈
χ(n), (N⊥ + 1)bχ(n)
〉
F⊥
(4.53)
by Lemma 5.2b and since χ(n) ∈ E(n). Iterating over b concludes the proof.
5 Proofs
In the remainder of the paper, we abbreviate
‖·‖F⊥ ≡ ‖·‖ , 〈·, ·〉F⊥ ≡ 〈·, ·〉 , ‖·‖L(F⊥) ≡ ‖·‖op , TrF⊥ ≡ Tr .
5.1 Asymptotic expansion of P(n)
5.1.1 Proof of Lemma 3.3
Recall that H = H< +H> by (3.1), hence
1
z −H =
1
z −H< (z −H+H
>)
1
z −H =
1
z −H< +
1
z −H<H
> 1
z −H . (5.1)
Next, we prove by induction over a ∈ N0 that
1
z −H< =
1
z −H0
a∑
`=0
λ
`
2
N T`(z) + λ
a+1
2
N
1
z −H<
a∑
ν=0
Rν
1
z −H0Ta−ν(z) (5.2)
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where
T`(z) =
∑`
ν=1
Hν
1
z −H0Ta−ν(z) , T0(z) = 1 . (5.3)
Base case. Lemma 3.2 implies that
H< = H0 + λ
1
2
NR0 , (5.4)
hence
1
z −H< =
1
z −H0 − λ1/2N R0
(
z −H0 − λ
1
2
NR0 + λ
1
2
NR0
)
1
z −H0
=
1
z −H0T0(z) + λ
1
2
N
1
z −H<R0
1
z −H0T0(z) . (5.5)
Induction step. Assume (5.2) holds for a− 1 ∈ N. Since
H< =
ν∑
j=0
λ
j
2
NHj + λ
b
2
NRν =
ν∑
j=0
λ
j
2
NHj + λ
b
2
NHν+1 + λ
b+1
2
N Rν+1 , (5.6)
it follows that
Rν = Hν+1 + λ
1
2
NRν+1 , (5.7)
hence we conclude with (5.5) and by the induction hypothesis that
1
z −H< =
1
z −H0
a−1∑
`=0
λ
`
2
NT`(z) + λ
a
2
N
1
z −H<
a−1∑
ν=0
(
Hν+1 + λ
1
2
NRν+1
)
1
z −H0Ta−ν−1(z)
=
1
z −H0
a−1∑
`=0
λ
`
2
NT`(z) + λ
a
2
N
1
z −H0
a−1∑
ν=0
Hν+1
1
z −H0Ta−ν−1(z)
+λ
a+1
2
N
1
z −H<R0
1
z −H0
a−1∑
ν=0
Hν+1
1
z −H0Ta−ν−1(z)
+λ
a+1
2
N
1
z −H<
a−1∑
ν=0
Rν+1
1
z −H0Ta−ν−1(z)
=
1
z −H0
a∑
`=0
λ
`
2
NT`(z) + λ
a+1
2
N
1
z −H<
(
R0
1
z −H0Ta +
a−1∑
ν=0
Rν+1
1
z −H0Ta−ν−1(z)
)
=
1
z −H0
a∑
`=0
λ
`
2
NT`(z) + λ
a+1
2
N
1
z −H<
a∑
ν=0
Rν
1
z −H0Ta−ν(z) , (5.8)
which concludes the induction. Finally, we rewrite Ta(z) as
Ta(z) =
a∑
j1=1
Hj1
1
z −H0Ta−j1(z)
=
a∑
j1=1
a−j1∑
j2=1
Hj1
1
z −H0Hj2
1
z −H0Ta−(j1+j2)(z)
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=
a∑
ν=1
∑
j∈Nν
|j|=a
Hj1
1
z −H0 ···Hjν
1
z −H0T0(z) , (5.9)
which concludes the proof.
5.1.2 Proof of Proposition 3.5
Let n ∈ N0. The expansion of the resolvent from Lemma 3.3 yields
P(n) = P(n)0 +
a∑
`=1
λ
`
2
N
∑`
ν=1
∑
j∈Nν
|j|=`
A(n)j + λ
a+1
2
N
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
B(n)j + C
(n) , (5.10)
where
A(n)j :=
1
2pii
∮
γ(n)
1
z −H0Hj1
1
z −H0Hj2
1
z −H0 ···Hjν
1
z −H0 dz , (5.11)
B(n)j :=
1
2pii
∮
γ(n)
1
z −H<Rν
1
z −H0Hj1
1
z −H0Hj2
1
z −H0 ···Hjm
1
z −H0 dz , (5.12)
C(n) :=
1
2pii
∮
γ(n)
1
z −H< H
> 1
z −H dz . (5.13)
Computation of A(n)j . We decompose 1 = P
(n)
0 + Q
(n)
0 in each term in (5.11) and sort
according to the number of projections Q(n)0 , which takes the values k = 0, ..., ν + 1. This
yields
A(n)j =
ν+1∑
k=0
∑
m∈{0,1}ν+1
|m|=k
1
2pii
∮
γ(n)
1
(z − E(n)0 )ν+1−k
O˜(n)m1(z)Hj1 ···O˜(n)mν (z)Hjν O˜(n)mν+1(z) dz
=:
ν+1∑
k=0
A˜(n)k, j , (5.14)
where we abbreviated
O˜(n)0 (z) := P
(n)
0 , O˜
(n)
1 (z) :=
Q(n)0
z −H0 . (5.15)
Observe first that the contributions with exclusively P(n)0 (k = ν + 1) or exclusively Q
(n)
0
(k = 0) vanish: in case of only P(n)0 ,
A˜(n)0, j =
1
2pii
(∮
γ(n)
1
(z − E(n)0 )ν+1
dz
)
P(n)0 Hj1P
(n)
0 ···P(n)0 HjνP(n)0 = 0 , (5.16)
and in case of only Q(n)0 , the integrand is holomorphic in U (n), hence A˜
(n)
ν+1, j = 0.
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For 1 ≤ k ≤ ν, the integrand in A˜(n)k, j has a pole of order ν + 1− k at z = E(n)0 , hence the
residue theorem implies that
A˜(n)k, j =
∑
m∈{0,1}ν+1
|m|=k
1
(ν − k)! limz→E(n)0
dν−k
dzν−k
(
O˜(n)m1(z)Hj1 ···O˜(n)mν (z)Hjν O˜(n)mν+1(z)
)
. (5.17)
Let us consider the case where mj = 0 for j = 1, ..., k and mj = 1 for j = k + 1, ..., ν + 1. By
the Leibniz rule and since
dm
dzm
O˜(n)1 (z)
∣∣∣∣
z=E
(n)
0
= (−1)mm!O(n)m+1 (5.18)
with O(n)k and O
(n)
0 as defined in (3.19), i.e.,
O(n)0 = −P(n)0 , O(n)k =
Q(n)0
(E
(n)
0 −H0)k
, (5.19)
we obtain for this case
1
(ν − k)! limz→E(n)0
dν−k
dzν−k
(
O˜(n)1 (z)Hj1 ···O˜(n)1 (z)Hjk
)
P(n)0 Hjk+1 ···P(n)0 HjνP(n)0
=
1
(ν − k)!
∑
m∈Nk0
|m|=ν−k
(
ν − k
m
)(
dm1
dzm1
O˜(n)1 (z)
∣∣∣∣
z=E
(n)
0
)
Hj1 ···
···
(
dmk
dzmk
O˜(n)1 (z)
∣∣∣∣
z=E
(n)
0
)
HjkP
(n)
0 Hjk+1 ···P(n)0 HjνP(n)0
= −
∑
m∈Nk0
|m|=ν−k
O(n)m1+1Hj1 ···O
(n)
mk+1
HjkO
(n)
0 Hjk+1 ···O(n)0 HjνO(n)0
= −
∑
m∈Nk
|m|=ν
O(n)m1Hj1 ···O(n)mkHjkO
(n)
0 Hjk+1 ···O(n)0 HjνO(n)0 . (5.20)
The other coefficients A˜(n)k, j are related to (5.20) through permutations, hence
A˜(n)k, j = −
∑
m∈Nk×{0}ν−k+1
|m|=ν
O(n)m1Hj1 ···O(n)mνHjνO(n)mν+1 (5.21)
and consequently
A(n)j =
ν∑
k=1
A˜(n)k, j = −
∑
m∈Nν0
|m|=ν
O(n)m1Hj1 ···O(n)mνHjνO(n)mν+1 . (5.22)
Computation of B(n)j . Writing the first identity in (5.12) as 1 = P
(n) +Q(n) leads to
B(n)j =
1
2pii
∮
γ(n)
P(n)
z −H<Rν
1
z −H0Hj1
1
z −H0 ···
1
z −H0Hjm
1
z −H0 dz (5.23)
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+
1
2pii
∮
γ(n)
Q(n)
z −H<Rν
1
z −H0Hj1
1
z −H0 ···
1
z −H0Hjm
1
z −H0 dz . (5.24)
The first term (5.23) yields B(n)P . For (5.24), we decompose in each term 1 = P
(n)
0 +Q
(n)
0 and
observe that the term containing exclusively Q(n) and Q(n)0 vanishes since the integrand has
no poles in U (n).
Computation of C(n). Recall that P(n) projects onto a subspace of F≤N⊥ ⊕ 0, hence
P(n)H> = H>P(n) = 0 . (5.25)
Consequently, decomposing both identities in C(n) yields
C(n) =
1
2pii
∮
γ(n)
Q(n)
z −H<H
> Q(n)
z −H dz = 0 (5.26)
since the integrand is holomorphic in U (n).
5.2 Auxiliary estimates
5.2.1 Preliminaries
In this section, we collect some preliminary estimates. First, we provide bounds for second-
quantized m-body operators; subsequently, we estimate Kj , Hj and Rj as well as commutators
of N⊥ with H≤N and H.
Lemma 5.1. Let m ∈ N and let O(m) be an operator on Hm. Assume that there exist constants
c1, c2 ≥ 0 such that
‖O(m)ψ‖2Hm ≤ c1
∥∥∥ m∑
j=1
Tjψ
∥∥∥2
Hm
+ c2‖ψ‖2Hm (5.27)
for any ψ ∈ D(∑mj=1 Tj).
(a) Let ψ ∈ Hm. Then
‖O(m)ψ‖2Hm ≤ 2c1
∥∥∥ m∑
j=1
hjψ
∥∥∥2
Hm
+ 2c3‖ψ‖2Hm , (5.28)
where c3 = Cc1m
2 + c22 .
(b) Let k ≥ m and ψ ∈ Hksym. Then∥∥∥∥ m∑
j=1
hjψ
∥∥∥∥2
Hk
≤ m
k
∥∥∥∥ k∑
j=1
hjψ
∥∥∥∥2
Hk
. (5.29)
(c) Let k ≥ m. Then it follows for ψk ∈ Hk that∥∥∥∥ ∑
1≤j1<···<jm≤k
O
(m)
j1,...,jmψk
∥∥∥∥2
Hk
≤
(
k
m
)22c1m
k
∥∥∥ k∑
j=1
hjψk
∥∥∥2
Hk
+ 2c3‖ψk‖2Hk
 . (5.30)
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Proof. Part (a) follows since hj = Tj + (v ∗ ϕ2)(xj)− µH and by (2.5) because
‖O(m)ψ‖2Hm ≤ c1
(∥∥∥ m∑
j=1
hjψ
∥∥∥
Hm
+
∥∥∥ m∑
j=1
(
v ∗ ϕ2(xj)− µH
)
ψ
∥∥∥
Hm
)2
+ c2‖ψ‖2Hm
≤ 2c1
∥∥∥ m∑
j=1
hjψ
∥∥∥2 + (2c1C2m2 + c2)‖ψ‖2Hm . (5.31)
For part (b), the permutation symmetry of ψ leads to the estimate∥∥∥ m∑
j=1
hjψ
∥∥∥2
Hk
=
m∑
j=1
〈ψ, hjhjψ〉Hk +
∑
1≤j,`≤m
` 6=j
〈ψ, hjh`ψ〉Hk
=
m
k
k∑
j=1
〈ψ, hjhjψ〉Hk +
m(m− 1)
k(k − 1)
∑
1≤j,`≤k
`6=j
〈ψ, hjh`ψ〉Hk
≤ m
k
∑
1≤j,`≤k
〈ψ, hjh`ψ〉Hk (5.32)
since m−1k−1 ≤ 1 and h ≥ 0. For part (c), we obtain with parts (a) and (b)
‖O(m)1,...,mψk‖2Hk ≤ 2c1
∥∥∥ m∑
j=1
hjψk
∥∥∥2
Hk
+ 2c3‖ψk‖2Hk
≤ 2c1m
k
∥∥∥ k∑
j=1
hjψk
∥∥∥2
Hk
+ 2c3‖ψk‖2Hk , (5.33)
and consequently∥∥∥∥ ∑
1≤j1<···<jm≤k
O
(m)
j1,...,jmψk
∥∥∥∥2
Hk
=
∑
1≤j1<···<jm≤k
1≤`1<···<`m≤k
〈
O
(m)
j1,...,jmψk, O
(m)
`1,...,`mψk
〉
≤
(
k
m
)22c1m
k
∥∥∥ k∑
j=1
hjψk
∥∥∥2
Hk
+ 2c3‖ψk‖2Hk
 .
In the next lemma, we collect bounds for the operators K1 to K4 from (2.39).
Lemma 5.2. Let φ ∈ F⊥.
(a) For K(∗)j ∈ {Kj , K∗j},
‖K1φ‖ ≤ C‖(N⊥ + 1)φ‖ , (5.34a)
‖K(∗)2 φ‖ ≤ C‖(N⊥ + 1)φ‖ , (5.34b)
‖K(∗)3 φ‖ ≤ C‖(N⊥ + 1)
3
2φ‖ , (5.34c)
‖K4φ‖ ≤ C
(
‖(N⊥ + 1)2φ‖+ ‖K
1
2
0 (N⊥ + 1)
3
2φ‖
)
(5.34d)
≤ C
(
‖(N⊥ + 1)2φ‖+ ‖H0(N⊥ + 1)
3
2φ‖
)
. (5.34e)
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(b) Let ` ≥ 0. Then∥∥∥ [H≤N , (N⊥ + 1)`]φ∥∥∥F≤N⊥ ≤ 3` C ‖(N⊥ + 1)`φ‖F≤N⊥ , (5.35a)∥∥∥ [H0, (N⊥ + 1)`φ] ∥∥∥ ≤ 3``C ‖(N⊥ + 1)`φ‖ . (5.35b)
Proof. Since ‖K‖H→H ≤ ‖K‖HS ≤ C by (2.6) and as (2.3) and (2.5) imply that
‖K3ψ‖H2⊥ ≤ ‖v(x1 − x2)ϕ(x1)q2ψ(x2)‖H2⊥ + ‖(v ∗ ϕ
2)(x1)ϕ(x1)ψ(x2)‖H2⊥ ≤ C‖ψ‖ (5.36)
for any ψ ∈ H⊥, the bounds for K1, K(∗)2 and K(∗)3 follow from Lemma 4.1. Finally, note that
K4 = dΓ⊥(v) + dΓ⊥(K˜4) , (5.37)
where K˜4 denotes the multiplication operator on H⊥ ⊗ H⊥ corresponding to
K˜4(x1, x2) := (v ∗ ϕ2)(x1) + (v ∗ ϕ2)(x2) +
〈
ϕ, v ∗ ϕ2ϕ〉 . (5.38)
Analogously to above, (2.5) and Lemma 4.1 imply that ‖dΓ⊥(K˜4)φ‖ ≤ C‖(N⊥ + 1)2φ‖ .
Moreover,〈
ψ, |v(x1 − x2)|2ψ
〉
Hk
≤ C (‖ψ‖2Hk + 〈ψ, h1ψ〉Hk + ‖v ∗ ϕ2 − µH‖∞‖ψ‖2Hk)
≤ C
(
‖ψ‖2Hk +
1
k
〈
ψ,
k∑
j=1
hjψ
〉
Hk
)
(5.39)
for ψ ∈ Hk by (2.4) and (2.5), hence it follows from Lemmas 4.1 and 5.1c that
‖dΓ⊥(v)φ‖2 ≤
∑
k≥0
∥∥∥ ∑
1≤i<j≤k
v(xi − xj)φ(k)
∥∥∥2
Hk⊥
≤ C
∑
k≥0
k(k − 1)2
〈
φ(k),K0φ(k)
〉
Hk
+ ‖(N⊥ + 1)2φ‖2

≤ C
(
‖K
1
2
0 (N⊥ + 1)
3
2φ‖2 + ‖(N⊥ + 1)2φ‖2
)
, (5.40)
where we used that dΓ⊥(h) = K0. Moreover, 2K
1
2
0 ≤ 1 +K0 = 1 +H0 −K1 −K2 −K∗2 implies
‖K
1
2
0 (N⊥ + 1)
3
2φ‖ ≤ ‖(H0 + 1)(N⊥ + 1)
3
2φ‖+ ‖K1(N⊥ + 1)
3
2φ‖
+‖K2(N⊥ + 1)
3
2φ‖+ ‖K∗2(N⊥ + 1)
3
2φ‖
≤ C
(
‖H0(N⊥ + 1)
3
2φ‖+ ‖(N⊥ + 1)
3
2φ‖
)
(5.41)
since N⊥ + 1 ≤ C(H0 − E(0)0 + 1) by Lemma 4.7e.
Part (b). Since [K0,N⊥] = [K1,N⊥] = [K4,N⊥] = 0, (2.38) implies that
[H≤N , (N⊥ + 1)`] =
[
K2, (N⊥ + 1)`
]
gN⊥ + gN⊥
[
K∗2, (N⊥ + 1)`
]
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+
[
K3, (N⊥ + 1)`
]
g˜N⊥ + g˜N⊥
[
K∗3, (N⊥ + 1)`
]
, (5.42)
where gN⊥ :=
√
[(N−N⊥)(N−N⊥−1)]+
N−1 and g˜N⊥ :=
√
[N−N⊥]+
N−1 . For N ≥ 2,
‖gN⊥φ‖F≤N⊥ ≤ 2‖φ‖F≤N⊥ , ‖g˜N⊥φ‖F≤N⊥ ≤ 2(N + 1)
− 1
2 ‖φ‖F≤N⊥ . (5.43)
By (2.33), we find that
[K2, (N⊥ + 1)`] = −K2
(
(N⊥ + 3)` − (N⊥ + 1)`
)
, (5.44)
and analogously for K∗2, K3 and K∗3. Since it holds for a, k ≥ 0 and c ≥ 1 that
(k + a)c − kc ≤ c a(k + a)c−1 ≤ c ac(k + 1)c−1 , (5.45)
we conclude with part (a) that∥∥[K2, (N⊥ + 1)`]gN⊥φ∥∥F≤N⊥ ≤ C ‖((N⊥ + 3)`+1 − (N⊥ + 1)`+1)gN⊥φ‖F≤N⊥
≤ ` 3`C ‖(N⊥ + 1)`φ‖F≤N⊥ , (5.46)∥∥[K3, (N⊥ + 1)`]g˜N⊥φ∥∥F≤N⊥ ≤ 3``C
∥∥∥∥(N⊥ + 1N + 1
) 1
2
(N⊥ + 1)`φ
∥∥∥∥
F≤N⊥
≤ 3``C‖(N⊥ + 1)`φ‖F≤N⊥ , (5.47)
and similarly for K∗2 and K∗3. The proof for H0 works analogously since
[H0, (N⊥ + 1)`] = [K2, (N⊥ + 1)`] + [K∗2, (N⊥ + 1)`] .
Next, we observe that the operators Hj and Rj can be bounded in terms of N⊥ and H0,
which follows immediately from Lemma 5.2a.
Lemma 5.3. Let φ ∈ F⊥ and b ≥ 0.
(a) For any j ∈ N, it holds that
‖(N⊥ + 1)bHjφ‖
≤ C(b+ j)
(∥∥(N⊥ + 1)b+ j2+1φ∥∥+ ‖(N⊥ + 1)bH0(N⊥ + 1) 32φ‖) . (5.48)
(b) Further,
‖(N⊥ + 1)bR(1)0 φ‖ ≤ C(b)
(
‖(N⊥ + 1)b+
3
2φ‖+ λ
1
2
N‖(N⊥ + 1)b+2φ‖
)
, (5.49a)
‖(N⊥ + 1)bR0φ‖ ≤ C(b)
(
‖(N⊥ + 1)b+
3
2φ‖+ λ
1
2
N‖(N⊥ + 1)b+2φ‖
+λ
1
2
N‖(N⊥ + 1)bH0(N⊥ + 1)
3
2φ‖
)
, (5.49b)
‖(N⊥ + 1)bR1φ‖ ≤ C(b)
(
‖(N⊥ + 1)b+2φ‖+ λ
1
2
N‖(N⊥ + 1)b+
5
2φ‖
+‖(N⊥ + 1)bH0(N⊥ + 1)
3
2φ‖
)
, (5.49c)
and, for any j ∈ N0,
‖(N⊥ + 1)bRjφ‖ ≤ C(b, j)
(
‖(N⊥ + 1)b+
j+3
2 φ‖+ λ
1
2
N‖(N⊥ + 1)b+
j+4
2 φ‖
+‖(N⊥ + 1)bH0(N⊥ + 1)
3
2φ‖
)
. (5.50)
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5.2.2 Bound for A(m)red
In this section, we show that A(m)red as defined in (3.32) is bounded in terms of H0 and N⊥.
Lemma 5.4. For A(m) as in (3.25) and the corresponding operator A(m)red as in (3.32), it holds
that
‖A(m)red φ‖ ≤ CNα1
(‖(N⊥ + 1)α2φ‖+ ∥∥(N⊥ + 1)α2−1H0φ∥∥) (5.51)
with
(α1, α2) = (−12 , 32) .
Proof. In the following, we abbreviate
ψN := U
∗
N,ϕφ .
Decomposing 1 = pj1 ···pjm + (1− pj1 ···pjm) and observing that
pj1 ···pjmA(m)j1,...,jmpj1 ···pjm = 〈A〉(m) pj1 ···pjm (5.52)
yields
‖A(m)red φ‖ ≤
(
N
m
)−1∥∥∥〈A〉(m) ∑
1≤j1<···<jm≤N
(1− pj1 ···pjm)ψN
∥∥∥
HN
(5.53a)
+
(
N
m
)−1∥∥∥ ∑
1≤j1<···<jm≤N
A
(m)
j1,...,jm(1− pj1 ···pjm)ψN
∥∥∥
HN
(5.53b)
+
(
N
m
)−1∥∥∥ ∑
1≤j1<···<jm≤N
(1− pj1 ···pjm)A(m)j1,...,jmpj1 ···pjmψN
∥∥∥
HN
. (5.53c)
To estimate the contributions in (5.53), observe first that
‖A(m)ϕ⊗m‖Hm ≤ C (5.54)
by Lemma 5.1a because hϕ = 0. Further, it was shown in [8, Lemma 3.2] that
‖q1 ···q`ψN‖HN ≤
(
N−` +
(
2
N
)` 〈
φ,N `⊥φ
〉
F≤N⊥
)
≤ N− 12 2 `2 ‖(N⊥ + 1)
1
2φ‖F≤N⊥ (5.55)
for ` ∈ {1, ..., N}. Hence, by permutation symmetry of ψN , it holds that
(5.53a) ≤ C‖(1− pj1 ···pjn)ψN‖HN
≤ C
m∑
`=1
(
m
`
)
2
`
2 ‖q1 ···q`p`+1 ···pmψN‖HN
≤ C(m)N− 12 ‖(N⊥ + 1)
1
2φ‖F≤N⊥ (5.56)
because N⊥N ≤ 1 as operator on F≤N⊥ . For (5.53b), Lemma 5.1a implies
(5.53b) ≤ ‖A(m)1,...,m(1− p1 ···pm)ψN‖HN
≤ C
∥∥∥ m∑
j=1
hj(1− p1 ···pm)ψN
∥∥∥
HN
+ ‖(1− p1 ···pm)ψN‖HN

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≤ C(m)
∥∥∥ m∑
j=1
hjψN
∥∥∥
HN
+N−
1
2 ‖(N⊥ + 1)
1
2φ‖F≤N⊥
 (5.57)
since hj = qjhjqj and qj(1− p1 ···pm) = qj . For the first term, Lemma 5.1b implies
∥∥∥ m∑
j=1
hjψN
∥∥∥
HN
≤
√
m
N
‖
N∑
j=1
hjψN‖
≤ N− 12
(
‖(N⊥ + 1)
1
2H0φ‖F≤N⊥ + C‖(N⊥ + 1)
3
2φ‖F≤N⊥
)
, (5.58)
as m ≤ N and where we used that hϕ = 0 implies
K0 = dΓ⊥(h) =
∑
j≥1
〈ϕj , hϕj〉H⊥ a
†(ϕj)a(ϕj) = U∗N,ϕK0UN,ϕ (5.59)
and
‖H0φ‖F⊥ ≥ ‖K0φ‖ − C ‖(N⊥ + 1)φ‖F⊥ , (5.60)
by Lemma 5.2a. Finally, for m N ,((
N
m
)
(5.53c)
)2
=
(
N
m
) ∑
1≤j1<···<jm≤N
〈
ψN , p1 ···pmA(m)1,...,m(1− p1 ···pm)(1− pj1 ···pjm)
×A(m)j1,...,jmpj1 ···pjmψN
〉
HN
=
(
N
m
) m∑
`=0
(
N−m
`
)〈
ψN , p1 ···pmA(m)1,...,m(1− p1 ···pm)(1− p`+1 ···p`+m)
×A(m)`+1,...,`+m p`+1 ···p`+m ψN
〉
HN
≤ (Nm)m−1∑
`=0
(
N−m
`
)‖A(m)1,...,mϕ⊗m‖2Hm‖φ‖2F≤N⊥
+
(
N
m
)(
N−m
m
)〈
ψN , p1 ···pmA(m)1,...,m(1− p1 ···pm)(1− pm+1 ···p2m)
×A(m)m+1,...,2mpm+1 ···p2mψN
〉
HN
≤ C(Nm)2N−1(2m2‖φ‖2F≤N⊥ + 42m‖(N⊥ + 1) 12φ‖2F≤N⊥
)
, (5.61a)
where we used that
(
N
m
)m−1∑
`=0
(
N−m
`
)
= m
(
N
m
)2 (N−mm−1 )(
N
m
) ≤ 2m2(Nm)2N−1 (5.62)
and that〈
ψN , p1 ···pmA(m)1,...,m(1− p1 ···pm)(1− pm+1 ···p2m)A(m)m+1,...,2mpm+1 ···p2mψN
〉
HN
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=
〈
(1− pm+1 ···p2m)ψN , p1 ···pmA(m)1,...,mA(m)m+1,...,2m pm+1 ···p2m(1− p1 ···pm)ψN
〉
HN
≤ ‖A(m)1,...,mϕ⊗m‖2Hm‖(1− p1 ···pm)ψN‖2HN
≤ C(m)
(
N−
1
2 ‖(N⊥ + 1)
1
2φ‖F≤N⊥
)2
(5.63)
as in (5.56).
5.2.3 Resolvent estimates
Lemma 5.5. Let
I(n) ∈
{
1 , P(n)0 , Q
(n)
0
}
and z ∈ γ(n).
(a) It holds that ∥∥∥ I(n)
z −H0
∥∥∥
L(F⊥)
≤ C(n) , (5.64a)
and, for sufficiently large N , ∥∥∥ 1
z −H<
∥∥∥
L(F⊥)
≤ C(n) . (5.64b)
(b) Let b ≥ 0. Then ∥∥∥(N⊥ + 1)b I(n)
z −H0φ
∥∥∥ ≤ C(n, b)‖(N⊥ + 1)b−1φ‖ , (5.65a)∥∥∥(N⊥ + 1)bH0 I(n)
z −H0φ
∥∥∥ ≤ C(n, b)‖(N⊥ + 1)bφ‖ . (5.65b)
Proof. By definition (2.54) of g(n), it follows that
inf
z∈γ(n)
λ∈σ(H0)
|z − λ| = min
{∣∣z − E(n)0 ∣∣ , ∣∣z − E(n−1)0 ∣∣ , ∣∣z − E(n+1)0 ∣∣} = g(n) , (5.66)
which implies the first part of (a), and the second estimate follows with Lemma 4.8a. For
parts (b) and (c), recall that there exists a Bogoliubov transformation UV0 that diagonalizes
H0 (Lemma 4.7a), i.e.,
[
U∗V0(N⊥ + 1)UV0 ,H0
]
= 0 ,
[
UV0
I(n)
z −H0U
∗
V0 , N⊥
]
= 0 . (5.67)
As a consequence, Lemma 4.7e implies that
U∗V0(N⊥ + 1)kUV0 ≤ Ck
(
H0 − E(0)0 + 1
)k
, (5.68)
hence
I(n)
z −H0U
∗
V0(N⊥ + 1)2UV0
I(n)
z −H0 ≤ C
2
∣∣∣∣∣ I(n)z −H0
∣∣∣∣∣
2 (
|H0 − z|+ |z − E(0)0 + 1|
)2
40
= C2
(
1 +
∣∣∣∣∣z − E(0)0 + 1z −H0
∣∣∣∣∣
)2
≤ C(n)2 (5.69)
because | 1z−H0 | ≤ (g(n))−1 ≤ C(n) and |z − E
(0)
0 + 1| ≤ |E(n)0 | + g(n) + |E(0)0 | + 1 ≤ C(n).
Consequently, Lemma 4.4 leads for b ≥ 1 to the estimate∥∥∥(N⊥ + 1)b I(n)
z −H0φ
∥∥∥ = ∥∥∥(N⊥ + 1)bU∗V0UV0 I(n)z −H0U∗V0UV0φ
∥∥∥
≤ C(b)
∥∥∥(N⊥ + 1)(N⊥ + 1)b−1UV0 I(n)z −H0U∗V0UV0φ
∥∥∥
= C(b)
∥∥∥(N⊥ + 1)UV0 I(n)z −H0U∗V0(N⊥ + 1)b−1UV0φ
∥∥∥
≤ C(n, b)‖(N⊥ + 1)b−1UV0φ‖
≤ C(n, b)‖(N⊥ + 1)b−1φ‖ . (5.70)
The second statement of (b) is a consequence of the triangle inequality since
H0
I(n)
z −H0 = −I
(n) + z
I(n)
z −H0 .
5.2.4 Bounds for moments of N⊥ and K4 with respect to P(n)
In this section, we show that any moment of N⊥ with respect to both χ(n) and K4χ(n) is
bounded uniformly in N .
Lemma 5.6. Let χ(n) ∈ E(n) and b ≥ 0. Then
(a) 〈
χ(n), (N⊥ + 1)bχ(n)
〉
≤ C(n, b) , (5.71)
(b)
‖(N⊥ + 1)bK4χ(n)‖ ≤ C(n, b) . (5.72)
Proof. Part (a). Proposition 3.5 with a = 0 implies that
Tr
(
P(n)(N⊥ + 1)b+1
)
= Tr
(
P(n)0 (N⊥ + 1)b+1
)
(5.73a)
+λ
1
2
NTr
(
1
2pii
∮
γ(n)
1
z − E(n)0
Q(n)
z −H<R0P
(n)
0 (N⊥ + 1)b+1
)
(5.73b)
+λ
1
2
NTr
(
1
2pii
∮
γ(n)
P(n)
z −H<R0
1
z −H0 dz(N⊥ + 1)
b+1
)
. (5.73c)
For the first term, note that (5.73a) ≤ C(n, b) by Lemma 4.7d. Denoting by {χ(n,m)0 }δ
(n)
0
m=1 some
orthonormal basis of E
(n)
0 , the second term can be estimated as
|(5.73b)| ≤ λ
1
2
Ng
(n) sup
z∈γ(n)
∣∣∣∣∣ 1z − E(n)0
∣∣∣∣∣
δ
(n)
0∑
m=1
∥∥(N⊥ + 1)b+1χ(n,m)0 ∥∥∥∥∥ Q(n)z −H<∥∥∥op‖R0χ(n,m)0 ‖
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≤ N− 12C(n, b) (5.74)
by Lemmas 4.7d, 5.5a, 5.3b and 5.2b and since H0χ
(n,m)
0 = E
(n)
0 χ
(n,m)
0 . For the last term,
interchanging trace and integral by Fubini’s theorem leads to
|(5.73c)| ≤ λ
1
2
Ng
(n) sup
z∈γ(n)
ν∈ι(n)
∣∣∣∣ 1z − E(ν)
∣∣∣∣ δ
(n)
0∑
m=1
〈
χ(n,m),R0
1
z −H0 (N⊥ + 1)
b+1χ(n,m)
〉
≤ C(n)N− 12
δ
(n)
0∑
m=1
∣∣∣∣〈χ(n,m),R(1)0 1z −H0 (N⊥ + 1)b+1χ(n,m)
〉∣∣∣∣ (5.75a)
+C(n)N−1
δ
(n)
0∑
m=1
∣∣∣∣λ− 12N 〈χ(n,m),R(2)0 1z −H0 (N⊥ + 1)b+1χ(n,m)
〉∣∣∣∣ (5.75b)
for
{
χ(n,m)
}δ(n)0
m=1
some orthonormal basis of E(n) and for R(1)0 and R
(2)
0 as defined in Lemma 3.2.
In (5.75a), we obtain the bound∣∣∣∣〈χ(n,m), (N⊥ + 1)b+1 1z −H0R(1)0 χ(n,m)
〉∣∣∣∣
≤ ‖(N⊥ + 1)
b
2χ(n,m)‖‖(N⊥ + 1)
b
2
+1 1
z −H0R
(1)
0 χ
(n,m)‖
≤ C(n, b)‖(N⊥ + 1)
b
2χ(n,m)‖
(
‖(N⊥ + 1)
b+3
2 χ(n,m)‖
+N−
1
2 ‖(N⊥ + 1)
b+4
2 χ(n,m)‖
)
(5.76)
by Lemmas 5.5b and 5.3b. Since
‖(N⊥ + 1)
b+`
2 χ(n,m)‖ ≤ C(n, b+ `)N `6 ‖(N⊥ + 1)
b
2χ(n,m)‖ (5.77)
for all ` ∈ N0 by (4.46), it follows that
(5.75a) ≤ C(n, b)‖(N⊥ + 1)
b
2χ(n,m)‖2 . (5.78)
Since R(2)0 = λ
1
2
NK4 and [K4,N⊥] = 0, (5.75b) can be estimated as
λ
− 1
2
N
∣∣∣∣〈χ(n,m),R(2)0 1z −H0 (N⊥ + 1)b+1χ(n,m)
〉∣∣∣∣
≤ ‖(N⊥ + 1)
b
2χ(n,m)‖‖K4(N⊥ + 1)−
b
2
1
z −H0 (N⊥ + 1)
b+1χ(n,m)‖
≤ C‖(N⊥ + 1)
b
2χ(n,m)‖
(
‖H0(N⊥ + 1)
3−b
2
1
z −H0 (N⊥ + 1)
b+1χ(n,m)‖
+‖(N⊥ + 1)2−
b
2
1
z −H0 (N⊥ + 1)
b+1χ(n,m)‖
)
≤ N 56C(n, b)‖(N⊥ + 1)
b
2χ(n,m)‖2 (5.79a)
+C(n, b)‖(N⊥ + 1)
b
2χ(n,m)‖‖(N⊥ + 1)2−
b
2
1
z −H0 (N⊥ + 1)
b+1χ(n,m)‖ , (5.79b)
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where we used Lemmas 5.2a, Lemma 5.5b, (5.77) as well as
‖H0(N⊥ + 1)
3−b
2
1
z −H0φ‖
≤ ‖(N⊥ + 1)
3−b
2 φ‖+
∥∥∥ [H0, (N⊥ + 1) 3−b2 ] 1
z −H0φ
∥∥∥+ |z|‖(N⊥ + 1) 3−b2 1
z −H0φ‖
≤ C(n, b)
(
‖(N⊥ + 1)
3−b
2 φ‖+
∥∥∥(N⊥ + 1) 3−b2 1
z −H0φ
∥∥∥) (5.80)
by Lemma 5.2b. To control (5.79b), we prove by induction that
‖(N⊥ + 1)2−
b
2
1
z −H0 (N⊥ + 1)
b+1φ‖
≤ C(n, b)‖(N⊥ + 1)
b
2φ‖1−( 12 )k‖(N⊥ + 1)−
b
2
+2k+1 1
z −H0 (N⊥ + 1)
b+1φ‖( 12 )k
(5.81)
for all k ∈ N0. The base case k = 0 is obvious. Now assume that (5.81) holds for some k ∈ N0.
Then
‖(N⊥ + 1)2−
b
2
1
z −H0 (N⊥ + 1)
b+1φ‖
≤ C(n, b)‖(N⊥ + 1)
b
2φ‖1−( 12 )k
×
〈
(N⊥ + 1)
b
2φ, (N⊥ + 1)
b
2
+1 1
z −H0 (N⊥ + 1)
−b+2k+2 1
z −H0 (N⊥ + 1)
b+1φ
〉( 1
2
)k+1
≤ C(n, b)‖(N⊥ + 1)
b
2φ‖1−( 12 )k+1‖(N⊥ + 1)−
b
2
+2k+2 1
z −H0 (N⊥ + 1)
b+1φ‖( 12 )k+1 (5.82)
by Lemma 5.5b. Now choose k such that 2k+2 ≥ b+ 2, hence − b2 + 2k+1 ≥ 1 and consequently
‖(N⊥ + 1)−
b
2
+2k+1 1
z −H0 (N⊥ + 1)
b+1φ‖ ≤ C(n, b)‖(N⊥ + 1)
b+2k+2
2 φ‖( 12 )k
≤ C(n, b)N 23 ‖(N⊥ + 1)
b
2χ(n,m)‖ 12k (5.83)
by Lemma 5.5b and (5.77). In summary,
Tr
(
P(n)(N⊥ + 1)b+1
)
≤ C(n, b)‖(N⊥ + 1)
b
2χ(n,m)‖2 . (5.84)
Finally, we prove the lemma via the following bootstrap argument:
(1) Lemma 4.8c implies that
‖(N⊥ + 1)
1
2χ(n,m)‖ ≤ C(n) (5.84)===⇒ Tr
(
P(n)(N⊥ + 1)2
)
≤ C(n) . (5.85)
(2) By step (1),
‖(N⊥ + 1)χ(n,m)‖ ≤ C(n) (5.84)===⇒ Tr
(
P(n)(N⊥ + 1)3
)
≤ C(n) (5.86)
(b) By step (b− 1),
‖(N⊥ + 1)
b
2χ(n,m)‖ ≤ C(n, b) (5.84)===⇒ Tr
(
P(n)(N⊥ + 1)b+1
)
≤ C(n, b) . (5.87)
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Part (b). Define
K−4 := K4
∣∣
F≤N⊥
⊕ 0 .
By Lemma 5.2a and Assumption 3, there exists a constant c such that
‖(N⊥ + 1)bK−4 φ‖2 = ‖(N⊥ + 1)bK4φ‖2F≤N⊥
≤ C
(
‖(N⊥ + 1)b+2φ‖2F≤N⊥ +
〈
(N⊥ + 1)b+
3
2φ, dΓ⊥(h)(N⊥ + 1)b+
3
2φ
〉
F≤N⊥
)
≤ C
(
‖(N⊥ + 1)b+2φ‖2 +
〈
(N⊥ + 1)b+2φ, (H+ cN
1
3 )(N⊥ + 1)b+2φ
〉
F≤N⊥
)
≤ C
(
N
1
6 ‖(N⊥ + 1)b+2φ‖+
∣∣∣〈φ, (N⊥ + 1)b+2H(N⊥ + 1)b+2φ〉∣∣∣ 12)2 . (5.88)
In particular, this implies that
‖(N⊥ + 1)bK4χ(n)‖ = ‖(N⊥ + 1)bK−4 χ(n)‖ ≤ C(n, b)N
1
6 (5.89)
by part (a) and Lemma 5.2b. To improve this a priori bound, we apply a similar argument
to the bootstrapping in part (a). As in (5.73),
Tr
(
P(n)(N⊥ + 1)2bK24
)
= Tr
(
P(n)(N⊥ + 1)2b(K−4 )2
)
= Tr
(
P(n)0 (N⊥ + 1)2b(K−4 )2
)
(5.90a)
−λ
1
2
NTr
(
1
2pii
∮
γ(n)
1
z − E(n)0
Q(n)
z −H<R0P
(n)
0 (N⊥ + 1)2b(K−4 )2 dz
)
(5.90b)
+λ
1
2
NTr
(
1
2pii
∮
γ(n)
P(n)
z −H<R0
1
z −H0 (N⊥ + 1)
2b(K−4 )
2 dz
)
. (5.90c)
For the first term, Lemma 5.2a implies that
(5.90a) =
δ
(n)
0∑
m=1
‖K4(N⊥ + 1)bχ(n,m)0 ‖2F≤N⊥ ≤ C(n, b) . (5.91)
In (5.90b), the observation that [K−4 ,N⊥] = 0 leads for z ∈ γ(n) and χ(n,m)0 ∈ E(n)0 to
N−
1
2
∣∣∣∣∣
〈
K−4 (N⊥ + 1)2b+2χ(n,m)0 ,K−4 (N⊥ + 1)−2
Q(n)
z −H<R0χ
(n,m)
0
〉∣∣∣∣∣
≤ CN− 12 ‖(N⊥ + 1)2b+4χ(n,m)0 ‖
×
N 16∥∥∥ Q(n)
z −H<R0χ
(n,m)
0
∥∥∥+ ∣∣∣∣∣
〈
Q(n)
z −H<R0χ
(n,m)
0 ,H
< Q(n)
z −H<R0χ
(n,m)
0
〉∣∣∣∣∣
1
2

≤ C(n, b)N− 13 , (5.92)
where we used Lemmas 5.2a and 5.2b for the left hand side and (5.88) for the right hand side
of the scalar product in the first line, as well as Lemmas 5.5a and 5.3b. Finally, for (5.90c),
(5.88) and (5.89) imply that
N−
1
2
∣∣∣∣〈χ(n,m),R0 1z −H0 (N⊥ + 1)2b(K−4 )2χ(n,m)
〉∣∣∣∣
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≤ N− 12∥∥(N⊥ + 1)2bK4χ(n,m)∥∥∥∥∥K4 1
z −H0R0χ
(n,m)
∥∥∥
≤ C(n, b)N− 13 ‖(N⊥ + 1)
3
2 (R(1)0 + λ
1
2
NK
−
4 )χ
(n,m)‖ ≤ C(n, b)N− 13 (5.93)
by definition (3.12a) of R0. In summary, we find
TrP(n)(N⊥ + 1)2bK24 =
δ
(n)
0∑
m=1
‖(N⊥ + 1)bK4χ(n,m)‖2 ≤ C(n, b) .
5.3 Proof of the main results
In the sequel, we consider
A ∈ {A(m)red , 1 , Hj}
for j ∈ N0. By Lemmas 5.3 and 5.4, A satisfies
‖Aφ‖ ≤ CNα1 (‖(N⊥ + 1)α2φ‖+ ‖(N⊥ + 1)α2−1H0φ‖) (5.94)
for
(α1, α2) =

(−12 , 32) if A = A
(m)
red ,
(0, 1) if A = 1 ,
(0, j+12 ) if A = Hj .
(5.95)
5.3.1 Proof of Theorem 1
Recall that by Proposition 3.5,
TrAP(n) =
a∑
`=0
λ
1
2
NTrAP
(n)
` + λ
a+1
2
N
(
TrAB(n)P (a) + TrAB
(n)
Q (a)
)
,
where
B(n)P (a) =
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
1
2pii
∮
γ(n)
P(n)
z −H< Rν
1
z −H0Hj1
1
z −H0 ···Hjm
1
z −H0 dz
and
B(n)Q (a)
=
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
m∑
`=0
∑
k∈{0,1}m+1
|k|=`
1
2pii
∮
γ(n)
Q(n)
z −H<Rν
I(n)k1
z −H0Hj1 ···Hjm
I(n)km+1
z −H0 dz
with I(n)0 = P
(n)
0 and I
(n)
1 = Q
(n)
0 .
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Estimates for B(n)P (a).
By (3.21), we have∣∣∣TrAB(n)P (a)∣∣∣ (5.96)
≤ C
a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
δ
(n)
0∑
`=1
∣∣∣∣Tr∮
γ(n)
1
z − E(n,`)A|χ
(n,`)〉〈χ(n,`)|Rν 1
z −H0Hj1 ···Hjm
1
z −H0 dz
∣∣∣∣ ,
for P(n) =
∑δ(n)0
`=1 |χ(n,`)〉〈χ(n,`)| with for
{
χ(n,`)
}δ(n)0
`=1
an orthonormal basis of E(n) such that
Hχ(n,`) = E(n,`)χ(n,`). By Fubini, we may interchange the trace with the contour integral,
hence ∣∣∣∣Tr(∮
γ(n)
1
z − E(n,`)A|χ
(n,`)〉〈χ(n,`)|Rν 1
z −H0Hj1 ···Hjm
1
z −H0 dz
)∣∣∣∣
≤
∮
γ(n)
∣∣∣∣ 1z − E(n,`)
∣∣∣∣ ∣∣∣∣〈χ(n,`),Rν 1z −H0Hj1 ···Hjm 1z −H0Aχ(n,`)
〉∣∣∣∣dz . (5.97)
Lemmas 5.3a and 5.5b lead to the estimate∥∥∥(N⊥ + 1)bHj I(n)
z −H0φ
∥∥∥ ≤ C(b, j)‖(N⊥ + 1)b+ j2+1φ‖ (5.98)
for I(n) ∈ {1,P(n)0 ,Q(n)0 }, hence∣∣∣∣〈χ(n,`),Rν 1z −H0Hj1 1z −H0 ···Hjm 1z −H0Aχ(n,`)
〉∣∣∣∣
≤ ‖χ(n,`)‖
∥∥∥A 1
z −H0Hjm
1
z −H0 ···Hj1
1
z −H0Rνχ
(n,`)
∥∥∥
≤ CNα1
∥∥∥(N⊥ + 1)α2−1Hjm 1z −H0 ···Hj1 1z −H0Rνχ(n,`)
∥∥∥
≤ C(n, a)Nα1‖(N⊥ + 1)
2(α2−1)+3a−ν
2 Rνχ(n,m)‖ ≤ C(n, a)Nα1 (5.99)
by Lemmas 5.4, 5.3b and 5.6. Here, we used that for any b ≥ 0, it holds that
‖(N⊥ + 1)bR0χ(n,m)‖ = ‖(N⊥ + 1)b(R(1)0 + λ
1
2
NK4)χ
(n,m)‖ ≤ C(n, b) , (5.100)
‖(N⊥ + 1)bR1χ(n,m)‖ = ‖(N⊥ + 1)b(R(a)1 +K4)χ(n,m)‖ ≤ C(n, b) (5.101)
and
‖(N⊥ + 1)bRνχ(n,m)‖ ≤ C(n, b) (5.102)
for ν ≥ 2. In summary, this yields∣∣∣TrAB(n)P (a)∣∣∣ ≤ Nα1C(n, a) (5.103)
by Lemma 4.8c and because |γ(n)| = 2pig(n).
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Estimates for B(n)Q (a).
By (3.22), it follows that
∣∣∣TrAB(n)Q ∣∣∣ ≤ C(n) a∑
ν=0
a−ν∑
m=1
∑
j∈Nm
|j|=a−ν
m∑
`=0
∑
k∈{0,1}m+1
|k|=`
× sup
z∈γ(n)
∣∣∣∣∣∣TrA Q
(n)
z −H<Rν
I(n)k1
z −H0Hj1
I(n)k2
z −H0 ···Hjm
I(n)km+1
z −H0
∣∣∣∣∣∣ . (5.104)
Each term contains at least one projector P(n)0 , i.e., there exists some σ ∈ {1, ...,m+ 1} such
that kσ = 0. Decomposing P
(n)
0 =
∑δ(n)0
µ=1 |χ(n,µ)0 〉〈χ(n,µ)0 | for a basis {χ(n,µ)0 }δ
(n)
0
µ=1 of E
(n)
0 as in
Lemma 4.7c, we obtain∣∣∣∣∣∣TrA Q
(n)
z −H<Rν
I(n)k1
z −H0Hj1
I(n)k2
z −H0 ···Hjm
I(n)km+1
z −H0
∣∣∣∣∣∣
=
∣∣∣∣ 1
z − E(n)0
∣∣∣∣ δ
(n)
0∑
µ=1
∣∣∣∣〈χ(n,µ)0 ,Hjσ I(n)kσ+1z −H0 ···Hjm I
(n)
km+1
z −H0A
× Q
(n)
z −H<Rν
I(n)k1
z −H0Hj1 ···
I(n)kσ−1
z −H0Hjσ−1χ
(n,µ)
0
〉∣∣∣∣
≤ C(n)
δ
(n)
0∑
µ=1
∥∥∥∥∥∥ Q
(n)
z −H<Rν
I(n)k1
z −H0Hj1 ···
I(n)kσ−1
z −H0Hjσ−1χ
(n,µ)
0
∥∥∥∥∥∥ (5.105a)
×
∥∥∥∥∥∥A I
(n)
km+1
z −H0Hjm
I(n)km
z −H0 ···
I(n)kσ+1
z −H0Hjσχ
(n,µ)
0
∥∥∥∥∥∥ . (5.105b)
Using the estimate (5.98) in combination with Lemmas 5.3, 5.2b, we find for (5.105a)∥∥∥∥ Q(n)z −H<Rν I
(n)
k1
z −H0Hj1 ···
I(n)kσ−1
z −H0Hjσ−1χ
(n,µ)
0
∥∥∥∥
≤ C(n, a)
(∥∥∥∥(N⊥ + 1) ν+42 I(n)k1z −H0 ···χ(n,µ)0
∥∥∥∥+ ∥∥∥∥(N⊥ + 1) 32H0 I(n)k1z −H0 ···χ(n,µ)0
∥∥∥∥
)
≤ C(n, a)‖(N⊥ + 1)
ν+2σ+1+j1+···+jσ−1
2 χ
(n,µ)
0 ‖ , (5.106)
and for (5.105b)∥∥∥∥A I(n)km+1z −H0Hjm I
(n)
km
z −H0 ···
I(n)kσ+1
z −H0Hjσχ
(n,µ)
0
∥∥∥∥
≤ Nα1C(n, a, α2)
∥∥∥∥(N⊥ + 1) 2α2+jσ+1+···+jm+2(m−σ−1)2 Hjσχ(n,µ)0 ∥∥∥∥
≤ Nα1C(n, a, α2)‖(N⊥ + 1)
jσ+···+jm+2(m−σ)+1
2 χ
(n,µ)
0 ‖ (5.107)
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since H0χ
(n,µ)
0 = E
(n)
0 χ
(n,µ)
0 . Combining both estimates yields with Lemma 4.7d∣∣∣TrAB(n)Q (a)∣∣∣ ≤ C(n, a)Nα1 . (5.108)
5.3.2 Proof of Theorem 2
Note first that
TrH<P(n) =
∑
ν∈ι(n)
δ
(ν)
N E
(ν) . (5.109)
By Proposition 3.2,
TrH<P(n) =
a∑
j=0
λ
j
2
NTrHjP
(n) + λ
a+1
2
N TrRaP
(n) . (5.110)
Since Hj satisfies the bound (3.38) for (α1, α2) = (0, j+12 ) by Lemma 5.3, the proof of Theo-
rem 1 implies, in combination with Proposition 3.5, that
∣∣∣TrHjP(n) − a−j∑
`=0
λ
`
2
NTrHjP
(n)
`
∣∣∣ ≤ C(n, a)λa−j+12N , (5.111)
hence ∣∣∣TrH<P(n) − a∑
j=0
a−j∑
`=0
λ
`+j
2
N TrHjP
(n)
`
∣∣∣ ≤ C(n, a)λa+12N (1 + ∣∣∣TrRaP(n)∣∣∣) . (5.112)
As a consequence of Lemmas 4.8c and Lemma 5.6, it follows that
∣∣∣TrRaP(n)∣∣∣ ≤ δ
(n)
0∑
m=1
∣∣∣〈χ(n,m),Raχ(n,m)〉∣∣∣ ≤ C(n, a) . (5.113)
Moreover,
a∑
j=0
a−j∑
`=0
λ
`+j
2
N TrHjP
(n)
` =
a∑
j=0
λ
j
2
N
j∑
`=0
TrHj−`P
(n)
` (5.114)
and all terms on the right hand side of (5.114) corresponding to j odd vanish by parity: define
the unitary map
UP : F → F , UPa†(f)UP = a†(−f) = −a†(f) (5.115)
for any f ∈ H. Clearly, UP preserves F⊥ and acts on the operator-valued distributions a†x and
ax as UPa†x UP = −a†x and UPax UP = −ax. By definition (3.11), Hj contains an even number
of creation/annihilation operators for j even and an odd number for j odd, hence
UPHjUP = (−1)jHj , UPO(n)k UP = O(n)k , UPP(n)` UP = (−1)`P(n)` (5.116)
because UPP(n)0 UP = P(n)0 and UPH`0UP = H`0 for any ` ∈ R. Consequently,
TrHj−`P
(n)
` = TrUPHj−`UPUPP(n)` UP = (−1)jTrHj−`P(n)` , (5.117)
which concludes the proof.
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5.3.3 Proof of Corollary 3.7
We evaluate the first terms of the expansion
a∑
j=0
λjN
2j∑
`=0
TrH2j−`P
(n)
` . (5.118)
Part (a). The O(1)-contribution in (5.118) is given by
TrH0P
(n)
0 = δ
(n)
0 E
(n)
0 . (5.119)
To compute the contribution from j = 1, recall that
P(n)1 = (P
(n)
0 H1O
(n)
1 + per.) , (5.120)
P(n)2 = (P
(n)
0 H2O
(n)
1 + perm.) + (P
(n)
0 H1O
(n)
1 H1O
(n)
1 + per.)
−(P(n)0 H1P(n)0 H1O(n)2 + per.) (5.121)
by Definition 3.4. Here, the notation “per.” means permutation of all operators with super-
script (n) while keeping the position of the operators Hj fixed. Observing that
O(n)k H0P
(n)
0 = 0 , O
(n)
k H0O
(n)
` = H0O
(n)
k+` (5.122)
for k, ` ≥ 1, and
(E
(n)
0 −H0)O(n)k = O(n)k−1 (5.123)
for k ≥ 2, one computes
TrH1P
(n)
1 = 2TrP
(n)
0 H1O
(n)
1 H1 , (5.124)
TrH0P
(n)
2 = TrP
(n)
0 H1O
(n)
1 H0O
(n)
1 H1 − TrP(n)0 H1O(n)2 H1P(n)0 H0
= TrP(n)0 H1(H0 − E(n)0 )O(n)2 H1
= −TrP(n)0 H1O(n)1 H1 . (5.125)
In summary, the O(λN )-contribution is given by
2∑
`=0
TrH2−`P
(n)
` = TrP
(n)
0 (H2 +H1O
(n)
1 H1) . (5.126)
Part (b). We use the notation
〈·〉 ≡
〈
χ
(n)
0 , ·χ(n)0
〉
.
For non-degenerate χ
(n)
0 , it follows by parity that
P(n)0 Hj1O
(n)
k1
Hj2 ···O(n)kν−1HjνP
(n)
0 =
〈
Hj1O
(n)
k1
Hj2 ···O(n)kν−1Hjν
〉
P(n)0 = 0 (5.127)
for any ν ∈ N, k ∈ Nν−1, j ∈ Nν0 such that |j| odd. Consequently,
E
(n)
1 =
〈
H2 +H1O
(n)
1 H1
〉
(5.128)
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and P(n)2 to P
(n)
4 simplify to
P(n)2 =
(
P(n)0 H2O
(n)
1 + perm.
)
+
(
P(n)0 H1O
(n)
1 H1O
(n)
1 + per.
)
−
〈
H1O
(n)
2 H1
〉
P(n)0 , (5.129)
P(n)3 =
(
P(n)0 H3O
(n)
1 + per.
)
−
〈
H1O
(n)
2 H1
〉(
P(n)0 H1O
(n)
1 + per.
)
+
(
P(n)0 H1O
(n)
1 H2O
(n)
1 + P
(n)
0 H2O
(n)
1 H1O
(n)
1 + per.
)
+
(
P(n)0 H1O
(n)
1 H1O
(n)
1 H1O
(n)
1 + per.
)
− E(n)1
(
P(n)0 H1O
(n)
2 + per.
)
, (5.130)
P(n)4 =
(
P(n)0 H4O
(n)
1 + per.
)
−
〈
H1O
(n)
2 H1
〉(
P(n)0 H2O
(n)
1 + P
(n)
0 H1O
(n)
1 H1O
(n)
1 + per.
)
+
∑
|j|=4
(
P(n)0 Hj1O
(n)
1 Hj2O
(n)
1 + P
(n)
0 Hj1O
(n)
1 Hj2O
(n)
1 Hj3O
(n)
1 + per.
)
+
(
P(n)0 H1O
(n)
1 H1O
(n)
1 H1O
(n)
1 H1O
(n)
1 + per.
)
−
(〈
H1O
(n)
2 H3
〉
+
〈
H3O
(n)
2 H1
〉
+
〈
H2O
(n)
2 H2
〉)
P(n)0
−
(〈
H1O
(n)
1 H1O
(n)
2 H2
〉
+
〈
H1O
(n)
1 H2O
(n)
2 H1
〉
+
〈
H2O
(n)
1 H1O
(n)
2 H1
〉
+ per.)
)
P(n)0
−
(〈
H1O
(n)
1 H1O
(n)
1 H1O
(n)
2 H1
〉
+ per.
)
P(n)0
+2E
(n)
1
(〈
H1O
(n)
3 H1
〉
+
〈
H1O
(n)
2 H1
〉2)
P(n)0
−E(n)1
(
P(n)0 H2O
(n)
2 + P
(n)
0 H1O
(n)
1 H1O
(n)
2 + per.
)
. (5.131)
Consequently,
TrP(n)0 H4 = 〈H4〉 ,
TrP(n)1 H3 =
〈
H1O
(n)
1 H3
〉
+
〈
H3O
(n)
1 H1
〉
,
TrP(n)2 H2 = 2
〈
H2O
(n)
1 H2
〉
− 〈H2〉 〈H1O2H1〉
+
〈
H1O
(n)
1 H1O
(n)
1 H2
〉
+
〈
H1O
(n)
1 H2O
(n)
1 H1
〉
+
〈
H2O
(n)
1 H1O
(n)
1 H1
〉
,
TrP(n)3 H1 =
〈
H3O
(n)
1 H1
〉
+
〈
H1O
(n)
1 H3
〉
− 2
〈
H1O
(n)
2 H1
〉〈
H1O
(n)
1 H1
〉
+2
(〈
H1O
(n)
1 H1O
(n)
1 H2
〉
+
〈
H1O
(n)
1 H2O
(n)
1 H1
〉
+
〈
H2O
(n)
1 H1O
(n)
1 H1
〉)
+4
〈
H1O
(n)
1 H1O
(n)
1 H1O
(n)
1 H1
〉
− 2E(n)1
〈
H1O
(n)
2 H1
〉
(5.132)
and, by (5.122) and (5.123),
TrP(n)4 H0
=
〈
H1O
(n)
2 H0H3
〉
+
〈
H3O
(n)
2 H0H1
〉
+
〈
H2O
(n)
2 H0H2
〉
−E(n)0
(〈
H1O
(n)
2 H3
〉
+
〈
H3O
(n)
2 H1
〉
+
〈
H2O
(n)
2 H2
〉)
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+
(〈
H1O
(n)
1 H1O
(n)
2 H0H2
〉
+
〈
H1O
(n)
1 H2O
(n)
2 H0H1
〉
+
〈
H2O
(n)
1 H1O
(n)
2 H0H1
〉
+ per.
)
−E(n)0
(〈
H1O
(n)
1 H1O
(n)
2 H2
〉
+
〈
H1O
(n)
1 H2O
(n)
2 H1
〉
+
〈
H2O
(n)
1 H1O
(n)
2 H1
〉
+ per.
)
+
(〈
H1O
(n)
1 H1O
(n)
1 H1O
(n)
2 H0H1
〉
+ per.
)
− E(n)0
(〈
H1O
(n)
1 H1O
(n)
1 H1O
(n)
2 H1
〉
+ per.
)
−
〈
H1O
(n)
2 H1
〉〈
H1O
(n)
2 H0H1
〉
+ E
(n)
0
〈
H1O
(n)
2 H1
〉2
−2E(n)1
(〈
H1O
(n)
3 H0H1
〉
− E(n)0
〈
H1O
(n)
3 H1
〉)
= −
(〈
H1O
(n)
1 H3
〉
+
〈
H3O
(n)
1 H1
〉
+
〈
H2O
(n)
1 H2
〉)
+
〈
H1O
(n)
1 H1
〉〈
H1O
(n)
2 H1
〉
−2
(〈
H1O
(n)
1 H1O
(n)
1 H2
〉
+
〈
H1O
(n)
1 H2O
(n)
1 H1
〉
+
〈
H2O
(n)
1 H1O
(n)
1 H1
〉)
−3
〈
H1O
(n)
1 H1O
(n)
1 H1O
(n)
1 H1
〉
+ 2E
(n)
1
〈
H1O
(n)
2 H1
〉
. (5.133)
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A Excitation Hamiltonian
Our starting point is [30, Eqn. (4.8)], which states that
UN,ϕ (HN −NeH)U∗N,ϕ = A0 +A1 +A2,a +A2,b +A2,c +A2,d +A3 +A4 (A.1)
with
A0 =
1
2
W0000
N⊥(N⊥ − 1)
N − 1 , (A.2a)
A1 =
∑
m≥1
a†(ϕm)
(
Tm0 +Wm000
N −N⊥ − 1
N − 1
)√
N −N⊥ + h.c. , (A.2b)
A2,a =
∑
m,n≥1
〈ϕm, hϕn〉 a†(ϕm)a(ϕn) , (A.2c)
A2,b =
∑
m,n≥1
〈ϕm,Kϕn〉 a†(ϕm)a(ϕn)N −N⊥
N − 1 , (A.2d)
A2,c = −
∑
m,n≥1
〈
ϕm, v ∗ |ϕ|2ϕn
〉
a†(ϕm)a(ϕn)
N⊥ − 1
N − 1 , (A.2e)
A2,d =
1
2
∑
m,n≥1
〈ϕm ⊗ ϕn,K(·, ·)〉 a†(ϕm)a†(ϕn)
√
(N −N⊥)(N −N⊥ − 1)
N − 1 + h.c. ,(A.2f)
A3 =
1
N − 1
∑
m,n,p≥1
Wmnp0a
†(ϕm)a†(ϕn)a(ϕp)
√
N −N⊥ + h.c. , (A.2g)
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A4 =
1
2(N − 1)
∑
m,n,p,q≥1
Wmnpqa
†(ϕm)a†(ϕn)a(ϕp)a(ϕq) (A.2h)
where {ϕn}n≥0 is an orthonormal basis of H⊥ with ϕ0 ≡ ϕ and with
Tmn :=
〈
ϕm, (−∆ + V ext)ϕn
〉
, (A.3)
Wmnpq :=
∫
dx dyϕm(x)ϕn(y)v(x− y)ϕp(x)ϕq(y) . (A.4)
Now we show that the various terms in (A.2) can be rewritten to yield (2.38). Since hϕ = 0
as ϕ is the Hartree minimizer, and using that qKq = K1, we obtain
A2,a =
∑
m,n≥0
〈ϕm, hϕn〉 a†(ϕm)a(ϕn) = dΓ⊥(h) = K0 , (A.5)
A2,b =
∑
m,n≥0
〈ϕm,K1ϕn〉 a†(ϕm)a(ϕn)N −N⊥
N − 1 = dΓ⊥(K1)
N −N⊥
N − 1
=
N −N⊥
N − 1 K1 . (A.6)
Next, we make use of the fact that the integral kernel of the projector q is given as
q(x; y) =
∑
m≥1
ϕm(x)ϕm(y) (A.7)
to derive
A2,d =
1
2
∫
dx(4)
∑
m,n≥1
ϕm(x3)ϕm(x1)ϕn(x4)ϕn(x2)K(x1, x2)a
†
x3a
†
x4
×
√
(N −N⊥)(N −N⊥ − 1)
(N − 1) + h.c.
= 12
∫
dx3 dx4 (q ⊗ qK(·, ·)) (x3, x4)a†x3a†x4
√
(N −N⊥)(N −N⊥ − 1)
(N − 1) + h.c.
= K2
√
(N −N⊥)(N −N⊥ − 1)
(N − 1) + h.c. , (A.8)
and analogously
A3 =
∫
dx(3) (q ⊗ qv|ϕ〉 ⊗ q) (x1, x2;x3)a†x1a†x2ax3
√
N −N⊥
N − 1 + h.c. . (A.9)
To simplify A1, note that
Tm0 +Wm000 =
〈
ϕm, (−∆ + V ext + v ∗ |ϕ|2)ϕ
〉
= µH 〈ϕm, ϕ〉 = 0 . (A.10)
Since N⊥ = dΓ⊥(q) =
∫
dx1 dx2q(x1;x2)a
†
x1ax2 , we obtain
A1 = −
∑
m≥1
a†(ϕm)
〈
ϕm, v ∗ |ϕ|2ϕ
〉 N⊥√N −N⊥
N − 1 + h.c.
= −
∫
dx(4)q(x1;x2)(v ∗ |ϕ|2)(x2)ϕ(x2)q(x3;x4)a†x1a†x3ax4
√
N −N⊥
N − 1 + h.c.
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= −
∫
dx(3)
(
q(v ∗ |ϕ|2)|ϕ〉 ⊗ q) (x1, x2;x3)a†x1a†x2ax3√N −N⊥N − 1 + h.c. , (A.11)
hence
A1 +A3 = K3
√
N −N⊥
N − 1 + h.c. . (A.12)
Since (N⊥ − 1)a†x = a†xN⊥, we find that
A0 =
1
2(N − 1)
〈
ϕ, v ∗ |ϕ|2ϕ〉 (N⊥ − 1) dΓ⊥(q)
=
1
2(N − 1)
〈
ϕ, v ∗ |ϕ|2ϕ〉 ∫ dx1 dx2q(x1;x2)a†x1N⊥ax2
=
1
2(N − 1)
〈
ϕ, v ∗ |ϕ|2ϕ〉 ∫ dx(4) (q ⊗ q) (x1, x2;x3, x4)a†x1a†x2ax3ax4 . (A.13)
Finally,
A2,c = −dΓ⊥(q(v ∗ |ϕ|2)q)N⊥ − 1
N − 1
=
1
2(N − 1)
∫
dx1 dx3
(
q(v ∗ |ϕ|2)q) (x1;x3)a†x1N⊥ax3
− 1
2(N − 1)
∫
dx2 dx4
(
q(v ∗ |ϕ|2)q) (x2;x4)a†x2N⊥ax4
= − 1
2(N − 1)
∫
dx(4)
(
q(v ∗ |ϕ|2)q ⊗ q + q ⊗ q(v ∗ |ϕ|2)q) (x1, x2;x3, x4)
×a†x1a†x2ax3ax4 (A.14)
and
A4 =
1
2(N − 1)
∑
m,n,p,q≥1
∫
dx1 dx2ϕm(x1)ϕn(x2)v(x1 − x2)ϕp(x1)ϕq(x2)
×a†(ϕm)a†(ϕn)a(ϕp)a(ϕq)
=
1
2(N − 1) (q ⊗ qvq ⊗ q) (x1, x2;x3, x4)a
†
x1a
†
x2ax3ax4 , (A.15)
hence
A0 +A2,c +A4 =
1
N − 1K4 , (A.16)
and combining (A.5), (A.6), (A.8), (A.12) and (A.16) yields (2.38).
B Proof of Lemma 3.1
First, we note that the constants c
(n)
` in (3.3) can be bounded by
|c(0)` | ≤
1
2`
, |c(n)` | ≤
(n+ `− 1)!
(n− 1)! `! =
(
n+ `− 1
`
)
≤ 2n+`−1 . (B.1)
Next, we estimate the Taylor series remainders for the functions f
(0)
0 and f
(0)
µ f
(0)
0 , where
f (n)µ : [−1, 1− µ]→ [0,∞) , x 7→ f (n)µ (x) := (1− x− µ)
1
2
−n , (B.2)
53
for µ ∈ [0, 14) and n ≥ 0. The `th derivatives of f
(n)
µ and of f
(0)
µ f
(0)
0 are given by
[
f (n)µ
](`)
(x) =
`! c
(n)
`
(1− x− µ)n+`− 12
, (B.3)
[
f (0)µ f
(0)
0
](`)
(x) =
∑`
m=0
(
`
m
)[
f (0)µ
](m)
(x)
[
f
(0)
0
](`−m)
(x)
= `!
∑`
m=0
c(0)m c
(0)
`−m
(
1
1− x− µ
)m− 1
2
(
1
1− x
)`−m− 1
2
(B.4)
for c
(n)
` as in (3.3). Consequently, the a
th order Taylor expansions of f
(n)
µ and f
(0)
µ f
(0)
0 around
x = 0 are
f (n)µ (x) =:
a∑
`=0
c
(n)
`
(1− µ)n+`− 12
x` +R(n)a,µ(x) , (B.5)
f (0)µ (x)f
(0)
0 (x) =:
a∑
`=0
∑`
m=0
c(0)m c
(0)
`−m
(
1
1− µ
)m− 1
2
x` + R˜a,µ(x) . (B.6)
Estimates for f
(0)
0 . The remainder R
(0)
a,0(x) is given as
R
(0)
a,0(x) = (a+ 1) c
(0)
a+1
x∫
0
1√
1− t
(
x− t
1− t
)a
dt = c
(0)
a+1
(
1
1− ξ
)a+ 1
2
xa+1 (B.7)
for some ξ ∈ (0, x). For x ∈ [−1, 12 ], this yields the bound
|R(0)a,0(x)| ≤ |c(0)a+1|
(
1
1− ξ
)a+ 1
2
|x|a+1 ≤ 2a|x|a+1 (B.8)
since 1− ξ > 12 and by (3.5). For x ∈ (12 , 1], we obtain
|R(0)a,0(x)| ≤ (a+ 1)|c(0)a+1|
1∫
0
1√
1− t dt ≤ 1 ≤ 2
a+1|x|a+1 . (B.9)
In conclusion, we obtain∣∣∣R(0)a,0(λN (k − 1))∣∣∣ ≤ λa+1N 2a+1(k + 1)a+1 , k ∈ {0, 1, ..., N} . (B.10)
Estimates for f
(0)
λN
f
(0)
0 . Evaluating (B.6) for µ = λN and x = λN (k− 1) with 0 ≤ k ≤ N − 1
yields
f
(0)
λN
(λN (k − 1))f (0)0 (λN (k − 1)) =
a∑
`=0
∑`
n=0
c(0)n c
(0)
`−nf
(n)
0 (λN )λ
`
N (k − 1)` + R˜a,λN (λN (k − 1)) .
(B.11)
54
By (B.5) and (B.7),
f
(n)
0 (λN ) =
a−∑`
ν=0
c(n)ν λ
ν
N + c
(n)
a−`+1(1− ξ)`−a−n−
1
2λa−`+1N (B.12)
for some ξ ∈ (0, λN ). Inserting this formula into (B.11) yields
f
(0)
λN
(λN (k − 1))f (0)0 (λN (k − 1))
=
a∑
`=0
∑`
n=0
a−∑`
ν=0
c(0)n c
(0)
`−nc
(n)
ν (k − 1)`λν+`N
+λa+1N
a∑
`=0
∑`
n=0
c(0)n c
(0)
`−nc
(n)
a−`+1
(
1
1− ξ
)a−`+n+ 1
2
(k − 1)` + R˜a,λN (λN (k − 1))
=
a∑
`=0
λ`N
∑`
m=0
d`,m(k − 1)m + λa+1N r(k, a) + R˜a,λN (λN (k − 1)) , (B.13)
where we re-ordered the triple sum, using that
d`,m :=
m∑
n=0
c(0)n c
(0)
m−nc
(n)
`−m (B.14)
as in (3.4), and abbreviated the double sum as r(k, a). Since ξ ∈ (0, λN ) and a ≥ `, it follows
that (1− ξ)−(a−`+n+ 12 ) ≤ (N−1N−2)a+
1
2 and consequently
|r(k, a)| ≤
(
N−1
N−2
)a+ 1
2
(k+1)a
a∑
`=0
∑`
n=0
|c(0)n c(0)`−nc(n)a−`+1| ≤ (a+1)22a
(
N−1
N−2
)a+ 1
2
(k+1)a . (B.15)
Finally, the remainder R˜a,λN is given as
R˜a,λN (x) =
a+1∑
n=0
c(0)n c
(0)
a+1−n
(
1
1− ξ − λN
)n− 1
2
(
1
1− ξ
)a−n+ 1
2
xa+1
= (a+ 1)
a+1∑
n=0
c(0)n c
(0)
a+1−n
x∫
0
(
1
1− t− µ
)n− 1
2
(
1
1− t
)a−n+ 1
2
(x− t)a dt (B.16)
for some ξ ∈ (0, x). For x ∈ [−1, 12 ], this yields
|R˜a,λN (x)| ≤ |c(0)a+1|(1− ξ − λN )
1
2
(
1
1− ξ
)a+ 1
2
|x|a+1
+
a+1∑
n=1
|c(0)n c(0)a+1−n|
(
1− ξ
1− ξ − λN
)n− 1
2
(
1
1− ξ
)a
|x|a+1 ≤ a 4a|x|a+1 , (B.17)
where we used that that 2 > 1−ξ ≥ 1−ξ > 12 and 2 > 1−ξ−λN > 12 N−3N−1 . For x ∈ (12 , 1−λN ],
one computes
|R˜a,λN (x)| ≤ (a+ 1)
a∑
n=0
|c(0)n ||c(0)a+1−n|
x∫
0
(
x− t
1− λN − t
)a(1− λN − t
1− t
)a−n+ 1
2
dt
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+(a+ 1)|c(0)a+1|
x∫
0
(
x− t
1− λN − t
)a( 1− t
1− λN − t
) 1
2
dt
≤ 12(a+ 1)|x|+ 12
1−λN∫
0
1√
1− λN − t
dt ≤ (a+ 1)22a+2|x|a+1 (B.18)
since 1 ≤ 2|x|. In conclusion, the full remainder term in (B.13) can be bounded by∣∣∣λa+1N r(k, a) + R˜a,λN (λN (k − 1))∣∣∣ ≤ λa+1N 4a(a+1)2(k+1)a+1 , k ∈ {0, 1, ..., N−1} . (B.19)
Proof of part (a). Recall that (3.6) implies that
R˜(3)a = λ
−(a+ 3
2
)
N
(√
[N −N⊥]+
N − 1 −
a∑
`=0
c`λ
`+ 1
2
N (N⊥ − 1)`
)
. (B.20)
Since √
[N −N⊥]+
N − 1 = λ
1
2
Nf
(0)
0 (λN (N⊥ − 1)) (B.21)
on F≤N⊥ and λ−1N = N − 1 < N⊥ − 1 on F>N⊥ , we find that for φ ∈ F⊥,
‖R˜(3)a φ‖F≤N⊥ = λ
−(a+1)
N ‖R(0)a,0 (λN (N⊥ − 1))φ‖F≤N⊥ ≤ 2
a+1‖(N⊥ + 1)a+1φ‖F≤N⊥ (B.22)
by (B.10), and
‖R˜(3)a φ‖F>N⊥ ≤ (a+ 1)‖(N⊥ + 1)
a+1φ‖F>N⊥ . (B.23)
Proof of part (b). By (3.8) and because
√
[(N − k)(N − k − 1)]+ = 0 for k ≥ N ,
R˜(2)a = λ
−(a+1)
N
(√
[(N −N⊥)(N −N⊥ − 1)]+
N − 1 −
a∑
`=0
λ`N
∑`
n=0
d`,n(N⊥ − 1)n
)
. (B.24)
Since √
[(N −N⊥)(N −N⊥ − 1)]+
N − 1 = f
(0)
λN
(λN (N⊥ − 1)) f (0)0 (λN (N⊥ − 1)) (B.25)
on F≤N−1⊥ , it follows by (B.13), (B.15) and (B.19) that
‖R˜(2)a φ‖F≤N−1⊥ ≤ 4
a(a+ 1)2‖(N⊥ + 1)a+1φ‖F≤N−1⊥ (B.26)
for φ ∈ F⊥, and, since λ−1N = N − 1 ≤ N⊥ − 1 on F≥N⊥ , that
‖R˜(2)a φ‖F≥N⊥ ≤
a∑
`=0
∑`
n=0
n∑
m=0
∣∣∣c(0)m c(0)n−mc(m)`−n∣∣∣ ‖(N⊥ + 1)a+1φ‖F≥N⊥
≤ 2a(a+ 1)3‖(N⊥ + 1)a+1φ‖F≥N⊥ . (B.27)
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