Three-valued abstraction for probabilistic systems  by Katoen, Joost-Pieter et al.
The Journal of Logic and Algebraic Programming 81 (2012) 356–389
Contents lists available at SciVerse ScienceDirect
The Journal of Logic and Algebraic Programming
j ou rna l homepage : www . e l s e v i e r . c om / l o c a t e / j l a p
Three-valued abstraction for probabilistic systems<
Joost-Pieter Katoena,∗, Daniel Klink a, Martin Leucker b, Verena Wolf c
a
RWTH Aachen University, Germany
b
University of Lübeck, Germany
c
Saarland University, Germany
A R T I C L E I N F O A B S T R A C T
Article history:
Available online 16 March 2012
This paper proposes a novel abstraction technique for fully probabilistic systems. The mod-
els of our study are classical discrete-time and continuous-timeMarkov chains (DTMCs and
CTMCs, for short). A DTMC is a Kripke structure in which each transition is equipped with a
discrete probability; in a CTMC, in addition, state residence times are governed by negative
exponential distributions. Our abstraction technique fits within the realm of three-valued
abstraction methods that have been used successfully for traditional model checking. The
key ingredients of our technique are a partitioning of the state space combined with an
abstraction of transition probabilities by intervals. It is shown that this provides a conser-
vative abstraction for both negative and affirmative verification results for a three-valued
semantics of PCTL (Probabilistic ComputationTree Logic). In the continuous-time setting, the
key idea is to apply abstraction on uniform CTMCs which are readily obtained from general
CTMCs. In a similar way as for the discrete case, this is shown to yield a conservative ab-
straction for a three-valued semantics of CSL (Continuous Stochastic Logic). Abstract CTMCs
can be verified by computing time-bounded reachability probabilities in continuous-time
MDPs.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Model checking of probabilistic systems has enjoyed a rapid increase of interest. This technique has been successfully
applied to case studies from areas such as randomized distributed algorithms, planning and AI, security (such as Crowds
anonymity protocol), communication protocols (such as IEEE 802.11), systems biology, and quantum computing. Dedicated
model checkers such as PRISM [44], MRMC [41], LiQuor [7], YMER [57] and FHP-Murphi [50] support the verification of
a wide class of probabilistic models like Markov chains and Markov decision processes (MDPs). Existing performance and
dependability analysis tools for stochastic Petri nets (SMART [17] and GreatSPN [19]), process algebras (the PEPAWorkbench
[25], a stochastic variant of the CWB [48]), and Statemate [14] have adopted probabilistic model checking as a prominent
analysis technique. It is fair to say thatprobabilisticmodel checkinghasbeenproved toextendandcomplement long-standing
analysis techniques for Markov processes.
Typical properties that are checked are quantitative reachability objectives, such as: “does the probability to reach a
certain set of goal states (by avoiding illegal states) exceed 1
2
?”. Often constraints are incorporated as well that require
the goal to be reached within a certain number of transitions or real-time deadline. For MDPs—exhibiting both transition
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probabilities and nondeterminism—maximal andminimal probabilities are considered. Intricate combinations of numerical
or simulation techniques for Markov chains, optimization algorithms, and traditional CTL model-checking algorithms result
in simple, yet very efficient verification procedures. Verifying time-bounded reachability properties on models of tens of
millions of states usually is a matter of seconds, cf. [36].
Like in the traditional setting, probabilistic model checking suffers from the state space explosion problem: the number
of states grows exponentially in the number of system components and cardinality of data domains. To combat this problem,
various techniques have been proposed ranging from the use of (multi-terminal) binary decision diagrams [4] and bisimu-
lation minimization [38] to symmetry reduction [45] and a generalization of Peled’s ample set method to MDPs [26]. This
paper proposes a novel abstraction technique for Markov chains and is an extension of the results in [23,39].
The models of our study are discrete-time and continuous-time Markov chains (DTMCs and CTMCs, for short). DTMCs
and CTMCs are a class of stochastic processes that are used tomodel and analyze randomphenomena in application domains
such as planning of production lines and safety-critical systems. A DTMC is a Kripke structure in which each transition is
equipped with a discrete probability describing the likelihood of moving from one state to another in a single move. In
addition, in a CTMC state residence times are governed by negative exponential distributions. That is, the probability to stay
in a state s for at most t time units is 1 − e−λ·t where λ is uniquely characterizing an exponential distribution. The average
state residence time of state s is 1
λ
.
Abstraction is aimed at amodel reductionby collapsing sets of concrete states to abstract states. Our abstraction technique
is based on a partitioning of the concrete state space. In two-valued semantics, abstraction is typically conservative in the
sense that affirmative verification results for abstract models carry over to concrete models. That is to say, if the abstract
model satisfies a formula, the concrete one does so too. This does not apply to negative verification results, as false negatives
may occur due to over-approximation in the abstraction. Promising results in traditionalmodel checking have been obtained
for a three-valued semantics of temporal logic formulas, i.e., an interpretation in which a formula evaluates to either true,
false, or indefinite. In this setting, abstraction is conservative for both positive and negative verification results [28,34]. Only
if the verification of the abstract model yields an indefinite answer (“don’t know”), the validity in the concrete model is
unknown. The abstraction techniques proposed in this paper follow this three-valued approach.
For the discrete-time setting, we consider abstractions for the branching-time logic PCTL (Probabilistic Computation Tree
Logic [29]), whereas for the continuous-time case the logic CSL (Continuous Stochastic Logic [2,6]) is regarded. CSL is a real-
time probabilistic variant of CTL and is a powerful logic for expressing quantitative time-bounded constrained reachability
properties such as the probability to reach a set of goal states (by avoiding bad states) within amaximal time span exceeds 1
2
.
Existing abstraction techniques in this setting that have been applied in practice are based on e.g. bisimulation [38], matrix
bounding [13], simulation [58] or symmetry reduction [45]; an extensive discussion of (other) related work is provided in
Section 6. (Due to the absence of nondeterminism, techniques such as partial-order reduction do not yield substantial reduc-
tions.) Despite the fact that fairly large reductions have recently been reported [13,38,45,58], more aggressive abstraction
techniques are needed. Such techniques would also be useful to obtain finite abstractions for infinite-state Markov chains.
In classical model checking, three-valued abstraction yield abstract models (called Kripke modal transition systems
[34,47]) containingmay andmust transitions between aggregated states as over- and under-approximation, respectively, of
the concrete transition relation. This concept can be lifted toDTMCs in a rather naturalway [23,32,33] by replacing transition
probabilities by intervals. Lower and upper bounds of intervals now act as under- and over-approximation, respectively. In
fact, the resulting abstract model is of interest on its own, as pointed out in e.g., [16,37,43,53,54,56], since often only
bounds on probabilities are known rather than precise values. States in abstract DTMCs are thus groups of concrete states
and transitions are equipped with intervals. As only certain combinations of intervals are meaningful, abstract DTMCs are
normalized. We describe this normalization and present several of its properties, among others, that schedulers on abstract
DTMCs and their normalization coincide. It is shown that concrete states are simulated—using Jonsson and Larsen’s seminal
notion of probabilistic simulation [37]—by their abstract counterparts. Finally, a three-valued semantics of PCTL is provided
which is proven to be appropriate for the abstraction considered in the sense that any affirmative or negative verification
result on an abstract DTMC carries over to the concretemodel. If the verification yields indefinite, no conclusion can be drawn
on the validity in the concrete model. Our model-checking algorithm for checking an abstract DTMC against a three-valued
PCTL-formula is inspired by verification algorithms for MDPs.
A similar strategy is adopted for CTMCs. Themain technical complication, however, is that besides transition probabilities,
one has to determine the residence time of an abstract state that results from concrete stateswith possibly distinct residence
times. We show that intervals of transition probabilities, intervals on residence times (or combinations thereof) are not
satisfactory in terms of precision. Instead, we suggest to overcome this imprecision by using uniform CTMCs, i.e., CTMCs
in which all states have equal residence times and use transition probability intervals. Note that this is not a restriction,
as any CTMC can be transformed into a weakly bisimilar uniform CTMC in linear time and weak bisimulation preserves
the validity of CSL formulas except (for the usual reasons) the next-step operator [8]. The resulting abstraction is shown to
preserve simulation: concrete states are simulated by their corresponding abstract ones. The next technical complication is
that intervals offer schedulers infinitely many choices to select a transition probability. We show that extreme schedulers,
i.e., schedulers that basically only consider lower- and upper bounds, suffice for reachability probabilities. Thus schedulers
which have a finite number of choices suffice. Using a three-valued semantics of CSL, it is shown that the abstraction is
indeed conservative for affirmative and negative verification results.
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Organization of this paper: Section 2 presents DTMCs and CTMCs, and introduces the logics CSL and PCTL. Section 3 describes
our notion of abstraction, defines abstract Markov chains, and presents the result that abstraction preserves probabilistic
simulation. Section 4 shows how reachability probabilities can be determined in abstract DTMCs, and how time-bounded
reachability probabilities can be obtained for abstract CTMCs. Section 5 presents the three-valued semantics of PCTL and
CSL, and includes the main correctness result that abstraction preserves affirmative as well as negative verification results.
Finally, Section 6 discusses alternative approaches and a comparison to related work. This paper extends and improves the
results in [23,39].
2. Preliminaries
In this section, we recall the concept ofMarkov chains [15,52] aswell as temporal logics suitable for expressing properties
of these models. We first recall some basic notions of probability theory and fix our notation.
A sample space is a non-empty set  of possible outcomes of an experiment of chance. A set B ⊆ 2 is a σ -algebra over
 if it contains , \E for each E ∈ B, and the union of any countable sequence of sets from B. The subsets of  that are
elements of B are calledmeasurable. The σ -algebra generated by an at most countable set E , denoted by 〈E〉, is the smallest
σ -algebra that contains all elements of E .
A probability space is a triple (, B, Pr), where  is a sample space, B is a σ -algebra over , and Pr : B → [0, 1] is such
that Pr() = 1 and Pr(⋃∞i=1 Ei) = ∞∑
i=1
Pr(Ei) for any sequence E1, E2, . . . of pairwise disjoint sets ofB.We call Pr a probability
measure. We may refer to Pr as a distribution on  if  is a countable set and B = 2, the power set of . For x ∈ , we
abbreviate Pr({x}) by Pr(x) andwemay consider Pr as a function Pr :  → [0, 1]. The set of all distributions on is denoted
by distr() and ranged over byμ. ForQ : × → R≥0 and Y, Y ′ ⊆ , we defineQ (Y, Y ′) = ∑
y∈Y,y′∈Y ′
Q (y, y′), provided
the sum exists, and omit brackets if Y or Y ′ is a singleton set. The function Q (x, ·) is given by x′ 
→ Q (x, x′) for all x′ ∈ .
Let AP be a finite set of atomic propositions. For convenience, we fix AP for the remainder of this paper. Typically, a
proposition is interpreted over the two-valued truth domainB2 = {⊥,}, meaning that a proposition is either true, denoted
by, or false, denoted by⊥. However, as in our abstraction statesmay be grouped fromwhich only some but not all satisfy a
certain atomic proposition, we resort to a three-valued interpretation. The three-valued truth domainB3 = {⊥, ? ,} adds
toB2 the element ? , which should be read as don’t know or indefinite.B3 forms a lattice with ordering⊥ < ? <  and let
meet () and join (unionsq) of two elements defined as usual to yield their minimum and maximum, respectively. Moreover, B3
turns into de Morgan lattice when defining complementation ·c such that ⊥ and  are complementary to each other and
? c = ? . Likewise, also B2 can be understood as a lattice. When a proposition and later on also a formula evaluates to ⊥ or, we call the result definitely true or false respectively, while we call it indefinite otherwise.
2.1. Markov chains
A discrete-time Markov chain has a possibly infinite yet countable set of states S which is equipped with an initial
distribution μ0; μ0(s) for s ∈ S denotes the probability that the DTMC will start in state s. The probability to move in one
step from state s to a successor s′ is given by a transition probability function P(s, s′), for any pair s, s′ ∈ S. We require each
state to have at least one successor state that is reachable with a positive probability. Each state may satisfy certain atomic
propositions, which is described by a mapping L.
Definition 1 (DTMC). A Discrete-Time Markov Chain (DTMC) is a tuple (S, P, L, μ0)with a non-empty, countable set of states
S, transition probability function P : S × S → [0, 1] satisfying P(s, S) = 1 for all s ∈ S, labeling function L : S × AP → B2,
and initial distribution μ0 ∈ distr(S).
A path in a DTMCM = (S, P, L, μ0) is an (infinite) sequence ρ = s0 s1 s2 . . ., sometimes written as s0 → s1 → s2 . . ..
Let ρ[i] denote the (i+1)-st state of ρ , i.e., ρ[i] = si. A finite prefix π = s0 s1 s2 . . . sl of a path ρ = s0 s1 s2 . . . is called a
path fragment. The last (first) element of π is denoted by last(π) (first(π)). We write PathMs (Pathf
M
s ) for the set of all paths
(path fragments, respectively) that start with state s.
The probability measure PrM on sets of paths is constructed as follows. Let  be the set PathM = ⋃s∈S PathMs , and
C(s0 . . . sk) be the (basic) cylinder set of s0 . . . sk, i.e., the set of all paths in PathM with prefix s0 . . . sk ∈ PathfM. Let B be
the σ -algebra generated by all cylinder sets, i.e., B = 〈(C(s0 . . . sk))s0 ... sk∈PathfM〉. We define
PrM(C(s0 . . . sk)) = μ0(s0) ·
k−1∏
j=0
P(sj, sj+1).
Then, by Caratheodory’s extension theorem PrM extends to a probability measure on B in a unique manner [24]. We some-
times write PrMs instead of Pr
M in case s is the unique initial state ofM, i.e., μ0(s) = 1 and μ0(s′) = 0 for s′ = s. We omit
superscriptMwheneverM is clear from the context. This convention is used throughout this paper.
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While a DTMC is time-discrete, continuous-time Markov chains (CTMCs) have an explicit reference to continuous time
in the form of exit rates which determine, together with the transition probabilities, the stochastic evolution of the system
in time. For notational convenience, we useM to denote both, DTMCs and CTMCs, as the context will identify whether we
deal with a DTMC or a CTMC.
Definition 2 (CTMC). A continuous-time Markov Chain (CTMC) is a tuple (S, P, L, μ0, r) with S, P, L, and μ0 as before, and
exit rate function r : S → R>0 with sups∈S r(s) ∈ R>0.
The quantity r(s) determines the random, exponentially distributed residence time in state s, that is, 1 − e−r(s)·t is the
probability to take a transition emanating from swithin the next t time units. If s is the current state a transition occurs after
an average residence time of 1
r(s)
. The time-dependent (one-step) transition probability tomove from s to s′ within t time units
is given by P(s, s′, t) = P(s, s′)·(1 − e−r(s)·t). Note that self-loops are admitted, i.e., the successor state of smay be s.
A path in a CTMC M = (S, P, L, μ0, r) is an alternating sequence σ = s0 t0 s1 t1 s2 . . . with si ∈ S and ti ∈ R>0 for
all i ∈ N. The time stamps ti denote the amount of time spent in state si. As the probability to reside zero time units in a
state is zero, the ti are strictly positive. A path fragment in a CTMC is a finite prefix of a path ending with a state. For a path
s0 t0 s1 t1 s2 . . .wemay also write s0
t0→ s1 t1→ s2 . . .. Again, σ [i] denotes the (i+1)-st state of a path, i.e., σ [i] = si. By σ@t
we denote the state of σ occupied at time t, i.e. σ@t = si where i is the smallest index such that t <
i∑
j=0
tj . As for DTMCs,
we write PathMs (Pathf
M
s ) for the set of all paths (path fragments) ofM that start with s, and, last(·) for the last state on a
path fragment. By PathM, we denote the set of all paths inM.
The probability measure PrM on the sample space  = PathM is defined in a similar way as for DTMCs. A cylinder set
C(s0 I0 s1 . . . Ik−1 sk), however, now depends on intervals Ii = (0, zi], zi ∈ R>0, i ∈ {0, 1, . . . , k−1} and contains all paths
u0 t0 u1 t1 . . . ∈ PathfM with ui = si, ti ∈ Ii, for 0 ≤ i < k, and uk = sk . Let F(s, I) denote the probability of leaving state s
within interval I = (0, z], which is given by
F(s, I) = 1 − e−r(s)·z.
Then, PrM is given by
PrM(C(s0 I0 . . . Ik−1 sk)) = μ0(s0) ·
k−1∏
j=0
P(sj, sj+1) · F(sj, Ij)
and extends to a probability measure on B in a unique manner. As for DTMCs, we write PrMs if s is the unique initial state.
Sub- and superscripts are sometimes omitted to enhance readability.
The time-abstract probabilistic behavior of a CTMC M = (S, P, L, μ0, r) is described by its embedded DTMC which is
defined as emb(M) = (S, P, L, μ0).
A CTMC is called uniform if all of its states have the same exit rate r, i.e., r(s) = r ∈ R>0 for all s ∈ S. As we will
see in the following, uniform CTMCs allow the construction of a more accurate abstraction as well as efficient algorithms
for computing time-bounded reachability probabilities. A non-uniform CTMC can be transformed into a uniform one with
identical transient probabilities [27].
Definition 3 (Uniformization). LetM = (S, P, L, μ0, r)be aCTMCand let uniformization rate r ∈ R>0 with r ≥ sups∈S r(s).
Then, unif(M) = (S, P, L, μ0, r) is a uniform CTMC with r(s) = r for all s ∈ S and
P(s, s′) =
⎧⎪⎨
⎪⎩
r(s)
r
· P(s, s′) if s′ = s,
r(s)
r
· P(s, s′) + 1 − r(s)
r
if s′ = s.
The average residence time in a state s of unif(M) is 1/r for all s. In order to ensure that time-bounded reachability
probabilities do not change, the transition probabilities are weighted in an appropriate way. In particular, the self-loop
probability of state s is increased by 1− r(s)
r
since the time spent in s is shorter in the uniformized CTMC. Since the transient
probabilities ofM and unif(M) are identical, one can show thatM and unif(M) are weakly bisimilar which implies that the
time-bounded reachabilities inM and unif(M) coincide [6,8]. Note that unif(M) depends on rwhile r is at least sups∈S r(s).
In the literature, uniformization is typically defined as a transformation of a CTMC M into the DTMC emb(unif(M)). For
technical convenience, we consider uniformization as a CTMC-to-CTMC transformation.
We illustrate DTMCs and CTMCs by state-transition graphs as usual. A state s for which μ0(s) > 0 is equipped with a
small incoming arrow labeled withμ0(s). For CTMCs the (time-independent) transition probabilities are given by transition
labels and exit rates are given by state labels. Note that this differs from standard literature where a transition from state s
to s′ is labeled by transition rate R(s, s′) = P(s, s′) · r(s), if r > 0; when appropriate we also use the standard notation. We
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Fig. 1. Uniformization with exit rate r = 100.
sometimes omit states, labels or transitions in illustrations if they are not relevant for the matter to explain. The term MCs
is used in the sequel to refer to DTMCs and CTMCs.
Example 1. Consider the CTMC in Fig. 1 (left) where r(s) = r(v) = 1 and r(u1), r(u2) and r(u3) are 2, 100, and 10
respectively. The initial probabilities are μ0(u1) = μ0(u3) = 16 , μ0(u2) = 23 and zero for all other states. Let r = 100 be
the uniformization rate. Then P(u1, v) = 2100 · 23 = 175 and P(u1, s) = 2100 · 13 = 1150 . Thus, u1 is equipped with a self-loop
of probability 2
100
· 0+ 1− 2
100
= 98
100
. The self-loop probabilities of the remaining states are determined similarly, cf. Fig. 1
(right). State u2 has no self-loop as P(u2, u2) = 0 and r(u2) = r.
2.2. Probabilistic temporal logics
Probabilistic CTL: Probabilistic Computation-Tree Logic (PCTL for short [29]) extends Computation-Tree Logic (CTL [18]) by
replacing existential and universal path quantification by a probability operator, denoted P . The syntax of PCTL is given by
the following grammar:
ϕ ::= true | a | ϕ ∧ ϕ | ¬ϕ | P  p(ϕ U≤kϕ)
where  ∈ {<,≤,≥,>}, p ∈ [0, 1], k ∈ N ∪ {∞}, and a ∈ AP. The until operator is decorated with a so-called step
bound k indicating after how many steps an until formula has to be satisfied. Taking k = ∞ resembles the usual semantics
of an until operator, and wemay drop k in this case to simplify notation. For example, formula P>0.5(true U≤12goal) asserts
that the probability to reach a goal state within 12 steps is greater than 1
2
.
The semantics of PCTL state formulas is defined with respect to states in a DTMC and is given in Table 1.
Continuous Stochastic Logic:Continuous Stochastic Logic (CSL [2,6]) is similar to PCTL but is consideredwith respect to CTMCs.
Syntactically, it differs from PCTL in the until operator which is now equipped with a time bound:
ϕ ::= true | a | ϕ ∧ ϕ | ¬ϕ | P  p(ϕ U≤tϕ)
where  , pandaare asbefore and t ∈ R>0∪{∞}. For example, theproperty to reachadown state in aCTMCwithin5.2 time
units, viapremium states,withprobability atmost10−4 canbe formulatedby theCSL formulaP≤0.0001(premium U≤5.2down).
As wewill justify later on, CTMCs are to be uniformized prior to abstraction. As a CTMC isweakly probabilistic bisimilar to its
uniformized counterpart [8], the validity of next-formulas cannot be preserved. This is due to the introduction of self-loops.
Therefore, the next operator is not considered here. The steady-state operator [6] is omitted as we focus on time-bounded
reachability. The parts of the semantics of CSL that differ from PCTL are listed in Table 2. Note that the semantics of the
P-operator looks the same as for PCTL, but now involves probabilities over paths in CTMCs rather than DTMCs.
Time complexity: PCTL (and CSL) model checking is performed inductively on the structure of the formula ϕ like for CTL
model checking. This yields a time-complexity which is linear in the size of ϕ. Atomic formulas and boolean connectives are
dealt with in the usual way. Checking time-bounded and (unbounded) until-formulas reduces to computing reachability
Table 1
Semantics of PCTL.
true(s) =  a(s) = L(s, a)
¬ϕ(s) = (ϕ(s))c ϕ1 ∧ ϕ2(s) = ϕ1(s)  ϕ2(s)
P  p()(s) = , iff Prs({π ∈ PathMs | (π) = })  p
ϕ1U≤kϕ2(π) = , iff ∃k′ ≤ k : (ϕ2(π[k′]) =  ∧ ∀k′′ ≤ k′ : ϕ1(π[k′′]) = )
Table 2
Semantics of CSL.
P  p()(s) = , iff Prs({σ ∈ PathMs | (σ ) = })  p
ϕ1U≤tϕ2(σ ) = , iff ∃t′ ≤ t : (ϕ2(σ@t′) =  ∧ ∀t′′ ≤ t′ : ϕ1(σ@t′′) = )
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Fig. 2. (a) Stochastic Petri net and (b) underlying infinite CTMC.
Fig. 3. Abstracting a DTMC.
probabilities. Standard reachability probabilities involve solving a linear equation system which can be done using direct
methods in O(|S|3) where |S| is the number of states in the Markov chain [29]. Time-bounded reachability probabilities
involve solving a Volterra integral equation system. Alternatively, a reduction to transient analysis can be done yielding a
time complexity in O(|S|2 · r · t) where r is the uniformization rate and t is the time bound [6].
Running example:
Consider a simplewarehousewith a capacity ofm units (that is filled initially) and an attached production facility. As soon
as a unit is removed from the warehouse (WH), the current production volume (PV) is increased by one. Note that the sum
of the number of units in the warehouse and the production volume is always m. We assume that the speed of production
and consumption can be described by negative exponential distributions with constant rates γ and λ. If there are no more
units in the warehouse, orders are queued. Such delayed orders (DO) are served from the warehouse quickly and therefore,
we choose a large rate 
  λ for this.
For m = 3, the system is formally described by the stochastic Petri net (SPN) [11] in Fig. 2(a). Numbers at edges denote
that the corresponding transition consumes or produces the given number of tokens and the transition cannot be fired until
there are enough tokens to consume. Here, this is used to model that orders are not delayed unless there is no unit left in
storage, i.e. the production volume ism. The semantics of this SPN,which is a typical example for a quasi-birth-death process
(QBD), see e.g. [30], is the infinite CTMC shown in Fig. 2(b). State si,j represents the marking of the SPN, where i tokens are
at WH,m − i at PV and j at DO; e.g. the marking depicted in Fig. 2(a) corresponds to state s3,0. In the following section, we
show how to derive finite abstractions of this infinite CTMC.
3. Abstraction
This section introduces our abstraction technique forMCs.We present the concept of abstract Markov chains (AMCs), that
is, MCswhose edges are equippedwith an interval of probabilities, and show howAMCs can be considered as abstractions of
MCs. A normalizationprocedure for AMCs is defined to eliminate inconsistent combinations of intervals. Themain theoretical
achievement in this section is that concrete states are simulated by their corresponding abstract states. This result provides
the basis for showing that abstraction preserves a large class of temporal formulas.
3.1. Abstract Markov chains
A basic principle of abstraction in traditional model checking is to represent a set of concrete states by a single abstract
state. Themain idea is to adapt this principle toMCs.Wefirst considerDTMCs and then lift these ideas to the continuous-time
setting.We consider the approach inwhich abstract states do not overlap, i.e., the abstract state space is a (finite) partitioning
of the concrete state space. That is, we consider a finite partitioning A = {A1, . . . , An} of the state space S.
The discrete-time setting:
To explain the basic idea, consider the DTMC in Fig. 3(a), and suppose states s0 and s
′
0 are collapsed yielding the abstract
state A0, cf. Fig. 3(b). States s1 and s2 are not collapsed and yield states A1 and A2, respectively. Thus, the abstract state space is
362 J.-P. Katoen et al. / Journal of Logic and Algebraic Programming 81 (2012) 356–389
{A0, A1, A2}with A0 = {s0, s′0}, A1 = {s1} and A2 = {s2}. As state A0 represents both state s0 and s′0, the probability to move
from A0 to A1, e.g., is either
1
4
or 1
3
. In general, the possible probabilities to evolve in a single step from abstract state Ai to Aj
are given by {P(s, Aj) | s ∈ Ai}. Taking minimal and maximal probabilities as under- and over-approximation, respectively,
suggests to define:
Pl(Ai, Aj) = inf
s∈Ai
P(s, Aj) and P
u(Ai, Aj) = sup
s∈Ai
P(s, Aj)
as minimal and maximal probabilities. Thus, we obtain the interval [ 1
4
, 1
3
] for the transition from A0 to A1. Since for many
temporal properties one has to consider the probability of reaching a certain set of states withinmore than a single step, it is
not obvious if considering the one-step probabilities is sufficient. Later we will, however, prove that the following definition
is indeed sufficient.
Definition 4 (Abstract DTMC). An abstract DTMC (ADTMC for short) is a tupleM = (S, Pl, Pu, L, μ0)where S andμ0 are as
before, and
• Pl, Pu : S × S → [0, 1] are s.t. for all s ∈ S:
Pl(s, S) ≤ 1 ≤ Pu(s, S) and Pl(s, s′) ≤ Pu(s, s′) for all s′ ∈ S,
• L : S × AP → B3.
In the sequel, we refer to Pl, Pu as the transition probability bounds ofM.
As opposed to DTMCs, the truth value of an atomic proposition amay be indefinite in a state s, i.e. L(s, a) = ? . This reflects
the situation that a holds in some but not all concrete states represented by an abstract state. This applies, e.g., to A0 (cf.
Fig. 3(b)), as L(s0, a) =  but L(s′0, a) = ⊥ (as indicated by the gray shading of the states).
The interval [Pl(s, s′), Pu(s, s′)] specifies the range of possible transition probabilities between states s and s′. In fact,
for any state s′ there is a nondeterministic choice in state s between the distributions μ ∈ distr(S) with μ(s′) ∈ [Pl(s, s′),
Pu(s, s′)]. Let δM(s) be the (possibly infinite) set of all such distributions in state s, i.e.,
δM(s) = {μ ∈ distr(S) | μ(s′) ∈ [Pl(s, s′), Pu(s, s′)] for all s′ ∈ S}.
If for each state s the set δM(s) is a singleton and L(s, a) = ? for all a ∈ AP, then ADTMCM is in fact a DTMC.
Example 2. Consider again the DTMC in Fig. 3(a), let AP = {a}, and L(s0, a) = L(s1, a) =  and L(s′0, a) = L(s2, a) = ⊥.
The ADTMC of Fig. 3(b) has as state space {A0, A1, A2} with L(A0, a) = ? , L(A1, a) = , L(A2, a) = ⊥. We have, e.g., that
Pl(A0, A1) = 14 and Pu(A0, A1) = 13 . The set δ(A0) contains uncountably many distributions including the distributions
(0, 1
4
, 3
4
) and (0, 1
3
, 2
3
).
A path in an ADTMC is a sequence ρ = s0 s1 . . .. We adopt the notations for paths (and path fragments) in DTMCs, e.g.,
ρ[i], PathMs , PathfMs , etc.
ADTMCs are basically labeled interval DTMCs [43,54], except that we allow for infinite state spaces, and do not have
intervals for initial distributions. ADTMCs are also closely related toMarkov decision processes (MDPs).
Definition 5. An MDP is a quadruple (S, δ, L, μ0) where S, L, and μ0 are as for ADTMCs, and δ : S → 2distr(S) is such that
δ(s) is finite for any s.
An MDP is nondeterministic, as in any state one of the possible distributions in the set δ(s) can be chosen nondetermin-
istically. If δ(s) is a singleton set for any s, the MDP can be interpreted as DTMC. Recall that by δM(s) we denote the set of
possible distributions in state s of an ADTMCM. In the sequel we may omit the indexM if it is clear from the context to
whichMDP or ADTMC the set refers to. In ADTMCs, we allow for an uncountable number of distributions in each state.While
in ADTMCs the set δ(s) is always convex (as we will establish later, cf. Lemma 5), in MDPs δ(s) can be an arbitrary (finite)
set of distributions.
Recall that our main purpose of our setup is to defined abstractions of DTMCs as ADTMCs. As any DTMC is an ADTMC, we
define abstraction on the level of ADTMCs. The abstraction of an ADTMC is formally defined as follows:
Definition 6 (Abstraction of an ADTMC). The abstraction of ADTMC M = (S, Pl, Pu, L, μ0) wrt finite partitioning A =
{A1, . . . , An} of S, is the structure α(M,A) = (A, P˜l, P˜u, L˜, μ˜0) such that for any Ai, Aj ∈ A
• P˜l(Ai, Aj) = inf
s∈Ai
Pl(s, Aj) and
P˜u(Ai, Aj) = min{1, sup
s∈Ai
Pu(s, Aj)},
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• for any a ∈ AP
L˜(Ai, a) =
⎧⎪⎨
⎪⎩
 if L(s, a) =  for any s ∈ Ai,
⊥ if L(s, a) = ⊥ for any s ∈ Ai,
? otherwise,
• μ˜0(Ai) = ∑
s∈Ai
μ0(s).
The definition of P˜l is self-explanatory. As the supremum of Pu(s, Aj)may exceed one, P˜
u(Ai, Aj) is defined as the minimum
of one and the supremum of all transition probabilities from concrete states in Ai to Aj . Suppose that, e.g., A1 and A2 in
Fig. 3(b) are collapsed into state A1,2, say. Then, P˜
u(A0, A1,2) = min{1, 13+ 34 } = 1.
The following lemma states that the class of ADTMCs is closed under this notion of abstraction, i.e., abstracting an ADTMC
yields a (finite) ADTMC.
Lemma 1. For any ADTMCM and partitioning A of its state space, α(M,A) is an ADTMC.
Proof. Let ADTMCM = (S, Pl, Pu, L, μ0), partitioning A = {A1, . . . , An} of S and α(M,A) = (A, P˜l, P˜u, L˜, μ˜0). As there
is nothing to show for the labeling function, and it is easy to see that μ˜0 ∈ distr(A), it remains to prove that P˜l and P˜u map
to [0, 1] and P˜l(A,A) ≤ 1 ≤ P˜u(A,A) for all A ∈ A. The former obligation follows by easy derivation. For all Ai ∈ A we
derive:
P˜l(Ai,A) = ∑
Aj∈A
inf
s∈Ai
Pl(s, Aj)
≤ ∑
Aj∈A
Pl(sˆ, Aj) for all sˆ ∈ Ai
= Pl(sˆ, S) ≤ 1
and
P˜u(Ai,A) = ∑
Aj∈A
min{1, sup
s∈Ai
Pu(s, Aj)}
≥ ∑
Aj∈A
min{1, Pu(sˆ, Aj)} for all sˆ ∈ Ai
≥ min{1, ∑
Aj∈A
Pu(sˆ, Aj)}
= min{1, Pu(sˆ, S)︸ ︷︷ ︸
≥1
} = 1. 
The continuous-time setting:
Let us now consider CTMCs. In order to apply a similar abstraction technique to CTMCs, it is natural to group states
and consider again intervals of one-step transition probabilities. The main technical complication, however, is that besides
the transition probabilities, we have to determine the residence time of an abstract state that results from concrete states
with possibly distinct residence time distributions. Let M = (S, P, L, μ0, r) be a CTMC and A = {A1, . . . , An} a finite
partitioning of S. The probability to move in one step from a state s to S′ ⊆ S within t time units is given by P(s, S′, t) =
P(s, S′)·(1 − e−r(s)·t). Taking minimal and maximal probabilities as under- and over-approximation—as in the discrete
case—respectively, suggests to define
Pl(Ai, Aj, t) = inf
s∈Ai
P(s, Aj, t) and P
u(Ai, Aj, t) = sup
s∈Ai
P(s, Aj, t). (1)
Observe that the functions Pl(Ai, Aj, t) and P
u(Ai, Aj, t) (considered as functions ranging over t) are in general not of the
form p · (1 − e−r·t) for fixed p ∈ [0, 1] and r > 0. This is illustrated by the following example.
Example 3. Consider the non-uniform CTMCM in Fig. 4 (left). Let A = {As, Au, Av} with Au = {u1, u2, u3}, As = {s} and
Av = {v}. The functions f = P(u1, Av, ·), f ′ = P(u2, Av, ·), and f ′′ = P(u3, Av, ·) are plotted in Fig. 4 (right). Note that
Pl(Au, Av, t) and P
u(Au, Av, t), if defined as in (1), are not of the form p · (1 − e−r·t). In general, these functions get more
complex as the number of transitions between states in Au and Av increases.
One could combine the infimum (supremum) of an abstract state’s exit rates with the infimum (supremum) of the
time-independent one-step transition probabilities to define an appropriate under- and over-approximation. This yields
however a rather coarse abstraction as indicated by the plot of the functions g and g′ in Fig. 4 (right). To obtain a simple and
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Fig. 4. Abstraction for non-uniform CTMCs.
more precise abstraction, we therefore propose to abstract a CTMC after uniformization, cf. Definition 3. The advantage of
abstracting uniform CTMCs with exit rate r, say, is that for any A, B ⊆ S and t ≥ 0
inf
s∈A P(s, B, t) = (1 − e
−r·t)· inf
s∈A P(s, B) = (1 − e
−r·t)·pl
≤ (1 − e−r·t)· sup
s∈A
P(s, B) = (1 − e−r·t)·pu
= sup
s∈A
P(s, B, t)
where pl and pu denote the lower and upper bound probability, respectively. In particular, one can expect that this yields
bounds for the probability of temporal properties, forwhichmore than only the one-step probabilities have to be considered.
Intuitively, this is because in a uniform CTMC (and in its abstraction) the distributions of the residence times are identical.
As we will show later, the uniformity enables us to adopt a simple algorithm for time-bounded reachability probabilities for
verifying abstract CTMCs. Recall that CTMCM and unif(M) are weak bisimilar and thus the validity of any (next-free) CSL
formula inM is preserved by unif(M) [8].
Definition 7 (Abstract CTMC). An abstract CTMC (ACTMC) is a tuple M = (S, Pl, Pu, L, μ0, r) with S, Pl , Pu, L, and μ0 as
before and r ∈ R>0, the exit rate for any state.
AnACTMCwithPl = Pu and L(s, a) = ? for any s ∈ S and a ∈ AP can be considered as the uniformCTMC (S, Pl, L, μ0, r).
As for ADTMCs, let δ(s) denote the set of distributions that are possible in state s, i.e., the set of all μ ∈ distr(S) with
μ(s′) ∈ [Pl(s, s′), Pu(s, s′)].
A path in an ACTMC is a sequence σ = s0 t0 s1 t1 . . . if ti ∈ R>0, for all i. In the sequel, we adopt the notations for paths
(and path fragments) in CTMCs for ACTMCs.
Definition 8 (Abstraction of an ACTMC). The abstraction of ACTMC M = (S, Pl, Pu, L, μ0, r) wrt finite partitioning A =
{A1, . . . , An} of S, is the ACTMC α(M,A) = (A, P˜l, P˜u, L˜, μ˜0, r) with P˜l, P˜u, L˜, and μ˜0 as in Definition 6.
It follows directly from Lemma 1 that α(M,A) is indeed an ACTMC. The time-abstract behavior of an ACTMC can be
represented by an ADTMC.
Definition 9 (Embedded ADTMC). The embedded ADTMC of ACTMC M = (S, Pl, Pu, L, μ0, r) is given by emb(M) =
(S, Pl, Pu, L, μ0).
In the following, we use the term abstract Markov chain (AMC) to refer to both ADTMCs and ACTMCs. Thus, AMCM =
(S, Pl, Pu, L, μ0) represents theADTMCM = (S, Pl, Pu, L, μ0) and theACTMCM = (S, Pl, Pu, L, μ0, r)where theuniform
exit rate r is not always given explicitly.
3.2. Normalization
Whentransitions are labeledwith setsor intervals ofprobabilities, it is possible thatnot every combinationofprobabilities
of transitions emanating from a state yields a probability distribution. Consider, e.g., the AMC in Fig. 5 (left). It suggests that
it is possible to move from s0 to s1 with probability one. Then the probabilities to move to s2 and s3 must be zero, which,
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Fig. 5. Transforming an AMC (left) into a delimited one (right).
however, is not part of the respective intervals. AMCs that do not suffer from this problem are called delimited (in the context
of interval MCs such a model is said to have the F-property [54]).
Definition 10 (Delimited AMC). AMC (S, Pl, Pu, L, μ0) is delimited iff for any s, s
′ ∈ S and p ∈ [Pl(s, s′), Pu(s, s′)], there
exists μ ∈ δ(s) with μ(s′) = p.
The abstraction of a MC is a delimited AMC, but the abstraction of a delimited AMC is not guaranteed to be a delimited
AMC. The following procedure, called normalization, aims to transform a given AMC into a delimited one. Themain principle
for states s and s′ is to remove values p ∈ [Pl(s, s′), Pu(s, s′)] for which there is no μ ∈ δ(s) with μ(s′) = p.
Definition 11 (Normalization). For AMC M = (S, Pl, Pu, L, μ0), the normalization of M, denoted η(M), is the AMC
(S, P˜l, P˜u, L, μ0) where for all s, s
′ ∈ S:
P˜l(s, s′) = max{Pl(s, s′), 1 − Pu(s, S \ {s′})}and
P˜u(s, s′) = min{Pu(s, s′), 1 − Pl(s, S \ {s′})}.
For the sake of brevity, we sometimes write η(Pl, Pu) = (P˜l, P˜u) instead of η(M) = (S, P˜l, P˜u, L, μ0).
Example 4. Consider the AMC in Fig. 5 (left). Normalization yields new upper bounds for the transitions from s0 to s1 and
s0 to s2, cf. Fig. 5 (right):
P˜u(s0, s1) = min{1, 1 − Pl(s0, s2) − Pl(s0, s3)} = min{1, 1 − 14 − 12 } = 14
P˜u(s0, s2) = min{1, 1 − Pl(s0, s1) − Pl(s0, s3)} = min{1, 1 − 0 − 12 } = 12 .
The upper bound from s0 to s3 remains unchanged as (0, 0,
1
3
, 2
3
) ∈ δ(s0). Furthermore, no lower bound is adapted, as the
adjustments to upper bounds for transitions from s0 to s1 and s0 to s2 ensure that for all s, s
′ ∈ S, there existsμ ∈ δ(s)with
μ(s′) = Pl(s, s′):
P˜u(s0, s1) + Pl(s0, s2) + Pl(s0, s3)+
=0︷ ︸︸ ︷
Pl(s0, s0) = 1 and
P˜u(s0, s2) + Pl(s0, s1) + Pl(s0, s3) + Pl(s0, s0) = 1.
The need to amend the probability bound Pl(s, s′) (or Pu(s, s′)) only depends on the set of bounds Pu(s, s′′) (Pl(s, s′′),
respectively) for s′′ = s′, cf. Definition 11. The following lemma states that amending Pl(s, s′) implies that the bounds
Pu(s, s′′) are unchanged. Similarly, a change of Pu(s, s′) implies that the bounds Pl(s, s′′) are unchanged.
Lemma 2. Let AMCM = (S, Pl, Pu, L, μ0) and η(Pl, Pu) = (P˜l, P˜u). Then for any s, s′ ∈ S:
1. P˜l(s, s′) = Pl(s, s′) implies ∀s′′ = s′ : P˜u(s, s′′) = Pu(s, s′′).
2. P˜u(s, s′) = Pu(s, s′) implies ∀s′′ = s′ : P˜l(s, s′′) = Pl(s, s′′).
Proof. We provide the proof for the first claim; the proof of the second claim goes along similar lines. Assume P˜l(s, s′) =
Pl(s, s′). By Definition 11, it follows 1 − Pu(s, S \ {s′}) > Pl(s, s′). Let s′′ = s′. By Definition 11, we have P˜u(s, s′′) =
min{Pu(s, s′′), 1−Pl(s, S \ {s′′})}. To show that P˜u(s, s′′) = Pu(s, s′′), it suffices to show that 1−Pl(s, S \ {s′′}) ≥ Pu(s, s′′).
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We derive:
1 − Pl(s, S \ {s′′}) = 1 − Pl(s, S \ {s′, s′′}) − Pl(s, s′)
> 1 − Pl(s, S \ {s′, s′′}) − (1 − Pu(s, S \ {s′}))
= Pu(s, S \ {s′}) − Pl(s, S \ {s′, s′′})
≥ Pu(s, S \ {s′}) − Pu(s, S \ {s′, s′′})
= Pu(s, s′′). 
The next result states that normalization is idempotent.
Lemma 3. For any AMCM, η(M) = η(η(M)).
Proof. Let (P˜l, P˜u) = η(Pl, Pu) and (Pˆl, Pˆu) = η(η(Pl, Pu)). We prove that P˜l = Pˆl . The proof that P˜u = Pˆu goes along
similar lines. We distinguish two cases:
1. P˜l(s, s′) = Pl(s, s′). We derive:
Pˆl(s, s′) = max{P˜l(s, s′), 1 − P˜u(s, S \ {s′})} (Definition 11)
= max{P˜l(s, s′), 1 − Pu(s, S \ {s′})} (Lemma 2)
= P˜l(s, s′).
In the last step we use that from P˜l(s, s′) = Pl(s, s′) and Definition 11, it follows 1 − Pu(s, S \ {s′}) = P˜l(s, s′).
2. P˜l(s, s′) = Pl(s, s′). We distinguish two cases:
(a) P˜u(s, s′′) = Pu(s, s′′) for any s′′ = s′. Then it follows directly from Definition 11 that:
P˜l(s, s′) = Pl(s, s′) ≥ 1 − Pu(s, S \ {s′}) = 1 − P˜u(s, S \ {s′}).
(b) P˜u(s, s′′) = Pu(s, s′′) for some s′′ = s′. We first observe that this together with Definition 11 implies that
P˜u(s, s′′) = 1 − Pl(s, S \ {s′′}) (∗). Moreover, from Lemma 2, it follows P˜l(s, sˆ) = Pl(s, sˆ) for any sˆ = s′′ (∗∗). By
Definition 11, Pˆl(s, s′) = max{P˜l(s, s′), 1− P˜u(s, S \ {s′})}. To prove Pˆl(s, s′) = P˜l(s, s′)we show that 1− P˜u(s, S \
{s′}) ≤ P˜l(s, s′). This goes as follows:
1 − P˜u(s, S \ {s′})
= 1 − P˜u(s, S \ {s′, s′′}) − P˜u(s, s′′)
= 1 − P˜u(s, S \ {s′, s′′}) − (1 − Pl(s, S \ {s′′}) (∗)
= Pl(s, S \ {s′′}) − P˜u(s, S \ {s′, s′′})
= P˜l(s, S \ {s′′}) − P˜u(s, S \ {s′, s′′}) (∗∗)
= P˜l(s, s′) + P˜l(s, S \ {s′, s′′}) − P˜u(s, S \ {s′, s′′})
≤ P˜l(s, s′). 
From the previous results, we conclude that theworst case time complexity of normalizing a finite AMC is quadratic in the
size of its state space. The following result is concerned with the correctness of normalization. It asserts that normalization
indeed yields a delimited AMC.
Lemma 4. For any AMCM, η(M) is delimited.
Proof. Let M = (S, Pl, Pu, L, μ0) and η(M) = (P˜l, P˜u). We show that η(M) is delimited, i.e., for any p ∈ [P˜l(s, s′),
P˜u(s, s′)
]
there exists a distribution μ ∈ δη(M)(s) with μ(s′) = p.
The proof is by contraposition. Assume that for some p ∈ [P˜l(s, s′), P˜u(s, s′)] no such μ exists. Then either
p + P˜u(s, S \ {s′}) < 1 or p + P˜l(s, S \ {s′}) > 1.
In the first case, we derive using Definition 11:
P˜l(s, s′) ≤ p < 1 − P˜u(s, S \ {s′}) ≤ 1 − Pu(s, S \ {s′})
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Fig. 6. Simulation for distributions (left) as maximal flow problem (right).
which contradicts the assumption that η(M) = (P˜l, P˜u). In the latter case, it follows using Definition 11:
P˜u(s, s′) ≥ p > 1 − P˜l(s, S \ {s′}) ≥ 1 − Pl(s, S \ {s′})
which is also a contradiction. Thus, no such p exists. 
We conclude this section by addressing the relationship between abstraction of DTMCs and of uniformized CTMCs. As
normalization and abstraction do not affect the exit rates, it follows that the following diagram commutes
Thus, abstraction of CTMCs can be regarded as a conservative extension of abstraction of DTMCs.
3.3. Probabilistic simulation
This subsection studies the relationship between an AMC M and its abstraction α(M,A). The central notion for this
relationship is a probabilistic variant of (forward) simulation on Kripke structures. Simulation relations are preorders on the
state space requiring thatwhenever state s′ simulates s, denoted s  s′, s′ canmimic all stepwise behavior of s but in addition
may also perform steps that cannot bematched by s. For AMCs, we consider a variant of Jonsson and Larsen’s seminal notion
of probabilistic simulation [37].
Definition 12. Letμ ∈ distr(S),μ′ ∈ distr(S′), and R ⊆ S × S′.μ is simulated byμ′ wrt R, denotedμ R μ′, if there exists
a weight function  : S × S′ → [0, 1] such that for all u ∈ S and v ∈ S′:
(a) (u, v) > 0 ⇒ uRv, (b) (u, S′) = μ(u), and (c) (S, v) = μ′(v).
In fact,R is the lifting of relation R on states to distributions over states.
The intuition behind the definition of simulation for distributions is best understood as a maximal flow problem [5].
The distribution μ represents the maximal flow capacity of the edges emanating from the source while μ′ represents the
maximal capacity of the edges that lead to the sink (cf. Fig. 6). The relation R represents edges that connect the states of S
and S′ where the-value of a pair of states gives the correspondingmaximal capacity. The latter is chosen in such away that
the flow between the source and the sink becomes one and the flow through every edge equals the corresponding capacity.
Example 5. Consider S = {s0, s1, s2}, S′ = {u0, u1} and μ ∈ distr(S), μ′ ∈ distr(S′) as depicted in Fig. 6 (left). Then, the
weight function  relating s0 and s1 with u0 as well as s1 and s2 with u1 as indicated by the dashed lines in Fig. 6 (left) is
the solution of the maximal flow problem in Fig. 6 (right) where μ and μ′ are source and sink and edges are labeled with
capacities.
Definition 13 (Probabilistic simulation). Let M and M′ be AMCs with state spaces S, S′, initial distributions μ0, μ′0, and
labeling functions L and L′, respectively. A probabilistic simulation relation for (M,M′) is a binary relation R ⊆ S × S′
satisfying:
1. μ0 R μ′0.
2. For any (s, s′) ∈ R it holds that:
(a) for any a ∈ AP, L′(s′, a) = ? ⇒ L′(s′, a) = L(s, a),
(b) for any μ ∈ δ(s), there exists μ′ ∈ δ(s′) with μ R μ′.
AMCM is simulated byM′, denotedM  M′, if there exists a probabilistic simulation for (M,M′), and if,M andM′ are
ACTMCs, they have the same exit rate.
The following result asserts that abstraction preserves probabilistic simulation.
Theorem 1. For any AMCM with state space S and partitioning A of S:M  α(M,A).
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Proof. Let M = (S, Pl, Pu, L, μ0) and α(M,A) = M˜ = (A, P˜l, P˜u, L˜, μ˜0). We prove that M  α(M,A) by showing
that R = {(s, A) | s ∈ A, A ∈ A} is a probabilistic simulation. By Definition 6, μ˜0(A) = ∑
s′∈A
μ0(s
′), and it directly follows
μ0 R μ˜0. It remains to prove condition (2) of Definition 13.
(2a) Let (s, A) ∈ R. There is nothing to show if L˜(A, a) = ? . Now let L˜(A, a) = θ ∈ {⊥,}. Then by Definition 6, L˜(A, a) = θ
implies L(s, a) = θ for all s ∈ A.
(2b) Let (s, A) ∈ R and μ ∈ δM(s). We choose a distribution μ′ ∈ δM˜(A) and construct a weight function  such that the
conditions of Definition 12 are fulfilled. For v ∈ A let
μ′(v) = ∑
u∈v
μ(u) (2)
and for u ∈ S let
(u, v) =
{
μ(u) if (u, v) ∈ R
0 otherwise.
(3)
Then the function μ′ is a probability distribution if μ is so:
∑
v∈A
μ′(v) = ∑
v∈A,u∈v
μ(u) = ∑
u∈S
μ(u) = 1
We now show that μ′ ∈ δM˜(A). If v ∈ A, then P˜l(A, v) ≤ μ′(v) ≤ P˜u(A, v):
P˜l(A, v) = inf
s′∈A P
l(s′, v) (Definition 6)
≤ Pl(s, v) (s ∈ A)
= ∑
u∈v P
l(s, u) (v ∈ A)
≤ ∑
u∈v μ(u) (μ ∈ δM(s))
= μ′(v) = ∑
u∈v μ(u) (Eq. (2))
≤ ∑
u∈v P
u(s, u) (μ ∈ δM(s))
= Pu(s, v) (v ∈ A)
≤ sup
s′∈A
Pu(s′, v) (s ∈ A)
= P˜u(A, v) (Definition 6)
We finally check the conditions of Definition 12. Condition (a) is fulfilled trivially, since (u, v) = 0 if (u, v) ∈ R.
For condition (b), we calculate
(u,A) = ∑
A∈A
(u, A) (Definition of , R)
= (u, Au) (for Au ∈ A, u ∈ Au)
= μ(u) (see Eq. (3)).
For v ∈ A, we compute
(S, v) = ∑
u∈S
(u, v) (Definition of , R)
= ∑
u∈v (u, v) =
∑
u∈vμ(u) (see Eq. (3))
= μ′(v) (see Eq. (2)). 
We illustrate the notion of probabilistic simulation by a small example.
Example 6. Consider the MC in Fig. 7 (left) and the abstraction induced by A = {{s0}, {s1, s′1}} (middle). For example,
assuming s1 and A1 are labeled the same, s1 is simulated by A1 as (see Fig. 7 (right))
μ = P(s1, ·) = ( 110 , 110 , 810 )  μ′ = ( 110 , 910 ) ∈ δ(A1).
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Fig. 7. An example MC (left), an abstraction (middle) and the simulation relation between s1 and A1 (right).
Fig. 8. (a) Uniformized infinite CTMC and (b) a finite abstraction.
Running example: In the previous section, we introduced a simple warehouse system modeled as a stochastic Petri net for
which the underlying semantics is an infinite CTMC (cf. Fig. 2). In order to derive a finite abstraction, our first step is to apply
uniformization with sufficiently large rate r ≥ λ + γ + 
. The result is the infinite uniform CTMC in Fig. 8(a) where for
x, y, z ∈ R≥0, we shortly write rxyz = rxy − z, rxy = rx − y and rx = r − x. Recall that state si,j represents the marking of the
SPN in Fig. 2(a), where i tokens are at WH,m − i at PV and j at DO.
One natural abstraction of the infinite CTMC can be obtained by neglecting situations where a very large number of
delayed orders, say n, has been accumulated. Formally, this can be expressed by merging all states si,j with j ≥ n to an
abstract state si,≥n for all i ∈ {0, . . . ,m}. For n = 1, this yields the (finite) ACTMC in Fig. 8(b).
4. Reachability analysis
Given an AMC, the next issue is how to verify properties on AMCs. We focus on (time-)bounded and unbounded reach-
ability. The respective algorithms are the key ingredients of the model-checking procedure for PCTL and CSL, as we will
describe in the next section. Prior to discussing the reachability algorithms, we introduce the concept of schedulers [51] to
resolve the nondeterminism introduced by the intervals. An essential result is that so-called extreme schedulers suffice for
computing minimal (maximal) reachability probabilities.
4.1. Schedulers
A scheduler is a function that chooses a distributionμ ∈ δ(s) on the basis of the path fragment ending in the current state
s. The transition to state s′ is takenwith probabilityμ(s′). Aswe consider AMCs as abstractions, a scheduler can intuitively be
understood as a function that mimics the behavior of a concrete system. Schedulers that base their decision on the current
state only are called simple.
The domain of schedulers is the set PathfMabs of time-abstract path fragments. This means that in case of ACTMCs, the
timing information in the path fragment s0 t0 s1 . . . tn−1 sn, is not used, i.e. for ADTMCM, let PathfMabs = PathfM and for
ACTMCM, let PathfMabs = Pathf emb(M). It will be shown later on, that this simplification suffices for our purposes. (For a
discussion on time-dependent schedulers, we refer to [49,55].)
Definition 14 (Schedulers). A history-dependent deterministic scheduler (HD-scheduler) for AMC M with state space S is a
function
D : PathfMabs → distr(S) such that D(π) ∈ δM(last(π)).
D is called a simple scheduler if for all π, π ′ ∈ PathfMabs, last(π) = last(π ′) implies D(π) = D(π ′).
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Fig. 9. AMCM (left) and induced MCMD (right).
Let DM denote the set of all HD-schedulers for AMCM.
Schedulers are not only classified with respect to the available information on the history, but also on the kind of choices
they can make. Where in state s, deterministic schedulers choose one distribution out of δ(s), so-called randomized sched-
ulers select distributions in δ(s) according to a probability distribution. The corresponding distribution is then a convex
combination of the distributions in δ(s). The following lemma states that for AMCs the class of HD-schedulers is closed
under convex combinations. Thus, in contrast to MDPs, randomization does not yield a more powerful class of schedulers
since for every randomized scheduler there is a deterministic scheduler that makes identical choices.
Lemma 5. Let Dk ∈ DM, and pk ∈ [0, 1] for all k ∈ N+ with
∞∑
k=1
pk = 1. Then
∞∑
k=1
pkDk ∈ DM.
It is easy to see that the normalization procedure of Definition 11 is consistent with the notion of schedulers since
δM(s) = δη(M)(s) for any state s ∈ S.
Lemma 6. For any AMCM, we have DM = Dη(M).
Ascheduler resolves all nondeterminism in anAMCandyields an inducedMarkov chain. Intuitively speaking, this induced
MC is a possible behavior of the AMC.
Definition 15 (Induced MC). For AMCM = (S, Pl, Pu, L, μ0), scheduler D ∈ DM induces the MCMD = (SD, PD, LD, μ0,D)
where SD = PathfMabs and for π ∈ SD
• PD(π, π ′) =
{
D(π)(s) if π ′ = π → s
0 otherwise.
• LD(π, a) = L(last(π), a) , for a ∈ AP, and
• μ0,D(π) =
{
μ0(s) if π = s ∈ S
0 otherwise.
The set of all induced MCs ofM is given by {MD | D ∈ DM}.
Example 7. Consider the AMCM in Fig. 9 (left), and let D ∈ DM be defined as follows:
D(π)(s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5
6
if last(π) = s′0 and s = s′1
1
6
if last(π) = s′0 and s = s′3
4
25
if last(π) = s′1 and s = s′2
21
25
if last(π) = s′1 and s = s′3
1 if last(π) ∈ {s′2, s′3} and s = last(π)
0 otherwise.
The induced MC MD is obtained by unfolding the AMC M while resolving the nondeterminism according to D, cf. Fig. 9
(right).
Recall that our main objective is to obtain algorithms for minimal (maximal) reachability probabilities for finite AMCs. In
order to restrict to amanageable class of schedulers, i.e. schedulers that do not face an infinite number of choices,we focus on
schedulers that may only select so-called extreme distributions: Consider the cube in Fig. 10. It represents all combinations
of values that can be chosen from the three probability intervals [0, 1
2
], [0, 2
3
] and [0, 2
3
] of the AMC in Fig. 10 (top, left). The
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Fig. 10. A geometric interpretation of intervals (cube, white nodes), set distr(S) (triangle, dotted lines) and extreme distributions (black nodes).
set distr({s, u, v}) is represented by the dotted triangle. Hence, all points in the intersection of the cube and the triangle are
distributions respecting the interval bounds (bottom, right). The six bold vertices spanning the intersection may serve as a
finite representation of the infinite set of choices: every distributionμ ∈ δ(s) can be constructed as a convex combination of
the six extreme distributionswhich span the intersection; that is, a scheduler choosing randomly from extreme distributions
can make the same decisions as a scheduler choosing deterministically (or randomly) from the set of all distributions
respecting the intervals.
Definition 16 (Extreme distributions). LetM = (S, Pl, Pu, L, μ0) be a finite, delimited AMC. Then extr(Pl, Pu, s) ⊆ δ(s) is
the set of extreme distributions of state s such that μ ∈ extr(Pl, Pu, s) if and only if:
1. Pl(s, s′) = Pu(s, s′) for any s′ ∈ S, or
2. Pl(s, s′) < Pu(s, s′) for some s′ ∈ S such that either:
(a) μ(s′) = Pu(s, s′) and μ ∈ extr(η(Pl[(s, s′) 
→ μ(s′)], Pu), s), or
(b) μ(s′) = Pl(s, s′) and μ ∈ extr(η(Pl, Pu[(s, s′) 
→ μ(s′)]), s).
Intuitively speaking, extr(Pl, Pu, s) denotes the set of extreme distributions in state s. Obviously, when the lower and
upper bound likelihood for any state s′ coincides, the probability distribution is completely fixed and extreme. In case there
is a state s′ for which Pl(s, s′) < Pu(s, s′), an extreme distribution picks one of the extremes, i.e., Pl(s, s′) or Pu(s, s′), and
constrains the set of possible probabilities for state s′ accordingly to a point interval. Note here that P[(s, s′) 
→ μ(s′)]
denotes P except that P(s, s′) equals μ(s′). As the thus resulting distribution need not to be delimited, we normalize it.
It follows that for any finite delimited AMC, the set of extreme distributions in any state is nonempty; in addition, the set
extr(Pl, Pu, s) is finite, whereas the set δ(s) is typically infinite as the transition intervals are dense.
Example 8. Consider the AMC (S, Pl, Pu, L, μ0) in Fig. 11 where pi > 0 for all i ∈ {1, . . . , n} and
n∑
i=1
pn = 1. Then
μ ∈ extr(Pl, Pu, s0), iff μ(si) ∈ {0, pi} for i ∈ {1, . . . , n} and μ(s0) = 1 −
n∑
i=1
μ(si). Obviously, there are 2
n extreme
distributions for s0.
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Fig. 11. AMC with exponentially many extreme distributions in s0.
A scheduler that chooses extreme distributions only is called extreme; e.g., scheduler D in Example 7 is not extreme. Sets
of schedulers that are restricted to extreme ones are endowed with the subscript extr, e.g., DMextr denotes the set of extreme
schedulers forM. Belowwewill show that extreme schedulers constitute an important class of schedulers asminimum (and
maximum) reachability probabilities under extreme schedulers are optimal, i.e., allowing non-extreme schedulers does not
yield better minima (maxima). In fact, this applies not only to reachability probabilities, but to more general events. Note
that the behavior of an ADTMC (with state space S) under the set of extreme schedulers can be mimicked by an MDP with
state space S, where the possible distributions in state s are the extreme ones in δ(s).
For an AMCM and a scheduler D, we consider the MCMD and its associated probability measure PrMD (or simply PrD).
Let BM be the σ -algebra generated by cylinder sets of finite paths inM. We may use PrD as a measure on BM rather than
for sets of paths inMD, as every state inMD is a path fragment ofM, e.g., for ACTMCM and scheduler D, the probability of
the cylinder set C(s1 I1 s2 I2 s3) ⊂ PathM equals the measure of C(s1 I1 s1s2 I2 s1s2s3) ⊂ PathMD , i.e., PrD(C(s1 I1 s2 I2 s3)) =
PrMD(C(s1 I1 s1s2 I2 s1s2s3)).
Optimal choices: Before we take a closer look at general measures under extreme schedulers, we show how to optimally
choose an extreme distribution over successor states for which a certain rating is given. Intuitively, the higher the rating of
a successor, the more beneficial it is to minimize or maximize the probability for taking a transition to that successor. In the
following, we focus on minimization; for maximization the argument can be made analogously.
Definition 17. Let M = (S, Pl0, Pu0, L, μ0) be a delimited AMC and ν : S → [0, 1] a rating of the states; further, let{u0, u1, . . .} = S be the state space ordered such that ν(ui) ≤ ν(uj) iff i ≤ j. Then, we define minM(s, ν) = μ′ by
μ′(ui) = Pui (s, ui) for
(Pli+1, Pui+1) = η(Pli[(s, ui) 
→ Pui (s, ui)], Pui ) for i ∈ N.
Note that minM(s, ν) ∈ extr(Pl0, Pu0, s). Intuitively, minM(s, ν) maximizes the probability for choosing successor states
u0, u1, . . . of s iteratively (where ν(ui) ≤ ν(uj) iff i ≤ j) while respecting the transition probability intervals inM. In order
to avoid choosing values that do not yield a distribution, normalization is applied after each step.
Example 9. Let us consider the cube example from Fig. 10 again and let us compute minM(s, ν) with ν = {s 
→ 3
4
, u 
→
0, v 
→ 1}. The AMCM, its graphical representation and the rating ν are depicted in Fig. 12 (top). Basically, theminimization
functionwill determineanextremedistribution such thatnootherextremedistribution (representedbyblackdots) is smaller
in terms of the projection to the ν vector. This is achieved by performing the following computations:
1. as u has the smallest rating ν(u) = 0, maximize the choice for u, i.e. set Pl1(s, u) = Pu0(s, u) = 23 and compute the
normalization of the resulting choices (see Fig. 12, middle),
2. as s has the second smallest rating ν(s) = 3
4
, maximize the choice for s by setting Pl2(s, s) = Pu1(s, s) = 13 and
compute the normalization of the resulting choices (see Fig. 12, bottom),
3. as all other choices have been made, Pl2(s, v) = Pu2(s, v) = 0.
Hence, we obtain extreme distribution minM(s, ν) = {u 
→ 2
3
, s 
→ 1
3
}. Let us validate that the minimization function
indeed made its choices to minimize wrt the given rating:
extreme distr. μ
∑
u∈S μ(u) · ν(u) extreme distr. μ ∑u∈S μ(u) · ν(u)
{u 
→ 2
3
, s 
→ 1
3
} 1
4
= 0.25 {v 
→ 2
3
, u 
→ 1
3
} 2
3
= 0.666 . . .
{s 
→ 1
2
, u 
→ 1
2
} 3
8
= 0.375 {s 
→ 1
2
, v 
→ 1
2
} 7
8
= 0.875
{u 
→ 2
3
, v 
→ 1
3
} 1
3
= 0.333 . . . {v 
→ 2
3
, s 
→ 1
3
} 11
12
= 0.916 . . .
The following lemma formalizes the observation made in the above example regarding the minimality wrt a rating for
distributions obtained by the minimization function from Definition 17.
J.-P. Katoen et al. / Journal of Logic and Algebraic Programming 81 (2012) 356–389 373
Fig. 12. Iteratively computing the optimal choice in s for minimizing wrt rating ν = {s 
→ 3
4
, u 
→ 0, v 
→ 1}.
Lemma 7. LetM = (S, Pl, Pu, L, μ0) be an AMC, s ∈ S and ν : S → [0, 1] a rating of the state space. For all μ ∈ δ(s):∑
u∈S
M
min(s, ν)(u) · ν(u) ≤ ∑
u∈S
μ(u) · ν(u).
Proof. Let M = (S, Pl, Pu, L, μ0) be an AMC, s ∈ S, ν : S → [0, 1] and let μ ∈ δ(s) be arbitrary. Recall that by
definition, μmin = minM(s, ν) maximizes the probability for choosing successor states u0, u1, . . . of s iteratively (where
ν(ui) ≤ ν(uj) iff i ≤ j). Moreover, it is the only distribution μ ∈ δ(s) for which
i∑
j=0
μ(ui) is maximal for all i ∈ N as we
show by contraposition:
Assume, μ ∈ δ(s) \ {μmin} and for all i ∈ N, we have that
i∑
j=0
μ(ui) is maximal wrt δ(s). Then, there exists i ∈ N, with
μ(ui) = μmin(ui) and for all j < i it holds μ(uj) = μmin(uj). Consider two cases:
1. Let μ(ui) < μmin(ui), then
i∑
j=0
μ(ui) <
i∑
j=0
μmin(ui) contradicting our assumption regarding μ.
2. Let μ(ui) > μmin(ui), then for P
u
i as given in Definition 17 it holds P
u
i (s, ui) ≥ μ(ui) > μmin(ui) which contradicts
μmin = minM(s, ν).
Thus, it holds
i∑
j=0
μmin(uj) ≥
i∑
j=0
μ(uj) for all i ∈ N. This allows us to construct a weight function  : S × S →
[0, 1] relating distributions μmin and μ ∈ δ(s) with (ui, S) = μmin(ui), (S, uj) = μ(uj) and an additional condition
(ui, uj) > 0 ⇒ i ≤ j. For all i, j ∈ N, we define:
(ui, uj) =
∣∣∣∣∣
[
i−1∑
k=0
μmin(uk),
i∑
k=0
μmin(uk)
]
∩
[
j−1∑
k=0
μ(uk),
j∑
k=0
μ(uk)
]∣∣∣∣∣.
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Then, for all i, j ∈ N, the above conditions are satisfied as
(ui, S) =
∣∣∣∣∣
[
i−1∑
k=0
μmin(uk),
i∑
k=0
μmin(uk)
]
∩ [0, 1]
∣∣∣∣∣ = μmin(ui)
(S, uj) =
∣∣∣∣∣[0, 1] ∩
[
j−1∑
k=0
μ(uk),
j∑
k=0
μ(uk)
]∣∣∣∣∣ = μ(uj)
(ui, uj) =
∣∣∣∣∣
[
i−1∑
k=0
μmin(uk),
i∑
k=0
μmin(uk)
]
∩
[
j−1∑
k=0
μ(uk),
j∑
k=0
μ(uk)
]∣∣∣∣∣
= 0, if i > j
where the last equation follows from
i−1∑
k=0
μmin(uk) ≥
i−1∑
k=0
μ(uk) ≥
j∑
k=0
μ(uk) for all j ∈ Nwith i > j.
Intuitively, when redistributingμmin toμ by, it is not necessary to assign some probability fromμmin (ui) toμ(uj) for
any i > j. We now compute for any μ ∈ δ(s) and for a corresponding  as defined above
∑
i∈N
μmin(ui) · ν(ui)
= ∑
i∈N
(ui, S) · ν(ui) (Definition,μmin)
= ∑
i,j∈N
(ui, uj) · ν(ui)
= ∑
j∈N
j∑
i=0
(ui, uj) · ν(ui) (Definition)
≤ ∑
j∈N
j∑
i=0
(ui, uj) · ν(uj) (∀i ≤ j : ν(ui) ≤ ν(uj))
= ∑
i,j∈N
(ui, uj) · ν(uj) (Definition)
= ∑
j∈N
(S, uj) · ν(uj)
= ∑
j∈N
μ(uj) · ν(uj) (Definition)
concluding the proof. 
With the above lemma, we can now show that extreme distributions do suffice for obtaining extreme measures in an
abstract Markov chain.
Theorem 2. For any finite AMCM and measurable set Q ∈ BM:
inf
E∈DMextr
PrE(Q) = inf
D∈DM
PrD(Q)
sup
E∈DMextr
PrE(Q) = sup
D∈DM
PrD(Q).
Proof. LetM = (S, Pl, Pu, L, μ0, r) be delimited. As the arguments are similar for the supremum and the infimum, we
give details only for the infimum. Let us first treat the discrete-time case, i.e., we assume thatM is an ADTMC.
Let us fix some notations now. For n ∈ N∪{−1}, letDn ⊂ DMextr be the set of schedulers that choose extreme distributions
for histories of length≤ n, i.e.D−1 = D and for any En ∈ Dn it holds En(π) ∈ extr(Pl, Pu, last(π)) for all π ∈ PathfM≤n. Then,
DMextr =
⋂
n∈N Dn where Dn−1 ⊇ Dn for all n ∈ N. Moreover, let PathfM=n be the subset of PathfM that contains all paths of
length n.
Further, for Q ∈ BM and π ∈ PathfM, let Qπ = Q ∩ C(π) denote the subset of Q where ρ ∈ Qπ iff ρ = π → . . . ∈ Q ;
note that Q = ⋃π∈PathfM=n Qπ for all n ∈ N and PrD(Qπ )/PrD(C(π)) is the conditional probability under scheduler D for a
path in Qπ . Hence, for any n ∈ Nwe have:
PrD(Q) = ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
D(π [0..i])(π [i+1]) · PrD(Qπ )
PrD(C(π)) .
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By contraposition, we now show that for all D ∈ DM, there exists E ∈ DMextr such that PrE(Q) ≤ PrD(Q). Assume that for
some D ∈ DM, it holds PrE(Q) > PrD(Q) for all E ∈ DMextr. Hence, D ∈ DM \ DMextr = DM \ (
⋂
n∈N Dn), i.e. there exists a
smallest n ∈ N, such that D ∈ Dn and DM ∈ Dn−1.
We now define En ∈ Dn based on D ∈ Dn−1. Let En(π) = D(π) for all π ∈ PathfM=n and En(π) = minM(last(π), ν)
for all π ∈ PathfM=n and for ν : S → [0, 1] with ν(u) = Pr
D(Qπu)
PrD(C(πu)) for all u ∈ S. From Lemma 7 it follows that for all
π ∈ PathfM=n:
∑
i∈N
En(π)(ui) · Pr
D(Qπui )
PrD(C(πui)) ≤
∑
i∈N
D(π)(ui) · Pr
D(Qπui )
PrD(C(πui)) .
With Q = ⋃π∈PathfM=n Qπ for all n ∈ N and with π, π ′ ∈ PathfM=n and π = π ′ implies Qπ ∩ Qπ ′ = ∅, we obtain:
PrEn(Q)
= ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
En(π [0..i])(π [i+1]) · PrEn (Qπ )PrEn (C(π))
= ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
En(π [0..i])(π [i+1]) · ∑
i∈N
En(π)(ui)
PrEn (Qπui )
PrEn (C(πui))
= ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
D(π [0..i])(π [i+1]) · ∑
i∈N
En(π)(ui)
PrD(Qπui )
PrD(C(πui))
≤ ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
D(π [0..i])(π [i+1]) · ∑
i∈N
D(π)(ui)
PrD(Qπui )
PrD(C(πui))
= ∑
π∈PathfM=n
μ0(π [0]) ·
n−1∏
i=0
D(π [0..i])(π [i+1]) · PrD(Qπ )
PrD(C(π))
= PrD(Q).
Hence, there does not exist a smallest n ∈ N such that for all En ∈ Dn it holds PrEn(Q) > PrD(Q), completing the proof for
the discrete-time case.
With the following Lemma, the proof for the continuous-time case can be shown along the same lines as in the discrete-
time setting, i.e., it can be shown by contraposition that for allD ∈ DM, there exists E ∈ DMextr such that PrE(Q) ≤ PrD(Q). 
Lemma 8. For any ACTMCM, scheduler D ∈ DM, measurable set Q ∈ BM, and l ∈ N
PrD(Q) =
∑
π ′∈Pathf abs=l
μ0(π
′[0]) ·
l−1∏
i=0
D(π ′[0..i])(π ′[i+1]) · PrD(Qπ ′)
PrD(C(π ′))
.
Proof. For this proof, we first have to discuss how probabilities of general events are measured in CTMDP-like models. The
basic idea is to define measures inductively over so-called combined transitions, measurable sets of delays and successor
states. In the following, we provide the basic definitions that are necessary in this context; for amore complete introduction,
we refer to [49].
Formally, in a CTMDP or an ACTMC, a combined transition
[a,b]−→ U with respect to a history-dependent deterministic
scheduler D is a measurable rectangle consisting of a time interval [a, b] ⊆ R≥0 and successor states U ⊆ S with measure:
pD(σ,
[a,b]−→ U) =
∫
R≥0
re−rtdt ·
∫
S
1(t ∈ [a, b]) · 1(s ∈ U) · D(σabs)(ds).
Intuitively, pD(σ,
[a,b]−→ U) is the probability wrt scheduler D and for the time-abstract history σabs ∈ PathfMabs, to take a
transition within t ∈ [a, b] time units to a successor u ∈ U. To derive this probability, a Lebesgue-integral is taken over all
possible delays t ∈ R≥0 in the current state and all possible successor states s ∈ S; combinations of delay and successor state
that are not in
[a,b]−→ U do not contribute to the probability measure due to the indicator functions. Note that by disallowing
randomized schedulers, there is no need to integrate over the schedulers randomized choices as done in [55].
We only consider untimed schedulers, therefore the integral over delays t and the one over successor states are indepen-
dent of each other. Further, the integral over successors is only over a countable set, thus it is merely a countable sum. With
these arguments, we derive:
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pD(σ,
[a,b]−→ U) = ∫R≥0 re−rtdt · (∫S 1(t ∈ [a, b]) · 1(s ∈ U) · D(σabs)(ds))
= ∫R≥0 1(t ∈ [a, b]) · re−rtdt · (∫S 1(s ∈ U) · D(σabs)(ds))
= ∫ ba re−rtdt ·
( ∑
u∈U
D(σabs)(u)
)
= ∑
u∈U
D(σabs)(u) · ∫ ba re−rtdt.
We lift pD to arbitrary measurable rectangles (sets of combined transitions) R ∈ R≥0 × S. Let Rs = {t ∈ R≥0 | ( t→ s) ∈ R}
for all s ∈ S, then
pD(σ, R) =
∑
s∈S
D(σabs)(s) ·
∫
Rs
re−rtdt.
Note that this definition is consistent with the definition for combined transitions
[a,b]−→ U. For R = [a,b]−→ U and s ∈ U it holds
Rs = ∅ and thus ∫Rs re−rtdt = 0. Hence, for R = [a,b]−→ U we obtain:
pD(σ, R) =
∑
s∈S
D(σabs)(s) ·
∫
Rs
re−rtdt = ∑
s∈U
D(σabs)(s) ·
∫ b
a
re−rtdt.
Now, let us proceed with discussing the inductive definition of a probability measure PrD : BM → [0, 1] for initial distri-
bution μ0 of CTMDP (or ACTMC)M and scheduler D ∈ DM. The inductive definition is over the length of paths, where in
each step, sets Qm of timed paths of lengthm are extended by combined transitions (measurable rectangles) to sets Qm+1 of
timed paths of lengthm + 1:
Pr0D(Q0) =
∑
s∈Q0
μ0(s)
Pr
m+1
D (Qm+1) =
∫
PathfM=m Pr
m
D (dσ) ·
∫
R≥0×S 1(σ
t→ s ∈ Qm+1) · pD(σ, d( t→ s)).
By the Ionescu–Tulcea theorem, the measure is uniquely lifted from finite paths of unbounded length to infinite ones [1,
Theorem 2.7.2]. We denote the resulting measure as PrD.
We now derive an alternative definition for Pr
m+1
D (Qm+1). Let m ∈ N, Q0 ⊆ S and for all i ∈ {0, . . . ,m}, let Qi+1 =
Qi × Ri+1 with measurable rectangles Ri+1 ⊆ R≥0 × S (that is, σ t→ s ∈ Qi+1 ⇒ σ ∈ Qi), then we compute
Pr
m+1
D (Qm+1)
= ∫PathfM=m+1 Prm+1D (dσ) · 1(σ ∈ Qm+1)
= ∫PathfM=m PrmD (dσ) ·
(∫
R≥0×S 1(σ
t→ s ∈ Qm+1) · pD(σ, d( t→ s))
)
= ∫PathfM=m PrmD (dσ) · 1(σ ∈ Qm) ·
(∫
Rm+1 pD(σ, d(
t→ s))
)
= ∫PathfM=m PrmD (dσ) · 1(σ ∈ Qm)
·
( ∑
sm+1∈S
D(σabs)(sm+1) · ∫Rsm+1m+1 re−rtdt
)
= ∫PathfM=0 Pr0D(dσ) · 1(σ ∈ Q0) ·
( ∑
s1∈S
D(σabs)(s1) · ∫Rs11 re−rtdt
· . . . ·
( ∑
sm+1∈S
D(σabs sm(sm+1) · ∫Rsm+1m+1 re−rtdt
)
. . .
)
= ∑
s0∈Q0
μ0(s0) ·
( ∑
s1∈S
D(s0)(s1) · ∫Rs11 re−rtdt
· . . . ·
( ∑
sm+1∈S
D(s0 s1 . . . sm)(sm+1) · ∫Rsm+1m+1 re−rtdt
)
. . .
)
= ∑
s0∈Q0
μ0(s0) ·
( ∑
s1∈S
D(s0)(s1) · . . . ·
( ∑
sm+1∈S
D(s0 . . . sm)(sm+1)
· ∫
R
s1
1
re−rtdt · . . . · ∫
R
sm+1
m+1
re−rtdt
)
. . .
)
= ∑
π∈Pathf abs=m+1
μ0(π [0]) ·
m∏
i=0
D(π [0..i])(π [i+1]) · m∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
J.-P. Katoen et al. / Journal of Logic and Algebraic Programming 81 (2012) 356–389 377
where Pathf abs is shorthand for PathfMabs, the set of time-abstract path inM. With this definition, we now show that for all
m, n ∈ Nwith l = min(m, n):
PrmD (Qm) =
∑
π ′∈Pathf abs=l
μ0(π
′[0]) · l−1∏
i=0
D(π ′[0..i])(π ′[i+1]) · PrmD (Qπ ′ )
PrmD (C(π ′))
.
We distinguish two cases: for l = m < n ∈ N, by definition it follows directly
PrmD (Qm) =
∑
π ′∈Pathf abs=m
μ0(π
′[0]) · m−1∏
i=0
D(π ′[0..i])(π ′[i+1]) · PrmD (Qπ ′ )
PrmD (C(π ′))
and form ≥ n = l ∈ Nwe compute:
PrmD (Qm) =
∑
π∈Pathf abs=m
μ0(π [0])
m−1∏
i=0
D(π [0..i])(π [i+1]) m−1∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
= ∑
π∈Pathf abs=m
μ0(π [0])
n−1∏
i=0
D(π [0..i])(π [i+1])
m−1∏
i=n
D(π [0..i])(π [i+1]) m−1∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
= ∑
π ′∈Pathf abs=n
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1])
∑
π∈Pathf abs=m:π=π ′···
m−1∏
i=n
D(π [0..i])(π [i+1]) m−1∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
= ∑
π ′∈Pathf abs=n
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1])
×
(
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1])/μ0(π ′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1])
)
∑
π∈Pathf abs=m:π=π ′···
m−1∏
i=n
D(π [0..i])(π [i+1]) m−1∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
= ∑
π ′∈Pathf abs=n
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1])⎛
⎝ ∑
π∈Pathf abs=m:π=π ′···
μ0(π [0])
m−1∏
i=0
D(π [0..i])(π [i+1])
m−1∏
i=0
∫
R
π[i+1]
i+1
re−rtdt
)
/(
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1]))
)
= ∑
π ′∈Pathf abs=n
μ0(π
′[0]) n−1∏
i=0
D(π ′[0..i])(π ′[i+1]) PrmD (Qπ ′ )
PrmD (C(π ′))
.
With the Ionescu–Tulcea theorem, it follows that for any l ∈ N,
PrD(Q) =
∑
π ′∈Pathf abs=l
μ0(π
′[0]) ·
l−1∏
i=0
D(π ′[0..i])(π ′[i+1]) · PrD(Qπ ′)
PrD(C(π ′))
holds, proving our claim. 
By Theorem 2, it suffices to consider (finitely many) extreme schedulers for the infimum/supremum of the probability of
sets of paths in AMCs.
4.2. Step-bounded reachability
This section focuses on step-bounded reachability probabilities, i.e. the probability to reach a state in the set of goal states
B within a fixed number of steps i. For n, i ∈ N, we define:
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Fig. 13. An example Markov chainM (top, left), one of its abstractionsM′ (top, right) and the Markov chainM′D (bottom) induced by a scheduler simulatingM.
=nB = {σ ∈ PathM | σ [n] ∈ B and for all k < n, σ [k] ∈ B}
≤iB = i⋃
n=0
=nB.
LetM′ be an AMCwith state space S′ and assumeM  M′, i.e., there exists a probabilistic simulation R ⊆ S× S′ satisfying
the conditions in Definition 13. The sets B ⊆ S and B′ ⊆ S′ are called compatible (wrt R) iff for all s ∈ S, s′ ∈ S′ we have sRs′
implies s ∈ B iff s′ ∈ B′.
We are interested in the relationship between the reachability probabilities≤iB inM and≤iB′ inM′. A time-abstract
path fragment s0 → · · · → sn inM with sn ∈ B can be mimicked in a stepwise manner by a time-abstract path fragment
s′0 → · · · → s′n inM′ if siRs′i for all 0 ≤ i ≤ n and s′n ∈ B′. Since siRs′i implies that any distribution in δ(si) has a matching
distribution in δ(s′i), it follows that for each scheduler D ∈ DM we can construct a scheduler D′ ∈ DM′ such that the
probabilities of the corresponding cylinder sets agree:
PrDs0(C(s0 . . . sn)) = PrD
′
s′0
(C(s′0 . . . s′n)).
A similar idea is used for the events ≤iB and ≤iB′ and initial distributions μ0 and μ′0 (rather than s0 and s′0). The main
principle of this construction is illustrated by the following example.
Example 10. Consider the MCM in Fig. 13 (top) and its abstractionM′ (middle) where s0 and u0 are merged to abstract
state s′0, and s1 and u1 are merged to s′1. The aim is to obtain a scheduler D onM′ that mimics the behavior ofM. The idea
here is to construct D such that sets of paths in the induced MCM′D have the same probability as their counterparts inM.
This requires the computation of the conditional probabilities:
P′D(s′0, s′0s′1) =
1
3
· 1
2
+ 2
3
·1
1
3
+ 2
3
= 5
6
P′D(s′0, s′0s′3) =
1
3
· 1
2
1
3
+ 2
3
= 1
6
P′D(s′0s′1, s′0s′1s′2) =
1
3
· 1
2
· 4
5
1
3
· 1
2
+ 2
3
·1 = 425 P′D(s′0s′1, s′0s′1s′3) =
1
3
· 1
2
· 1
5
+ 2
3
·1·1
1
3
· 1
2
+ 2
3
·1 = 2125 .
For example, the probability to move from s′0 to s′1 inM′ such that the probability is matched to move from s0 and u0 to s1
or u1 inM is calculated by summing up the probabilities to reach s1 or u1 inM and dividing by the probability to reach one
of the corresponding predecessors inM, s0 or u0.
The scheduler Dwe aim at is the one that induces the Markov chain shown in Fig. 13 (bottom).
Theorem 3. LetM andM′ be AMCs withM  M′. For any compatible sets B, B′, i ∈ N and D ∈ DM there exists D′ ∈ DM′
with
PrD(≤iB) = PrD′(≤iB′).
Proof. Before proving our results, we first fix some notation. Let S and S′ be the state spaces, and μ0 and μ′0 the initial
distributions ofM andM′, respectively. Let R be the probabilistic simulation that relatesM andM′.
The main part of the proof is an induction over i that proves that for every D ∈ DM and for all s ∈ S, s′ ∈ S′ with sRs′
there exists D′ ∈ DM′ such that
PrDs (
≤iB) = PrD′s′ (≤iB′). (4)
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Note that D′ depends on s, s′ and D. Thus, our induction hypothesis is that for every triple (s, s′,D) there is a D′ such that
(4) holds. In the last part of the proof we show that from this the theorem follows.
We abbreviate PrDˆ
sˆ
(≤iBˆ) by PrDˆ
sˆ
(i, Bˆ) for any Dˆ, sˆ, Bˆ and prove Eq. (4) as follows: for the induction basis, first assume that
s ∈ B. This implies s′ ∈ B′ and therefore PrDs (0, B) = PrD′s′ (0, B′) = 1 for all D,D′. If s ∈ B we have s′ ∈ B′ and therefore
PrDs (0, B) = PrD′s′ (0, B′) = 0 for all D,D′ ∈ DM.
For the induction step, we assume that s, s′ with sRs′ and D ∈ DM are given and we have to construct D′ such that
PrDs (i + 1, B) = PrD′s′ (i + 1, B′). We define D′ inductively over the length of path fragments. Assume that D(s) = μ. As sRs′
there exists a function  as in Definition 13. We define D′(s′) = μ′ where μ′(u′) = (S, u′) for all u′ ∈ S′.
LetDu be the scheduler such thatDu(π) = D(s → π) for allπ ∈ PathfMabs withπ [0] = u. From the induction hypothesis,
for Du, u, u
′ ∈ S with uRu′ there is a Du,u′ ∈ DM′ such that PrDuu (i, B) = Pr
Du,u′
u′ (i, B
′). If not uRu′ let Du,u′ be an arbitrary
scheduler. For π ′ ∈ PathfM′abs we define
D′(s′ → π ′) = ∑
u∈S
(u,u′)
(S,u′)Du,u′(π
′)
where u′ = π ′[0]. Let all choices of D′ for π ′ ∈ PathfM′abs with π ′[0] = s′ be arbitrary. Note that (u, u′) > 0 implies
uRu′. Moreover, by Lemma 5, a convex combination of schedulers is a scheduler and therefore D′ is an element of DM′ . We
calculate
PrDs (i + 1, B)
= ∑
u∈S
D(s)(u) · PrDuu (i, B)
= ∑
u∈S
μ(u) · PrDuu (i, B)
= ∑
u∈S
(u, S′) · PrDuu (i, B) (Definition 13)
= ∑
u′∈S′
∑
u∈S
(u, u′) · PrDuu (i, B)
= ∑
u′∈S′
∑
u∈S
(u, u′) · PrDu,u′
u′ (i, B
′) (ind. hyp.)
= ∑
u′∈S′
(S, u′) ∑
u∈S
(u,u′)
(S,u′) · Pr
Du,u′
u′ (i, B
′)
= ∑
u′∈S′
D′(s′)(u′) ∑
u∈S
(u,u′)
(S,u′) · Pr
Du,u′
u′ (i, B
′)
= ∑
u′∈S
μ′(u′) ∑
u∈S
(u,u′)
(S,u′) · Pr
Du,u′
u′ (i, B
′)
= PrD′
s′ (i + 1, B′).
In the above calculation, we used the fact that ifM andM′ are ACTMCs the residence times in the states can be arbitrary.
Therefore, for the first and last equality we do not have an extra factor for the probability to remain for a certain time in
s or s′. Moreover, in the last equality we exploit the definition of D′ and the law of total probability, i.e., we consider the
conditional probability of reaching B′ from s′ via state u′ and sum over all possible states u′.
This completes the proof of Eq. (4). To show our claim, we generalize this result to initial distributions as follows. For
a fixed scheduler D ∈ DM we can construct D˜ ∈ DM′ as the weighted sum of the schedulers D′
s,s′ ∈ DM
′
, where D′
s,s′
corresponds to the triple (s, s′,D). The precise definition of this weighted sum is given just below. Let  be the weight
function that relates μ0 and μ
′
0 (cf. Definition 12). Then for π
′ ∈ PathfM′abs with π ′[0] = s′ we define
D˜(π ′) = ∑
s∈S
(s,s′)
(S,s′) · D′s,s′(π ′)
which directly implies that for all i ≥ 0:
PrD(≤iB)
= ∑
s∈S
μ0(s) · PrDs (≤iB)
= ∑
s∈S
(s, S′) · PrDs (≤iB)
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= ∑
s′∈S′
∑
s∈S
(s, s′) · PrDs (≤iB)
= ∑
s′∈S′
∑
s∈S
(s, s′) · PrD
′
s,s′
s′ (
≤iB′)
= ∑
s′∈S′
(S, s′) · ∑
s∈S
(s,s′)
(S,s′) · Pr
D′
s,s′
s′ (
≤iB′)
= ∑
s′∈S′
μ′0(s′) · PrD˜s′(≤iB′)
= PrD˜(≤iB′). 
For an AMCM, we define the abbreviations
PrMinf (i, B) = inf
D∈DM
PrD(≤iB)
PrMsup(i, B) = sup
D∈DM
PrD(≤iB).
The following corollary provides the key argument when showing the preservation of PCTL formulas for abstraction-based
model checking in Section 5.
Corollary 1. LetM andM′ be AMCs withM  M′ and let i ∈ N and B, B′ be compatible. Then
PrM
′
inf (i, B
′) ≤ PrMinf (i, B) ≤ PrMsup(i, B) ≤ PrM′sup(i, B′).
Proof. The claim follows directly from Theorem 3. 
This implies that our abstraction is conservative wrt theminimal (maximal) probability to reach a set of states within i steps
in the concrete model. More precisely, if in the abstract model the probability to reach B′ within i steps is at least (at most)
p, the probability to reach B within i steps in the concrete model is at least (at most) p as well.
Computation of step-bounded reachabilities: For the computation of PrMinf (i, B), it is sufficient to focus on ADTMCs. To see this,
letM = (S, Pl, Pu, L, μ0, r) be an ACTMC and Mˆ = emb(M) = (S, Pl, Pu, L, μ0), thenDM = DMˆ. For all D ∈ DM and all
sets B ⊆ S,
PrMD(≤iB) = PrMˆD(≤iB). (5)
Further, for the computation of reachability probabilities, we assume that the ADTMCs have finite state spaces.
By Theorem 2, it is sufficient to consider extreme schedulers for the calculation of PrMinf (i, B) and Pr
M
sup(i, B). As stated
above,with eachADTMCMwecan associate anMDP that represents the behavior ofMwrt extreme schedulers. This enables
the use of standard algorithms for MDPs. However, the number of distributions in each state of the resulting MDP may be
exponential in the size of the state space. In the following,we outline an algorithm for the calculation ofminimal reachability
probabilities in a finite-state, delimited ADTMCM that runs in polynomial time by exploiting the special structure of the
model. The calculation of maximal reachability probabilities can be carried out in a similar way. A fixpoint characterization
based on the same idea has been presented in [23].
Value iteration: ForMDPs, value iteration [12] is a popularmethod for the computation ofminimal (andmaximal) reachability
probabilities. The idea is to compute the result in a backwardsmanner, that is, in order to compute theprobability for reaching
some B-state within i steps, one utilizes the result for “within i−1 steps". More precisely, for MDPM = (S, δ, L, μ0)where
all s ∈ B are absorbing, it holds
Prinf (i, B) = ∑
s0∈S
μ0(s0) · pli(s0)
where for all s ∈ S, pl0(s) = 1(s ∈ B) and for i ∈ N+:
pli(s) = min{
∑
u∈S
μ(u) · pli−1(u) | μ ∈ δ(s)}.
The naive adaption of value iteration to AMCM = (S, A, Pl, Pu, L, μ0) where all s ∈ B are absorbing yields:
pli(s) = min{
∑
u∈S
μ(u) · pli−1(u) | μ ∈ extr(Pl, Pu, s)}.
Recall that the cardinality of extr(Pl, Pu, s) is in O(2|S|), cf. Example 8. We now replace the brute force check on which
distribution in extr(Pl, Pu, s) yields minimal probabilities by the iteratively computable minM(s, pli−1) ∈ extr(Pl, Pu, s)
from Definition 17. By Lemma 7, forμ = minM(s, pli−1) the sum
∑
u∈S
μ(u) · pli−1(u) is minimal wrt all extreme distributions
in s. The idea for the scheduler is to assign as much probability as possible to the successor state for which the probability
is minimal to reach a goal state (within one step less than left from the current state on); the remaining probability mass is
distributed over the remaining states in the same fashion.
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Proposition 1. The functionminM has a time complexity of O(|S|3).
The above proposition follows from the fact that the recursion is of depth |S|where on each level a normalization has to
be performed of O(|S|2) and ordering the state space according to some rating can be done in O(|S| · log(|S|)).
From this, we obtain an algorithm, polynomial in the size of the state space for the computation of step-bounded reacha-
bility for AMCMwhere all s ∈ B are absorbing. For step-bound i and goal states B, we obtain Prinf (i, B) = ∑
s0∈S
μ0(s0) ·pli(s0)
where for all s ∈ S, pl0(s) = 1(s ∈ B) and for all i ∈ N+:
pli(s) =
∑
u∈S
minM(s, pli−1)(u) · pli−1(u).
4.3. Time-bounded reachability
Let us now consider the continuous-time setting and focus on time-bounded reachability probabilities. Let M be an
ACTMC with state space S. We are interested in the probability to reach a state in B ⊆ S within t ∈ R≥0 time units. Let
≤tB = {σ ∈ PathM | σ@t′ ∈ B for some t′ ∈ [0, t]}.
Similar to the discrete-time setting we have the following results:
Theorem 4. LetM andM′ be ACTMCs withM  M′. For compatible sets B, B′ of states, t ∈ R≥0 and D ∈ DM there exists
D′ ∈ DM′ with
PrD(≤tB) = PrD′(≤tB′).
Proof. The probability to reach B in exactly i ∈ N steps and within t ∈ R≥0 time units is given by
=i≤tB = {s0t0s1t1 . . . ∈ PathM | s0, s1, . . . , si−1 ∈ B,
si ∈ B and
i−1∑
j=0
tj ≤ t}.
In a uniform (A)CTMC, the number of steps during time interval [0, t) is Poisson distributed and therefore the probability of
i steps in [0, t) is given by
ψr,t(i) = (r·t)i·e−r·ti!
where r is the common exit rate ofM andM′ (cf. Definition 13). By the law of total probability,
PrD(≤tB) =
∞∑
i=0
PrD(=i≤tB) =
∞∑
i=0
ψr,t(i) · PrD(=iB).
We claim that, for all i ∈ N and any D ∈ DM, there exists D′ ∈ DM′ such that
PrD(=iB) = PrD′(=iB′).
This can be shown by a similar induction (as in the proof of Theorem 3) and yields
PrD(≤tB) =
∞∑
i=0
ψr,t(i) · PrD(=iB)
= ∞∑
i=0
ψr,t(i) · PrD′(=iB′)
= ∞∑
i=0
PrD
′
(=i≤tB′)
= PrD′(≤tB′). 
For ACTMCMwe define the abbreviations
PrMinf (t, B) = inf
D∈DM
PrD(≤tB)
PrMsup(t, B) = sup
D∈DM
PrD(≤tB).
The following corollarywill provide the key argumentwhen showing the preservation of CSL formulas for abstraction-based
model checking in Section 5.
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Corollary 2. LetM andM′ be ACTMCs withM  M′, B, B′ be compatible sets and t ∈ R≥0. Then
PrM
′
inf (t, B
′) ≤ PrMinf (t, B) ≤ PrMsup(t, B) ≤ PrM
′
sup(t, B
′).
Proof. The claim follows directly from Theorem 4. 
Computation of time-bounded reachabilities: By Theorem 2, it suffices to consider extreme schedulers if one is interested in
PrMinf (t, B) or Pr
M
sup(t, B). In the sameway as an ADTMC can be represented by aMDP, we can interpret an ACTMC as a CTMDP,
where the transition probabilities in each state are determined by the extreme distributions. Since we consider uniform
ACTMCs, the associated CTMDP is a uniform CTMDP. For uniform CTMDPs, an efficient algorithm for the approximation of
minimal andmaximal probabilities (wrt history dependent schedulers) for timed reachability properties is known [9]. In the
sequel, we present an adaption of this algorithm, which avoids the exponential blow-up of the CTMDP-representation. More
precisely, the algorithm operates directly on the ACTMC, similar to the iteration for the step-bounded case. We concentrate
on minimal probabilities. The computation of maximal probabilities goes along similar lines.
A greedy algorithm: The algorithmpresented in [9] for time-bounded reachability probabilities in uniformCTMDPs computes
ε-approximations for a given error bound ε > 0 by summing up the probabilities to reach a goal statewithin a given amount
of time and in exactly i steps for i ∈ {0, . . . , nε} where nε is a proper truncation point. It can be understood as a variant
of the value iteration algorithm for MDPs, however, the algorithms structure notably differs from the one for step-bounded
reachability as the probability for exactly i ∈ N steps within t time units has to be factored into the probability to reach a
goal state in exactly i steps. Recall thatψr,t(i) denotes the probability that i events take place in a Poisson process with rate
r in the interval [0, t].
In the following, for CTMDPM = (S, δ, L, μ0, r)where all s ∈ B are absorbing, the minimal probabilities qli(s) for paths
σ ∈ ⋃nεj=i =j≤tB with σ [i] = s are computed:
ql0(s) = ψr,t(0) · 1(s ∈ B) + ql1(s)
qli(s) = min{
∑
u∈S
μ(u) · ν(u) | μ ∈ δ(s)} ∀ 0 < i ≤ nε
qlnε+1(s) = 0
where ν(u) = ψr,t(i) · 1(u ∈ B) + qli+1(u).
To obtain an ε-approximation for Prinf (t, B) denoted Pr
ε
inf (t, B) in the following, we have to find a proper truncation point
nε . Therefore, we choose nε such that the path fragments we consider for the computation of reachability probabilities are
covering all but an ε-fraction of all relevant paths; formally, we rely on the following inequation:
∞∑
i=nε+1
ψr,t(i) ≤ ε ⇐⇒
nε∑
i=0
ψr,t(i) ≥ 1 − ε.
From this, the truncation point nε can be easily computed a priori [30].
As for step-bounded reachability,we exploit theminimization function. Thus,weobtain an algorithm for the computation
of ε-approximations of time-bounded reachability for ACTMCM = (S, Pl, Pu, L, μ0, r)where all s ∈ B are absorbing,which
has a time complexity that is polynomial in the size of the state space. For time-bound t, proper truncation point nε and goal
states B, we obtain Prεinf (t, B) =
∑
s0∈S
μ0(s0) · ql0(s0) where for all s ∈ S, i ∈ {1, . . . , nε}:
ql0(s) = ψr,t(0) · 1(s ∈ B) + ql1(s)
qli(s) =
∑
u∈S
minM(s, ν)(u) · ν(u)
qlnε+1(s) = 0
where ν(u) = ψr,t(i) · 1(u ∈ B) + qli+1(u).
Analogously, we obtain an algorithm for the computation of upper bounds for time-bounded reachability probabilities.
However,wehave to add the error bound ε to the result as otherwise, the algorithmcomputes a value up to ε below the actual
value. Hence, for time-bound t, proper truncation point nε and goal states B, we obtain Pr
ε
sup(t, B) =
∑
s0∈S
μ0(s0) · qu0(s0)
where for all s ∈ S, i ∈ {1, . . . , nε}:
qu0(s) = ψr,t(0) · 1(s ∈ B) + qu1(s) + ε
qui (s) =
∑
u∈S
maxM(s, ν)(u) · ν(u)
qunε+1(s) = 0
where ν(u) = ψr,t(i) · 1(u ∈ B) + qui+1(u).
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The section is concluded with a lemma, which states that the above algorithm yields an ε-accurate approximation of
time-bounded reachability probabilities.
Lemma 9. LetM = (S, Pl, Pu, L, μ0, r) be an ACTMC, s ∈ S, B ⊆ S, t ∈ R>0 and error margin ε, then:
Prinf (t, B) − ε ≤ Prεinf (t, B) ≤ Prinf (t, B)
Prsup(t, B) + ε ≥ Prεsup(t, B) ≥ Prsup(t, B).
Proof. The claim follows directly from [9, Theorem 5]. 
4.4. Unbounded reachability
In this section we shortly address the probability to eventually reach a set of states in an AMC. For an AMCMwith state
space S, B ⊆ S let the set
B = {ρ ∈ PathM | ρ[i] ∈ B for some i ≥ 0}.
LetM′ be an AMC withM  M′, and let B, B′ be compatible sets of states. By Theorem 3, for any D ∈ DM and i ∈ N there
exists D′ ∈ DM′ with PrD(≤iB) = PrD′(≤iB′). AsMˆBˆ = limi→∞ ≤iMˆBˆ for all sets Bˆ of states of an AMC Mˆ it follows that
for any D ∈ DM there exists D′ ∈ DM′ with
PrD(B) = PrD′(B′). (6)
Let us abbreviate inf
D∈DM
PrD(B) by PrMinf (B) and let Pr
M
sup(B) denote the supremum.
Lemma 10. LetM andM′ be AMCs withM  M′ and let B, B′ be compatible sets of states. Then
PrM
′
inf (B
′) ≤ PrMinf (B) ≤ PrMsup(B) ≤ PrM
′
sup(B
′).
Proof. This lemma is a direct implication of Eq. 6. 
Computation of unbounded reachabilities: It is sufficient to consider ADTMCs for unbounded reachability probabilities. In
addition, we can restrict the scheduler set to the subset of simple and extreme schedulers, denoted Dextr,simple (cf. [21]).
LetM be an ADTMC with state space S. Then, for all B ⊆ S,
PrMinf (B) = inf
E∈DMextr,simple
PrE(B),
PrMsup(B) = sup
E∈DMextr,simple
PrE(B).
These measures can now be computed using standard techniques, cf. [3].
5. Model checking three-valued PCTL and CSL
Thecharacterizations in theprevious section in termsofminimal reachability and time-boundedreachabilityprobabilities
are the keybuilding blocks formodel checking of PCTL andCSL. It remains to provide a three-valued semantics for these logics
and, more importantly, to show that verification results on abstract Markov chains carry over to their concrete counterparts.
Three-valued semantics: For ADTMCM, we define the satisfaction function  ·  : PCTL → (S ∪ PathM → B3) inductively
as shown in Table 3, where:
Prinf (s, ) = Prinf ({ρ ∈ PathMs | (ρ) = })
Prsup(s, ) = Prsup({ρ ∈ PathMs | (ρ) = ⊥})
, ∈ {≤,<}with  =< iff  = ≤,
, ∈ {≥,>}with  =< iff  = ≥,
p ∈ [0, 1], i ∈ N ∪ {∞} and a ∈ AP. For ACTMCM, the satisfaction function  ·  : CSL → (S ∪ PathM → B3) is defined
similarly, however, Prinf (s, ) and Prsup(s, ) concern timed paths. The time-bounded until operator is as shown in Table 4
where t ∈ R≥0 ∪ {∞}.
Let us have a closer look at the semantics. For the propositional fragment the semantics is clear. A path ρ satisfies until
formula ϕ1 U≤iϕ2 if ϕ1 definitely holds until ϕ2 definitely holds at the latest after i steps; similarly, σ satisfies ϕ1 U≤tϕ2 if
ϕ1 definitely holds until ϕ2 definitely holds at the latest at time t. The until-formulas are violated, if either before ϕ2 holds,
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Table 3
Three-valued semantics of PCTL.
a(s) = L(s, a) true(s) = 
¬ϕ(s) = (ϕ(s))c ϕ1 ∧ ϕ2(s) = ϕ1(s)  ϕ2(s)
Pp()(s) =
⎧⎨
⎩
 if Prsup(s, )  p⊥ if Prinf (s, )  p
? otherwise
Pp()(s) =
⎧⎨
⎩
 if Prinf (s, )  p⊥ if Prsup(s, )  p
? otherwise
ϕ1 U≤iϕ2(ρ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
 iff ∃i′ ≤ i : (ϕ2(ρ[i′]) = ∧ ∀i′′ ≤ i′ : ϕ1(ρ[i′′]) = )⊥ iff ∀i′ ≤ i : (ϕ2(ρ[i′]) = ⊥∨ ∃i′′ ≤ i′ : ϕ1(ρ[i′′]) = ⊥)
? otherwise
Table 4
Three-valued semantics of CSL.
ϕ1 U≤tϕ2(σ ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
 iff ∃t′ ≤ t : (ϕ2(σ@t′) = ∧ ∀t′′ ≤ t′ : ϕ1(σ@t′′) = )⊥ iff ∀t′ ≤ t : (ϕ2(σ@t′) = ⊥∨ ∃t′′ ≤ t′ : ϕ1(σ@t′′) = ⊥)
? otherwise
ϕ1 is violated, or if ϕ2 is definitely violated within i steps, up to time t respectively. Otherwise, the result is indefinite. For
untimed until, i.e. for i = ∞, the semantics is similar, but without any step bound.
To determine the satisfaction of P≥p() we consider the minimal probability of the paths for which  is definitely
satisfied. If this probability is at least p, then paths where  holds have measure at least p. For the violation of P≥p() we
consider the maximal probability of paths satisfying ; if it is strictly less than p, then the formula is violated for sure. The
semantics of P  p() for  ∈ {<,>,≤} follows by a similar argumentation.
Example 11. Consider the CTMC with embedded DTMC as in Fig. 14(a) and exit rate 12. Starting in s0 (s1), the proba-
bility to reach a non-a-state in 0.3 time units is approximately 0.9037 (0.9328, respectively). Thus, formula ϕ = a →
P≥0.9(true U≤0.3¬a) is true in all states. Consider the abstraction in Fig. 14(b): the lower and upper probability bounds to
reach a non-a-state in 0.3 time units from A0 are about 0.8807 respectively 0.9037. Hence,
a → P≥0.9(true U≤0.3¬a)(A0) = ? unionsq P≥0.9(true U≤0.3¬a)(A0) = ?unionsq ? = ? .
For P≥0.88 instead of P≥0.9, the formula would have been satisfied in the abstraction as well, while for P≥0.91 the result
would still be ? since ? unionsq ⊥ = ? .
Model checking: As for CTL, model checking works by a bottom-up traversal of the parse tree of the formula ϕ. Boolean
combinations of formulas as well as the P-formulas are evaluated as expected. For the latter, however, we need the lower
probability bounds for the satisfaction/violation of an until-formula, which remains the only operator to discuss.
To compute the measure of paths definitely satisfying  = ϕ1 Uϕ2 ( = ϕ1 U≤iϕ2 or  = ϕ1 U≤tϕ2 respectively), it
suffices to compute the measure of reaching states satisfying ϕ2 (in steps bounded by i or time bounded by t) along paths
of states satisfying ϕ1. By induction, we know which states do not satisfy ϕ1. Transforming the Markov chains such that
those states are absorbing yields a Markov chain in which a path satisfies ϕ1 Uϕ2 iff a ϕ2-state is reached. In other words, it
remains to solve a reachability problem in the transformed Markov chain.
Recall that the given algorithm for computing time-bounded reachability approximates only with error margin ε. How-
ever, it can easily be guaranteed that the error due to approximation is accounted to ? . Also note that until formulaswithout
time bound can be dealt with in the continuous-time setting as well, just by dropping the exit rate and considering the
resulting embedded Markov chain.
Fig. 14. A Markov chain (left) and an abstraction with γ (s′0) = {s0, u0}, γ (s′1) = {s1} and γ (s′2) = {s2}.
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The following theorems state that our framework can indeed be used for abstraction-based model checking. Intuitively,
the theorems assert that the result of checking a PCTL/CSL formula in the abstractDTMC/CTMCagreeswith themore concrete
model, unless the result is indefinite.
Theorem 5 (Preservation of PCTL). Let s and s′ be two states of an ADTMCM with s  s′. Then for all PCTL formulas ϕ:
ϕ(s′) = ? implies ϕ(s) = ϕ(s′).
Proof. By induction on the structure of PCTL formulas. Atomic formulas are true and a ∈ AP:
• true(s′) =  = true(s)
• a(s′) = ? ⇒ a(s′) = L(s′, a) = L(s, a) = a(s) since s  s′.
Induction hypothesis: for all subformulas ϕ′ of ϕ, and all states s, s′ where s  s′:
ϕ′(s′) = ? ⇒ ϕ′(s) = ϕ′(s′) (∗)
• ϕ = ¬ϕ′ :
For ϕ′(s′) = ? we have ¬ϕ′(s′) = ? , hence there is nothing to be shown.
Otherwise, ¬ϕ′(s′) = (ϕ′(s′))c ∗= (ϕ′(s))c = ¬ϕ′(s).
• ϕ = ϕ1 ∧ ϕ2 :
For ϕ1(s
′) = ⊥ (and for ϕ2(s′) = ⊥ analogously):
ϕ1 ∧ ϕ2(s′) = ϕ1(s′)  ϕ2(s′)
∗= ϕ1(s)  ϕ2(s′) = ⊥  ϕ2(s′) = ⊥.
For ϕ1(s
′) = ϕ2(s′) = :
ϕ1 ∧ ϕ2(s′) = ϕ1(s′)  ϕ2(s′) ∗= ϕ1(s)  ϕ2(s) =    = .
For ϕ1(s
′) = ? , ϕ2(s′) = ⊥ (and for ϕ2(s′) = ? , ϕ1(s′) = ⊥ analogously):
ϕ1 ∧ ϕ2(s′) = ϕ1(s′)  ϕ2(s′) = ?  ϕ2(s′) = ?
and thus (∗) holds trivially in this case.
• ϕ = Pp(ϕ1 U≤iϕ2) :
As argued before, model checking of a (step-bounded) until-formula can be reduced to a reachability analysis on an
appropriately modified ADTMC M˜ = (S˜, P˜ l, P˜u, L˜, μ˜0). Let B = B′ = {s ∈ S˜ | ϕ2(s) = } (or B = B′ = {s ∈ S˜ |
ϕ2(s) = ⊥} respectively) and s  s′. Together with Corollary 1 and Lemma 10 we obtain:
PrMinf (s, ϕ1 U≤iϕ2) = PrM˜s,inf(i, B) ≥ PrM˜s′,inf(i, B′)
PrMsup(s, ϕ1 U≤iϕ2)1 = PrM˜s,sup(i, B) ≤ PrM˜s′,sup(i, B′).
Intuitively this means that the probability for paths starting in s′ and fulfilling (or violating) ϕ1 U≤iϕ2 is at most the
probability of such paths starting in s, thus:
ϕ(s′) = 
⇒ Prsup(s, ϕ1 U≤iϕ2) ≤ Prsup(s′, ϕ1 U≤iϕ2)  p
⇒ ϕ(s) = 
and
ϕ(s′) = ⊥
⇒ Prinf (s, ϕ1 U≤iϕ2) ≥ Prinf (s′, ϕ1 U≤iϕ2)  p
⇒ ϕ(s) = ⊥
For Pp(ϕ1 U≤iϕ2) this can be shown analogously. 
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Theorem 6 (Preservation of CSL). Let s and s′ be two states of an ACTMCM with s  s′. Then for all CSL formulas ϕ:
ϕ(s′) = ? implies ϕ(s) = ϕ(s′).
Proof. Similar to the proof of Theorem 5 using Corollary 2. 
Observe that the three-valued PCTL semantics on a DTMC (viewed as abstract DTMC) coincideswith the two-valued PCTL
semantics for DTMCs. The three-valued CSL semantics on a uniformCTMC (viewed as ACTMC) coincideswith the two-valued
CSL semantics for CTMCs (see Section 2). This shows that our abstraction is conservative for positive and negative verification
results.
Theorem 7. For ADTMC M and a PCTL formula ϕ (without unbounded until subformulas), we can determine ϕ in time
exponential (polynomial) in the size ofM and linear in the size of ϕ.
Proof. For the propositional subset of PCTL, ϕ(s) can obviously be checked in time linear to the size of ϕ. The complexity
for checking reachability properties, i.e. the unbounded until operator, is polynomial in the size of the induced MDP ofM.
As for each state, the induced MDP may have an exponential number of actions to choose from, in the worst case its size
is exponential in the size ofM. For formulas without unbounded until subformulas, the polynomial time algorithm from
Section 4.2 can be utilized, yielding a time complexity which is polynomial in the size of the state space. 
We want to point out that unbounded reachability probabilities for ADTMCs can be approximated in an iterative way
using value iteration, though, complexity results cannot be provided. In the setting of ADTMCs this is especially favorable as
extreme distributions are calculated on-the-fly (in polynomial time) in contrast to the MDP approach.
Theorem 8. Given an ACTMCM, a CSL formula ϕ without unbounded until subformulas, and an error margin ε, we can approx-
imate ϕ in time polynomial in the size ofM and linear in size of ϕ, λ and the highest time bound t occurring in ϕ (dependency
on ε is omitted as ε is linear in λ · t). In case the approximation yields  or ⊥, the result is correct.
Proof. For the propositional subset of CSL, ϕ(s) can obviously be checked in time linear to the size of ϕ. The complexity
for checking timed reachability properties can be derived from the complexity for uniform CTMDPs (see [9]), which is
polynomial in the size ofM, and linear in the exit rate λ, the time bound t and the number of actions. Instead of checking all
extreme distributions in an ACTMC, which would yield an exponential number of actions in a corresponding CTMDP, we can
use the polynomial algorithm presented earlier to determine a distribution yielding theminimal reachability property. Thus
the complexity of checking ACTMCs is as claimed. Correct answers for each, the  and ⊥ case, are ensured by accounting
the error to ? . 
Note that, when considering a formula with nested until subformulas, even for CTMCs it is a difficult task to ensure a
maximal error for the approximation result. In the case of three-valued model checking this means that a larger fraction of
the ? results may result from the approximation. However, when considering formulas without nested until subformulas,
Fig. 15. Probability bounds for ϕ.
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one can assure that the maximal error of the approximation of reachability probabilities will be at most ε. This implies that
? results are computed with an error of at most 2 · ε.
Running example: Let 〈l1 = i〉, 〈l2 = j〉 ∈ AP hold in all states si,j of the infinite CTMC given in Fig. 2(b). Recall thatm is the
capacity of the warehouse (referred to as processors in the caption of Fig. 15) and in state si,j , the warehouse is filled with i
items and there are j delayed orders. The formula
ϕ = (〈l1 = 0〉 ∧ 〈l2 = 0〉) → P≤p(true U≤t(〈l1 = m〉 ∧ 〈l2 = 0〉))
intuitively specifies an upper bound p for the probability for completely filling the warehouse within time t, when starting
with an empty warehouse and with no delayed orders to be served. Note that in Fig. 15, lower and upper bounds of prob-
abilities for reaching the 〈l1 = m〉 ∧ 〈l2 = 0〉 state from the 〈l1 = 0〉 ∧ 〈l2 = 0〉 state within t = 10 time units were
given.
For, say, p = 0.9 and λ = 2, Fig. 15 reveals that for cut levels n ≥ 6 the lower bound is greater than p, i.e. the constraint
≤ 0.9 is definitively met. For n ≤ 5, neither the lower bound is greater than p nor the upper bound is smaller than p, thus
the result is inconclusive ( ? ). In other words, there are schedulers for which the system satisfies the formula and others
for which it violates the formula. What we don’t know is what holds for the scheduler inducing the concrete system from
Fig. 2(b). For p = 0.9 and λ = 3, it suffices to choose cut level n ≥ 3 to show that ϕ with≤ 0.9 as constraint is definitively
not satisfied by the system.
6. Alternative abstraction techniques
As for interval abstraction, the main idea behind magnifying-lens abstraction [22] is to partition the state space and
to compute the minimal and maximal probabilities for moving from one partition to another. The main difference is that
probabilities are considered for leaving a partition towards another partition (without visiting a third one)within an arbitrary
number of steps. This implies that the number of steps in the concretemodel that correspond to one step in the abstractmodel
is not bounded. As a result, step-bounded reachability probabilities are not preserved bymagnifying lens abstraction. A further
restriction is that the authors considerMDPswith finite state space only. However, combining interval abstraction (obtaining
a finite abstract model) with magnifying lens abstraction (to compute unbounded reachability probabilities) might lift this
restriction. A generalization of interval abstraction that is partially inspired by this technique has been proposed in [40],
where, instead of an arbitrary amount of steps, a fixed number of subsequent steps is considered for abstraction.
Game-based abstraction [46] is a technique that basically extendsMDP abstraction as proposed in [20]. In anMDP abstrac-
tion, the state space is partitioned, but rather than using intervals (as in this paper), the different probability distributions of
grouped states are represented as a set of distributions in the abstract state. For DTMCs, the results obtained via game-based
abstraction and MDP abstraction are identical. The important difference is that instead of one source of nondeterminism
as in MDPs (1 1
2
-player games), in the abstract model used for game-based abstraction (so-called simple stochastic games or
21
2
-player games) there are two independent sources of nondeterminism. This allows for the distinction between nonde-
terminism that is present in the original model, a concrete MDP, and the nondeterminism introduced during the process
of abstraction. Then, for an optimal (maximal) solution in the concrete MDP, lower (upper) bounds can be computed by
maximizing the strategy of the first player and minimizing (maximizing) the strategy of the second player. Analogously,
lower and upper bounds can be computed for minimal solutions in the concrete MDP.
Recently, an abstraction technique for infinite-state CTMCs—sliding window abstraction [31]—has been introduced that
takes advantage of the fact that in certainmodels, for a given fraction of time, only small fragments of the infinite state space
are occupied with significant probability. Basically, the technique hides all states that are occupied with probabilities below
a given threshold: a window is left open through which parts of the original state space are still visible. As time moves on,
the probability mass may decrease in some states and increase in others such that the fraction of states to be considered
changes constantly: the window is said to slide over the state space. The sustained loss of precision—when disregarding
states with a positive probability that is below the threshold—is traceable, i.e. a maximal error for the resulting probabilities
can be computed along the analysis. The technique has been shown to work well for a number of models from the area of
systems biology.
In [33], a more theoretical point of view is taken. Basically, it is shown that for infinite-state DTMCs and PCTL formulas
without until, finite-state abstractions can be constructed for which the same model checking results are obtained as for
the original model. The abstraction proposed for PCTL formulas including until can be seen as a predecessor of interval
abstraction as it has been introduced in this paper. Algorithmic issues, such as normalization, are not elaborated on. Fur-
ther, the continuous-time setting is not considered. In [35], PCTL (in-)completeness results are provided for an abstraction
framework that uses three-valued labels (but does not incorporate nondeterministic choices of transition probabilities) in
abstract states. An abstraction framework is said to be complete if for all infinite-state DTMCs satisfying a PCTL formula ϕ,
there exists a finite-state abstraction for which ϕ is definitely satisfied as well.
7. Conclusion
This paper has laid down the theoretical underpinnings of three-valued abstraction of DTMCs and CTMCs. The key
ingredients of our technique are a partitioning of the state space combined with an abstraction of transition probabilities
by intervals. Abstract models are thus interval DTMCs (and CTMCs, respectively). As MDPs and CTMDPs are instances of
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interval MCs, our abstraction technique is directly applicable to these models as well. Main results are that abstracted
models simulate concrete ones, provide upper- and lowerbounds on the exact probabilities such that both affirmative and
negative verification results on abstract models carry over to their concrete counterparts.
Our abstraction assumes an a priori partitioning of the state space. Our framework does not provide means to steer
the choice of partitioning. Experimental results on examples from systems biology [10,40] as well as from queuing theory
[42] show that rather accurate results (i.e., tight bounds) can be obtained for partitionings that are obtained using some
knowledge about the application. By considering sequences of transitions rather than single transitions between partitions
yields better lowerbounds, cf. [40]. A topic for future research is to obtain systematic techniques, e.g., predicate abstraction,
to obtain appropriate state-space partitions. In addition, refinement techniques for probabilistic models are needed that
allow for refining abstract models that are too coarse (in our setting, their verification would yield indefinite answers).
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