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Abstract 
In his keynote address to delegates attending the 1993 Australasian Institute of Mining and 
Metallurgy Centenary Conference, Brian Skinner concluded that; ―The global resources of 
minerals mined for purposes other than energy are such that exhaustion will not be a problem a 
century hence.‖  His bold statement was in part responsible for this thesis.   
Sustainability is a difficult concept in mining because most mines are unsustainable.  Two 
concepts are addressed in the chapter devoted to defining sustainability in relation to mining.  
Are sufficient resources available, and can these resources be developed within the constraints of 
Ecologically Sustainable Development (ESD)?  The economic constraint of increasing human 
welfare prefaces the requirement that copper be produced at no greater relative cost than it is 
today.  
Economic and engineering models are developed for the cost of copper production in an attempt 
to answer the question: is copper mining sustainable, particularly if energy costs increase?  More 
specifically, will the relative cost of producing copper in the US be higher or lower in 2020 
assuming companies adhere to the ESD principles?  Mining will be considered sustainable if it 
enhances human welfare, now or in the future, within the constraint of ESD.   
The data set for the economic model was constructed mainly from information supplied by the 
U.S. Geological Survey, the Bureau of Labor Statistics and the U.S. Census Bureau for the 
period from 1954 to 2002.  The Energy Information Administration price forecasts for the US 
out to 2035 suggest that US copper producers will face, at most, a doubling of the real energy 
price between 2002 and 2020.  This order of magnitude increase is used to estimate the impact of 
energy price increases on the cost of copper production.   
A translog cost function is employed to develop an economic model.  The independent variables 
are capital, labour, energy, materials, copper ore-grade and time (K, L, E, M, g, t), with time 
representing technology change.  The cost function is estimated using the Seemingly Unrelated 
Regression method.  The chosen economic model was tested and found to be sufficiently robust 
and provided the information needed to forecast future movements in the price of copper under 
the likely scenarios of relative energy price increases and other changes.   
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An engineering model is also developed that compares data for the actual energy required to 
mine and concentrate a kilogram of copper in the US between 1954 and 2002 with the estimated 
theoretical amount of energy required.  A formula for the theoretical energy required to mine and 
concentrate copper is developed based on data from many authors; however, the formula is 
extended to take account of the finer grinding required for lower grade copper ores.  The 
difference between the theoretical energy requirement and the actual energy required to mine and 
concentrate copper in the US is assumed to be due to technology improvement.   
The economic model, which is based on the work of previous researchers who have used the 
KLEM translog cost function to examine historic data, is extended to forecast the future cost of 
producing copper.  Specifically, the relative cost of producing copper in 2020 is estimated.  
Likewise, the engineering model is extended to estimate the future changes in the energy 
required to produce a kilogram of copper.  Formulae are developed for estimating the likely 
decrease in the grade of copper ore to be mined and the theoretical energy that will be required to 
mine and concentrate copper as ore grades decrease.  A formula for the estimated reduction in 
energy required flowing from technology improvements is developed.  The energy required to 
mine and concentrate copper in 2020 is estimated using these formulae.  
Time, representing the technology trend, is introduced into the economic model as a natural 
number, implying that the rate of technical change is constant; however, when time is introduced 
as the natural log of time, implying a decreasing rate of technological improvement, the increase 
in energy cost is no longer offset by the technology cost reduction, and a twofold increase in the 
cost of energy will result in a forecast increase in the relative cost of producing copper.  The true  
amount by which technology change can offset energy price increases and mineral grade 
decreases may well lie somewhere between that predicted from the chosen economic model and 
that flowing from the model including the technology trend as the natural log of time.   
However, the findings from the chosen economic model and the engineering model support the 
proposition that, with a twofold increase in the relative cost of energy, the cost of producing 
copper will be lower on average in real terms in 2020 than it was in 2002.   
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Chapter 1: Introduction 
 
Can metals be produced sustainably from primary sources even though individual ore deposits 
are exhaustible?  Producing metals from ore deposits with decreasing ore grades will require 
increased energy input per unit mass of metal output unless there occurs a technology change 
that reduces the amount of energy required by a compensating amount.  There is only limited 
opportunity to substitute for energy in production; however, there are opportunities to change the 
type of energy, for example from diesel to electricity over time.  Given existing technologies
1
 
and decreasing ore deposit grades, an increasing energy price may cause significant increases in 
metal prices despite demand changes resulting from substitution in use.   
The thesis questions are: 
(i) is copper mining sustainable? 
(ii) if energy prices increase as fossil fuels are depleted and taxes reflecting environmental 
costs are applied, will increases in the cost of energy result in an increase in the cost of 
producing copper in the next ten years?   
(iii) to what extent will technology improvements mitigate the effect of energy price rises?  
These questions are answered by developing an economic model using historic price data for 
copper production in the United States (US) from 1954 to 2002.  An engineering model 
examines actual and theoretical energy consumed in the production of copper and its findings are 
compared with those findings flowing from the economic model.  Finally, the economic model is 
extended to forecast the future cost of producing copper.   
                                                 
1
 As yet unknown and new technologies such as nanoscience may assist in both the extraction and uses of 
metals.  Nanotechnology and nanoscience may be defined as new synthesis and processing techniques, using atoms, 
molecules or macromolecules for the intelligent design of functional materials where dimensions and tolerances 
from 0.1 to 100 nm play a decisive role. (NTNU 2003).   
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1.1 Hypothesis  
Energy costs, ore grades, and their impact on the relative cost of producing copper along with the 
likely impact of improved and new technology will be examined in order to evaluate the 
hypothesis: that despite declining ore grades and likely energy price increases, metal production 
is sustainable although there may be cost impacts as companies adjust to changing energy 
sources.   
1.2 Choosing copper to evaluate the hypothesis 
Copper has been chosen as the most appropriate metal to evaluate the hypotheses for three 
reasons: 
Firstly, copper was the earliest metal used in significant quantity by humans and has been in 
continuous use since the Chalcolithic Age.  The early Bronze Age is sometimes called the 
Chalcolithic (Copper-Stone) Age (c. 8000 BC)
2
.   
Copper remains one of the most significant metals, in monetary value terms, mined and used 
today.  Finally, and most importantly, copper is often reported to have the lowest reserves to 
consumption ratio of any metal.  Therefore, scarcity in the availability of copper might be 
expected to emerge before that of other metals.   
                                                 
2
 Copper is found in small amounts as copper metal or native copper.  Some time after 6000 BC, in Anatolia, 
humans discovered how to smelt copper ores to produce pure copper.  The oldest copper smelting furnace (3,500 
BC) yet found is on a hilltop within sight of the modern Timna copper mine in southern Israel, which around 1190 
BC was controlled by Egypt during the reign of Ramesses III  (Raymond 1984) (Encyclopaedia Britannica 2010).   
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1.3 Thesis Outline 
This document has been organised to lead the reader progressively through the significant 
literature relating to metal sustainability before defining sustainability as it applies to metals.  
Next, the research methodology is explained prior to developing the relevant economic and 
engineering models.  The thesis is structured as follows: 
 Chapter 1 introduces the research topic to the reader and presents the rationale behind 
the research; 
  Chapter 2 explores three bodies of literature; firstly, that of the neoclassical economists 
followed by the ecological economists and finally the scientists' and engineers' approach 
to metal mining sustainability; 
 Chapter 3 is devoted to explaining the relevance of  ecologically sustainable 
development to the metal mining industry;  
 Chapter 4 explores the reserves and likely prices of the various energy sources available 
to metal miners, domestically in the US and internationally where international supplies 
my effect the price of energy in the US;  
 Chapter 5 introduces the methodology for developing the economic and engineering 
models;  
 Chapter 6 applies this methodology specifically to economic and engineering models for 
copper mining and explains the various data sources; and  
 Chapter 7 employs the economic model supported by the engineering model to forecast 
the cost of producing copper in 2020.   
 The data set developed for the economic model may be found in the Appendix and all the 
references are listed in the Bibliography in alphabetical order.   
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Chapter 2: Literature review 
 
 ―We are like dwarfs sitting on the shoulders of giants.  We see more, and things that are more 
distant, than they did, not because our sight is superior or because we are taller than they, but 
because they raise us up, and by their great stature add to ours."       John of Salisbury 
2.1 Where does this topic fit in the broader economic literature? 
Two approaches to natural resource sustainability dominate the relevant economic literature: 
(i) economic efficiency and the ideal extraction profile for exhaustible resources; and  
(ii) the adequacy of the natural resource endowment to support sustainable growth.   
Metals, energy and sustainability is incorporated in these categories
 
Figure 2-1 - Locating the topic in the economic literature 
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Examining Figure 2-1 from Radzicki (2003, p. 177), the literature dealing with the economic 
efficiency of mineral resource utilisation is generally found in neoclassical economics and its 
branches, whilst that concerned with resource adequacy and limits to growth is often found in 
ecological economics and its branches.  Other disciplines, predominantly those of scientists and 
engineers, have contributed to the debate and their technical skills and knowledge have improved 
our understanding of resource availability and sustainability.  Historically, these three groups 
have generally worked in parallel rather than in concert with one another.   
In order to answer the thesis questions, it is necessary to combine the fields of economics, 
geology, mineral extraction, and thermodynamics.  Biophysical economics envisions a 
conceptual model of the economy connected to, and sustained by a flow of energy, materials and 
ecosystem services (Cleveland 1999, p. 23).  Georgescu-Roegen took the position that the 
Second Law of Thermodynamics or Entropy Law is the taproot of economic scarcity 
(Georgescu-Roegen 1979, p. 1041).   
2.2 The laws of thermodynamics 
The First Law of Thermodynamics is often called the Law of Conservation of Energy.  The First 
Law is reported to have been formulated first by Mayer and then Joule in the middle of the 
nineteenth century with the demonstration of the equivalence of heat and other forms of energy, 
and completed in the twentieth century with Einstein‘s demonstration that matter is also a form 
of energy (Swenson 1997).  The First Law states that energy can never be created or destroyed; it 
can only be transformed from one form to another form.  For example, when petrol is ignited in 
an engine, part of it is transformed into work, some of it changes into heat and some part goes 
out as exhaust products.   
The Second Law of Thermodynamics, the Entropy Law or Law of Entropy, was developed by 
Clausius and Thomson following Carnot's earlier observation that, like the fall or flow of a 
stream that turns a mill wheel, it is the "fall" or flow of heat from higher to lower temperatures 
that motivates a steam engine (Swenson 2001).  The Second Law of Thermodynamics states that 
every time energy is transformed from one state to another, there is a loss in the amount of that 
form of energy that becomes available to perform work of some kind.  The loss in the amount of 
‗available energy‘ is known as ‗entropy‘ or conversely entropy is a measure of the unavailable 
energy in a thermodynamic system.  Entropy can be considered as a negative kind of quantity, 
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the opposite of available energy.  When a piece of coal burns the total amount of energy remains 
the same; however, in the process of burning, the coal is transformed into gases and ash that can 
no longer generate the same work as was generated in burning the coal.  The amount of thermal 
energy available to do work has decreased and the amount of entropy has increased.  This kind 
of loss, wastage or penalty, is called entropy.  The Second Law of Thermodynamics explains that 
the total entropy in the world is constantly increasing.  An entropy increase, therefore, means a 
decrease in available energy.   
The First Law of Thermodynamics says that the total quantity of energy in the universe remains 
constant.  This is the principle of the ‗conservation of energy‘.  The Second Law of 
Thermodynamics states that the quality of this energy is degraded irreversibly.  This is the 
principle of the ‗degradation of energy‘.   
Georgescu-Roegen focused on closed systems, analogous to the Earth, where energy such as 
radiation can enter or leave the system, but materials cannot.  He concluded that the quality or 
grade of mineral resources would limit our ability to extract metals. Furthermore, he disagreed 
with the assumption that, with sufficient energy, it would be possible to extract the metals from 
low-grade mineral deposits.  Georgescu-Roegen rejected the argument that mineral resources are 
more or less infinite because the planet is composed of minerals, and therefore even our 
backyards are potential mines (Georgescu-Roegen 1979, p. 1038).  He presented the analogy of a 
pearl dissolved in acid and spread over the oceans.  Even if the energy was available, it would 
take a practically infinite amount of time to reassemble the pearl (Georgescu-Roegen 1977, p. 
269).  The choice of a pearl may not have been the best analogy because the pearl is of organic 
origin and as long as oysters exist, new pearls will be ―reassembled‖ in fairly short time.  
Nevertheless, his observation that all mineral and energy discoveries include a substantial 
proportion of easily accessible resources that cost less to extract than the more inaccessible 
resources is historically correct (Georgescu-Roegen 1975, p. 362).   
Energy became cheaper as the most easily available fossil fuels were exploited and innovations 
made use of the cheaper energy and, consequently, the ratio of labour to output declined.  In 
concert, capital was directed toward innovations, which delivered the required service at less cost, 
but that used more non-renewable energy and less human energy to achieve the same result.  For 
example, the sailing ships, which transported wool from Australia to Great Britain, were 
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replaced by coal fired steam ships that reduced the number of sailors and replaced renewable 
wind energy with fossil fuel energy.  However, Georgescu-Roegen asserted that we could not 
assume that the cost of producing a unit of metal will always follow a declining trend or that the 
continuous progress of technology renders accessible resources almost inexhaustible.  He 
questions the Barnett and Morse (1963, p. 239) vision of energy becoming available in unlimited 
quantities at constant cost perhaps from nuclear fusion or solar energy, thus enabling ever 
increasing volumes of resources with ever decreasing grades to be processed at reasonable cost.   
Nevertheless, Steen and Gunnar (2002) have shown that with sufficient energy metals can be 
extracted from ubiquitous rock such as granite, granodiorite and basalt rock.  Furthermore, Ayres 
and Miller (1980, p. 354) dispute the Georgescu-Roegen thesis, arguing that the use and 
dissipation of metals cannot result in a distribution of metals worse than the average regolith
3
 in 
which every element is present in approximately the same proportions as its average crustal 
abundance.   
Georgescu-Roegen (1979, p. 1031) argued that the quality of energy was also important.  For 
example, the oceans contain enough energy to support economic activity for millennia; however, 
for all practical purposes the energy is presently unavailable for conversion into mechanical 
work by an engine.  While it may be possible to substitute more energy to compensate for lower 
grade mineral deposits, this increases the consumption of high quality energy resources such as 
oil and coal resulting in more rapid depletion of these high quality fossil energy resources.   
These are the juxtapositions regarding the scarcity or abundance of minerals and energy 
respectively and they help frame the boundaries of this literature review.   
2.3 From the Physiocrats to the ecological economists 
The Physiocrats were a group of French Enlightenment thinkers of the mid eighteenth century 
who surrounded the French court physician, François Quesnay.  They maintained that the 
economic process could be understood by focusing on a single physical process, the productivity 
                                                 
3
 The layers of loose rock and soil resting on bedrock, constituting the surface of most land are referred to as 
regolith. 
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of agriculture (CEPA 2005b).  The cornerstone of the Physiocratic doctrine was the axiom that 
only agriculture yielded a surplus.  The economy rose and fell with the surplus product, or net 
product, of agriculture (Cleveland 1999, p. 4).  The German chemist Ostwald (1911) linked 
economic development and thermodynamics showing that civilizations advanced with increased 
utilization of energy.   
Podolinsky (1881, p. 65), a successor of the Physiocrats, made a biophysical analysis of the 
calorific value of food produced and the energy used to produce it. From estimates of the 
calorific input from humans and draft animals, he concluded that ultimately economic growth is 
limited by physical and ecological laws.  A century later Pimentel (2003) was also concerned to 
understand the amount of energy consumed in the production of ethanol from cultivated crops.  
He concluded that there was a net energy loss in producing ethanol from corn.   
In the early twentieth century Frederick Soddy, a Nobel laureate in chemistry, was critical of the 
absence of biophysical laws in standard economic theory.  Like the Physiocrats he maintained 
that economic theory must have biophysical laws as first principles and like Ostwald, he believed 
that recent advances in economic progress were made possible by tapping the energy fund of 
fossil fuel stocks rather the energy flow from solar energy.  Cleveland (1999, p. 6) argued that 
the wealth society now enjoys is possible due to the human ingenuity in tapping the solar energy 
stored in fossil fuels laid down in the Carboniferous and Permian ages between 250 to 350 
million years ago.   
The Technocratic movement in Canada and the USA, which reached its height of influence in 
the 1930‘s, assumed that energy was the critical factor determining economic development.  
Technocracy Inc., in conjunction with the Engineering Department at Columbia University, 
analysed production in energy unit terms.  The Technocrats led by Howard Scott proposed 
replacing politicians with scientists and engineers to manage the economy.  They advocated the 
continued replacement of labour with capital and energy, arguing, as did Podolinsky and Soddy, 
that greater quantities of fuel increased the productivity of labour.  The Technocrats measured 
social change in terms of the average number of calories used per capita per day.  The ABC of 
Technocracy concludes that all forms of energy may be measured in ergs or calories.  The 
solution to ending the depression was to recognise energy as the unit of wealth.  They considered 
that the unit of value under a price system was a certification of debt whereas the unit of measure 
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under technological control would be a certificate of available energy converted (Arkright 1933, 
p. 94).  Thus, money would be replaced by energy certificates.   
In January 1933, the Technocracy movement split into the Columbia University group and 
Technocracy Incorporated led by Howard Scott who retained M. King Hubbert.  The Columbia 
group disagreed with some of the statements and attitudes expressed by Howard Scott and stated 
that their interests lay in the study of natural resources such as coal, oil, iron and copper etc. and 
the rates these resources had been consumed over the past 100 years (Raymond 1933, p. 181).  
Interestingly, it would be Hubbert who would subsequently make the most significant 
contribution to the prediction of resource depletion.  Public interest in Technocracy waned in the 
1940‘s as New Deal policies gained popularity and Howard Scott‘s prediction of economic doom 
proved false and WWII began (Cleveland 1999, p. 7).   
There was renewed interest in the role of energy and natural resources in economic development 
in the 1950‘s.  Frederick Cottrell emphasised two aspects of the relationship between energy and 
economic development.  The first was ‗surplus energy‘, the difference between the energy input 
and energy output from a process.  The second was the amounts of energy used in ‗subsidising 
for‘ labour.  The analogy of the ploughman and his horse may be used to explain what is meant 
by energy subsidising or substituting for labour.  James Watt
4
, inventor of the Watt engine, 
created the term horsepower (hp) as a measure of the amount of work an engine is capable of 
performing.  Prior to the invention of the steam engine, a farmer could harness the power of one 
or perhaps a few horses to plough a field.  Currently, an average tractor would be rated at 300 hp, 
and 500 hp tractors are common.  Thus, one tractor, its driver and the fuel has substituted for 
over three hundred ploughmen and horses.  Cottrell argued that resource availability set the 
direction of social change and furthermore, the most important quality of an energy resource is 
the surplus energy it delivered.  The Industrial Revolution produced unprecedented economic 
                                                 
4
In 1765, James Watt modified and improved the Newcomen steam engine and his Watt engine helped bring 
about the Industrial Revolution.  However, it would be another 60 years before George Stevenson‘s locomotive 
would haul the first coal on a public railroad from Darlington to the port of Stockton that significantly reduced the 
price of coal delivered to Stockton.  In Watt's judgement, one horse could do 33,000 foot-pounds of work every 
minute i.e. a horse raising coal out of a coalmine exerting one horsepower can raise 330 pounds of coal 100 feet in a 
minute.  1 horsepower = 745.7 watts 
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growth because the surplus energy delivered from coal dwarfed that produced by renewable 
energy sources used prior to the Revolution (Cleveland 1999, p. 8).   
M. King Hubbert
5
, while acknowledging the increased human population and development that 
flowed from the transition to the fossil fuel economy, cautioned that the epoch of the fossil fuels 
as a major source of industrial energy would only be a transitory event.   
Like Soddy, Hubbert also criticised standard economics for its lack of a biophysical basis.  ―One 
speaks of the state of growth in GNP.  I haven‘t the faintest idea what that means when I try to 
translate it into coal, oil, iron, and the other physical quantities which are required to run an 
industry…the quantity GNP is a monetary bookkeeping entity.  It obeys the laws of money.  It 
can be diminished, created or destroyed, but it does not obey the laws of physics.‖ (Hubbert 1966, 
p. 291).  In the 1950‘s, Hubbert correctly predicted that domestic oil production in the 
contiguous (lower 48) States of the USA would reach a peak in 1970.  His methods of predicting 
the peak of oil production from an oil field are espoused by the Peak Oil movement, which will 
be explained more fully in Chapter 4.   
Cleveland (1999) reinforces his argument that current prosperity is based on fossil fuels citing 
Cook in ―Man Energy and Society‖ who proposes that economic growth is dependent on a finite 
stock of non-renewable fossil fuel.  Progress has depended on the increasing control of energy.  
The Rhinelanders harnessed oxen, the Benedictines water.  The maritime nations Spain, Portugal, 
the Netherlands, and Great Britain developed sail power.  Steam power started with wood and 
switched to coal as wood became scarce.  The diesel engine, the internal combustion and jet 
engines exploited the energy contained in oil.   
During the 1970‘s and early 80‘s, the Energy Resource Group (ERG) at the University of Illinois 
produced a comprehensive and consistent approach to modelling energy-economic interactions.  
Reminiscent of the ideas presented by the Technocracy movement, Hannon, a member of the 
                                                 
5
 M. King Hubbert, who was a geophysics instructor at Columbia University, is cited as one of the editors of 
the ―The Technocracy Study Course‖ published in 1933.  (Technocracy 2005) 
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ERG,  proposed that people work for energy coupons that could be traded for the energy 
embodied in goods and services (Cleveland 1999, p. 13).   
Berndt (1985) considered it was important to understand the evolution of the Technocracy and 
net energy analysis movements and the source of the recurring debate between engineers and 
economists on the energy theories of value.  Both Technocrats and energy analysts believe the 
laws of physics are not properly appreciated in economic affairs; however, the differences 
between these two movements are especially apparent in their analysis of unemployment.  
Technocrats attributed unemployment to under consumption, while net energy analysts blamed 
energy scarcity and allocation problems.  The difference may be attributed to the different 
economic environment at the time of each movement‘s conception.  The Technocracy movement 
appeared in the United States during an isolationist period when autarky seemed feasible.  By 
contrast, the modern energy analysts face a situation where energy and environmental problems 
are global and their frame of reference is ‗spaceship earth‘.  The Technocracy movement was 
more political than that of the energy analysts and enjoyed sudden though short lived
6
 political 
prominence advocating rule by technocrats and distribution via energy certificates (Berndt 1985, 
p. 358).   
Berndt concluded that there was little merit in any additional analysis of the energy theory of 
value movements since political associations such as Technocracy and the allied net-energy 
environmental movements reflect the frustrations and ideologies of divergent groups rather than 
consistent economic arguments.  Energy theories of value will occur when the market pricing 
system appears to be functioning poorly, when consumers desire expert guidance and regulation 
to protect them from exploitation by greedy market participants and because the public 
understands that there is something special about energy.  He considers the arguments promoting 
the energy theory of value movements specious for the following reasons:   
                                                 
6
Al Smith reflecting on the presidency of Herbert Hoover offered the following reason why Technocracy never 
gained hold as a political movement: ―As for substituting engineers for political leaders in running the country, I 
cannot refrain from mentioning the fact that we have just finished an era of government by engineers in 
Washington.‖ (Berndt 1985, p. 358).  Herbert Hoover, President from 1929 to 1933, was a mining engineer who 
worked in Coolgardie and Kalgoorlie in 1897/98 and was appointed mine manager of the Sons of Gwalia Mine in 
1897.   
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Firstly, ―energy is a unique and natural measure of value‖.  While several industries such as 
mining and metal production and power generation may be measured in terms of energy 
degraded or materials transformed, outputs of industries such as finance, service and education 
would be difficult to measure in units of energy degradation.   
Secondly, energy is homogeneous and a measurement of productivity based on an energy 
standard would avoid adding ―apples and oranges‖ as occurs in the conventional monetary 
pricing mechanism.  While the units for measuring energy may be universal
7
, this does not mean 
that society is indifferent between a British thermal unit (Btu) of coal and a Btu of oil.  What is 
being confused is the unit of measurement that is universal and the value in use of the material 
being measured.  Attributes such as density, cleanliness, safety, storage, and relative cost of 
conversion differ so that a Btu of coal is not the same as a Btu of oil or electricity.  Problems of 
adding apples and oranges or coal and crude oil would not be solved by changing from dollars to 
energy units.   
The third argument: ―that there are no substitutes for energy‖ is more subtle.  Berndt suggests the 
following errors in this argument.  Firstly, while energy is a fundamental requirement for life, 
there are many forms of energy and as technology developed civilisations have been able to 
make use of these energies.  Secondly, technological potential still exists for energy conservation 
and energy-capital substitution.  Thirdly, energy is but one of many scarce inputs and other 
resources may be depleted before energy exhaustion is approached (Berndt 1985, p. 361).  He 
concludes that, although there may be something unique regarding energy, this does not imply 
any need for an energy theory of value; nevertheless:  
―A great deal of work, jointly among physical scientists and economists needs to be done in 
modelling more accurately and convincingly the physical and environmental constraints to 
economic activity.‖   
The Entropy Law implies that low-entropy matter and energy entering the economic process 
leave the process and return to nature as high entropy wastes.  Robert Ayres used the principle of 
                                                 
7
 Energy units vary between countries, industries and scientific disciplines.  Energy may be expressed in 
British thermal units, joules, calories or kilowatt hours.   
  
13 
entropy and the Second Law of Thermodynamics to describe natural resource quality in physical 
terms.  High-grade deposits (low entropy) require low amounts of fossil fuel and other energy to 
discover, extract, and process.  The faster these low entropy resources are exploited the more we 
accelerate the depletion of fossil fuel energy, since lower grade resources require more energy 
for their extraction (Cleveland 1999, p. 13). 
Georgescu-Roegen had a vision of economics incorporating the physical, chemical, and 
biological constraints of the earth.  He was able to incorporate the laws of conservation of mass 
and energy and entropy into the everyday language and models of economics.  For Georgescu-
Roegen, Entropy Law was the taproot of economic scarcity.  He criticised economic models that 
confused funds with flows and resulted in physically impossible relationships between 
manufactured and natural capital.  One such example is the Cobb-Douglas production function.   
The equation Q= K
1
L
2
R
3 
represents the Cobb-Douglas production function where: 
Q = Output flow 
K = Flow of capital services 
L = Labour flow 
R = Flow of natural resources  
1, 2, 3 = Fixed parameters which sum to one under constant returns to scale. 
 
If we have a constant returns to scale production function and the elasticity of substitution is 1, 
then the form of the production function is necessarily Cobb-Douglas (Nicholson 2002, p. 283) 
(CEPA 2005a).   
Georgescu-Roegen argued that it was incorrect to assume that the flow of output Q could be 
maintained with diminishing amounts of the flow of natural resources R providing K, the flow of 
capital services, could be increased sufficiently, because as K approaches infinity, nature‘s 
ability to provide the flow of resources R required to produce capital will be exceeded 
(Cleveland 1999, p. 16).  Georgescu-Roegen appears to argue that included in K, is a component 
of R and thus increases in K necessitate and increase in R and therefore constant elasticity of 
substitution cannot apply.   
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Reynolds (1999, p. 51) also refutes theoretical calculations that depend on a Cobb-Douglas 
production function with the underlying assumption that constant elasticity of substitution can be 
achieved indefinitely.  He argued that for a given technology, elasticities between two inputs 
must, at some point, be zero.  This argument will be considered further in Chapter 3.   
In order to expand on the main schools of economic thought so far discussed the remaining 
literature has been placed in one of three categories; firstly, neoclassical economics which is 
generally optimistic about resource usage and availability; secondly, ecological economics which 
is generally pessimistic about resource sustainability; and finally, technological literature from 
scientists and engineers who are more concerned about reserve calculations and who are 
generally pessimistic with respect to fossil fuel availability and optimistic about the availability 
of mineral ores.   
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2.4 Neoclassical economists on resource sustainability 
Table 2-1 – A chronology of events and selected economists on metals and energy 
1817 Ricardo - On The Principles of Political Economy and Taxation.  Chapter 3 
introduces the concept of Ricardian rent on mines.  He defined rent as "the 
difference between the produce obtained by the employment of two equal 
quantities of capital and labour." 
1866 Jevons - Brief Account of a General Mathematical Theory of Political Economy  
1879 Marshall - The Economics of Industry 
1914 Gray - Rent under the Assumption of Exhaustibility 
1920‘s Pigou advocated use of taxes to reduce pollution emissions and improve efficiency.   
1930's Hotelling examined the use of exhaustible resources and impact on future 
generations and established the Hotelling rule – ―Competitive market forces will 
lead to efficient allocation over time.‖   
1972 OPEC oil crisis fuels the limits-to-growth debate. 
1974 Dasgupta and Heal - The Optimal Depletion of Exhaustible Resources 
1974 Solow - Intergenerational Equity and Exhaustible Resources.  To achieve efficient 
resource use, it might be enough for government to continuously gather and 
disseminate information on trends in technology reserves and demand.   
1981 Pindyck - The Pricing of Durable Exhaustible Resources.  Whilst we would expect 
price to follow a U shaped trajectory most have shown a decline over the long term.   
1981 Julian Simon's The Ultimate Resource.  People are the solution to resource 
scarcities, since people and markets innovate 
1982 Slade - Trends in Natural-Resource Commodity Prices: An Analysis of the Time 
Domain.  Resource prices appear to follow a U shaped curve. 
1988 Ronald Schmidt - Hotelling’s rule repealed?  An examination of exhaustible 
resource pricing.  Suggest technical change as the major factor in price reductions.   
1990 Cairns - Geological Influences, Metal Prices, and Rationality.  Operators pursue 
managerial objectives such as maximizing the quantity of ore mined or the life of 
the mine. 
1993 Robert Pindyck - The Present Value Model of Rational Commodity Pricing,   
refines Hotelling.   
2000 Brown and Wolk – Natural resource scarcity and technological change.  New 
technology has overcome geophysical scarcity.   
2003 Tilton – ―On Borrowed Time? Assessing the Threat of Mineral Depletion‖.  
Mineral depletion is unlikely to rank among the most pressing problems 
confronting society in the next 50 to 100 years.   
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The neoclassical economic literature has focused on economic efficiency and optimal rates of 
exploration and production.  Ricardo (1819) introduced the concept that higher-grade ores are 
extracted first when he wrote that mines generally pay a rent to their owner; however, the return 
for capital from the poorest mine paying no rent is supposed to yield the usual profits of stock.  
Mines with more valuable reserves of ore will yield more than this, and this additional return will 
be paid to the owners for rent (Ricardian rent).  The idea that any natural resource had some 
optimal rate of depletion was proposed by Gray in the early twentieth century (Pearce 2002a).  In 
his pioneering article Gray (1914, p. 469) considered cases where prevention of exhaustion was 
economical and where prevention was not economical.  Assuming coal mining to be in the latter 
category, he considered the impact different forms of tax may have on the rate an owner would 
extract coal from a deposit.  He used verbal analysis supplemented by numerical examples and 
suggested that a tax on the value of the mine may encourage the owner to extract coal more 
rapidly than a tax on the annual surplus from the operation of the mine (Gray 1914, p. 486).   
Hotelling developed these ideas, presenting a theoretical mathematical framework (Gordon 1967, 
p. 274).  The theoretical Hotelling model and its successors are based on very general 
assumptions regarding the nature of mineral and fossil fuel deposits.  Whilst mining 
professionals disputed the assumptions used in the economic models, this does not necessarily 
detract from the findings of the models, which were developed to understand appropriate public 
policy for exhaustible resources and the models served that purpose.  Hotelling made various 
simplifying assumptions (Hotelling 1931, p. 140).  He assumed that the owner of an exhaustible 
resource wishes to maximise the present value of all future profits and in his simplest model 
mining firms are perfectly competitive, interest rates remain unchanged, reserves do not grow, 
alternative technologies do not evolve, demand does not change, extraction costs remain constant 
and there is a complete set of futures markets.   
Resources in the ground are capital assets.  The owner has two options with respect to each unit 
of the resource; extract it now, or leave it in the ground.  If extracted now, the proceeds can be 
invested at the going rate of interest, which is the discount rate in Hotelling's model.  If left in the 
ground, the value of the unit left in the ground rises by the rate of increase in net price.  The 
owner will be indifferent between extraction and conservation of the marginal unit of the 
resource if and only if the rate of increase in net price equals the interest rate.  The intuition 
behind the ―Hotelling Rule‖ is simple.  It pays to leave resources in the ground so long as the 
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rate of increase in their capital value exceeds the rate of interest.  It pays to extract the resource 
now if the rate of net price appreciation is less than the interest rate.   
The ―Hotelling Rule‖, flowing from the model with its simplifying assumptions, is that the net 
price of an exhaustible resource, supplied by a competitive industry must grow at a rate equal to 
the rate of interest (Devarajan and Fisher 1981, p. 66) and therefore the price received for a 
resource after paying for the cost of extraction is: 
pt = poe
rt 
where pt is net price in time t, po the net price at time t = o, e is the base of the natural log and t is 
the time since time zero in the same units of time as the interest rate r is expressed.   
Mineral deposits with lower production cost and hence higher net price will be exploited before 
those with higher production costs.  Consider two mineral resources, which may be brought into 
production.  If undeveloped, the capital gains to investors holding the deposit for one year are:  
For the low cost resource:  (P1- CL) - (P0-CL) 
For the high cost resource:  (P1- CH) - (P0-CH) 
Where, P0 and P1 are the metal price of metal in years 0 and 1, and CL and CH are the unit 
extraction cost of the low and high cost deposit respectively.   
The annual rate of return on holding the deposit is: 
 
For the low cost resource:  
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For the high cost resource 
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Since CH > CL it follows that rH > rL and hence when the low cost deposit is in production rH > rL 
= r, the market rate of interest.  The high cost deposit is held as an investment because rH > r.   
The mineral deposit with lowest production cost will be developed ahead of those with higher 
costs (Campbell 1999, p. 11).  Once in production the lowest cost producers earn Ricardian rent 
by virtue of the advantage of the low cost of extraction compared to other producers.   
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How fast should an exhaustible resource be depleted?  The general answer is that it should be 
depleted in such a way that the well-being or utility generated by using the resource is 
maximised.  More analytically, it should be depleted so as to maximise the present value of the 
flow of consumption goods coming from the use of the resource (Pearce 2002b, p. 1).  Hotelling 
attempted to answer a slightly different question.  Under what conditions is the present value 
(PV) of the flow of utility maximized and is there a need for government interference?  Hotelling 
examined the question, does the extraction rate determined by the Hotelling Rule maximise 
social value? 
For a unit of time Hotelling defined the utility u as 
u(q) = 
q
dqqp
0
)(  
where p is the price and q is the quantity taken at time t (Hotelling 1931, p. 143).   
The present value of future enjoyment is:  
V = 
T
o
tqu )]([ e
-rt 
Hotelling shows V is a maximum when: 
pt = poe
rt
 
The proof assumes that the utility discount factor equals the interest rate.  
Hotelling concluded from his model that ―It may seem that the exploitation of an exhaustible 
natural resource can never be too slow for the public good.‖ (Hotelling 1931, p. 138).  He shows 
that the competitive extraction path is consistent with utility maximisation.  The outcome may be 
axiomatic; nevertheless, it demonstrates that the resource owner is guided by the invisible hand 
Adam Smith envisaged and that the owner in acting to maximise profits maximises social 
welfare.  This result stems from the relationship between price and marginal utility in the 
competitive model and is axiomatic as previously noted.   
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Hotelling developed models under competition, monopoly, and duopoly conditions to examine 
how the extraction profile would differ from the competitive extraction profile.  In an example, 
he demonstrated that a monopoly will deplete a mine in 0.931 units of time, whereas the 
maximum social value achieved under a competitive model is derived in 0.674 units of time 
(Hotelling 1931, p. 159).  Hotelling did not say the market would always be efficient, citing the 
waste resulting from wild rushes to unexpected discoveries, where each owner of land attempts 
to extract as much as possible as quickly as possible.  In the case of oil this can lead to much 
higher cost of extraction and loss of oil (Hotelling 1931, p. 144) because of negative externalities 
in production. Similar waste and inefficiency were apparent in the mining of the Kimberly 
diamond pipe
8
.  To illustrate the peculiar problems associated with Government intervention in 
exhaustible assets, Hotelling (1931, p. 138) noted the incongruity of the United States 
Government withdrawing oil lands for exploration and development in order to conserve the 
asset, while taking steps toward prosecuting a group of California oil companies for conspiring 
to maintain unduly high prices by reducing production.   
The expectation that real prices of minerals and energy should rise through time has persisted in 
the economic literature on exhaustible resources.  The paper by Harold Hotelling (1931) has 
often been referenced to support this proposition.  Nevertheless, the real price of most metals has 
fallen since 1931.  From 1890 onward, the cost per unit of mineral output, measured in labour or 
labour and capital per unit of production has declined rapidly.  By the end of the period to 1960, 
labour and capital input per unit of product was only one fifth as large as in 1889.  Instead of 
increasing unit costs as expected under a scarcity hypothesis, costs declined (Barnett and Morse 
1963, p. 170).  Similarly, in 2002, the European Commission observed that the price trends for 
non-renewable resources over the last thirty years have generally not increased and no evidence 
of scarcity can be observed (European Commission 2002, p. 28).  According to Schmidt (1988, p. 
53), the divergence between reality and the predictions made by reference to the Hotelling model 
may be explained by increasing rather than decreasing reserves and improved technology as well 
as substitution in use.   
                                                 
8
 In the 1870‘s and 1880‘s the Kimberley diamond pipe produced 95% of the World‘s diamonds.  The lease 
claims were 31 feet square, creating a terrain of holes and walls that made mining difficult and hazardous (Williams 
1906). 
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Increased consumption of resources during World War II and concerns about future availability 
of resources led to the creation of the United States President‘s Materials Policy Commission.  
The commission issued a five-volume report in 1952 detailing projected resource demand and 
supply in the following 25 years (Devarajan and Fisher 1981, p. 66).  Hotelling‘s work continues 
to be revisited and refined (Herfindahl 1964), (Gordon 1967), (Campbell 1980) by economists 
who investigated the ―simplifying assumptions‖.   
At a symposium titled the Economics of Exhaustible Resources held in 1974, the theme of 
optimal depletion of exhaustible resources, especially energy resources, was explored within a 
framework of intergenerational equity.  In his introduction to the symposium, Heal (1974, p. 1) 
listed two questions ―How fast should a resource stock be depleted?‖ and ―Will market-
determined depletion rates be acceptable?‖.  These questions were asked within the context of an 
equitable balance between the needs of present and future generations.  Heal also noted the 
intellectual heterogeneity surrounding exhaustible resources.  Opinions are possibly more diverse 
today.   
One paper in particular presented at the symposium, ―Waiting for the Breeder‖, is as topical now 
as it was in 1974.  Manne disparaged the doomsday prophets who envision depletion of oil and 
gas reserves by 2004 and uranium 30 years later.  ―Ergo, by the year 2050, plus or minus one or 
two decades, the human race is headed toward overshoot and collapse.‖ (Manne 1974, p. 47).  
He argued that these doomsday prophets did not consider energy from solar or nuclear fusion or 
nuclear fission via the fast breeder reactor
9
 as possible alternatives to oil and gas.   
                                                 
9
 The fast breeder reactor produces fissionable plutonium-239, from non-fissionable uranium-238.  Non-
fissionable uranium-238 is over one hundred times more abundant than the fissionable U-235.  Breeder reactors 
produce more plutonium-239 than current conventional reactors.  Plutonium-239  has a half-life of 24,000 years and 
can be used to make nuclear weapons.  The report "The Future of Nuclear Power" (Beckjord 2003) recommended 
giving priority to the once-through fuel cycle (conventional reactors) rather than the development of more expensive 
fast breeder reactors.   
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Manne presented a case for the US spending up to seven billion dollars
10
 on research to have the 
breeder reactor (nuclear fission) available by 1995.  The breeder reactor and fusion reactor 
remain in the experimental stage, and some of the doomsday prophets of today are saying 
conventional oil production has already peaked (Lewis 2010).   
Dasgupta and Heal (1974) presented a paper at the symposium, which investigated the optimal 
depletion of exhaustible resources. They noted that resource production was dependent on 
investment in both exploration and technology and achieving any optimal rate of depletion 
requires a matching optimal rate of investment in resources.  In analysing the depletion rate they 
assumed a constant level of population, whilst noting the need for an optimal population policy 
together with an optimal resource consumption and depletion policy (Dasgupta and Heal 1974, p. 
5).  There is a revealing insight into the optimism of the period in the author‘s statement that 
―energy experts…have in mind the possibility of discovering a source that will provide … an 
unlimited flow of energy.‖ (Dasgupta and Heal 1974, p. 26).  If such an energy form were found 
then this would set the maximum price for energy from conventional sources.  The source of that 
unlimited flow of energy remains to be found; however, significant funds are now being made 
available for development of the fusion
11
 reactor.  In the foreseeable future, there will be a 
reliance on existing technology and these existing technologies and possible alternative energy 
technologies will be evaluated in order to understand the impact of the various energy sources on 
energy prices.   
                                                 
10
 Ironically, the United States Congressional Budget Office now estimates that the Iraq war, ostensibly fought 
to eliminate Iraq‘s nuclear capability, will cost $500 billion (Bilmes and Stiglitz 2006).  Their estimate was later 
increased to three trillion dollars (Stiglitz and Bilmes 2008).  Belasco (2009) provides a lower estimate of the cost to 
the US taxpayer including 2010 of $750 billion, however this excludes the ongoing cost of medical care for returned 
servicemen and women (Edwards 2010).   
11
 The project to build a nuclear fusion reactor, estimated to cost 10bn-euro (£6.6bn), was announced in 2005 
(British Broadcasting Corporation 2005).  Construction of the International Thermonuclear Experimental Reactor 
(ITER) has commenced at Cadarache in Southern France in 2008.  In 2010, the European Union and six member 
states reached a deal on the financing and timetable for the experimental nuclear fusion reactor, which is now 
estimated to cost 16bn euro (£13bn) (McGrath 2010).   
  
22 
In his seminal paper Pindyck (1978, p. 855) argued that the optimal rates of exploration and 
production are interrelated and must be jointly determined.  Pindyck proposed that, if the 
available world reserves of a non-renewable resource are small compared to annual demand, the 
price profile is U shaped for both competitive and monopolistic markets.  Pindyck thought that 
―Given the economic incentives, reserves can be maintained or increased through further 
exploration - even though the physical returns decrease as ―depletion‖ ensues.  It therefore makes 
more sense to think of resources like oil and uranium as being ―non-renewable‖ rather than 
―exhaustible‖ (Pindyck 1978, p. 843).  Pindyck appears to imply that additional resources can be 
found indefinitely with sufficient exploration and, therefore, while resources may be non-
renewable they are not exhaustible.  Such statements, grouping oil and uranium together, imply 
that fossil fuels, which are of organic origin and limited to the amount of past-buried organic 
matter, are similar to elements such as uranium and copper that were present when the earth‘s 
crust was formed.  Grouping fossil fuels with minerals may, however, be valid if the objective is 
to compare the abundance of uranium and oil present in the earth crust as shown in Figure 2-2 
derived from Brookins (1990).   
Table 2-2 - Mass of selected materials contained in the Earth’s continental crust 
Name  Percent by weight Mass in continental crust
in Earth's crust tonnes
Aluminium 8.23% 1.309E+18
Iron 5.63% 8.958E+17
Carbon 0.02% 3.182E+15
Chromium 0.01% 1.591E+15
Copper 0.0055% 8.751E+14
Uranium 0.0003% 4.455E+13
Coal 0.000006% 9.840E+11
Oil 0.000003% 4.420E+11  
Nevertheless, such a grouping gives no indication of the energy required to extract these 
resources.  Oil and coal have been created by nature combining carbon and hydrogen and the 
resulting hydrocarbons can be employed almost without need for further concentration.  Copper 
ores when mined may have a grade of less than one percent copper and as will be shown require 
the input of considerable energy to produce pure copper.   
Pindyck‘s proposal that resources should be considered ―non-renewable‖ rather than 
―exhaustible‖ is incongruous for temporal reasons.  Organic matter is being deposited today that 
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could well form hydrocarbon deposits millions of years hence, therefore technically fossil fuels 
are renewable.  Unfortunately, the rate of development of new fossil fuels is miniscule compared 
to our current consumption rate.  In the time frame of human civilisation, the fossil fuel reserves 
are exhaustible and there will be a time when more energy is required to extract the fossil fuel 
than will be derived from the fuel extracted.  Then the fossil fuel resource available for human 
consumption will be effectively exhausted.  On the other hand, minerals will continue to exist in 
the earth‘s crust at the same ratio as they do currently and are therefore inexhaustible; however, 
increasing amounts of energy will be required to extract lower grade mineral deposits.   
When Margaret Slade wrote her paper in 1982, there was conflicting opinion on how the prices 
of exhaustible resources had changed over time.  In the theoretical literature of exhaustible 
resources, models (Hotelling and Solow, for example) had been developed that predicted an 
exponential increase in price net of marginal extraction cost over time (Slade 1982b, p. 122).  In 
contrast, empirical studies such as that by Barnett and Morse (1963) found a relative decline in 
most natural-resource commodity prices.  Natural resource prices could fall in Hotelling‘s model 
if the marginal cost of extraction falls at a sufficiently fast rate.  Slade attempted to explain the 
historical changes in resource price using a model relating price to grade, technological change 
and rental rate as follows: 
P(t) = g(t) + k(t) + (t) 
Where 
P(t) = Price at time t 
g(t) = grade as a function of time 
k(t) = technology as a function of time 
(t) = Rental rate (the marginal value of the resource in the ground) as a function of time 
and therefore when differentiated with respect to time becomes: 

 kgP  
Let C (g(t),k(t)) be the cost of producing one unit of the commodity at time t.  The net price is:  
(t) = P(t) - C(g(t),k(t)) and the rate of change in net price, which in Hotelling‘s competitive 
model is equal to the rate of interest is:  

  = 

P  –C′g

g - C′k

k  
Transposing 
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
P =

  +C′g

g + C′k

k  
Hence 

P /P= (

  +C′g

g + C′k

k )/P 
Since 

 >0, C′g

g  > 0 and C′k

k  < 0, then 

P /P can be either positive or negative.   
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Figure 2-2 - Marginal-cost and price path for mineral commodities (Slade 1982b)  
 
The model, as represented in Figure 2-2, predicts that the price path will generally be U-shaped 
if cost falls over time due to technology change k(t) but at a decreasing rate, and because  is 
always positive and increases with time and since as grade declines extraction costs eventually 
increase over time.   
For the period 1870 to 1978 real prices for all the major metals and fuels followed a U shaped 
curve as shown diagrammatically in Figure 2-2 , supporting the premise that one indication of a 
developing scarcity in natural-resources would be an increase in real prices (Slade 1982b, p. 136).  
The quadratic Slade fitted to petroleum prices through time shown in Figure 2-3, more accurately 
reflects the price trend than the linear regression.  (Pindyck 1978, p. 850) also concluded that for 
an exhaustible resource price would decline rapidly as reserves are increased through exploration 
and increase again as the returns from exploration diminish.  Nevertheless, he considered that 
many mineral resources, for example, bauxite could best be thought of as non-renewable but 
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inexhaustible and for such resources, depletion could be ignored.  As is the case for fossil fuels, 
ore deposits are forming all the time; however, their formation time generally exceeds the likely 
period of human civilisation.  Defining resources as either exhaustible or inexhaustible in the 
period of human civilisation would appear to be more precise than the terms renewable and non-
renewable as suggested by Pindyck.  
 
Figure 2-3 - Petroleum price $US/barrel (Slade 1982b) 
 
Brown and Wolk (2000) examined specific metal and fossil fuel prices from 1870 to 2000 
extending Slades‘s time domain by twenty two years and concluded as did Berck and Roberts 
(1996) that prices did not follow the quadratic time trend Slade had earlier found.  In the case of 
oil, shown in Figure 2-4, prices dropped when new discoveries were developed following the oil 
shocks created by the OPEC cartel in the 1970‘s and 1980‘s.  Conversely, if the time domain 
were extended to October 2008, prior to the Global Financial Crisis (GFC) then the rising oil 
price may once more fit the theoretical model of a convex U price curve.   
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Figure 2-4 – Oil price deflated by CPI (Brown and Wolk 2000) 
Whereas Slade used only the CPI price deflator, Brown and Wolk (2000) deflated the natural 
resource prices by manufacturing wages and compared the results to those obtained from 
deflating by CPI.  The wage-adjusted data yields stronger declines in commodity prices.  Brown 
and Wolk (2000, p. 8) argued that because technology increases the availability of all goods, the 
CPI-deflated measure of prices tends to underestimate the effect of technological change in 
increasing the availability of resources.  Nevertheless, Brown and Wolk suggested  that wage-
deflated price measures tend to overestimate the effect of technological change in improving the 
availability of non-renewable natural resources and that the relevant real price lay between the 
two measures.  Brown and Wolk (2000, p. 9) concluded that over the past century, new 
technology driven by free market forces has overcome the geological scarcity of non-renewable 
natural resources and they were optimistic that this trend would continue in the twenty-first 
century.   
Neither Slade (1982b) nor Brown and Wolk (2000) investigated the interrelationship between the 
price of energy and the cost of metals; however Slade (1982a), did examine the resources 
produced as co-products or by-products and concluded a significant feedback relationship exists 
between the co-products oil and gas.  Nevertheless, energy is a significant input into the cost of 
production of minerals and extracting fossil fuels.  Increases in the cost of oil, if Slade is correct, 
or decreases if Brown and Wolk are correct, will affect the cost of producing minerals and fossil 
fuels such as coal.   
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Crowson (2003, p. 8) examined the prices and costs of selected non-ferrous metals in general 
since 1900.  In the period from 1900 to 1999, annual output of copper increased from under one 
million tonnes to over 14 million tonnes and real prices fell from over 240 cents/lb to under 100 
cents/lb.  Figures from Brook Hunt Associates show that, from 1975 until 2002, the cost of 
producing copper, for the median quartile of producers fell from over $3000/tonne to 
approximately $1000/tonne.  Crowson (2003, p. 15) surmised that the reduction in production 
cost had been achieved only through the investment of additional capital with new mines being 
built with ever increasing initial throughput rates and improved economies of scale.  While in 
1976 only 13% of copper mine production came from mines producing 200,000 tonnes of copper 
per annum, by 1999 this had increased to 34%.  An important consequence is that mines have to 
operate at or near to full production in order to cover the high fixed capital costs.  Minimising 
cash cost
12
 per unit of production by maximising throughput may result in industry 
overproduction and lower prices.   
2.5 Ecological economists on resource sustainability 
I have classified economists who are concerned with non-market values, externalities, 
distributional issues and the social-ecological system as ecological economists.  Ecological 
economics emphasises sustainable development and the value of the natural world‘s contribution 
to the economy.  This literature is generally pessimistic regarding natural resource sustainability 
and warns of ―limits to growth‖ caused by resource scarcity.   
Although sustainability was popularised in the late 20
th
 Century
13
, it was also a concern in the 
late 18
th
 Century.  Table 2-3 commences with Malthus who, in 1798, argued that population 
increases geometrically while food supply increases arithmetically and consequently starvation 
was imminent for many.  However, increases in food production have enabled a more than six-
fold increase in population since Malthus made his prediction that population increase would 
outstrip food production.   
                                                 
12
 The cost of producing the metal, excluding royalties, interest payments and depreciation. 
13
 The word sustainability is not in the 1990 Oxford English Dictionary or in earlier versions. 
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Table 2-3 - A chronology of events and selected ecological economists on resources 
1798 Malthus - An Essay On the Principle of Population.  Human population is 
increasing exponentially, while food production is increasing linearly with time. 
1865 Jevons - The Coal Question predicting England would run out of coal in 100 years.   
1908 US President Theodore Roosevelt sets up a National Conservation Commission 
to investigate the use, wastage, and conservation of natural resources. 
1969 US creates the first national agency for environmental protection - the EPA. 
1972 The Club of Rome publishes The Limits to Growth and the LTG model.   
1973 OPEC oil crisis fuels the limits-to-growth debate. 
1980 Economist Julian Simon and biologist Paul Ehrlich bet on the price of copper, 
chrome, nickel, tin and tungsten in 1990.  Ehrlich predicted shortages would result 
in price increases, while Simon claimed natural resources could be considered as 
infinite.  Ehrlich lost and sent Simon a check for $576 the inflation adjusted price 
decrease (Toth 1998).   
1984 David Pearce appointed first Professor of Environmental Economics, 
University College London (UCL). 
1987 Our Common Future (Brundtland Report) published.  It popularises the term 
―sustainable development‖ defining it as ―development that meets the needs of the 
present without compromising the ability of future generations to meet their own 
needs.‖   
1992 U.N. Conference on Environment and Development (UNCED) Rio de Janeiro.  
The Earth Summit produces a treaty to reduce greenhouse gas emissions. 
1992 Beyond the Limits to Growth.  Original authors revisit The Limits to Growth.   
1997 The Kyoto Protocol for the implementation of the Framework Convention on 
Climate Change is negotiated.   
2002 Rio + 10 held in Johannesburg.  Mining industry presents Breaking New Ground 
2007 The economics of climate change: the Stern Review.  The costs of inaction on 
climate change will be equivalent to losing 5% of global GDP each year forever. 
2008 The Garnaut Climate Change Review.  Proposes carbon trading 
After Sutton, Cazalet, and Grey (2001) 
The Malthusian proposition may also be evaluated by examining other natural resources such as 
copper.  World population grew from 2.7 billion 1954 to 6.8 billion in 2010 as shown in  
Figure 2-5.  At the same time, copper production increased six-fold allowing the annual 
consumption of copper per person to more than double.  As with agricultural production, the data 
on copper does not support the Malthusian proposition.   
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Figure 2-5 - Copper production and world population 
Radzicki (2003, p. 148) places Stanley Jevons more correctly as a predecessor of Austrian 
economics; however, he deserves a mention in this section because of his book, The Coal 
Question (Jevons 1865).  Moreover, since he originally studied chemistry and was an assayer at 
the Sydney Mint, he could also be grouped in the third category of thinkers considered here - 
scientists and engineers.  He predicted that Britain's coal reserves would be uneconomic within 
100 years and that world economic activity would decline because of the exhaustion of coal as 
an energy source.  His advice to the government was not to conserve coal because as it became 
scarcer, the economic system would respond by bidding up its price (Hartwick and Olewiler 
1998, p. 41).  More recently, reports in 1939 and 1951 predicted that US oil reserves would run 
out in 13 years (Garrod and Willis 1999, p. 3).   
Malthus would have been sceptical of any suggestion that the Earth‘s human population would 
exceed six billion at the end of the second millennium, six times greater than the one billion 
humans who were alive when he made his prediction.  Nevertheless, if he could return in 2010, 
he would note that nearly three billion people live on less than $US2 per day (WTO 2010).  
Jevons would observe that, whilst his prediction that coalmining in the United Kingdom would 
be uneconomic in 100 years was only slightly premature, world coal production is greater than 
ever before.  In fact, many British coalmines may have been uneconomic in 1965, as Jevons 
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predicted, but for the British Government nationalising the coal industry in 1947 and then 
subsidising coal production up until the miner‘s strike of 1984.  Margaret Thatcher closed the 
heavily subsidized mines after the miners‘ strike and annual coal production in the United 
Kingdom continued to fall from its 1913 peak of 287 million tonnes to 34 million tonnes in 1999, 
as shown in Figure 2-6 and was below twenty million tonnes in 2009.  While mining technology 
has improved significantly since coal production peaked in the United Kingdom, it has not been 
at a rate sufficient to make the extraction of coal at the volumes achieved in 1913 economically 
attractive.   
 
1926 General strike
1921 Miners strike
1984 Miners strike Strike
 
Figure 2-6 - Coal production in the UK 1900-99 (Hicks & Allen, 1999)   
The Limits to Growth was written as a report for The Club of Rome‘s project on the predicament 
of humanity.  Donella Meadows and her colleagues from the Massachusetts Institute of 
Technology developed World models encompassing population, capital, food, non-renewable 
resources, and pollution.  The authors‘ primary conclusion from these models was that, with 
present growth trends in world population and consumption, the limits to growth would be 
reached in the next one hundred years (Meadows et al. 1972, p. 23).  Estimates of the remaining 
years of the common metals and fossil fuels were presented (Meadows et al. 1972, p. 56).  Table 
2-4 shows their estimates for selected metals and fossil fuels.   
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Table 2-4 - Resource reserves from The Limits to Growth (Meadows et al. 1972) 
 Known Annual Years remaining at Avererage Years remaining Years remaining
reserves consumption current consumption consumption growing consumption at five times 
and current reserves growth current reserves current reserves
Million tonnes Million tonnes Years % Years Years 
Aluminium 1,170              12                  100                             6.4% 31 55
Chromium 775                 2                    420                             2.6% 95 155
Coal 5,000,000       2,174             2,300                          4.1% 111 150
Copper 308                 9                    36                               4.6% 21 48
Iron 100,000          417                240                             1.8% 93 173
Petroleum 65,000            2,097             31                               3.9% 20 50  
Whilst the authors acknowledge many reservations about the approximations and simplifications 
present in the World model, they were led to one conclusion, under all assumptions used.  ―The 
basic behaviour mode of the world system is exponential growth of population and capital, 
followed by collapse.‖ (Meadows et al. 1972, p. 142).   
Critics of the Limits to Growth were numerous.  The first chapter of Models of Doom by Cole et 
al. is titled ―Malthus with a Computer‖, portraying the obvious similarity between the 
conclusions drawn by Malthus and those of Meadows et al.  The World model estimated 
approximately 250 years supply of minerals.  Cole et al. (1973, p. 36) ask is it more like 2,500 
years than 250 years?  There are two unanswerable components to this question; what is in the 
earth and how much will be exploitable over the period of concern?  One of the main modes of 
collapse in the model is resource depletion due to fixed levels of economically available 
resources and diminishing returns from technology change.  Given the history of human 
development, Cole et al. (1973, p. 41) considered these assumptions were invalid.   
Donella Meadows on the other hand considered the assumption made in the model of a constant 
return to capital to be overly optimistic.  Nevertheless, most critics considered the LTG model 
overly pessimistic especially with regard to the assumption of finite natural resources and not 
allowing for recycling or substitution (Lomborg 1998, p. 148).   
Although Cole et al. (1973, p. 39) saw no natural law barriers to producing metals, they noted 
one possible exception could be energy on which processing technology increasingly depends.  
They asserted that the then current prices of fuels did not reflect their long-run supply costs.  
They recommended that government sponsor research and development of new energy sources 
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and technologies because the time frame for their development was beyond the normal planning 
horizons of individual firms (Cole et al. 1973, p. 105).   
Meadows et al. (1992) revisited The Limits to Growth in 1992 and concluded that, from the 
World 3 model, and what they had learned in the intervening twenty years, the primary 
conclusions they drew in The Limits to Growth were still valid.  Donella Meadows died 
unexpectedly in 2001; however, out of respect, she was cited as principal author of Facing the 
Limits to Growth (Meadows, Randers, and Meadows 2004).  Three decades after The Limits to 
Growth was published, and within 20 years of the time when their scenarios suggest that growth 
would near its end, the authors‘ basic conclusions were unchanged.  Their model still suggested 
overshoot and collapse.   
Robert Solow (1993, p. 172) argued that any theory of market behaviour in relation to non-
renewable resources must ―take account of technological uncertainty and the uncertainty of the 
true size of mineral reserves.‖  Regarding intergenerational equity, he considered that it was 
fundamentally implausible to set a correct weight to be given to the utility of those who will not 
live until a thousand years hence.  He points out that we have done quite well at the hands of our 
ancestors
14
.  Solow suggested that, rather than attempting to control depletion rates, it would be 
sufficient for governments to continuously gather and disseminate information on trends in 
technology, reserves, and demand.  Solow was no doubt aware that reserves reported by mining 
companies are not a good indicator of availability because companies only delineate sufficient 
reserves to ensure the production process is not interrupted.  Companies may also exaggerate 
their reserves 
15
.   
                                                 
14
 Some did not do so well in the hands of their ancestors.  The Anasazi, Mayan, Easter Island and Greenland 
populations failed to adjust to resource shortages (Diamond 2005)  
15
 On 9 January 2004, Shell confessed to a 20% exaggeration of its proven oil reserves.  Shell was reporting 20 
billion barrels of oil and gas reserves when in fact the figure was 16 billion.  Chairman Sir Philip Watts resigned in 
disgrace (Messenger 2004). 
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2.6 Scientists and engineers on resource sustainability 
Table 2-5 – A chronology of scientists and engineers on metals and energy 
1865 Jevons - The Coal Question, predicting England would run out of coal in 100 years 
1956 Hubbert predicts US oil production would peak around 1972.  Hubbert based his 
estimates on oil well production fitting a normal bell curve.   
1974 Manne presents a case for the US spending up to seven billion dollars on research to 
have the breeder reactor available by 1995 
1983 Chapman - Metal Resources and Energy.  Fuel cost will come to dominate the total 
cost of metal production.   
1993 Skinner – Finding Mineral Resources and the Consequences of Using Them: Major 
Challenges in the 21st Century.  The global resources of minerals mined for purposes 
other than energy are such that exhaustion will not be a problem a century hence.   
1998 Lomborg - The Skeptical Environmentalist.  New oil fields will be continually added 
as price rises. 
1998 Colin Campbell and Jean Laherrere publish an article in Scientific American entitled  
The end of cheap oil.  They argued that world oil production will most likely peak in 
volume before 2010. 
2001 Deffeyes publishes Hubbert’s Peak- The Impending World Oil Shortage.  Predicts 
World production will peak in 2005. 
2002 Steen and Gunnar - An Estimation of the Sustainable Production of Metal 
Concentrates from the Earth’s Crust.  They see no theoretical constraint on metal 
production given sufficient energy.   
2009 Plimer - Global Warming: The Missing Science. The Earth is an evolving dynamic 
system. Current changes in climate, sea level and ice are within expected variability. 
 
The science and engineering literature commonly disregards the economic literature and is often 
pessimistic with regards to the availability of fossil fuels but optimistic regarding the long-term 
availability of minerals.  Rapid increases in oil and metal prices like those that immediately 
preceded the GFC in 2008 have in the past prompted researchers to re-examine mineral and 
fossil fuel availability.  The current literature, however, does not indicate an increased interest in 
resource availability.  Instead, interest and research in the social and geographic sciences has 
been directed toward the issue of global warming as evidenced by the references to Stern and 
Plimer in Table 2-3 and Table 2-5 respectively.   
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As previously mentioned, in 1865, Jevons predicted that Britain's coal reserves would be 
uneconomic within 100 years.  Given his technical training, he may be considered as one of the 
first of many scientists who have made predictions regarding the remaining reserves of fossil 
fuels.   
King Hubbert (1903-1989), an American geophysicist, made a remarkably accurate prediction 
that US oil production would peak in the early 1970‘s (Deffeyes 2001, p. 3).  Whilst the US has 
produced more oil than predicted, mainly due to oil from Alaska and the far off shore Gulf Coast, 
oil production from the Lower 48 States did peak around 1970.  In contrast to the millions of 
years it took for the world‘s endowment of oil to accumulate, most will be consumed within 100 
years.  The volume of oil currently consumed each year took on average three million years to 
form.  The short bump of oil exploitation on the geological time line became known as 
―Hubbert's Peak‖ (Deffeyes 2001, p. 5).  Hubbert used historical oil production and reserve 
figures to predict future production.  In Hubbert‘s last paper in 1982, he estimated world oil 
reserves of 2 trillion barrels and, using his 1956 method predicted world oil production would 
peak in 2005 (Deffeyes 2001, p. 146).   
Fifteen years after Hubbert‘s prediction, Trainer (1997, p. 1), quoted the 1995 report, World Oil 
Supply 1930-2050, by Campbell and Laherrere, Petroconsultants Pty. Ltd. predicting oil 
production would plateau in 2000.  Figure 2-7 was presented in Trainer‘s paper.   
  
Figure 2-7 - Predicted world oil production (1997) 
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In contrast Bjorn Lomborg quotes the Energy Information Agency and U.S. Geological Survey 
to infer that the oil price will decline to the low $20‘s until 2020 and that new fields will be 
continually added as demand rises (EIA 2001, p. 102) (Lomborg 1998, p. 122).   
Duncan (1997, p. 106), describes the progress of Industrial Society as a single-pulse waveform 
measured by the average energy used per person per year through time and delineated by the two 
points where energy use is 37 % of peak energy-use per capita as depicted in Figure 2-8. 
According to Duncan (2000) energy use per capita peaked in 1979.  Oil, natural gas and coal in 
1999 accounted for 89.8 % of the world's primary energy and oil alone for 40.6 % and although 
oil-production has increased on average by 0.75% per annum during the period 1979-99, 
population grew faster and oil production per capita declined on average 1.2% a year since 
reaching its peak (Duncan 2001, p. 506).   
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Figure 2-8 - The span of Industrial Civilisation (Duncan 1997, p. 107) 
 
The peak of world oil production and the crossover point where OPEC production exceeds non-
OPEC production as depicted in Figure 2-9 will be important events in Duncan‘s Olduvai theory 
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(Duncan 2001, p. 504).  The Olduvai theory
16
 states that the life expectancy of Industrial 
Civilization is less than or equal to 100 years: 1930-2030 and is based on the ratio of world 
energy production to population.  This very pessimistic scenario takes no account of alternative 
energy sources or technology change.   
 
Figure 2-9 – Peak oil production prediction (Duncan 2001, p. 505) 
In his 1976 paper Salant (1976) considered the impact of industrial structure on exhaustible 
resources, more especially the impact of the Organization of Petroleum Exporting Countries 
(OPEC) cartel on the oil market.  He predicted that a disproportional share of the increased 
profits resulting from the formation of an oil producers cartel would go to non-members and that 
the cartel‘s restriction on sales would eventually leave it as the sole supplier of oil.  Supply from 
OPEC members was below their capacity to supply through the last 20 years of the 20
th
 century 
and although prices were low, they may have been even lower if OPEC had produced at capacity.  
As Salant predicted it appears most likely that in time, OPEC will be the sole supplier of oil; 
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 The Olduvai Gorge is a picturesque valley that extends east to west within the Serengeti National Park in 
northern Tanzania.  Duncan (2001, p. 503) chose the name "Olduvai" because it is famous for the myriad of hominid 
fossils and stone tools discovered there and it is a good metaphor for the Stone Age way of life.   
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however, this may be due to the nature of the distribution of oil reserves rather than the 
formation of the cartel.   
Duncan and a colleague, Walter Youngquist, developed a new method of modelling and 
simulation of oil production and the results are shown graphically in Figure 2-10.  
 
Figure 2-10 - Incremental and total world oil production (2004, p. 20) 
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Duncan (2004, p. 18), using a data base which includes forty-five oil producing nations and 
accounted for 98.7 percent of world oil output in 2003, predicted that peak production would 
occur between 2007 and 2010.  Furthermore, Duncan estimated more than half the world‘s oil-
producing nations were passed their peak production.  Figure 2-10 compares incremental annual 
oil production to annual production and identifies a critical crossover point in 2008 when 
incremental annual oil production (IOP) would become negative following peak oil production 
in 2007.  ―Tutorial‖ in Figure 2-10 means hypothetical.  Duncan‘s prediction may yet prove to be 
almost correct; incremental oil production did peak in 2008, however the sudden reduction after 
October 2008 was a consequence of the GFC rather than a function of supply.   
Simmons (2000) revisited The Limits to Growth and concluded that energy limits must be a 
genuine concern, if the rich/poor gap is to be narrowed.  A continued growth path without the 
risk of serious energy shortages before 2010, let alone 2030, is an issue that has been largely 
ignored over the past 30 years.  How to guide the world to true global prosperity by 2050 or 
2070 is the challenge that should now be taxing all the world‘s best minds.  ―Instead of rolling up 
their collective sleeves to begin addressing serious energy issues, these kibitzers spent their 
precious hours attacking the few voices of energy sanity.  Over the years, the energy economists‘ 
incorrect dismissal of The Limits to Growth was not only a mistake but their criticism also turned 
somewhat mean-spirited and at times even shrill!‖ (Simmons 2000, p. 21).   
Whilst there has been vigorous debate regarding the reserves of oil, the projections of metal 
scarcity raised in The Limits to Growth have scarcely received a mention, even though 
exhaustion times for copper listed in Table 2-4 are similar to that of oil.  There are two possible 
reasons for this lack of concern regards metal scarcity.  Firstly, reserves of metals have generally 
increased in the intervening period and, secondly, it may be feasible to extract metals from 
ubiquitous rock implying that, in principle, metal reserves are inexhaustible.   
Ayres and Miller (1980, p. 354) were not convinced by Georgescu-Roegen‘s argument that 
metals would be made unavailable through mining because of increasing entropy.  Instead, they 
argued that human activity can never change the amounts of each element in the earth‘s crust and 
the physical distribution of each element can never result in a distribution worse than in the 
regolith in which every element is present in approximately the same proportions as its average 
crustal abundance.  Answering the question, ―Can the elements be extracted from such a 
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regolith?‖ Ayres and Miller (1980) say ―yes‖ provided there is enough available energy.  They 
argued that it is not necessary to state how, only that the technology is possible
17
.   
Numerous researchers including (Dunham 1978, p. 95), (Brookins 1990) and (Tilton 2003, p. 23) 
have estimated the abundance of metal in the earth‘s crust.  Table 2-6 draws on these data to 
show the abundance of four important metals present in the top 300 metres of the crust, a depth 
easily accessible by conventional mining methods.   
Table 2-6 - Abundance of metals important to human welfare 
Metal in surface Annual Available years of supply
300 metres production with no increase annual increase of
1.1%
tonnes tonnes years years
Aluminium 9.88E+15 2.20E+07 4.49E+08 1408
Chromium 1.20E+13 1.06E+07 1.13E+06 861
Iron 6.76E+15 5.60E+08 1.21E+07 1077
Copper 6.60E+12 1.20E+07 5.50E+05 795  
The estimate of copper availability of 795 years assumes a 1.1 percent annual increase in 
production, which implies that either per capita consumption or population increases at 1.1 
percent annually.  If per capita consumption were to increase at 1.1 percent annually and the 
population level remained constant, then the per capita consumption would be 12 tonnes in 795 
years time compared to the current average of 2.3 kg per person.  The United States per capita 
consumption is approximately 8 kg per person.  If world population were to continue to increase 
at its current rate of 1.1%, per annum our population of approximately 6.9 billion would have 
increased to 45 trillion over the 795 years.  The land area per person would be reduced from the 
presently available 22,000 square metres per person to 3.3 square metres per person, which 
would make open pit mining to 300 metres depth difficult.  Perhaps his early years in Australia 
influenced Brian Skinner to suggest that, while global resources of minerals mined for purposes 
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 They cite the fusion torch as a candidate to process waste material and chemical and electromagnetic means 
to separate individual elements (Eastlund and Gough 1968).  The fusion torch is cited more in science fiction 
literature than the physics literature.   
  
40 
other than energy are such that exhaustion will not be a constraint on development a century 
hence, the availability of freshwater, especially ground water, may be.  (Skinner 1993, p. 6).   
Continuing this theme, Steen and Gunnar (2002) have shown that it is technically possible to 
extract metals from granite, granodiorite and basalt rock.  These igneous rock types are abundant 
on the earth‘s surface.  The authors assume current technology for extracting the metal and 
sustainable electricity production from solar radiation and direct heating of oil which, in turn, is 
used to generate steam for a turbine (Steen and Gunnar 2002, p. 408).  The cost of extracting 
chromium and copper was approximately twenty and ninety times greater than current 
production costs.  This research sets an upper boundary for metal production costs.  While the 
reserves of fossil fuels are finite, being limited by the original volume of buried organic material, 
metallic elements are abundant; nevertheless, ore deposits containing high concentrations of 
metals are scarce.   
2.7 Summary 
Many authors have set out to evaluate the hypothesis of resource scarcity proposed by Malthus 
and Ricardo.  Malthus envisaged that available resources had fixed limits and as these limits 
were approached, so the returns to economic inputs would decrease.  Ricardian arguments 
assume a range in the quality of resources rather than fixed limits (Chapman and Roberts 1983, p. 
5).  If the resources that require the least effort to extract the desired elements were used first 
then there would be a diminishing return to effort as lower quality resources are exploited in the 
future.  Barnett and Morse (1963) examined the inputs to production and the outputs of natural 
resources in the US from 1870 to 1957 and found that the trend of real mineral prices, which had 
been level since the last quarter of the nineteenth century, did not support the scarcity hypothesis 
(Barnett and Morse 1963, p. 212).  They concluded that this was due to technological advances 
in the extractive process and consequential redefining of the available resources.  Chapman and 
Roberts (1983, p. 5) argued that improvements in technology cannot continue to compensate for 
lower quality resources because technology cannot continue to improve at the rate it has in the 
recent past.  Slade (1982b) extended the data used by Barnett and Morse and showed that the 
prices of most metals and energy resources followed a predictable U shaped curve.  Twenty 
years on Brown and Wolk (2000) found no such evidence.   
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Berndt and Wood (1975, p. 259) observed that to their knowledge no empirical study had 
explicitly investigated cross-substitution possibilities between energy and non-energy inputs and 
they noted that the lack of such studies was distressingly apparent for anyone trying to 
understand the implications of increasingly scarce and higher priced energy inputs.  They 
developed the (KLEMS) production function adding in energy (E) and services (S) to the 
commonly included factors of capital (K), labour (L), and materials (M).  Others including Allen 
(1979), Hannon and Joyce (1981), and Jorgenson (1988) also included energy in their models.  
The latter author concluded that in order to understand the sources of productivity change it is 
necessary to disaggregate the sources of economic growth to the sectoral level and decompose 
sectoral output growth between productivity growth and the growth of capital, labour, energy 
and materials inputs (Jorgenson 1988, p. 35).  This thesis takes up that challenge by examining 
copper production to answer the question ―how much will a rise in energy costs impact the cost 
and sustainability of metals production?‖  The implications of sustainable development will now 
be considered before analysing the impact of energy prices on copper production.   
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Chapter 3: Sustainability 
 
―You don't know what you've got till it's gone? 
They paved paradise and put up a parking lot.” 
From a "Big Yellow Taxi" by Joni Mitchell 
3.1 Definitions 
Sustainability, sustainable development (SD) and ecologically sustainable development (ESD) 
are concepts often quoted but not easily understood, and there is little support given to the 
regulators or the regulated in interpreting and then applying ESD to mining (Toman 1999, p. 59).   
The United Nations World Commission on Environment and Development report of 1987, Our 
Common Future, otherwise known as the Brundtland report after its editor Gro Harlem 
Brundtland, proposed the concept of sustainable development in order to recognise the needs of 
future generations.  The report submits that development, which is necessary to meet our present 
needs, and that does not compromise the ability of future generations to meet their needs, can be 
considered as sustainable development (Brundtland 1987).   
The Australian Government incorporated these ideals in its 1992 publication, National Strategy 
for Ecologically Sustainable Development.  This report also drew on the 1990 Commission for 
the Future report.  ESD is defined as using, conserving, and enhancing the community's 
resources so that ecological processes, on which life depends, are maintained, and the total 
quality of life, now and in the future, can be maintained (Ecologically Sustainable Development 
Steering Committee 1992) (Golding 2002).   
As noted in Chapter 2 the word sustainability is a recent addition to the English language and 
does not appear in the 1990 Oxford English Dictionary or earlier editions of the dictionary.  The 
New Shorter Oxford English Dictionary defines sustainability as the quality of being sustainable, 
and dates the first use as late 20
th
 century.  Although sustainability is a new addition to the 
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English language, the concept is ancient.  In his sixteenth century text De Re Metallica, Georgio 
Agricola‘s compares the benefits and costs of mining: 
―The strongest argument of the detractors is that the fields are devastated by mining operations.  
Also, they argue that the woods and groves are cut down, for there is need for an endless amount 
of wood for timbers, machines, and the smelting of metals.  And when the woods and groves are 
felled, then are exterminated the beasts and birds, very many of which furnish an agreeable and 
pleasant food for man.  Further, when the ores are washed, the water which has been used 
poisons the brooks and streams, and either destroys the fish or drives them away.  Therefore, the 
inhabitants of these regions, on account of the devastation of their fields, woods, groves, brooks, 
and rivers find great difficulty in procuring the necessaries of life, and by reason of the 
destruction of the timber they are forced to greater expense in erecting buildings.  Thus it is said, 
it is clear to all that there is greater detriment from mining than the value of the metals which the 
mining produces.‖ (Agricola 1556, p. 8).   
Agricola refutes the argument that there is greater detriment from mining than the value of the 
metals that the mining produces, explaining that no civilised society is possible without metals, 
and; ―Moreover, as miners dig almost exclusively in mountains otherwise unproductive, and in 
valleys invested in gloom, they do either slight damage to the fields or none at all.  Lastly, where 
woods and glades are cut down, they may be sown with grain after they have been cleared from 
the roots of shrubs and trees.  These new fields soon produce rich crops so that they repair the 
losses which inhabitants suffer from increased cost of timber.  Moreover, with the metals which 
are melted from the ore, birds without number, edible beasts and fish can be purchased elsewhere 
and brought to these mountainous regions.‖ (Agricola 1556, p. 14).   
Agricola did not acknowledge the often transitory and often short-lived nature of individual 
mines.  Fish and fowl may be bought from the proceeds of mining while mining continues to be 
profitable; however, when mining ceases, those remaining on surrounding lands may not survive 
without the resources of natural capital such as unpolluted rivers.  The Rio Tinto (red wine) river 
of Spain is so named because of pollution from the Iberian Pyrite Belt, one of the largest 
sulphide mineral occurrences in the world.  The mines, which were worked from the late 
Chalcolithic (Copper-Stone) Age around 2500 BC and in the Roman Period, were reopened in 
the 19
th
 century.  As a consequence of weathering, exposed pyrite reacts with oxygen and water 
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and with the help of microbial processes, acid water is produced (Gomez, Martinez, and Macias 
1999).  The resulting brown stained water is known as acid mine drainage (AMD).  As a result of 
the low pH, varying from 1.5 to 2.5, and heavy metal contamination, the Rio Tinto River is dead 
(Golding 2002, p. 19).  A sample core drilled in the Rio Tinto estuary shows the lead 
concentration increased from a few parts per million to over a 1,000 parts per million around 
2,500 BC.  Lead levels higher in the core, representing more recent times, dropped but then 
increased again around 190 BC corresponding to the time the Romans commenced their mining 
activity on the Phoenician mining sites.  Today gold is recovered from the Roman mining waste 
(Leblanc, Morales, and Elbaz-Poulichet 2000, p. 660).  Soil generally contains between 2 and 
250 ppm or grams/tonne copper (EBI 2005).  Given that the copper levels of 20 grams/tonne 
were found in the estuary prior to mining commencing in 2530 BC, the high metal levels and 
low pH of the Rio Tinto may be considered anthropogenic.   
Metals are an important component of our welfare; however, pollution from mining may have 
long-term impacts on the local environment.  Anthropogenic flows of metals may remain 
mobilised for millennia in estuarine sediments (Leblanc, Morales, and Elbaz-Poulichet 2000, p. 
660).   The ancient and more recent mining in the Rio Tinto valley would probably not fit the 
definition of Ecologically Sustainable Development.  Similarly, in the adjacent river valley to the 
east, a tailings dam failure at the Los Frailes lead-zinc mine at Aznalcollar in 1998 polluted the 
Rio Agrio threatening the Donana National Park.   
3.2 Economists' response to sustainability 
The two perceptions of mining described by Agricola may be compared to the current concepts 
of ‗weak‘ and ‗strong‘ sustainability.  Pearce et al. (1993) develop these ideas in economic terms 
in their book Blueprint 3: Measuring sustainable development.  They consider development 
sustainable if we leave future generations a stock of capital no smaller than we have now.  
‗Capital‘ includes manufactured capital such as buildings and roads, human capital such as 
knowledge and skills, and natural capital such as natural resources (oil, coal etc.), biological 
diversity, habitat, clean air and water (Pearce et al. 1993, p. 15).  They distinguish between 
‗weak‘ and ‗strong‘ sustainability, depending on what types of capital are conserved (Pearce et al. 
1993, p. 27).  The weak sustainability concept gives no special weight to environmental capital, 
which can be consumed or destroyed as long as we compensate for the loss by increasing the 
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stock of manufactured capital (human-made or fabricated capital).  This perspective treats the 
environment as simply another form of capital that may be substituted for by other forms.   
In contrast, the strong sustainability approach, argues that natural capital must be kept constant 
and some ecological assets cannot be replaced by manufactured assets.  Such ecological assets, 
called ‗critical natural capital’, must be protected because the ecological processes, on which 
life depends, once destroyed may not regenerate (Pearce et al. 1993, p. 16).  Examples might 
include the ozone layer, the carbon cycle, and biodiversity.   
Hediger (2000) makes the distinction between weak and strong sustainability in the context of 
economic, ecological and natural capital.  Economic capital he defines as the economy‘s 
productive capacity, comprising manufactured capital, immaterial assets (also commonly called 
intellectual capital or tacit knowledge) and natural resources, both renewable and non-renewable, 
used in economic production.  Ecological capital includes all renewable resource stocks, whether 
used or not in economic production.  Natural capital is the natural resource base of the 
geographic area and consists of ecological capital and stocks of non-renewable resources.  Total 
capital is the aggregate of economic and natural capital as shown in Figure 3-1.  Weak 
sustainability is defined with respect to total capital while strong sustainability is defined with 
respect to ecological capital only.   
Economic capital
Manufactured capital
Immaterial capital
Non-renewable natural resources in use
Renewable natural resources in use
Ecological Capital 
Renewable natural stock
Natural Capital  
Figure 3-1 – Illustration of Hediger’s description of capital stocks 
Pearce and Atkinson (1992, p. 1) cite sources that define economic sustainable development as a 
non-declining per capita human well-being or utility over time.  This intertemporal equity 
principle necessarily anticipates the actions of future generations.  For example, if future 
generations choose to increase their populations at the expense of per capita well-being, how can 
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the current generation be accountable for such a decision?  Furthermore, well-being is a 
subjective term and quantifying well-being remains an elusive task.   
Pearce et al. (1993, p. 32) suggested a move away from the standard measure of Gross National 
Product to green Net National Product as follows:  
gNNP = C + S - Det.Km - Dep.Kn - Deg.Kn 
Where 
gNNP =green Net National Product 
C  = Consumption 
S  = Gross national savings 
Det.Km = Deterioration of manufactured capital 
Dep.Kn = Depletion of non-renewable natural capital e.g. mineral resources 
Deg.Kn = Degradation of renewable natural capital e.g. pollution of rivers 
 
These forms of measuring aggregate well-being are in their infancy and the current standard 
methods of measuring aggregate well-being are considered sufficient for the scope of this thesis.  
Nevertheless, the concept of green Net National Product is valuable in differentiating forms of 
strong sustainability.  Three possible forms of strong sustainability are: 
(i) maintain the total natural stock, whilst allowing changes in components, e.g. matching the 
depletion of non-renewable natural capital with increases in renewable natural capital;  
(ii) as in (i) but maintain the critical natural capital; and 
(iii) consider all natural capital as critical.   
The latter form would appear to preclude mining and most agricultural activities.  Pearce and 
Turner (1990, p. 45) considered critical natural capital as that which is essential for human well-
being.  They proposed that in order to maintain critical natural capital, the stock of renewable 
resources should not decline over time.   
In form (i) of strong sustainability listed above, depletion and degradation of natural resources 
would have to be offset by investment in natural capital; however, in (ii), any depreciation of 
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critical natural capital would be a sign of unsustainability due to factors such as the irreversibility 
of such actions (Pearce et al. 1993, p. 45). 
Pearce and Atkinson (1992, p. 3) noted  that a ―line of analysis from Hicks (1946) through Page 
(1977), Hartwick (1978), and Solow (1986) established the ‗constant capital‘ rule‖, which Pearce 
and Atkinson (1992, p. 4) defined mathematically as; 
dK/dt = d(Km + Kh + Kn )/dt ≥ 0  
Where K (total capital) = Km + Kh + Kn 
This formula is based on the proposition that capital assets take three forms:  
(i) manufactured capital (or in much of the literature, ‗reproducible capital‘) in the 
conventional sense of machines, roads etc, denoted by Km;  
(ii) human capital which includes the stock of skills, knowledge, and wisdom denoted here 
by Kh; and  
(iii) natural capital denoted by Kn.  
Kn includes non-renewable resources such as fossil fuels and minerals as well as renewable and 
quasi-renewable resources such as tropical forests, the ozone layer, and the atmospheric carbon 
cycle.  Any natural asset yielding a flow of ecological services with economic values is natural 
capital.  A strictly quantitative interpretation of the formula would have an increasing human 
population of equally informed people increasing Kh and hence K.   
The concept of weak sustainability is based on the assumption that it is possible to substitute one 
component part of total capital for another.  Pearce and Atkinson (1993, p. 106) checked for 
sustainable development in several countries, assuming that an economy is sustainable if it saves 
more than the depreciation of its manufactured and natural capital.  Nevertheless, the authors 
acknowledge that much of the ecological literature denies that it is possible to substitute for 
natural capital.  Furthermore, ecosystem functions, irreversible extinctions, and reduced 
biodiversity are not easily accounted for in economic terms.  Strong sustainability, by definition, 
requires Kn be held constant (or increasing) within the overarching constraint that K be constant 
(or increasing).   
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Hartwick and Olewiler (1998, p. 396), suggested it is possible to achieve sustainability for 
exhaustible resource exploitation if alternative sources of services for the stock that is shrinking 
were created.  They include minerals and oil as exhaustible resources.  Hartwick and Olewiler 
(1998, p. 398) envisioned an economy, as illustrated in Figure 3-2, comprising capital (K), 
labour (L) and oil (O), with the economy‘s aggregate output Q = f(K, L, O) where machine 
capital is accumulated sufficiently rapidly to balance the shrinking services flow of the oil input.   
Oil Stock
Flows of oil
Services of machine and 
capital
Production Labour services
Product
Consumption
Maintenance and 
investment
 
Figure 3-2 - Machine capital balances the shrinking services flow from oil 
They demonstrate how much output must go toward building machine capital and investment to 
achieve sustainability.  The model is constrained by two rules: 
(i) oil stocks are drawn down at a rate that satisfies the Hotelling rule; and, 
(ii) a part of the current output equal to the value of rent on the oil being used is invested, 
this investment being denoted by (I).   
Using the work of Solow (1974, p. 34), they demonstrate that consumption (C) which equals  
(Q – I) remains constant as O is exhausted.  Providing the production function is Cobb-Douglas 
with unitary elasticities of substitution among inputs and L is constant, and the capital input has a 
coefficient larger than the coefficient of oil, consumption can remain constant.  Q and C will 
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never decline even though O declines toward zero.  Solow (1974, p. 35) assumed 
intergenerational equity was achieved when the largest constant consumption per head is 
achieved forever.   
Norway is putting into practice the model illustrated in Figure 3-2.  Norway with a population of 
4.7 million people was in 2008 ranked fifth behind Canada in oil exports and consumed only 
about 9% of the volume it exported.  The United Kingdom shares the oil reserve with Norway 
and with a population of 60 million consumed more than half its production (Hubbert-Peak 
2005).  The Norwegian Parliament established The Petroleum Fund in 1990 to counter the 
effects of the forthcoming decline in income and to smooth out the disrupting effects of highly 
fluctuating oil prices.  The fund is administered by the Norwegian Central Bank and reported a 
portfolio value of $US443 billion in 2010.  Since 1998 the fund was allowed to invest up to 50% 
of its portfolio in the international stock market (NBIM 2010).  Great Britain has no such 
arrangement
18
.   
Similarly, the Canadian state of Alberta established the Alberta Heritage Savings Trust in 1976 
to save and invest revenues from Alberta's oil and gas.  From 1976 to 1982, 30% of Alberta's 
non-renewable resource revenues were paid to the Trust.  The transfer of resource revenue was 
reduced to 15% from 1983 to 1987 and, effective April 1987, the transfer of resource revenues 
was suspended.  In 1987, the fund was valued at $Can12.7 billion.  From mid-1982, the fund's 
investment income was transferred to the province's budget.  As well as providing support for 
budgetary expenditures, money from the fund has been invested in capital projects intended to 
provide long-term benefits to Alberta, e.g., Alberta Oil Sands Technology and Research 
Authority ($Can419 million) and major irrigation projects ($Can503 million).  Investments in 
development projects include participation in the Syncrude project ($Can499 million) and a 
loans of $Can134 million to the Prince Rupert Grain Terminal, and $Can129 million to the 
ALPAC pulp mill in Athabasca (Hillmer 2006).  The Heritage Fund, was valued at $Can13.6 
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 Independent Norway's oil will now last forever because the economic impact is there for the Norwegian people 
for all time.  In contrast, Scotland's oil has thus far disappeared into the gullet of the London Treasury (Swanson 
2005).   
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billion on December 31, 2005, prior to the Alberta Government announcing that an additional 
one billion dollars would be placed in the Heritage Fund during the 2006-07 fiscal year (Alberta 
Ministry of Finance and Enterprise 2006).  The value of the fund was reported to be $Can14.4 
billion in 2010 (Alberta Heritage Savings Trust Fund 2010). 
Unfortunately, such foresightedness may not always deliver the desired outcome as evidenced by 
Nauru Island.  Phosphate rock formed from guano was mined on the island of Nauru for most of 
the 20th Century.  The Nauru Phosphate Royalties Trust (NPRT) was created to aid the island's 
transition when mining ceased.  For one brief moment, Nauru had one of the highest reported per 
capita incomes in the world.  Estimated assets reached a high of $1.4 billion in 1991 or $175,000 
for each of Nauru's 8,000 citizens (Global Witness 2004).  Virtually all of the Trust's assets were 
invested in dozens of Nauruan offshore holding companies.  By 1996, the Trust was worth half 
of its estimated 1991 value.  Nauru's bad business investments included its own airline, Air 
Nauru, a shipping line that failed, as did a phosphate refinery plant in India.  By 2002, the 
island's budget deficit was $15 million 
19
.   
Receivers were appointed to the Nauru House Property Trust in 2004.  General Electric Capital 
Corporation was attempting to recover debts after the tiny republic failed to pay back more than 
$230 million borrowed in relation to its offshore properties.  The trust included Melbourne's 
Collins Street high-rise Nauru House, Sydney's Mercure Hotel and Royal Randwick Shopping 
Centre, and the Downtowner and Savoy Park Plaza hotels in Melbourne (McAloon 2004).   
Reynolds (1999, p. 51) refuted the theoretical calculations presented by Solow (1974), and 
Pearce and Atkinson (1993) that purport to show that production can be sustained forever under 
conditions referred to as weak sustainability.  Reynolds noted  that these authors‘ analyses 
depended on a Cobb-Douglas production function with constant elasticity of substitution at all 
levels of inputs over time.  He asserted that these assumptions violate entropy and that, for a 
given technology, elasticities between two inputs must at some point be zero.  ―Entropy suggests, 
however, that capital must degrade and must either be replaced or maintained.‖ (Reynolds 1999, 
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 Perhaps the most striking folly was the government's $2.9 million underwriting of a musical production on 
the London stage in June 1993 called 'Leonardo: A Portrait of Love'.  The show was panned by critics and closed 
after only four weeks (Global Witness 2004).   
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p. 54).  As noted earlier, this requirement was recognised by Hartwick and Olewiler; however, 
Reynolds argued that there would need to be increasing amounts of capital with increasing 
maintenance and a declining elasticity of substitution that eventually becomes zero.  Reynolds‘ 
argument has merit, although improved engineering reduces maintenance as exemplified by 
modern cars that require far less maintenance than those produced in the past.   
John Pezzey (1992) considered development to be sustainable when welfare per head of 
population never declines.  He qualifies this in a later paper arguing that it is not easy or practical 
to define sustainability authoritatively in terms of economic welfare.  Firstly, because there are 
so many alternative definitions of sustainability, and secondly economic philosophers will never 
agree on the possible constraints on societies when considering intergenerational equity (Pezzey 
1997, p. 463).   
Hartwick and Olewiler (1998, p. 401) illuminated the pitfalls of attempting to measure 
sustainability and apply the ―constant capital rule‖ in their questioning of the high score given to 
Japan in the table ranking the sustainability of several countries developed by Pearce and 
Atkinson (1993, p. 106).  Japan scored best on the scale of sustainable economies; however, 
Japan imports most of its oil and coal and is thus contributing to depletion of its trading partners 
stocks.  Japan‘s high score may not be warranted when Japan is considered in partnership with 
the countries from which it purchases its natural resource imports.  Nevertheless, if Japan sells 
the products manufactured from the imported natural resources to a third country then that 
country should be held accountable for the consumption of the natural resource.   
Beckerman (2003, p. 5) considered it impossible to develop an intellectually coherent and 
operational definition of sustainability as evidenced by the difficulties faced by bodies that have 
attempted to measure sustainability.  He cited the United Kingdom‘s Department of Environment 
working group that was established to consider this matter and report on its findings
20.  ―The 
group reported that because it is not clear what sustainable development means, it is difficult to 
know how to measure it or which policies to promote‖ (Beckerman 2003, p. 5).  Whilst 
                                                 
20
 Beckerman suggested, ―Few bureaucrats are likely to dispute the necessity for such a group because for 
many people committees are places where conversation is a substitute for the boredom of work and the loneliness of 
thought.‖   
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questioning the subjective nature of the Environmental Sustainability Index (ESI)
21
, he 
considered it to be a serious and thoughtful contribution to the debate.   
The 2005 ESI index (Yale 2005) had five components that were evaluated using twenty-one 
environmental indicators, which are in turn subdivided into seventy-eight variables.  For 
example, the component ―Reducing environmental stress‖ had seven indicators of which one was 
indicator six entitled ―Reducing air pollution‖.  Variable eighteen, within indicator six, measured 
coal consumption in terajoules of coal consumed per populated land area where there are five or 
more persons per square km.  The underlying logic for including this variable is that coal fired 
power plants emit higher SO2 levels and other air pollutants than natural gas or oil fired plants, 
and the energy produced is more carbon-intensive.  The ESI was replaced by the Environmental 
Performance Index (EPI) in 2006, and the 2010 index (Yale 2010) gave Iceland the top EPI score 
highlighting the narrow focus of the index.  Iceland was forced to nationalise its largest bank in 
October 2008 and the country was effectively bankrupt.  By way of comparison, the Human 
Development Report ranked Iceland as number 17 on its 2010 Human Development Index 
(Klugman 2010, p. 143) highlighting the difficult task of assessing and ranking human 
development and sustainability.   
Perhaps the last word from an economist should go to Wilfred Beckerman (1972, p. 337) who in 
his review of The Limits to Growth was critical of these Doomsayers who say that problems will 
arise because of the suddenness with which the world is deprived of materials.  Firstly, they take 
no account of either the incentives to explore or the use of substitutes as the scarcity of any metal 
leads to increased price.  Secondly, current known reserves are not a good indication of actual 
reserves because mining companies only search for a certain amount of forward reserves.  
Finally, any collapse of the system because of shortages is unlikely to be synchronized 
worldwide.  For example if over-population is a cause, then some countries that are over 
populated may be reducing their population while the populations in countries with available 
resources may be increasing theirs.  Although this last proposition of Beckerman‘s may sound 
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The ESI was launched in 1999 by Professor Daniel C. Esty, Director of the Yale Centre for Environmental 
Law and Policy. The 2005 version of the ESI was released in Davos, Switzerland, at the annual meeting of the 
World Economic Forum in January 2005 (Yale 2005) 
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intuitively correct in the long run, currently there does not appear to be a direct relationship 
between resources and population.  With the exception of China, the populations in densely 
populated and poorly resourced countries are generally increasing faster than the populations of 
less densely populated but more richly resourced countries.  Kiribati and Norway are two 
examples at either end of the spectrum.   
Beckerman suggested that the problems of raw materials exhaustion is a minor diversion, which 
presents relatively few difficulties as far as devising the correct solutions is concerned provided 
one does not aim at perfection.  ―So you can now all go home and sleep peacefully in your beds 
tonight secure in the knowledge that in the sober and considered opinion of the latest occupant of 
the second oldest Chair in Political Economy in this country, although life on this Earth is very 
far from perfect there is no reason to think that continued economic growth will make it any 
worse‖ (Beckerman 1972, p. 344).   
3.3 Scientists and engineers on sustainability  
Tilton (1996) identified two different approaches to sustainable development and suggested these 
two paradigms could be aligned with different academic disciplines.  Ecologists, other scientists 
and engineers were concerned about exhaustion of finite resources that he calls the Fixed Stock 
Paradigm.  On the other hand, economists adopt an Opportunity Cost Paradigm focusing on 
resource substitution recycling and technological progress.   
While it may be feasible for agriculture, forestry and fisheries, it is an impossible task to quantify 
the sustainable annual yield of minerals possible from the earth‘s crust, and anyone attempting 
this would risk being in error by many orders of magnitude (Hore-Lacy 2001, p. 4).  What does 
sustainability mean in relation to mineral resources?  The answer lies in the interaction of three 
things that enable usable resources to be created: 
(i) geological knowledge of the location, quantity and grade of minerals; 
(ii) technology to extract the minerals; and  
(iii) a favourable political and economic environment which includes the price of metals, 
input prices, availability of capital and companies to develop the resource (Hore-Lacy 
2001). 
To these three must be added access to land for exploration and mining.   
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However, the materials scientist would place the knowledge of materials at the top of the list.  
Human civilisations are classified according to the material most important to that age; 
advancing from the Stone Age, through the Chalcolithic (Copper-Stone) Age, the Bronze Age, 
the Iron Age to our current age, which for the materials scientist is the silicon age.  Something 
that was considered essential and scarce in one age may become unsustainable in that period and 
sustainable or irrelevant to a later age as new materials are manufactured.  Flint and whale oil are 
two such examples.   
3.4 The mining industry response to sustainability  
In 1989, James Stevenson of Rio Tinto Corporation admitted that sustainable growth is an 
awkward concept for the mining industry.  Since all mines have finite lives, how can any mine 
be considered sustainable (Evans 1997)?  Resolving the conflict between unsustainable 
extraction of individual mineral resources and ESD is important if ESD principles are to be 
understood, accepted and implemented by the mining industry.  Resolving this perceived conflict 
between sustainability and extracting minerals and energy from finite reserves may have been 
what motivated the proponents to establish the Global Mining Initiative (GMI).  Ten of the 
world's largest mining, minerals and metals companies initiated the GMI in 1999 to provide 
global leadership for the mining and minerals industry by developing a sustainable development 
model (GMI 2001, p. 2).  Their broader aim was to ensure that the mining industry would 
continue to improve the well-being of people in a changing world and be responsive to global 
needs and challenges.   
3.4.1 The Mining, Minerals and Sustainable Development project  
A central activity within the GMI was the Mining, Minerals, and Sustainable Development 
(MMSD) project that commissioned an independent analysis of the mining industry.  The 
objective of the two-year MMSD project was to identify how mining and minerals could best 
contribute to the global transition to sustainable development.  The World Business Council for 
Sustainable Development (WBCSD) was commissioned to seek and analyse a wide range of 
opinions on this question.  The scope of work incorporated economic, social and environmental 
issues, which the GMI considered as the three main components of sustainable development.  
The project began in April 2000 and its final report titled Breaking New Ground was available 
for the 55th General Assembly of the United Nations (UN).  This meeting, originally described 
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as the Rio+10 Summit meeting, was officially titled "The World Summit on Sustainable 
Development" and was held in South Africa in September 2002, ten years after the UN 
Conference on Environment and Development that was held in Rio de Janeiro in 1992.   
The UN General Assembly has resolved to hold the United Nations Conference on Sustainable 
Development (UNCSD) in 2012, referred to as 'Rio+20'.  The Conference seeks three objectives: 
securing renewed political commitment to sustainable development, assessing the progress and 
implementation gaps in meeting already agreed commitments, and addressing new and emerging 
challenges (United Nations 2010).   
Sir Robert Wilson, Chairman of Rio Tinto, whilst recognising the definitional difficulties, 
described the boundaries within which the mining industry should embrace ESD:   
"While this most indigestible of terms (sustainable development) provokes much definitional 
debate, there is growing clarity about what it means and about the implications of cooperation 
between various actors concerned about global environmental and social problems for the future 
direction of international economic development.  At the heart of the term sustainable 
development is a threefold understanding: firstly that economic activity should be considered 
together with its social and environmental consequences (the triple bottom line); secondly, that 
in using resources we have to have regard for the needs and expectations of future generations; 
and thirdly that government, business and other segments of civil society should act together if 
they are to act effectively." (Wilson 2000, p. 1).   
Australia contributed to the MMSD project and the first draft report of the MMSD Australia 
Project recognized the importance of improving the public perception of the mining and minerals 
industry, quoting from Robert Burns Poem To A Louse, On Seeing One On A Lady's Bonnet At 
Church
22
.   
                                                 
22
 O wad some Pow'r the giftie gie us 
To see oursels as others see us 
It wad frae monie a blunder free us 
An' foolish notion 
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Inexplicably, this quote was removed from the final report from Australia entitled Facing the 
Future, which is unfortunate since the quote encapsulated the perception of conflicting opinions 
about mining that have existed since at least the time of Agricola.   
The overarching objective of the MMSD Project was to explore the role of the mining and 
minerals sector in the transition to sustainable development.   
The MMSD Project objectives were to: 
(i) assess the global mining and minerals sector in terms of the transition to sustainable 
development.  This would cover the sector‘s current contribution – both positive and 
negative – to economic prosperity, human well-being, ecosystem health, and 
accountable decision-making, as well as considering the track record of past practice; 
(ii) identify how the services provided by the mining and minerals sector can be delivered 
in accordance with sustainable development in the future; 
(iii) propose key elements for improving the mining and minerals sector; and.  
(iv) build platforms of analysis and engagement for ongoing cooperation and networking 
among all stakeholders (IIED 2002, p. 3).   
Distilling the above objectives, the project's success will be judged by how well the mining and 
minerals sector implements the recommendations, included in Breaking New Ground, to improve 
economic prosperity, human well-being, and ecosystem health.   
Breaking New Ground effectively presents the evolution of the concept of sustainable 
development commencing with the 1987 World Commission on Environment and Development.  
The report quotes from Our Common Future (the Brundtland Report) which stated that 
"sustainable development (SD) is development that meets the needs of the present without 
compromising the ability of future generations to meet their own needs."(Brundtland 1987).   
Breaking New Ground states that a core objective of SD is to improve human well being and 
sustain those improvements over time.  The goal is for children to have as good a life as their 
parents did, or better.  It requires passing the means of survival on to future generations 
unimpaired and building, or at least not diminishing the total stock of capital.  The idea of 
  
57 
‗capital‘ lies at the heart of sustainable development; however, the kind of capital relevant to 
sustainable development and considered in Breaking New Ground, goes well beyond the 
common idea of financial capital (Danielson and Sandbrook 2002, p. 21).  It has five main forms:  
(i) natural capital, which provides a continuing yield of ecosystem benefits, such as 
biological diversity, mineral resources, and clean air and water; 
(ii) manufactured capital, such as machinery, buildings, and infrastructure;  
(iii) human capital, in the form of knowledge, skills, health, and cultural endowment; 
(iv) social capital, the institutions and structures that allow individuals and groups to 
develop collaboratively; and 
(v) financial capital.  
Financial capital, underpinned by gold in the past and most often represented by the US dollar is 
a framework for exchanging goods, and as acknowledged in the MMSD Report, is simply a 
common method of valuing the other forms of capital.  Social capital is one facet of civil society, 
which sits at the apex of any hierarchy related to improving human welfare.  The report goes on 
to acknowledge that some theorists consider that all forms of capital, with the exception of 
financial, are substitutable.   
Breaking New Ground states that the 1992 UN Conference on Environment and Development 
held in Rio de Janeiro (the Rio conference) accelerated agreements on climate and biodiversity 
but it did little to convert the principles of sustainable development into action and paid too little 
attention to social development.  Rio did, however, establish the ‗three pillars‘ of sustainable 
development: economic, environmental, and social (Danielson and Sandbrook 2002, p. 19).  An 
analogy of the three pillars is sustainable development as a three-legged stool.  The loss of any 
leg will cause the stool to collapse.  Gauging by the weight of words and the order of 
presentation, Breaking New Ground appears to give economic sustainability prominence over the 
social and environmental legs as depicted in Figure 3-3.   
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Figure 3-3 - The three pillars of SD 
The evidence; however, does not support the proposition that a robust economy necessarily 
delivers the desired social and environmental outcomes.  There are numerous historical examples 
of robust economies being deleterious to both social and environmental sustainability.  The 
National Socialists reduced unemployment in Germany from 33% in 1933 to 2.8% in 1938 
(Jordon 2001, P. 1); however, that robust economy had a devastating impact on society and the 
ecology.   
Breaking New Ground appears to predetermine the parameters of the debate by placing 
economic sustainability at the apex of sustainable development whilst relegating ecologically 
sustainable development (ESD) to a subordinate role.  The report may be interpreted as an 
attempt to obfuscate the debate in a manner similar to that described by John Ralston Saul in 
―Voltaire’s Bastards” by redefining the parameters of the sustainable development debate so that 
the intended audience is controlled within these parameters rather than having time to reflect on 
the basic parameters  (Saul 1993, p. 116).   
In the ten years between the Rio conference and the United Nations Conference on Sustainable 
Development Rio+10, the debate had moved on and although the three-legged SD stool may 
have been a starting point, ESD is now paramount.  Australian Governments, both federal and 
state, and many other governments have presented ESD as their environmental vision.  ESD does 
not equal SD.  ESD is a fundamental requirement of SD, and without ESD, there cannot, in the 
long term, be social or economic sustainability; however, as has been argued the reverse is not 
necessarily true.   
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Breaking New Ground, was structured around the three pillars or legs of SD, and the following 
pages examines how well its coverage of each pillar contributes to the MMSD project's objective 
of explaining how the minerals industry can best contribute to the global transition to sustainable 
development.   
Four chapters of the report are devoted to the economic and social pillars and the economic pillar 
is addressed first.  This section of the report describes the value of metals to society and puts 
forward the case for mining in much the same way Agricola did in the sixteenth century.  
Although the life span of an individual mine is determined by the size of the mineral resource 
being mined, mining companies generally operate a number of mines and continually develop 
new mines.  They are therefore no different to any other commercial venture; if they are not 
economically viable then in a capitalist economy they are either liquidated or taken over.  It is 
unlikely mining companies will reach the status of the banks that were deemed too big to fail in 
the GFC of 2008-9.  The mining industry could mount an economic argument against anomalies 
that distort the free enterprise model, such as subsidisation or tariff protection.  In the developed 
world little subsidisation remains, although some does occur, for example low electricity charges 
to the aluminium refining industry; however, such subsidisation is within the sovereign rights of 
the governments concerned and may be justified because of the need for guaranteed base load 
demand on power stations.  If a mining company considers that it is no longer profitable to 
operate in a country then it will sell or close its mines and the flight of mining to other countries 
or states sends a clear signal to government.  The report raises issues such as the inequitable 
distribution of the benefits from mining and other human rights issues that need to be addressed; 
however, many of the issues can only be resolved by the sovereign government.  In regards to 
the economic pillar, the mining industry is not significantly different from many other industries 
and therefore it is difficult to comprehend the precedence the report gives to the economic pillar.   
The report next addressed the social leg of the three-legged stool.  The issue of life after mining 
and the obligation to the local community once mining ceases was explored.  It is difficult to 
envisage shareholders supporting local populations once a mine is no longer producing 
profitably.  While it is unrealistic to expect mining companies to support communities once 
mines close, the report encourages mining companies to plan for these events in conjunction with 
the local government (Danielson and Sandbrook 2002, p. 183).  Unfortunately, mines tend to 
have lingering and often unpredictable deaths with closure being forced when operating costs 
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exceed operating revenue due to factors such as lower ore grades, thinner seams, deeper mining, 
water inflows or decreased prices for the mine's output.  Perhaps the most that can be expected of 
mining companies is that they continually update their mine closure plans and advise 
governments accordingly.  Of course the fewer the number of people employed in the mining 
operation the less will be the social disruption on closure.  Towns where the local economy is 
maintained only by mining can present a predicament for government.  Residents often choose to, 
or have no other option but to stay after mining ceases and governments often elect to support 
these mendicant societies.   
The ESD leg is addressed last in the report.  The MMSD project presented an opportunity for the 
mining and minerals industry to make a significant contribution toward developing clear 
guidelines for the industry to meet the ESD objective.  On this issue, the mining industry has the 
ability and prime responsibility to answer the question, how can it best contribute to the global 
transition to sustainable development?  Chapter 10 of the report clearly explains the 
environmental risks of mining, including acid mine drainage that the report shortens to the term 
acid drainage.  The report emphasises the need for mine closure planning to ensure that: 
(i) future public health and safety are not compromised; 
(ii) environmental resources are not subject to physical and chemical deterioration; and 
(iii) the use of the site, after mining ceases, is beneficial and sustainable in the long term.   
The last objective may not be practical if the site had no economically beneficial use prior to 
mining or the cost of rehabilitation to accommodate its original use far exceeds the future benefit 
from that use, e.g. rehabilitating strip-coalmines in Queensland to accommodate grazing 
(Golding 2002).  Where mining occurs in inhospitable terrains, the requirement that the after 
mining use of the site be beneficial to society and sustainable in the long term may be 
unachievable.   
At the other end of the spectrum are the highly productive terrains surrounding the Ok Tedi Mine 
in Papua New Guinea where pollution extends off the mine lease making large areas of the most 
productive environment, namely the watercourses and surrounding lands, unproductive.  Ok Tedi 
Mine waste is discharged into the Ok Tedi River.  Downstream from the mine, trees along the 
banks of the river stand bare and lifeless.  Waste material from the Ok Tedi River has flowed 
  
61 
into the Fly River and had caused die-back of vegetation over 480 square kilometres by 2000 
(Danielson and Sandbrook 2002, p. 243).  According to the Australian Conservation Foundation, 
the seventy kilometre corridor of the Ok Tedi River
23
 is "biologically dead." (Kirsch 1996).  The 
Ok Tedi River joins the Fly River, Papua New Guinea's largest river, and empties into the Torres 
Strait that borders Papua New Guinea and Australia and neighbouring Indonesia to the west.  
The Torres Strait water body also adjoins Australia's Great Barrier Reef.  Research by the 
CSIRO found the Fly River to be a key source of recruits for the coastal barramundi fishery 
(Salini 2003).  Barramundi are the most commercially-valuable fish species in New Guinea‘s 
Western Province and are especially important to villages situated along the middle Fly River 
(CSIRO 2003).  The discharging of mine waste into the Ok Tedi River from the Ok Tedi Mine is 
cited as an example of environmental damage that will continue long after mine closure.  Those 
living in the region after mine closure may not be able to afford to pay for ―birds without number, 
edible beasts and fish purchased elsewhere‖ to be brought to the region as Agricola envisaged.   
A clearer and more quantifiable objective would be for mining sites to be rehabilitated during 
mining and after closure so the environmental attributes of the surrounding area are enhanced or 
at the least not reduced either during or after mining.  Breaking New Ground could have, but did 
not, include a commitment to ensuring that current and future mining and minerals projects 
adhere to the ESD principles.  A commitment to the principle that mining and minerals projects 
should not leave a mess for future generations to clean up, or worse leave irreparable 
environmental damage, would have shown that the industry is sincere in its commitment to ESD.   
The report states that ―last but not least, sustainable development also requires democratic 
processes to ensure that people can participate in the decisions that affect their lives, as well as 
legal and political structures to guarantee their civil and political rights‖ (Danielson and 
Sandbrook 2002, p. 23).  There is some evidence that democratic governments have recently 
been more conscious of ESD; however, environmental regulation is relatively new and many 
democratic governments including Australia and the United States of America
24
 have allowed 
                                                 
23
 The impact may be readily seen in Google Earth by searching for Tabubil Papua New Guinea 
24
 The oil company ARCO inherited the responsibility for a $1 billion environmental cleanup of the Butte 
copper mines when it bought Anaconda Mining Company in the 1970‘s (Diamond 2005, p. 461)  
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environmentally damaging practices in the past.  Transparent and democratic governance, the 
report states, will hold (mining) corporations to account for their actions, implying that mining 
companies will be more inclined to ensure the environmental attributes of the surrounding area 
are enhanced or at the least not reduced either during or after mining if they have to account for 
their actions.  Transparent and democratic governance is listed as the fourth sphere in the table of 
Sustainable Development Principles and was referred to as the fourth pillar of sustainable 
development in the draft report." (IIED 2002, p. 1-12).  While the accountability of governments 
to their people is important, the emphasis given to it in the report may be seen as a distraction 
from the accountability of mining companies for ESD.   
Two verifiable commitments were included in the environmental management section of the 
draft MMSD report:  
(i) "Long-term damage should be avoided.  No permit should be sought on the basis of a 
trade-off today against long-term and irreparable legacies that may harm future 
generations.  Prudence should be exercised where the environmental impacts or damage 
are not known. 
(ii) Mine closure and, more importantly, post-closure should be planned for.  This should 
ensure that the land and structures can be restored for alternative uses after the mine 
closes."  (IIED 2002, p. 1-17).   
Adherence to these principles would have precluded the long-term damage done to the Fly River 
in New Guinea by mining at Ok Tedi.  Unfortunately Ok Tedi is not an exception in the region 
with similar examples at the Panguna mine in Bougainville where tailings were discharged into 
the Jaba River and at the Grasberg mine in Irian Jaya (West Papua, New Guinea) where waste is 
dumped into the Aghawagon-Otomona-Ajkwa river system (Kuswardono 2006).   
These examples of long-term damage may explain why the commitments in the draft MMSD 
report were replaced with less prescriptive principles in Breaking New Ground, which were to:  
(i) ―promote responsible stewardship of natural resources and the environment including 
the remediation of past damage‖; and 
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(ii) ―operate within ecological limits and protect critical natural capital‖ (Danielson and 
Sandbrook 2002, p. 24).   
Three aspects of the report are of concern.  Firstly, other than the above two paragraphs, the 
report appears to be avoid any commitment to ESD, whilst allocating the predominant amount of 
space to the social and economic pillars of SD and adding the sphere of governance.  Perhaps as 
well as the opening quote from Robert Burns, the MMSD project could have been guided by the 
serenity prayer:   
God grant me the serenity to accept the things I cannot change, 
courage to change the things I can  
and wisdom to know the difference.   
 
Secondly, the report lags behind the current thinking of the environmental agencies and mining 
companies in the countries where many of the companies supporting the project have their head 
offices.  For example, the Australian Federal and State Governments accepted the ESD vision 
many years ago and their environmental agencies are well advanced in adapting this vision to 
mining.  This vision requires that the environmental attributes, which mining may have an 
impact on, be identified and for a commitment to protect or enhance these environmental 
attributes at risk from mining both within and outside the mining lease.   
Thirdly, the approach described in the previous paragraph also incorporates risk management 
and cost-effectiveness analysis.  Restoring land to some arbitrary use value may be neither cost-
effective nor be supported by the principles of ESD.  Most of the damage caused by mining has 
been the long-term damage to river systems or ground water systems often outside the mining 
lease.  Spending scarce environmental funds rehabilitating mined land at the expense of 
protecting the waterways may not deliver the best ESD outcome, especially where there is likely 
to be long-term damage to the environment external to the mine after mining ceases.   
It is commendable that the global mining companies have taken the initiative to enter the debate 
on sustainable development.  Unfortunately, Breaking New Ground may be seen as an attempt to 
divert the discussion away from ESD rather than a constructive contribution toward SD.  The 
mining industry and energy industries are in the best position to provide estimates of reserves of 
minerals and energy.  Unfortunately, the report did not address the issue of providing accurate 
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reserves information.  As previously noted, in 2004, the chief executive of the energy firm Royal 
Dutch Shell resigned following the reduction of its oil reserve estimates by 20 percent earlier that 
year (Expatica 2004).  Accurate reporting of reserves along with a commitment to ESD are 
commitments the mining industry could make that would improve public confidence in the 
industry.   
3.4.2 The Chinese approach 
Breaking New Ground was chiefly the response of the large mining companies from the 
developed world.  Developing countries are also responding to the SD paradigm.  The following 
was transcribed from the China Geology Museum in Beijing in 2004.  ―Minerals play an 
important basic role in the strategy for China‘s economic and social sustainable development.  
China‘s mineral resources are large in terms of total amount, but the per capita resources are 
insufficient.  There are almost all sorts of mineral resources in China, but their structure and 
assemblage are widely distributed and they do not conform to the current distribution of 
production forces.  These are China‘s basic national resource situations.  Confronted with such 
serious problems as extensive development and severe waste of resources as well as serious 
disruption of the ecological environment, we should adjust our thoughts accordingly to the view 
point of scientific development, and implement the sustainable development‖ (Golding 2004). 
3.5 Resilience  
The resilience of social-ecological systems is a consistent theme in recent climate change 
adaptation literature particularly in relation to agriculture.  The concept is also applicable to 
mining.  A social-ecological system consists of a bio-geo-physical unit and its associated social 
actors and institutions (Glaser et al. 2008).  The greater the resilience of a social-ecological 
systems the greater the ability to absorb shocks and adapt to change (Berkes, Colding, and Folke 
2008, p. 14).   
Ross (2001) proposed that developing countries with large mining sectors have less resilient 
economies than countries without large mining sectors.  Moreover, his study showed that oil and 
minerals dependence is significantly correlated with corruption and authoritarian and ineffective 
government.  Ross (2001) also argued that both oil and mineral dependent states are 
exceptionally vulnerable to economic shocks.  In theory, governments of resource rich countries 
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should be able to buffer the poor against these shocks, in practice they rarely do.  Therefore, 
whilst the governance of the state is not generally within the control of a mining company the 
inclusion of governance in the mining industries report Breaking New Ground, discussed in 
section 3.4.1, was not unwarranted.   
3.6 Sustainability defined for this thesis 
Whilst in theory all forms of capital are substitutable, the elasticity of substitution may be so low 
that it is impractical.  For example, manufactured capital can provide humans with some of the 
resources previously provided by a river system killed by acid mine drainage when the mine is 
producing sufficient profits to do so.  Technically these resources can continue to be provided 
when mining is no longer profitable; however, such altruism is unsustainable even for 
governments of wealthy nations.  Once a mine from which acid mine water drains is unprofitable, 
capital will no longer be manufactured by that mine.  Such manufactured capital is as ephemeral 
as the mining that sustained it and in the long term will not be a substitute for natural capital.   
Nevertheless, we cannot be morally obligated to do something that is infeasible.  The obligation 
to leave the world as we found it in every detail is infeasible and we are therefore not obliged to 
leave the world as we found it.  ESD does, however, obligate us to leave future generations the 
option or capacity to be as well off as we are and not to satisfy ourselves by impoverishing our 
successors.  The obligation is to improve rather than reduce the opportunity for future 
generations to have increasing or at worst non-decreasing well-being over time.  Two 
philosophical questions need to be answered in order for decision-makers to act on these 
obligations.   
The first relates to the substitutability between the endowments to be left for future generations.  
Some argue for weak sustainability contending that it is the total level of saving provided for the 
future generations that is important.  Supporters of weak sustainability contend that it is possible 
to substitute human capital and knowledge for natural resources in the production process for 
goods and services.  The second question relates to whose well-being is to be measured.  An 
anthropocentric view implies that quality of life refers to human life.  If all life is included, then 
achieving the ESD goal is a much greater challenge.   
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Preisler and Brown (2004) propose a more succinct definition of sustainable development than 
that found in the Brundtland report, submitting that to be sustainable, economic activities should 
not jeopardise future generations‘ ability to provide the same or better standard of living as 
ourselves.  More broadly, sustainability means increasing or at worst non-decreasing well-being 
over time.  Even from an anthropocentric perspective, however, well-being has many attributes.  
Well-being depends on individual tastes.  For people of an urban nature, another hypermarket or 
shopping centre may produce a definite improvement in well-being.  For such an urban dweller, 
the suggestion of camping in the bush may conjure up fearful visions of snakes, spiders, 
rampaging fires, and flooding streams.  Reducing the risk of harm from any of these events 
would constitute a possible increase in well-being.  For this person human capital and knowledge 
may be substitutable for the natural environment.  Conversely, for those with a deep green 
persuasion any shopping centre is one too many and having to live surrounded by concrete 
significantly decreases well-being.  Human cultures are similarly different.  The value a 
community places on environmental attributes is strongly influenced by the culture, wealth and 
population density of that community.  The value any individual places on environmental 
attributes is often endogenous to the culture in which they have been raised.  Nevertheless, tastes 
change and exposure to new ideas and to the natural environment may change the value a society 
places on environmental attributes and the preferences of its members.  
Economists and politicians often assume that degradation of natural resources can be ameliorated 
by increases in human capital, including ideas (Toman 1999, p. 60).  If we require a high rate of 
substitutability among the endowments to be provided for future generations we need to first 
focuses on expanding opportunities for the current generation, while understanding that 
irreparable ecological destruction
25
 reduces the option for substitutability in the future.   
This leads onto the second question as to whose well-being is to be measured.  Economists have 
always argued the need to focus on the present rather than the long run for as John Maynard 
Keynes wrote in 1923 "In the long run we‘re all dead".  Golding (1972, p. 98) proposed that it is 
                                                 
25
 Some estimate that there were three billion to five billion passenger pigeons in the United States when 
Europeans arrived in North America.  Martha, thought to be the world's last passenger pigeon, died in 1914, in 
Cincinnati, Ohio (Wikipedia 2010) .   
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a natural human instinct to put much greater emphasis on the well-being of those we can identify 
with most closely.  In economics, this principle is partly recognised by applying a discount rate 
to future utilities thus placing greater importance on current welfare.   
Combining the earlier statements from Pearce and Atkinson (1992) and Preisler and Brown 
(2004), to be sustainable, economic activities should not jeopardise future generations‘ ability to 
provide per capita human well-being or utility equal to that of the current generation.   
This thesis will explore the question of metal sustainability assuming that an activity is 
sustainable if it enhances or at least does not decrease human welfare now or in the future within 
the constraint of ESD.  This statement implies that the relative cost of producing metal will not 
increase.  More precisely this thesis will answer the question ―Will the cost of producing copper, 
including environmental cost, in the US be higher or lower in 2020 assuming companies adhere 
to the ESD vision.  The US copper industry has met the cost of complying with environmental 
regulation since the US created the first national agency for environmental protection the 
Environmental Protection Agency (EPA) in 1969.  The cost of complying with the EPA 
regulations relating directly to copper mining, should therefore be reflected in the data sourced 
for this thesis.   
If the cost of producing copper rises then, in the absence of a perfect substitute for copper at its 
future cost of production, and assuming tastes and technology unchanged, then the economic 
welfare of the future generation will be impaired.   
Historic energy prices include the cost of pollution regulation; however, forecasts of future 
energy price need to take account of the possibility of future events such as, increasingly scarce 
oil supplies, and greenhouse gas mitigation measures.  Energy demand, supply and estimating 
the future cost of energy for the production of copper in the US are the subjects of the next 
chapter.   
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Chapter 4: Energy 
 
Energy is a significant input to metal production.  Estimates of the quantities of available energy 
resources vary significantly.  In this chapter, various estimates of the supply and demand for 
energy and the forecast prices for energy are collated.  An order of magnitude estimate of the 
price of the energy inputs into copper production in 2020 is made.  This estimate will be used in 
Chapter 7 to forecast the future price of copper.   
4.1 Energy in metal production  
Producing metals from mineral ores consumes energy at the mining (primary stage), milling 
(secondary stage) and smelting (tertiary stage).  Estimates of the energy required to produce 
metals (energy intensity) vary significantly depending on when the calculation was made and the 
grade and location of the ore deposit.  Table 4-1 was compiled from Chapman (1974, p. 109), 
Alvarado (2002), Turton (2002), Marsden (2008, p. 34) and Barkas (2009), to compare the 
energy intensity of copper relative to aluminium at each stage of the beneficiation process.   
Table 4-1 – Energy required to produce metal from copper and aluminium ores 
Copper kWh/kg Aluminium kWh/kg
Mining 2.8 Mining 1.5
Milling 6.8
Transport 0.5 Transport 0.6
Smelting 4.4 Refining 13.8
Refining 1.3 Smelting 19.2
Total 15.8 Total 35.1  
Energy to produce metal may be derived from several sources and smelters are often located 
adjacent to a reliable supply of relatively cheap energy.  Table 4-2 lists the typical sources of 
energy for copper production (United Nations 1992, p. 75).  
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Table 4-2 – Energy sources for copper production 
Copper
Electricity Gas oil Other
Mining 42 1 35 22
Milling 73 6 1 20
Smelting 11 48 24 17
Refining 43 15 39 3
Energy type (percenatge)
 
Detailed analysis of the US data revealed that, in the past, coal made a significant contribution to 
the category ―Other‖.   
There are contrasting opinions on the significance of energy in the production of metals.  
Authors such as Cottrell (1955, p. 3) and Long (1980) asserted that available energy will limit 
what we can and will do, and that energy will ultimately limit our productive capacity.  The 
question posed by Huettner (1981, p. 128), and which this chapter attempts to answer is, ―will 
improved knowledge and technological change expand our energy resource or merely teach us 
that it is fixed?   
Fossil fuels are addressed first, commencing with oil and other resources from which oil may be 
produced, such as the so-called unconventional oils, tar sands and shale oil.  Coal and gas are 
covered next including coal seam gas.  Energy from nuclear sources will then be discussed and 
finally the renewable fuel options will be considered.  The intent is not to produce an extensive 
list of reserves and consumption, but rather to estimate the availability and cost of these fuels to 
copper producers in the US over the next ten years.   
4.2 Data Sources  
There are numerous freely accessible published energy data sources.  Many of the data sources 
disagree and conversion factors are cited as one of the causes for difference.  Agreeing on a 
single set of conversion factors remains a prerequisite in establishing transparency and coherence 
in published oil statistics (Karbuz 2004, p. 45).  In this chapter, the measures of energy are 
mostly reported in the same units as the original source article, which is adequate when 
considering consumption relative to reserves.  The following data sources have been chosen 
because they appear to present reasonably consistent data.   
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(i) International Energy Agency  
The International Energy Agency (IEA) publishes a large amount of information relevant to the 
oil industry.  The 2009 World Energy Outlook (IEA 2009) forecasts of oil supply data has been 
used throughout this chapter.  As will be explained later it is important to note that the IEA relies 
on third party assessment of recoverable reserves (Sorrell and Speirs 2009, p. 13).   
(ii) Energy Information Administration  
The Energy Information Administration (EIA) produces US and international energy information.  
The EIA makes public an extensive set of data in easy to access formats such as excel files.  
Since the economic and engineering models developed in this thesis are for US copper 
production, the Annual Energy Outlook 2010 (AEO2010) with projections to 2035, which 
focuses on US energy, proved the most relevant.   
(iii) BP Statistical Review  
The BP Statistical Review provides a comprehensive compilation of global energy statistics, 
including oil, coal, natural gas and nuclear power.  However, as stated in the introduction to the 
Review, the data for proved oil and gas reserves does not necessarily represent BP‘s view of 
proved reserves by country.  Rather, the data series has been compiled using a combination of 
primary official sources and third party data (BP 2010).   
(iv) Other sources  
Other sources referenced in this Chapter include; the UK Energy Research Centre (UKERC), 
Wood Mackenzie, Colin Campbell, Peak Oil and The Oil Drum.   
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4.3 World Energy demand  
The IEA 2009 World Energy Outlook (IEA 2009) presents the following world energy demand 
for its Reference Scenario.  
Table 4-3. – World energy demand million tonne of oil equivalent (Mtoe) 
 
 
The IEA Reference Scenario assumes governments make no changes to their existing policies 
and measures insofar as they affect the energy sector.  The IEA explained that projections in this 
scenario are not a forecast of what will happen, as they do not expect governments will do 
nothing.  They expect that governments around the world will take action to address the central 
energy challenges of energy security, energy poverty and climate change and ―put the global 
energy system onto a more sustainable path‖.  IEA anticipated that the climate negotiations in 
Copenhagen in December 2009 would have resulted in commitments that would change the 
Reference Scenario.  However, this was not the case and the Reference Scenario, which assumes 
governments make no changes, remains a valid forecast.   
World energy demand is dominated by the fossil fuels oil, gas and coal as Table 4-3 shows.  
Fossil fuels contributed 85% of the total demand in 1980.  Although demand for renewable 
energy doubles by 2030, oil, gas and coal are still forecast to make up 80% of demand in 2030 
(IEA 2009).  This thesis is concerned to predict metal price movements out to 2020.  Given their 
predicted dominance in energy demand until at least 2030, the fossil fuels are considered first.   
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4.4  Oil 
4.4.1 Classification of oil and liquids  
Oil is a heterogeneous mix of liquid hydrocarbons derived from a range of subsurface sources.  
Subcategories of oil are generally based on viscosity; however, the boundaries between them are 
not fixed and they are not always distinguished in the available data.   
(i) Crude Oil 
Crude oil is a mixture of hydrocarbons that exist in liquid phase in natural underground 
reservoirs and which remain liquid at atmospheric temperature and pressure (EIA 2009).   
(ii) Natural Gas (Associated or Non-Associated)  
Natural gas is a gaseous mixture of hydrocarbon compounds, the primary one being methane 
(CH4), produced from gas wells or in association with crude oil.  Gas produced independently is 
referred to as ―non-associated‖, while gas produced during the production of crude oil is referred 
to as ―associated‖ (EIA 2009).   
(iii) Natural Gas Liquids (NGLs)  
NGLs are light hydrocarbons found associated with natural gas, which are either liquid at normal 
temperatures and pressures, or can be relatively easily turned into a liquid with application of 
moderate pressure.  They are those hydrocarbons in natural gas that are separated from the gas as 
liquids in gas processing or cycling plants.  Generally, such liquids consist of propane and 
heavier hydrocarbons and are commonly referred to as lease condensate, natural gasoline and 
liquefied petroleum gases (EIA 2009) (Sorrell and Speirs 2009).   
(iv) Heavy Oil and Extra Heavy Oil  
Heavy oil and extra heavy oil are commonly defined as oil having an American Petroleum 
Institute (API) gravity less than 20º and 10º, respectively (Sorrell and Speirs 2009).  In 2007 the 
IEA estimated that there are 6 trillion barrels of heavy oil worldwide, with 2 trillion barrels 
ultimately recoverable (Clark 2007, p. 4).  At that time, Western Canada was estimated to hold 
2.5 trillion barrels and Venezuela was estimated to hold 1.5 trillion barrels.  Heavy oil viscosity 
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decreases rapidly with increasing temperatures and high-temperature steam is commonly used to 
extract the oil from the formation.   
(v) Oil Sands and Synthetic Crude (‘Syncrude’)  
Oil sands (or tar sands) are sandstone impregnated with bitumen. Most current production is 
through opencast mining, but in-situ methods using steam injection are being developed to 
access deeper deposits.  Most global production comes from Canada, but large deposits also 
occur in Russia, China, Romania, Nigeria and the US (Sorrell and Speirs 2009).   
(vi)  Gas-to-Liquids (GTLs) and Coal-to-Liquids (CTLs) 
Gas-to-Liquids (GTLs) and Coal-to-Liquids (CTLs) are derived through the liquefaction of 
methane and coal gas respectively, using the Fischer-Tropsch process (Sorrell and Speirs 2009).   
(vii) Coal bed methane 
Coal bed methane (CBM) or coal seam gas (CSM) is a form of natural gas, primarily methane, 
extracted from coal seams.  In recent decades, it has become an important source of energy in 
United States, Canada, and Australia.   
(viii) Shale gas 
Shale gas is natural gas produced from shale.  Shale gas has also become an increasingly 
important source of natural gas in the United States over the past decade.    
(ix) Biofuels  
Biofuels are transport fuels derived from biological sources. Commonly this consists of either 
ethanol produced through the yeast fermentation of sugar or starch rich arable crops, or biodiesel 
derived from seed oils or recycled oils (Sorrell and Speirs 2009).   
4.4.2 Reserves and Consumption 
 The BP Statistical Review data for oil consumption and reserves are shown graphically in 
Figure 4-1.  Consumption includes terrestrial demand plus international aviation and marine 
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bunkers and refinery fuel.  Consumption of fuel ethanol and biodiesel is also included.  Reserves 
include gas condensate and natural gas liquids (NGLs) as well as crude oil.   
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Figure 4-1 – World oil consumption and reserves  
Reserves in years, divided by consumption produces an estimate of the number of years of the 
resource remaining at current consumption.  The reserve to consumption ratio (R/C) is one 
measure of the sustainability of a resource; however, as discussed in Chapter 2, this measure can 
be misleading.  The annual reserves to consumption ratio grew steadily from 1980 to 43 years in 
1998 and then fell slightly until 2001 when it commenced to rise again.  The ratio increased to 43 
years in 2008 and 2009. This increase was partly due to a reduction in consumption during the 
Global Financial Crisis (GFC) and partly due to Venezuela doubling its estimate of reserves; 
however, Venezuela‘s heavy oils are more costly to extract than conventional oils. 
Another possible measure of the perceived sustainability of a resource is the extent to which 
refinery capacity exceeds demand.  If producers perceive the resource is limited, they may be 
unwilling to make the substantial investment needed to construct a refinery.  Figure 4-2, 
produced from the BP Statistical Review of World Energy (BP 2010), shows a dramatic 
reduction in refinery capacity/consumption ratio.  In 1980 refinery capacity exceeded demand by 
30%; however, by 2008 refinery capacity barely exceeded demand.   
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Figure 4-2 – World refinery capacity to consumption ratio 
As was the case for the reserve to consumption ratio, the increase in the refinery 
capacity/consumption ratio in 2009 is partly due to the reduction in consumption as a 
consequence of the GFC.   
The International Energy Agency (IEA) data of oil demand and production published in the 2009 
World Energy Outlook (IEA 2009) are shown in Table 4-4.   
Table 4-4 – Oil demand and production in millions of barrels per day 
1980 2000 2008 2015 2030
2008-2030 
annual 
increase
Oil production (Million barrels per day) 65.1 76.7 84.6 88.4 105.2 1.0%
Primary oil demand (Million barrels per day) 64.7 76.5 84.7 88.4 105.2 1.0%
Oil production 0.8% 1.2% 0.6% 1.2%
Oil demand 0.8% 1.3% 0.6% 1.2%
Annual growth rate
 
The IEA data show oil demand and production increasing at an annual growth rate of 
approximately 1% between 2008 and 2030.  There appear to be some anomalies in the IEA 
growth rate data.  The annual growth rate that was 1.2% between 2000 and 2008, slows to 0.6% 
between 2008 and 2015, and then increases again to 1.2% from 2015 to 2030.  Table 4-5, also 
taken from the 2009 World Energy Outlook (IEA 2009), shows growth in Asian countries, which 
  
76 
for China was 6.7 % p.a. between 2000 and 2008, slowing to 4.4% between 2008 and 2015.  
These anomalies imply that the IEA demand figures may be underestimated.   
Table 4-5 – Asian oil demand 
 
1980 2000 2008 2015 2030
2008-2030 
annual 
increase
Asia 4.4 11.2 15.8 19.6 30.7 3.00%
China 1.9 4.6 7.7 10.4 16.3 3.50%
India 0.7 2.3 3 3.8 6.9 3.90%
ASEAN 1.1 3 3.5 3.8 5.3 1.80%
Asia 4.8% 4.4% 3.1% 3.0%
China 4.5% 6.7% 4.4% 3.0%
India 6.1% 3.4% 3.4% 4.1%
ASEAN 5.1% 1.9% 1.2% 2.2%
Annual growth rate
Primary oil demand (Million barrels per day)
 
Advocates of the Peak Oil thesis propose that the maximum level of oil production is imminent, 
as postulated in Figure 4-3, and some argue that it has already occurred.  The Association for the 
Study of Peak Oil and gas (ASPO), which distributes information on oil and gas resources 
through its website http://www.peakoil.net/ explains that: "The term Peak Oil refers to the 
maximum rate of the production of oil in any area under consideration, recognising that it is a 
finite natural resource, subject to depletion."  Colin Campbell, a retired British Petroleum (BP) 
geologist, founded ASPO in 2000.   
 
 
Figure 4-3 – Actual and forecast oil production (Campbell 2009) 
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According to Campbell (2009), regular conventional oil production peaked around 2005.  After 
2005, increased demand was satisfied by expansion in oil supply from deepwater fields and 
Canadian tar sands.  It is more difficult to evaluate the non-conventional oils, comprising tar 
sands and heavy oils, deepwater oil, Polar oil and Natural Gas Liquids (NGL), but Figure 4-3 
suggests that the peak of all categories was passed in 2008.  ―A debate rages as to the precise 
date of overall peak but rather misses the point when what matters is the vision of long decline 
on the other side of it‖ (Campbell 2009).   
According to the ASPO web site, the subject of oil and gas depletion is a sensitive one and 
ASPO can tell the truth about oil reserves free of the political, legalistic and commercial 
constraints facing most organisations.  This freedom is evident in an open letter to the Guardian 
Newspaper in response to the IEA 2009 World Energy Outlook in which Colin Campbell (2009) 
presented Table 4-6 as evidence of reserve reporting anomalies.  Many OPEC countries reported 
identical reserves year after year.  This implies that new discovery exactly matches annual 
production each year, which is highly improbable.   
Table 4-6 - OPEC reported reserves Giga-barrels 
Abu 
Dhabi
Iran Iraq Kuwait
Saudi 
Arabia
Venezuela
1984 30 51 43 64 166 25
1985 31 49 45 90 169 16
1986 30 48 44 90 169 26
1987 31 49 47 92 167 25
1988 92 93 100 92 167 56
1989 92 93 100 92 170 58
1990 92 93 100 92 258 59
2000 92 90 113 94 261 77
2001 92 90 113 94 261 78
2002 92 90 113 94 259 78
2003 92 126 115 97 259 78
2004 92 126 115 99 259 77
2005 92 136 115 102 264 80
2006 92 136 115 102 260 80
2007 92 138 115 102 264 87
2008 92 136 115 102 264 99  
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Furthermore, the reporting of the reserves has been subject to two distortions flowing from 
regulatory requirements.   
Firstly, the oil companies were subject to strict US Stock Exchange rules designed to prevent 
fraudulent exaggeration of reserves.  Oil companies therefore reported the minimum reserves 
needed for financial purposes, and revised the estimates upwards over time, giving a comforting, 
if misleading image, of steady growth.   
Secondly, the OPEC countries were competing for quotas in the 1980s when prices were low.  
Each country‘s quota was a proportion of reported reserves, which prompted Kuwait to increase 
its reserves by 50% in 1985 although nothing had changed in the oilfields.  Other OPEC 
countries later followed with unjustified increases to protect their quota as highlighted by 
underlining in Table 4-6 (Campbell 2009).   
The preceding review of oil reserves and consumption has focussed on international data.  This 
is relevant to the thesis in so much as international oil supplies may influence US energy prices.  
The remaining discussion on energy sources will focus on US data, which is most relevant to the 
price of mobile fuels and electricity in the US copper industry.   
4.5  Gas 
Recoverable resources of conventional gas at the end of 2008 are estimated to be more than 400 
Giga-cubic metres (Gm
3
), equivalent to almost 130 years of production at the current rate of 
consumption.  In addition, unconventional gas recoverable resources are estimated at more than 
380 Gm
3
 (IEA 2009).   
Data extracted from the BP Statistical Review (BP 2010) and presented in Figure 4-4 show 
proven world gas reserves at the end of 2009 of 188 Gm
3
, over half of which are located in just 
three countries Russia, Iran and Qatar.  Reserves have more than doubled since 1980, and during 
2008, additions amounted to 190% of production.  Proven reserves of unconventional gas, which 
include tight sands, shale and coalbed methane, have grown most rapidly and now account for 
4% of the world reserves (IEA 2009) . 
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Figure 4-4 – Proven gas reserves and annual consumption 
The Reserves/Consumption (R/C) ratio has remained around 60 years since 1999; nevertheless, 
similar to the pattern shown for oil, the ratio decreased from 2001 and then increased in 2008 
and 2009.  However, unlike in the case for oil where the ratio increased mainly because of a 
reduction in consumption, in the case of gas the increase in the R/C ratio was due to an increase 
in estimated reserves.   
United States gas production is of particular interest for this thesis and Figure 4-5 depicts the 
Annual Energy Outlook 2010 (AEO2010) gas production estimates from 2008 to 2035 for the 
US.  In the Reference case, increased gas production is forecast to come predominantly from 
continued growth in shale gas, and to a lesser extent, natural gas from Alaska when a gas 
pipeline is completed in 2023.  Shale gas and coalbed methane will make up 34 percent of total 
US production in 2035, doubling their 17-percent share in 2008 (EIA 2010).   
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Figure 4-5 – US Natural gas production by source, 1990-2035 (trillion cubic feet) 
 
The US Energy Information Administration (EIA) describes the Reference Case projection in 
AEO2010 as a business-as-usual estimate, given known technology and technological and 
demographic trends.  Furthermore, it assumes that current laws and regulations are maintained 
throughout the estimate period (EIA 2010).  In November 2010, President Barack Obama 
announced that he would look for ways to control global warming pollution other than Congress 
placing a ceiling on it (Cappiello 2010).  Given this announcement, it would seem reasonable to 
assume that the current laws and regulations will be maintained throughout the estimate period.  
Consequently, the Reference Case projections will be used to estimate increases in energy costs.  
4.6 Coal 
The Energy Watch Group (EWG) in their estimate of World coal resources and future 
production concluded that the quality of data on coal reserves was poor.  The Berlin based EWG 
was founded in 2006 with the intention of acquiring the necessary scientific information, 
independent of outside economic interests, to support the development of a sustainable energy 
policy.  They require this information to support policies that will secure long-term energy 
supply at affordable prices.  Furthermore, they propose that such policies should avoid conflicts 
over energy and ensure effective climatic and environmental protection (EWG 2010).   
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The worst example of the poor quality of coal reserves data cited by EWG was the reduction 
without explanation of proven German hard coal reserves by 99% from 23 billion tons to 0.18 
billion tons in 2004.  In addition, Poland‘s hard coal reserves were reduced by 50 percent 
compared to a 1997 estimate (EWG 2007, p. 4).   
The US reserves also appear to have been overestimated in the past.  The USGS 1996 Fact Sheet 
FS-157-96 (USGS 1996) reported that, in 1994, coal production in the United States reached 
over 909 million tonnes, the highest level in history, and continued on to say that The Energy 
Information Administration estimated that the United States had enough coal to last 250 years.  
Based on the reported annual production, estimated recoverable reserves would therefore have 
been approximately 225,000 million tonnes or 125,000 million tonnes oil equivalent (Mtoe) 
assuming one tonne of oil contains roughly the same amount of energy 1.8 tonnes of bituminous 
coal.   
However, the USGS did caution that although coal reserves were large, during coming centuries, 
coal production rates will likely decline as mining thinner, deeper, and less desirable coal beds 
become necessary.  Nevertheless, the USGS did not anticipate an overall decline in US coal 
production for many years.  In The National Coal Resource Assessment, Luppens et al (2009) 
estimated that the recoverable coal resource was 77,864 Mtoe and the economically recoverable 
coal resource was 14,569 Mtoe.  The National Coal Resource Assessment appears to have 
significantly reduced the 1996 estimated US recoverable reserves, supporting the EWG view that 
World coal reserves data was inaccurate and overstated.   
The World Energy Council (WEC) Survey of Energy Resources Interim Update 2009 reported 
recoverable US coal reserves of 238.3 billion tonnes (WEC 2009).  However, the WEC prime 
source of data on US coal reserves was the Annual Coal Report issued by the Energy 
Information Administration of the Department of Energy.  The 2007 edition of this document 
provided detailed information on the size and location of coal resources and reserves, analysed 
by state and by mining method, but not by rank.  By courtesy of the EIA, supplementary 
information was provided to the WEC enabling them to show separate reserves for 
anthracite/bituminous coal, sub-bituminous coal and lignite in their Survey of Energy Resources 
(WEC 2009). 
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Similarly, BP reports separate reserves for anthracite/bituminous coal, sub-bituminous coal and 
lignite in million tonnes of oil equivalent.  Approximately 80 % of global coal reserves are 
concentrated in the six countries listed in Table 4-7, which in descending order of reserves are: 
USA, Russia, India, China, Australia and South Africa.  Table 4-7 lists US reserves as 132,267 
Mtoe or approximately 238,000 tonnes of coal, almost identical to that reported by WEC.  The 
amounts reported by BP and WEC are significantly higher than the recoverable coal resource of 
77,864 Mtoe and the economically recoverable coal resource of 14,569 Mtoe reported in the 
recent National Coal Resource Assessment.  The US Reserves to Production (R/P) ratio would 
be reduced from 245 years to just 27 years if based on the recoverable coal resource of 14,569 
Mtoe.   
Table 4-7 - 1999 R/P ratio for the major coal producing countries (BP 2010) 
Anthracite & 
bituminous
Sub-
bituminous 
& lignite
Total
Production 
Mtoe
Reserves to 
production 
(R/P) ratio
China 32,056 26,954 59,010 1,553 38
USA 60,474 71,802 132,276 540 245
Australia 20,481 21,927 42,408 228 186
India 20,464 1,743 22,208 212 105
South Africa 17,190 17,190 141 122
Russia 26,869 59,073 85,942 141 611
Sub-total 177,534 181,499 359,033 2,814 128
% of World total 79% 80% 79% 83%
World total 225,143 226,981 452,124 3,409 133
Reserves-million tonnes of oil equivalent
 
The Australian reserves presented in Table 4-7 may also be exaggerated.  Combining sub-
bituminous and lignite with anthracite and bituminous coal when calculating an R/P ratio may 
mislead the reader into thinking there are at least 186 years reserve of coal in Australia.  The 
Australian Bureau of Agricultural and Resource Economics (ABARE) reported that at the end of 
2008, Australia‘s recoverable Economic Demonstrated Resources (EDR) of black coal amounted 
to 39.2 Gt and there were another 8.3 Gt of Sub-economic Demonstrated Resources (SDR), a 
total of 47.5 Gt (Pigram and Glyde 2010).  Hence, at the 2008 black coal production rate of 
around 490 Mtpa, EDR and SDR resources would support about 90 years of production.  In 
addition to the black coal resources, the brown coal EDR are 37.2 Gt, with another 55.1 Gt in the 
SDR category.  Brown coal EDR and SDR are, therefore sufficient for around 900 years at 
  
83 
current rates of production.  Both the black and brown coal R/P ratios are significantly different 
from those reported in Table 4-7.   
Furthermore, the brown coal reserves are found predominantly in the state of Victoria and the 
State Government (State Government of Victoria 2010) has committed to reduce Victoria‘s 
heavy reliance on brown coal to generate electricity and committed to move towards cleaner 
energy sources.  Without Carbon Capture and Storage (CCS) of the carbon dioxide (CO2) 
emitted, it is unlikely any new brown coal power stations will be constructed in Victoria and the 
existing brown coal plants will close when they reach the end of their useful life.  The estimated 
900 years of reserves could therefore to be an under estimate although the concept of a (R/P) 
ratio becomes meaningless if the reserves are no longer being extracted.   
Conversely, the Australian black coal R/P ratio may be overly optimistic.  The Winning Coal 
report, prepared by ACIL (1994), estimated the black coal reserves to be 52 Gt in 1994 when 
production was 180 Mtpa resulting in an R/P ratio of approximately 290 years.  However, 
production, mainly for export, increased at an average annual rate of 7.4% in the intervening 
period.  This rate of increase would have indeed reduced the reserves from 53 Gt to the 47.5 Gt 
estimated by ABARE in 2008.  Likewise, assuming the increase in exports continues, then the 
47.5 Gt of reserves will be reduced to 37.9 Mt in 2020 when production would be over 1,000 
Mtpa, assuming the previous rate of annual increase in production.  Consequently, the R/P ratio 
would be reduced to 33 years in 2020 as depicted in Table 4-8.  Therefore, assuming production 
continues to increase as in the past, the 2008 R/P ratio is reduced from 97 years to less than 45 
years.   
Table 4-8 - Australia Black Coal reserve estimates 
Reserves production
Reserves/
Production 
(R/P) ratio
Annual 
increase
Mt Mt Years %
1994 52,000 180 288.9
2008 47,500 490 96.9 7.4%
2020 37,851 1156 32.7 7.4%  
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The largest coal producers in descending order are: China, USA, Australia, India, South Africa, 
and Russia.  These countries account for over 80 percent of global coal production.  The rapid 
rise in production of coal in China is graphically demonstrated in Figure 4-6.   
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Figure 4-6 - Coal production for the major coal producing countries (BP 2010) 
Coal is consumed mainly in the country of origin and only 15 percent of world production is 
exported (EWG 2007, p. 4).  Consequently, consumption shown Figure 4-7 is almost identical to 
the production curve in Figure 4-6 and again, the rapid rise in China‘s consumption is 
demonstrated.   
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Figure 4-7- Coal consumption in the major coal producing countries (BP 2010) 
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Just as there are exponents of a Peak Oil thesis, there is also support for Peak Coal.  Peak Coal 
also refers to the maximum rate of the production of coal in any area under consideration, 
recognising that it is a finite natural resource, subject to depletion.   
Figure 4-8 prepared by the EWG indicates that coal production will peak around 2020.  This 
estimate of when the production of coal will peak may not be contradictory to Table 4-7, which 
shows many more years of production, because Figure 4-8 indicates only that production will 
peak, not that production will cease.   
 
Figure 4-8 – World coal production and forecast  
 
Since this thesis examines copper production in the US, the reserves of coal important to this 
thesis are those for the US and even the lowest estimate of reserves indicates more than 
sufficient coal is available within the timeframe of a forecast of copper price out to 2020.   
In the AEO2010 Reference case, increasing coal use for electricity generation, along with the 
start up of several coal to liquid (CTL) plants, leads to growth in coal production averaging 0.2% 
per year from 2008 to 2035. This is significantly less than the 0.9% average annual growth rate 
for US coal production from 1980 to 2008.  As shown in Figure 4-9, coal production from the 
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western US increases through to 2035, but at a much slower rate than in the past.  Both new and 
existing electric power plants are major sources of additional demand for western US coal.  Low-
cost supplies of coal from the western US satisfy most of the additional fuel needs at coal-fired 
power plants both west and east of the Mississippi River.  Coal production in the interior region 
primarily supplants more expensive coal from Central Appalachia that is currently consumed at 
coal-fired power plants in the southeast.  Much of the additional output from the interior region 
originates from mines tapping into the extensive reserves of mid- and high-sulphur bituminous 
coal in Illinois, Indiana, and western Kentucky (EIA 2010).  
 
 
Figure 4-9 – Historic and projected US coal production - (Btu*1015) 
4.7 Nuclear 
Nuclear energy is relevant to this thesis only to the extent that nuclear power will have on the 
price of electricity in the United States.  
Nuclear power plants generate approximately 20 percent of US electricity.  The plants in 
operation today are often seen as attractive assets in the current environment of uncertainty about 
future fossil fuel prices, high construction costs for new power plants (particularly nuclear 
plants), and the potential enactment of greenhouse gas (GHG) regulations.  Existing nuclear 
power plants have low fuel costs and relatively high power output. However, there is uncertainty 
about how long they will be allowed to continue operating (EIA 2010).   
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In the AEO2010 Reference case, nuclear power capacity increases from 100.6 gigawatts in 2008 
to 112.9 gigawatts in 2035 including 4.0 gigawatts of expansion at existing plants and 8.4 
gigawatts of new capacity.  Six new nuclear power plants are expected to be completed by 2035 
and all existing nuclear units continue to operate through 2035 in the Reference case, which 
assumes that they will apply for, and receive, operating license renewals, including in some cases 
a second 20-year extension after they reach 60 years of operation.  With costs for natural-gas-
fired generation rising and future regulation of GHG emissions uncertain, the economics of 
keeping existing nuclear power plants in operation are favourable (EIA 2010). 
4.8 Renewable energy sources 
Renewable energy fuels include ethanol from corn or cellulose, biodiesel and biomass to liquids 
(BTL).  Electricity is generated from renewable energy sources such as wind, solar, both thermal 
and photovoltaic, wood and other biomass and geothermal.  Renewable energy is discussed 
under these two categories of fuel and electricity.   
4.8.1 Fuels 
AEO2010 published the proportions of the renewable fuels as depicted in Figure 4-10, which 
forecasts that renewable fuel production will almost quadruple by 2035.   
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Figure 4-10 – US Renewable fuel production 
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Whilst there is a 50% increase in ethanol from corn between 2008 and 2035, the largest increases 
are projected to be made up of ―biomass to liquids‖ and ―cellulosic ethanol‖, two technologies 
that are still under development.  AEO2010 anticipates that as these technologies mature, 
production of cellulosic ethanol and BTL will increase from zero in 2008 to 5.1 billion and 7.4 
billion gallons, respectively, in 2035 (EIA 2010).  Approximately 38 billion gallons of renewable 
fuel will be produced annually by 2035 according to AEO2010, providing approximately 12% of 
the 315 billion gallons of liquid fuels forecast to be consumed in 2035.   
The benefits of corn ethanol have been disputed for two reasons.  Firstly, critics argue that 
subsidising corn produced for ethanol directly, or through mandating the content of ethanol in 
petrol, increases the cost of corn for food.  The OECD estimates that biofuel support policies in 
Canada, US and the European Union (EU) will cost $US27 billion per year by 2015 (OECD 
2008, p. 96).  Internationally traded grain prices doubled between 2007 and 2008.  According to 
World Bank and OECD reports, the increase was caused by a confluence of factors, the most 
important being a large increase in biofuels production from grains and oilseeds in the US and 
EU (OECD 2008) (Mitchell 2008, p. 16).   
Secondly, according to Pimentel (2003, p. 129), one gallon of 95% pure ethanol contains 77,000 
BTU of energy; however, 99,119 BTU are consumed in its production.  Supporters of corn 
ethanol such as Shapouri, Duffield, and Wang (2003) claim that with more efficient corn crops 
only 57,000 BTU of energy are required to produce a gallon of ethanol.  At the mid-point of 
these energy estimates by detractors and supporters of biofuel, the amount of energy required to 
produce a unit of corn ethanol appears to equal the energy output from a unit of corn ethanol.   
4.8.2 Electricity 
Table 4-9, created from AEO2010 data, shows that the EIA are forecasting 82% of US generated 
power will come from non-renewable energy sources in 2035 compared to the actual amount of 
90% in 2008.   
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Table 4-9 – US electricity energy sources  
Energy Source
Capacity
Generating 
capacity
Actual 
generation
Capacity 
factor
Capacity 
additions to 
2035
Capacity
Estimated 
actual 
generation
gigawatts
terawatt-
hours
terawatt-
hours
gigawatts gigawatts
terawatt-
hours
Coal 337 2,955 1,986 67% 11 348 2,051
Petroleum 64 558 46 8% 64 46
Gas 457 4,002 883 22% 89 546 1,055
Nuclear 106 930 806 87% 7 113 859
Hydroelectric Conventional 78 681 255 37% 78 255
Other Renewables[1] 41 363 126 35% 57 98 600
Other 21 187 12 6% 21 12
Total 1,104 9,675 4,114 43% 1,268 4,878
Coal, petroleum, gas &  nuclear(NR) 964 8,444 3,721 1,071 4,011
NR as percent of total 87% 87% 90% 84% 82%
2008 2035
 
Although coal‘s share declines, actual coal usage is forecast to increase by 3% from 2008 to 
2035.  Natural gas increases by almost 19%.  Nuclear increases by 7% assuming ongoing 20-
year extensions on the certification of existing plants.  Figure 4-11, shows the sources of the 
estimated quadrupling in renewable electricity  (EIA 2010).  The forecast includes a spectacular 
increase in energy from wind turbines followed by a more gradual but equally impressive 
increase in electricity generated from biomass.  The AEO2010 estimate of renewable electricity 
also appears to be premised on a doubling of the capacity factor for renewable electricity.   
Biomass has generated energy from the time it created the first fire, and wood is still the largest 
bioenergy resource available today.  Other sources include food crops, grasses, agricultural 
residues, manure and methane from landfills.   
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Figure 4-11 – Non-hydropower renewable electricity  
4.9 Price predictions 
The purpose of this chapter was to review the energy resources and to present an estimate of the 
likely trend in the cost of energy from the major sources out to 2020.  The argument that the 
production of conventional oil has peaked and that the production of gas and coal will peak has 
been examined.  Nevertheless, there appears to be more than sufficient remaining fossil fuel 
reserves out to and beyond 2020.  The EIA is in the best position to forecast energy price in the 
US and therefore estimates of future price movements will be based largely on AEO2010 data.   
As previously explained, by 2035, in the US renewable fuel will represent about 12% of total 
liquid consumed and about 18% of electricity will be generated from renewable sources.  Oil and 
gas will remain the major liquid fuels and coal, gas and nuclear are projected to be the 
predominant sources of electricity in 2035.   
Figure 4-12 shows an oil price in 2008 dollars of about $130 in 2035 compared to the high of 
$100 achieved in 2008.   
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Figure 4-12 - AEO2010 historic and forecast oil price 
Figure 4-13 indicates that the gas price will be approximately the same in 2035 as it was in 2008.   
  
Figure 4-13 – AEO2010 historic and projected gas prices  
In 2035, electricity prices in 2008 dollars are also expected to be similar to 2008 prices as shown 
in Figure 4-14.   
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Figure 4-14 - AEO2010 historic and projected electricity prices 
Figure 4-15 shows the percentage increase in price of a gigajoule of distillate fuel oil, natural gas 
and electricity in 2008 dollars.   
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Figure 4-15 – AEO2010 energy price increases in 2008 dollars 
The objective of this chapter was to estimate the order of magnitude rather than the exact 
increases in energy prices as we approach 2020.  These order of magnitude estimates are: there 
will be a tripling of oil price from 2002 to 2020, a 50% increase in the gas price and a 20% 
increase in electricity price.  These order of magnitude increases will be used in Chapter 7 in 
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order to estimate the impact of energy prices increases on the cost of copper production.  
Notwithstanding, the models will evaluate the impact of significantly greater order of magnitude 
price increases than those forecast in AEO2010.   
In the preceding chapters, the relevant literature was reviewed and the complex question of 
sustainability addressed.  This chapter has established the likely energy price increases that 
copper producers might expect in 2020.  The next chapter develops the methodology supporting 
the economic and engineering models that will be used in Chapter 6 to model copper production.   
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Chapter 5: Methodology 
 
―Mene Mene Tekel Upharsin‖ 
Daniel   5:25 
5.1 Modelling mineral prices 
The competitive market price of a metal at any given time is a function of demand and supply.  
Demand for a particular metal is influenced by such factors as the price and availability of 
substitutes, technology, geopolitics and income levels as determined by business cycles.  The 
supply of metal is a function of capital infrastructure, prices of labour and intermediate goods, 
resource grade and availability, technology, and industry structure.  Modelling metal prices and 
quantities over time should indicate whether mineral ore bodies could sustainably supply metals 
at prices equal to or lower than the real prices over past years.  Using metal price as an indicator 
of scarcity may be more reliable than the Limits to Growth style of models that depend on 
estimates of the availability of mineral reserves.  On the other hand Brown and Field (1979) 
argued that the rental price of the resource (price minus the marginal extraction cost) is the 
preferred indicator of scarcity.  Furthermore, metal prices may not give sufficient early warning 
of pending scarcity of a resource and as previously noted Cole et al. (1973, p. 39) suggested that 
relatively low prices of fuels in the early 1970‘s may not have reflected their long-run supply 
costs.   
Brown and Field (1979, p. 245), concluded that although the rental rate of a natural resource may 
indicate scarcity in the long term, when unit cost measures and real price measures did not, the 
real price was the most readily computed measure.  The rental rate they defined as the price of 
the resource in nature, or the price a rational individual would pay to have available today one 
more unit of the natural resource in question.  For metals, this is the cost of discovery and 
investigation to the stage of constructing the facilities to extract the metal.  They defined real 
price as the price of the natural resource after it has been extracted (Brown and Field 1979, p. 
224).  In a competitive market, the real price of a metal will equal the rental rate plus the unit 
cost of production.   
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Brown and Field (1979, p. 220) cite Barnett and Morse (1963) who define the unit cost of 
extracting a metal as (L+K)/Q where L is the volume of labour input, K the amount of  capital, 
 and  the weights of the inputs and Q the output of the metal.  Kendrick (1961) is the source 
document for the unit cost formula.  His calculation for mining included L as a labour index 
weighted according to the contribution from five mining sectors (Kendrick 1961, p. 395).  
Capital is defined as plant plus inventories and once again, the capital index is developed by 
weighting according to the contribution of the five mining sectors.  When Barnett and Morse 
(1963, p. 167) referred to the unit cost required to produce a unit of output they were referring to 
labour hours as a measure of cost.  Furthermore unit cost, as Barnett and Morse defined it, does 
not include the rental price or the costs of all inputs; and Brown and Field (1979) noted at the 
time of writing, that to their knowledge no all-inclusive measure of unit cost, encompassing 
rental price plus the cost of all inputs, had been referred to in the professional literature.  The 
capital measure includes only reproducible capital, and does not include the rental price.   
Barnett and Morse (1963, p. 203) defined their relative cost check of scarcity as: 
e e n nL  + K L + K
/
E N
 
Where E and N represent the net output of the extractive and non-extractive sectors of the 
economy respectively and where L and K are labour and capital volume indices for the respective 
sectors.  This ratio for the minerals industry reduces from a value of 195 in 1900 to 47 in 1957.  
They argued this reduction fails to support the scarcity hypothesis.   
Barnett and Morse (1963, p. 203) suggested that a relative price check may be a more 
comprehensive method to illuminate evidence of scarcity.  They wrote the equation for price as 
follows: 


L M  F(P L+ P M + P F)
P
Q
 
where PL PM and PF represent prices; L represents the quantity of labour, M the purchased 
materials input and F all other inputs including capital.  Q is total output.  An increasing scarcity 
of metals may be manifest in any of the three inputs as lower grade ore bodies are mined.   
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Their price check compared the unit price of extractive and non-extractive industries.  In the case 
of mineral prices, they found that the price data for minerals was ―jumpy‖, which they attributed 
to the long lead times required to develop resources and inelastic supply in the short term.  
Nevertheless, short-term movement aside, the trend of relative prices by their measure was level 
in the period 1900 to 1957 and once again, their price check did not support the scarcity 
hypothesis.   
Brown and Field stress that they were concerned with economic scarcity not physical scarcity 
and that although a mineral may be becoming scarcer the price of the metal extracted may fall 
because of improvements in the technology used to extract the metal or because of falling 
demand.   
Vogely (1985, p. 387) proposed that demand for a particular metal is a function of the price of 
the metal, (Pm), the price of substitutes, (Ps), and the aggregate income level (Y):   
Quantity demanded Q = f (Pm, Ps, Y).   
The availability of close substitutes in use affects the price elasticity of demand.  For example, 
aluminium wire can substitute for copper wire in electrical applications and therefore there is 
potential for positive cross-price elasticity of demand between copper and aluminium.   
Supply of a particular metal depends on complex relationships between exploration, geology, 
technology, economic conditions, and investment.  Any detailed model must be able to recognise 
the lag between exploration and discovery, that mine development may occur many years after 
discovery and that new technology may be implemented only in new mines or as old equipment 
has reached the end of its economic life.  For a model to meet the required purpose, it may need 
to take account of primary, intermediate, and final levels of supply and demand, temporal and 
spatial configuration, time-span, and competitiveness of the market (Vogely 1985).   
As explained in Chapter 2, Hotelling (1931) demonstrated that in the absence of extraction costs, 
the price of an exhaustible resource of known size, supplied by a competitive industry, must 
grow at a rate equal to the rate of interest.  When extraction costs are introduced into the model, 
the net price (price less the unit extraction cost) will grow at the rate of interest.  Building on the 
Hotelling model, Pindyck (1981), and Slade (1982b) presented cases supporting the thesis that, 
taking account of extraction costs, the price of a metal over time would follow a U shaped curve.  
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The price initially falls due to technical improvement in exploration, development and extraction 
leading to a reduction in unit cost and then rises due to scarcity of the unexploited stocks of the 
resource.  While models that used data for the period ending in the early 1980‘s tended to 
support this thesis, models using data ending in the 1990‘s showed most metal prices continuing 
to fall.  Such models have been inconclusive in predicting the price of metals.  Unfortunately, 
models based on resource availability such as the models developed by Meadows et al. (1972) 
have been even less successful in forecasting the scarcity of metals.   
Underlying the theory of supply are the theories of production and cost and the accepted 
paradigm that quantity produced is a function of the services from capital, labour and other 
inputs.  This has been the most common path chosen by economists attempting to understand the 
cost of producing metals.  However, the results from the KLEM production function models 
developed by Berndt and Wood (1975), Allen (1979), Hannon and Joyce (1981), and Jorgenson 
(1988), which include energy (E) among the commonly included factors of capital (K), labour (L) 
and materials (M), were not as conclusive as their authors had hoped.  Jorgenson advised that in 
order to understand the sources of productivity change it is necessary to disaggregate the sources 
of economic growth to the sectoral level and decompose sectoral output growth between 
productivity growth and the growth of capital, labour, energy and materials inputs (Jorgenson 
1988, p. 35).  For example, analysing the aggregate productivity in metal production may not 
reveal the productivity growth in copper production, rather copper production productivity 
growth should be analysed separately as is proposed in this thesis.   
There is no all-purpose metal market model.  Models have been developed to assist in: 
(i) market stabilisation; 
(ii) forecasting demand; 
(iii) understanding technical change; 
(iv) determining the efficient geographic location of refining plants; and  
(v) understanding the impact of changes to input prices.   
This thesis seeks to understand the impact of changes in energy price and ore grade on metal 
price.  The objective is to answer the question ―is it possible to supply metals in the twenty-first 
century at or below the real prices achieved in the last decade of the twentieth century?‖  Supply 
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models, based on the theories of production and cost; appear to present the greatest opportunity 
to answer this question.   
Supply models may be classified into three groups: 
(i) models based on the theory of production and cost;  
(ii) engineering models; and  
(iii) Limits to Growth models (LTG) 
 
5.2 Models based on the theory of production and cost 
Models of mineral costs and prices need to have the theoretical complexity to explain the 
behaviour of the relationships shown in Figure 5-1 adapted from Vogely (1985, p. 340).  Here 
causality is represented by feedback with demand and supply determining price, and price 
influencing demand and supply.  Significant price increases, such as the doubling in the price of 
copper from 2005 to 2006 and the continuing higher price through to 2008, encourages the 
development of new production capacity which results in supply increases and prices usually 
falling subsequently.   
Technical substitution
Labour Demand
Capital Inventories
Technological 
progress Supply
Resources
Price
c
a
p
a
c
it
y
 
Figure 5-1 – Metal demand and supply model  
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Statistical procedures can be used to test if the proposed relationships among the economic 
variables can be accepted.  Since econometric models are generally based on aggregate 
relationships they require fewer data than a comprehensive model of a particular metal market 
that attempts to capture the behaviour of each and every producer, although econometric models 
may also be applied to firm level data.  Aggregate relationships are estimated based on past 
behaviour and this requires time series data for a considerable period covering at least two or 
three business cycles.   
While the technical and geological factors relating to an individual mineral project may be 
considered as external influences on supply, the time between the initial investment in 
exploration and mining commencing requires the influence of these factors to be represented 
with a time lag.   
Econometric models of production and cost, and index numbers based on production theory are 
considered the most suitable for answering the thesis question.  The production and cost models 
literature, and more specifically the literature relating to copper, is described in the following 
section.  Reasons for choosing to study copper are set out in Chapter 1.  Furthermore, there are 
pragmatic reasons for selecting US copper production.  Most importantly, data on copper from 
the US was available and is the most reliable, copper is a metal important to the US and World 
economy both in production and in use and, in addition, there is a wealth of economic literature 
on copper.   
5.2.1 Production models  
Production function models are most commonly used to examine improvements in productivity 
and to provide information about cost.  Robert Solow‘s seminal paper (1957, p. 312) included 
the Cobb-Douglas production function that can be represented in the form: 
 Qt=At Kt
 
Lt

, Equation 5-1 
where Q is the quantity of output, A represents productive efficiency, K represents capital input 
and L represents labour input (all at time t), and  and  are productivity parameters.  Solow 
recognised that, for the purpose of his study of technical change, conceptually the cleanest 
measure of aggregate output Q would be real net national product (NNP), thus including the 
input of materials whilst excluding the allowances for capital consumption.  He noted, however, 
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that long NNP series are hard to come by, so in his analysis of private nonfarm technical change 
he used private nonfarm gross national product (GNP), which included depreciation of capital, 
instead (Solow 1957, p. 314).  The equation Qt=AtKt

Lt

 exhibits Hicks-neutrality because the 
technology variable A applies equally to K and L.  Hicks-neutrality is a type of technical change 
exhibited by a production function whereby technical change does not affect the ratio of the 
marginal productivity of labour to that of capital (Chambers 1988, p. 207).   
The model with constant returns to scale can be presented in the form: 
 Qt=AtKt

Lt
(1-)
, Equation 5-2 
where constant returns to scale implies that a doubling of inputs leads to a doubling of output, 
and where 0 <  < 1 implies decreasing marginal productivity of factor inputs i.e. adding extra 
capital while holding labour input fixed yields ever-smaller increases in output (Whelan 2005).   
Parry (1999, p. 177), specifies the following more general form of the production function: 
 Qt = Atf(Kt Lt Mt), Equation 5-3 
where Qt is the output of an industry (tonnes of copper for the copper industry) at time t, which is 
a function (f ) of Kt the flow of services from the capital stock (mining and processing plant and 
equipment), Lt labour input and Mt the intermediate goods such as raw materials and energy.  At 
is a residual scalar, representing all the unobserved factors that may cause the production 
function to shift over time.  For metal production, factors that may cause changes in At include 
changes in technology and changes in resource quality.   
Parry (1997) examined productivity in copper production for the United States from 1945 to 
1994.  He found that labour productivity in copper production Qt/Lt, as shown in Figure 5-2, 
increased significantly over the period (Parry 1997, p. 23).   
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Figure 5-2 - Copper production labour productivity in the United States 
He also noted that labour productivity in the copper industry was significantly higher in 1994 
than in 1980.  Nevertheless, as Figure 5-3 (Parry 1997, p. 29) shows, while the productivity of 
labour and capital increased, the relative cost of inputs of intermediate goods increased from 
1986 to 1990 indicating that energy could be substituting for labour.   
 
Figure 5-3 - Copper inputs compared to output in the United States 
These data reflect the swings in the business cycle as well as changes in technology and scale.  
The increased productivity may have, in part, been the result of introducing the solvent 
extraction–electrowinning (SX-EW) process which enabled copper companies to ―mine‖ the 
waste streams from their earlier operations (Simpson 1999, p. 18).   
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Production models have been developed which include energy as a separate variable.  Berndt and 
Wood (1975) developed a twice differentiable aggregate production function as follows: 
Gross output (Q) = f [capital (K), labour (L), energy (E), materials (M)]; 
with a corresponding cost function:  
Total cost (C) = f (Q, PK, PL, PE, PM)  
where PK represents the price of input K etc.   
Pertinent findings from their estimates of the KLEM translog cost function for US manufacturing 
in the period 1947-1971 include: 
(i) energy demand is responsive to its own price; 
(ii) energy and labour are slightly substitutable; and 
(iii) energy and capital display substantial complementarity. 
5.2.2 Index numbers 
Another possible option for elucidating the impact of energy price changes on metal price is the 
method of index numbers derived from production and cost theory.   
There are three main aspects of economic efficiency: technical, allocative (or price), and scale 
efficiency (Farrell 1957), (Aly et al. 1990).  Technical efficiency is achieved when a firm is 
operating on that firm‘s efficient isoquant.  Allocative or price efficiency is achieved when the 
firm operates at the point of minimum cost on the isoquant.  If production is characterised by 
either increasing or decreasing returns to scale then scale efficiency may be achieved by 
increasing or reducing output respectively.  The scale of mining in the copper industry is more 
often determined by the type and grade of an ore body; however, for similar types of ore bodies 
differences in technical efficiency may be particularly important.   
Nishimizu and Page (1982) decomposed total productivity change into technological progress 
and changes in technical efficiency using a production function and calculus.  Subsequently, Färe, 
Grosskopf, and Russell (1998, p. 141) showed that their output-orientated Malmquist index 
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could be decomposed into an efficiency change component and a technical change component.  
Coelli et al (2005, p. 292) explained Färe‘s concept by showing how the Malmquist Total Factor 
Productivity index may be applied to panel data to differentiate efficiency change and technical 
change between two periods.  
A mining company may improve its productivity by improving efficiency relative to its peers or 
by introducing new production technology.  An example of technical efficiency is the matching 
of mining equipment.  Equipment is technically efficient when mechanical or electrical shovels 
are correctly sized for the trucks transporting the ore to the ore crusher that in turn matches the 
size and volume of the ore delivered to the crusher.   
Technology change occurs when a company is able to introduce new technology to gain 
productivity improvement.  Beginning in the mid 1980s a new technology, commonly known as 
the heap leach-solvent extraction-electrowinning process or SX-EW process was adopted by 
mines seeking to reduce the cost of production.  This new copper production technology utilizes 
acid to produce copper from oxidized ores and mine wastes.  Worldwide, approximately 19% of 
all copper produced was extracted by this process in both 2002 and 2008 (ICSG 2009, p. 37).  In 
Latin America, the total is closer to 40% whereas in the United States the total is approaching 
30% (Dresher 2001). 
Index numbers are often chosen to compare the relative efficiency of companies within an 
industry, for example when comparing the efficiency of firms in the power supply industry 
(Abbott 2006).  The present study however, is more concerned with the impact of changes in the 
price of energy over time on the cost of production of copper for the whole US industry and no 
further consideration will be given to Index numbers.   
5.3 Engineering models 
As described in section 2.4, economists have attempted to determine whether the price of metals 
over time follows the U shaped curve anticipated by the Hotelling model of competitive 
exploitation of scarce mineral resources described earlier.  At times metal prices appear to follow 
the U shaped curve only to be contradicted by later data.  The answer to the conundrum is to be 
found in factors such as the price of intermediate inputs and technology change.  Findings from 
those trying to isolate the impact of these factors are inconclusive.  Kopp and Smith (1981), 
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Nguyen and Streitwieser (1998) and, as noted earlier, Jorgenson (1988) concluded that in order 
to understand the role of productivity change and changes in input levels it is necessary to 
disaggregate the sources of economic growth to the sectoral level and decompose sectoral output 
growth between productivity growth and the growth of capital, labour, energy and materials 
inputs.   
Another approach is to develop an engineering model for a particular metal and calculate the 
theoretical impact of changes in technology and energy price.  The results may then be compared 
to the evidence from a KLEM type production model for that metal.  An engineering model 
depicts the technical structure of the production process as shown in Figure 5-4 adapted from 
Vogely (1985, p. 346).   
Demand
Ore
Product transformation process
Capital
Primary Treatment (mining)
Labour
Secondary treatment (concentrating)
Materials
Tertiary treatment (smelting & refining)
Energy
Supply  
Figure 5-4 – Engineering metal production model  
In economic models, the product transformation is normally embodied in a statistically derived 
production function.  Engineering models on the other hand require mathematical equations 
representing the production possibilities.  Engineering models can be useful in analysing the 
impact of changes in technology, inputs, and market structure on the production of particular 
metals, industries, and on national economies.  
The energy content of metals, such as copper, can be analysed to estimate the impact of changes 
in energy price, ore grade and changes in technology on the cost of production.  Alternative 
energy sources can be analysed to estimate the cost of the next cheapest energy source and the 
likely change in energy prices over time.  The impact of the predicted increase in energy costs on 
the price of the metals being studied can be estimated.   
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In this study, an engineering model is developed for the mining, milling and concentrating of 
copper in order to understand the energy inputs required for various copper ore grades.  The 
findings from the engineering model and economic modelling are compared.   
5.4 Limits to Growth model (LTG) 
The Limits to Growth (LTG) models of the type developed for The Limits to Growth (Meadows 
et al. 1972) and subsequently revised are more appropriate for International or National 
macroeconomic analysis.  Such comprehensive models require sound assumptions for all 
variables.  This thesis, in examining copper in detail will provide better data for such models.   
The shortcomings of Limits to Growth type models were highlighted by the now famous bet 
between economist Julian Simon and biologist Paul Ehrlich, which is more fully described in 
Chapter 7.  LTG models incorporate exponential growth in consumption, which in the long run is 
unachievable.  Additionally the predictive capacity of LTG models for metals is limited because 
no account is taken of: 
(i) firms identifying resources sufficient only to meet medium term demand; 
(ii) the effect of price on exploration for and discovery of new resources; 
(iii) the availability of substitutes in both consumption and production; and 
(iv) technical change. 
LTG models are not considered here any further, although mineral resource availability will be 
considered.   
5.5 Model selection 
The weakness of economic models in analysing technical change at the economy-wide level has 
prompted economists working in this area such as Jorgenson (1988) and Nguyen and 
Streitwieser (1998) to recommend the need to study the industries at the micro level.  The 
summary in Table 5-1, adapted from Vogely (1985), lists the strengths and weaknesses of 
economic and engineering models.  The intention in this thesis is to make use of the strengths of 
both modelling techniques by developing a predictive economic model of the KLEM type that 
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will provide information about the role of, technical change and substitution among factors in 
metal production and then to use the engineering model to validate the findings of the economic 
model.   
Table 5-1 - Strengths and weaknesses of models  
Economic models
Strength Weakness
Linking mineral demand with macroeconomic trends Analysing structural change
Analysing cyclical instability Projecting specific technical change
Projecting general technological and institutional change
Engineering models
Strength Weakness
Projecting specific technical change Measuring price elasticity of demand
Analysing structural change Measuring income elasticity of demand
Analysing business cycles and other macroeconomic impacts on demand
 
5.5.1 Results of previous researchers using economic models 
Berndt and Wood (1975, p. 260) found that, for US manufacturing, energy and capital were 
complementary whilst Griffin and Gregory‘s (1976, p. 853) study found evidence of energy-
capital substitution. 
Berndt and Wood (1979, p. 351) revisited the topic of energy-capital (E-K) complementarity in 
1979 concluding that there was a growing body of econometric evidence supporting the 
existence of E-K complementarity in US manufacturing from 1947 to 1971.  They also proposed 
that either engineering or econometric estimates of gross E-K substitution elasticities could be 
used in modelling energy demand (with a negative cross-elasticity of demand indicating 
complementarity) and that engineering estimates may be preferable for long-term forecasts 
involving new technologies and in countries with known technologies but with unreliable 
economic data.   
The findings on energy use from a number of authors who contributed to the book Modelling 
and Measuring Natural Resource Substitution (Berndt and Field 1981) were as follows: 
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Jorgenson and Fraumeni (1981, p. 43) estimated a translog cost model using data from 1958-
1974 for thirty-five sectors of the US economy and found that for twenty-nine of them technical 
change has been energy using i.e. non-neutral, indicating productivity fell as the price of energy 
increased ceteris paribus; however, factors other than energy price may have contributed to this 
finding.   
Kopp and Smith (1981, p. 161) consider that neoclassical models were best viewed as 
approximations of the underlying technologies.  They recommend that a rudimentary knowledge 
of the process technology is essential to judge whether a particular form of input or aggregation 
of inputs will distort the estimate of the Allen elasticity of input substitution.  The Allen 
elasticity of substitution (AES) measures the proportionate change in the ratio of quantities of 
factors employed given a proportionate change in the ratio of their prices (Tarjani 2004, p. 12).   
Griffin (1981, p. 76) found energy-capital (E-K) substitutability in the electricity generation and 
petrochemical industries while the iron and steel industry revealed zero elasticity of substitution 
between these inputs.  Griffin refers to estimates of the Allen elasticity of substitution between 
energy and capital ranging from 1.07 to -1.01.  Annual time-series studies carried out in the 
1970‘s using a KLEM production model strongly supported E-K complementarity (Griffin 1981, 
p. 79).   
In summary since Berndt and Wood‘s (1975) findings of energy-capital complementarity and 
Griffin and Gregory‘s (1976) evidence of energy-capital substitution, researchers have devoted 
considerable efforts to reconciling these conflicting results.  After more than two decades, 
economists have not yet come to an agreement as to whether energy and capital are 
complementary or substitutable (Nguyen and Streitwieser 1998, p. 6).  Virtually all studies of 
factor substitution used data aggregated at various levels because micro data were not available.  
Nguyen and Streitwieser (1998) used plant-level data, rather than aggregate data, to estimate the 
Morishima elasticity of substitution, which they contend is the theoretically correct measure, as 
opposed to the Allen elasticity of substitution.  They selected ten industries that had sufficient 
data for estimating separate production functions of both small and large plants. These industries 
were; meat packing, canned fruits and vegetables, bread and related products, paperboard mills, 
industrial inorganic chemicals, plastics and resins, industrial organic chemicals, plastics products, 
gray and ductile iron foundries, and medical instruments.  They argued  that plant-level data 
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were more appropriate for measuring technical substitution relationships among factors of 
production.  Their analysis indicated that capital, labour, energy, and materials were substitutes 
in US manufacturing production.  In concluding, they noted that their results were based on 
cross-section data for a single year and that it is important to examine the robustness of these 
results by using time-series micro data.  Since this thesis uses time series data and is examining 
the whole industry rather than comparing small and large plants, in this study either the AES or 
Morishima elasticity of substitution may be used with confidence as will be discussed later.   
McCarthy and Urmanbetova, in their analysis of the US pulp and paper industry reported that in 
that industry labour and energy were complements and labour and materials and energy and 
materials were substitutes.  (McCarthy and Urmanbetova 2006, p. 14).   
Thompson (2006) in his study of a non-renewable resource and substitution in the neoclassical 
growth model, added a non-renewable resource to the KLEM production function which has 
been described previously such that: 
Q = ƒ(K, L, E, M, N) 
where N represent the non-renewable resource stock.   
Whilst this general functional form can be specified in a way that includes all the attributes 
expected in production from a non-renewable resource, including technology and scale effects, it 
is important to understand the degree to which one factor may be substituted for another.  This 
requires an understanding of the elasticity of substitution between inputs.  For copper, the 
resource stock effects may be represented by changes in ore grade.   
The intent of this thesis is to analyse historical data to reveal the impact of energy price increases 
on copper prices given decreasing ore grades and technology changes.  As already explained, 
researchers using KLEM production and cost functions to observe the degree of substitution 
between the inputs have reported conflicting results.  The literature (Christensen, Jorgensen, and 
Lau 1973), (Berndt and Wood 1977, p. 29), (Greene 1997, p. 527) suggests, that the translog cost 
function offers the greatest opportunity of achieving consistent predictions.   
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Data on copper mining in the United States are consistent and reliable over a long period; 
however, input share data are available at only five-year intervals.  Output price and quantity 
data are available annually. 
The theory of production and of substitution will first be explored and this leads on to an analysis 
the Cobb Douglas and CES cost functions before proceeding to a discussion of the translog cost 
function.   
5.5.2 Theory of production 
In the KLEM production function output (Q), the dependent variable, is a function of the 
independent or explanatory variables: capital (K), labour (L), energy (E), and materials (M) 
Q = ƒ(K, L, E, M) 
The relationship between Q and each exogenous variable and the availability of data will 
determine the most appropriate functional form applicable to a particular economy or industry.  
Commonly used functional forms are listed in Table 5-2 adapted from Coelli et al. (2005, p. 
211), where the levels of inputs are represented by Xi.   
Table 5-2 – Functional forms of production functions  
Name Function short form (n=2) Function full form 
Linear Q = 0 + 1X1 + 2X2 
Q = 0 +  

N
n 1
nXn 
Cobb-Douglas Q = 0X1
1 
X2

 
Q = 

N
n 1
 X
n
n

 
Constant 
Elasticity of 
Substitution 
(CES) 
Q = 0 [X1
 
+ (1- )X2

]
1/
 
Q = 0(

N
n 1
n X n

)
1/
 
Translog Q = exp[0 + 1ln(X1) + 2ln(X2) + 
2
1
11ln(X1)ln(X1) +
2
1
22ln(X2)ln(X2) + 
12ln(X1)ln(X2)] 
Q = exp(0 + 

N
n 1
nlnXn + 
2
1


N
n 1


N
m 1
nlnXn lnXm) 
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An explanation of the concept of the elasticity of substitution is provided in the next section prior 
to proceeding with a discussion of each of the functional forms described in Table 5-2.   
5.5.3 The relevance of elasticity of substitution 
The term ‗elasticity of substitution‘ has been attributed to both John Hicks (1932) and Joan 
Robinson (1933); however Hicks (1970) acknowledged that Robinson had the sole right to the 
term ‗elasticity of substitution‘ and that he had defined the ‗elasticity of complementarity‘ and 
that in the two factor case one is the reciprocal of the other and that there was perfect duality 
between the two concepts.   
For a two-factor capital and labour production function, the marginal rate of technical 
substitution, (MRTS) of labour for capital is the ratio of the marginal product of labour to the 
marginal product of capital and shows the rate at which labour can be substituted for capital 
(while holding output constant) along an isoquant.  
The marginal physical product or marginal product of an input is the additional output that can 
be produced by employing one more unit of that input while holding other inputs constant.  
Marginal physical product of capital = MPK = ∂Q/∂K = ƒK 
Marginal physical product of labour = MPL = ∂Q/∂L = ƒL 
ƒK/ƒL = 
Q / K
Q / L
 
 
 ≈ - L/KQ0 
The marginal product of labour in moving from A to B on the isoquant in Figure 5-5 is 
approximately L/L1 and the marginal product of capital is K/K1 whilst output Q is held 
constant at Q0.   
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K Isoquant Qo
L
K1 A
K2 K
B
 L1  L2 L  
Figure 5-5 - A representation of the production isoquant for capital and labour 
The marginal rate of technical substitution of one input L for another K equals the marginal 
product of L divided by the marginal product of K. 
The following proof of this assertion may be found in Nicholson (1998, p. 273).   
Differentiating the production function Q = (K, L) gives: 
dQ = ∂/∂L dL + ∂/∂K dK = MPL dL + MPK dK 
 
Along an isoquant dQ = 0, therefore 
MPL dL = -MPK dK 
-dK/dL           = MPL/MPK = MRTS = ƒL/ƒK 
 Q=Q0 
Thus, MRTS is defined as a positive number. 
The question of how much substitution will occur when relative prices change is important to 
understanding the impact on metal price of an increase in energy price.  The direct elasticity of 
substitution, defined in the above example as the proportional change in K/L associated with a 
unit proportional change in ƒL/ƒK while holding output constant (Layard and Walters 1978, p. 
266), will be useful in answering this question.   
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The elasticity of substitution measures the proportional change in K/L relative to the proportional 
change in the MRTS along an isoquant.  That is, the direct elasticity of substitution between K 
and L is written mathematically as:  
 
KL
percent ( K/L ) d( K / L ) / ( K / L ) ln( K / L )
percent MRTS d( MRTS ) / MRTS lnMRTS

 
  
 
 
Equation 5-4 
which Layard and Walters, (1978, p. 266) and Sydsaeter, Strom, and Berck (2005, p. 37) present 
as: 
 
KL
L K K L
ln( K / L ) ln( K / L )
ln( / ) ln( / )

 
  
    
 Equation 5-5 
where L and K are the marginal productivities of labour and capital. 
The term direct elasticity of substitution is used to distinguish it from the Allen elasticity of 
substitution, also known as the partial elasticity of substitution, which applies where there are 
more than two inputs; however, for the two input case the Allen elasticity of substitution reduces 
to the direct elasticity of substitution  Because K/L and the MRTS move in the same direction 
along an isoquant the value of  is a positive value for inputs that are substitutes.   
The elasticity of substitution was designed as "a measure of the ease with which the varying 
factor can be substituted for others" (Hicks 1932, p. 117). The elasticity of substitution  is 
effectively a measure of the curvature of an isoquant.  This concept is illustrated graphically in 
Figure 5-6 adapted from Nicholson (1998, p. 279) and CEPA (2005a).   
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K Isoquant Qo
e'
e

R

M
L
 K'/L'  K/L dK'/dL' dK/dL  
Figure 5-6 - Elasticity of substitution 
Suppose we move from point e to point e on the isoquant.  At point e, the MRTS is 
 -dK/dL, as represented by the slope of the line tangent to point e, while the capital-labour ratio is 
K/L, as represented by the slope of the chord connecting e to the origin.  When we move to e the 
MRTS increases to -dK/dL while the capital-labour ratio increases to K/L.  Thus, the elasticity 
of substitution compares the movement in the chord from K/L to K/L (denoted heuristically by 
R in Figure 5-6) to the movement in the MRTS from -dK/dL to -dK/dL (represented by  
M
).  
The elasticity of substitution is thus, intuitively speaking,  = R/M  (Chambers 1988, p. 31) 
(CEPA 2005a). 
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It is immediately evident that, intuitively, the more curved or convex to the origin the isoquant is, 
the less the resulting change in the factor proportions will be (R is lower for the same M), thus 
the elasticity of substitution  is lower for very curved isoquants, and zero for an ‗L‘ shaped 
isoquant representing a fixed proportions technology (the Leontief case).   
5.5.3.1 Elasticities of substitution in multi-input cases 
The Elasticity of Substitution () measures the degree of substitutability between two factors.  A 
positive value of  signifies that L and K are substitutes.  Restricting the number of inputs to two 
with a convex to the origin isoquant eliminates the opportunity for complementarity except in the 
Leontief case, when  = 0.  In a more general case, when there are many inputs available, the 
degree of complementarity may be such that the measure of elasticity of substitution between 
two inputs is negative, i.e.  < 0 (Chambers 1988, p. 35), (CEPA 2005a).  Then the two inputs 
are complements.   
Extending the concept of the elasticity of substitution from a two-input production function to 
one with three or more inputs introduces complications.  When measuring the elasticity of 
substitution between two factors when there are other factors in the production function, one 
must take care to control for possible cross-effects.  There are different schools of thought on the 
appropriate measure for the elasticity of substitution between inputs i and j in the context of a 
wider, multiple-input production function Q = (X1, X2, Xi,.. Xn), where Xi represents the various 
input levels.   
Three measures will be briefly mentioned.  The simplest and most obvious measure is the direct 
elasticity of substitution (DES) between two factors Xi and Xj and is denoted: 
 ij
D
 = ((iXi + jXj)/XiXj)·(|Bij|/|B|) 
Specifically, Xi and Xj are the quantities of the inputs, i and j are their marginal products, |B| is 
the determinant of the bordered Hessian and |Bij| is the cofactor of ij (in our earlier case, this 
was |BKL| = KL).  The Hessian matrix is the square matrix of second-order partial derivatives of 
a function; that is, it describes the local curvature of a function of many variables.  The Hessian 
matrix is bordered in order to solve a specific minimisation problem, namely minimising the 
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total cost of production subject to an output constraint.  Thus, the direct elasticity measure is 
identical to our earlier measure for the two-input case, assuming that the other factors in the 
production function are fixed and thus can be ignored (CEPA 2005a). 
Allen (1953) 
26
developed the equations for the partial elasticities of substitution.   
Assuming the production function:  Q = (X1, X2, .., Xn). 
i =  ∂Q/∂ Xi 
j =  ∂Q/∂ Xj 
Allen (1953, p. 504) defined the partial elasticity of substitution (AES)between any two factors i 
and j as: 
(X11 + X22+..... +Xnn)       |Bij| 
ij
A
 =  
   XiXj            |B| 
 
Where |B| =  0  1  2     n 
         1 11 12    1n 
        ……………. 
         n 1n 2n    nn 
 
Alternatively: 
ij
A
 = (( iiXi)/XiXj)·(|Bij|/|B|) which in the two factor case is the direct elasticity of substitution 
as described previously.   
                                                 
26
Refer to Hicks (1932, p. 177), and Allen (1938, p. 340-3, p. 503-9) for their original definition of the elasticity of 
substitution.  An early review of the concept and its uses may be found in Morrisset (1953). 
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An alternative measure of elasticity of substitution in the multi-factor case was proposed by 
Michio Morishima (1967) as the Morishima elasticity of substitution (MES) and defined as: 
ij
M
 = (j/Xi)·(|Bij|/|B|) - (j/Xj)·(|Bij|/|B|) 
which has the unusual property of being asymmetric, i.e. ij
M
  ji
M
.  This may be important in 
the case of increasing energy costs where a firm invests in capital to reduce the impact of 
increased energy price and then if energy prices fall, the firm is not in a position to decrease 
capital costs.  The Morishima measure can be re-expressed in terms of the Allen measure as 
follows: 
ij
M
 = (jXj/iXi)(ij
A
 - jj
A
) 
where ij
A
 and jj
A
 are Allen elasticities of substitution.  One of the implications of the 
Morishima measure is that it classifies factors somewhat differently from Allen's measure.  More 
specifically, for any two inputs, Xi and Xj, it may be that ij
M
 > 0 but that ij
A
 < 0, so that by the 
Morishima measure, the inputs are substitutes, but by the Allen measure, the inputs are 
complements.  In general, factors that are substitutes by the Allen measure, will be substitutes by 
the Morishima measure; but factors that are complements by the Allen measure may still be 
substitutes by the Morishima measure. Thus, the Morishima measure has a bias towards treating 
inputs as substitutes (or, alternatively, the Allen measure has a bias towards treating them as 
complements). For a comparison between the two measures and a defence of the Morishima 
elasticity, see Blackorby and Russell (1989).   
The AES and MES are long-run elasticities because they allow all inputs to vary, unlike the 
direct elasticity of substitution (DES) which measures substitutability between two inputs 
holding all the other inputs at their current levels.  The DES is sometimes referred to as a short-
run elasticity in contrast to the AES and MES . In the two input case, however, DES = AES = 
MES (Coelli et al. 2005, p. 17).   
The principle of parsimony implies choosing the simplest functional form and analytical method 
that gets the job done (Coelli et al. 2005, p. 212).  Almost all of the KLEM cost function 
literature relating to the elasticity of substitution reports the Allen Elasticity of Substitution 
(AES) measures and since the principal objective is to estimate the impact on increased energy 
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prices on cost and to compare the results with those of previous studies, the AES has been 
employed for detailed analysis of the data.   
Consider now the alternative functional forms of production functions described in Table 5-2.   
5.5.3.2 Linear functional form 
Linear production technology, as represented by the formula  
Q = K + L 
reflects perfect substitution.   
The isoquants are straight lines, the marginal products of capital and labour are constant and the 
marginal rate of technical substitution (MRTS) = 
Q Q
dK
dL
 

  = /, as depicted in Figure 5-7.   
   K
Isoquant Q
Q/

Q/ L
 
Figure 5-7 - Linear production function 
The MRTS does not change at all along the isoquant and the elasticity of substitution tends to 
infinity.  Technologies where the linear production function would be relevant are uncommon; 
however, it may have application in a production technology such as alcohol distilling.  If the 
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MRTS of wheat for barley does not change, then the isoquant for alcohol production with wheat 
on one axis and barley on the other may be a linear function.   
5.5.3.3 Cobb-Douglas functional form 
For the Cobb-Douglas production function where, Q = AK
1
L
2
E
3
M
4
, it can be shown that the 
exponents 1, 2, 3, 4 are the output elasticities, the percentage change in output resulting from 
a one percent increase in the level of input in question.  For ease of exposition when only capital 
and labour inputs are included, the Cobb-Douglas production function reduces to: 
Q = AK
α
L

 
In this form of the Cobb Douglas production function, output elasticity measures the 
responsiveness of output to a change in levels of either labour or capital used in production.  For 
example if  = 0.7, then a 1% increase in labour input, holding the capital input constant, will 
yield an increase in output of approximately 0.7%. 
Functions, such as the Cobb-Douglas, which can be expressed in terms of polynomials, are 
classified as algebraic functions.  Exponential and logarithmic functions are non-algebraic and 
are also referred to by the more esoteric name of transcendental functions (Chiang 1984, p. 27).  
This type of production function will be considered later in the discussion.  
A function y = (r1,....., rn) is said to be linearly homogeneous of degree ‗s‘ when the sum of the 
powers of each and every term are equal to ‗s‘ and when multiplication of each independent 
variable by a constant k will alter the value of the function by k
s
 i.e. if (kr1,...., krn) = k
s
y  
(Baumol 1977, p. 281).  ‗Linear homogeneity‘ ‗homogeneous of degree one‘ and ‗constant 
returns to scale‘ are interchangeable terms used to describe a particular production function such 
that if all inputs are expanded in the same proportion, then output is expanded in that same 
proportion (Ferguson 1969, p. 137).  However, Chiang (1984, p. 411) cautions against using the 
term ―linear homogeneous functions‖ because it could wrongly convey the impression that the 
functions themselves are linear.   
The Cobb-Douglas function Q=AK
α
L

, is homogeneous of degree one if  
(α+β) = 1.  In this instance, when both independent variables are increased by the same 
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percentage, the level of the dependent variable increases by that percentage.  A production 
function that is homogeneous of degree one is said to have constant returns to scale.  That is, if L 
and K are each increased by 10% in the Cobb-Douglas production function described above, Q 
increases by 10%.  This relationship is demonstrated in Figure 5-8 where, for the Cobb-Douglas 
function Q = AK
α
L

, when A is set at unity and α and  each equal 0.5 then if K and L are each 
increased from 100 to 110, Q also increases from 100 to 110. 
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Figure 5-8 - Cobb Douglas function – homogeneous of degree one 
If (α + β) < 1, returns to scale are decreasing, and if (α + β) > 1, returns to scale are increasing.   
The properties of the Cobb-Douglas functional form are:   
Homogenous of degree:   (α + β) 
Elasticity of scale:   = (α + β) 
Elasticity of substitution:   = 1 
The elasticity of substitution constraint is a restrictive property of all Cobb-Douglas production 
functions (Coelli et al. 2005, p. 19).   
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5.5.3.4 Constant Elasticity of Substitution (CES) functional form 
The Constant Elasticity of Substitution (CES) production function was introduced by Arrow, 
Chenery, Minhas and Solow (1961) thus, it is also sometimes known as the ACMS function.  A 
CES function, as its name indicates, possesses a constant Elasticity of Substitution () between 
each pair of inputs for all levels of inputs.  The CES production function takes the following 
form in the two-input case: 
Q =  [K- + (1-)L-]-r/  
where   is the efficiency parameter, which represents the "size" of the production function;  is 
the distribution parameter, which will help explain relative factor shares (so 0    1);  is the 
substitution parameter, from which the elasticity of substitution may be derived and r denotes the 
degree of homogeneity of the function.  
The marginal products are: 
K = 

(Q/K)

 
L = 

(Q/L)

 
and thus, the MRTS is: 
K/L = (/(1-))(L/K)
+1
 
Thus, in order for there to be decreasing MRTS (i.e. convex isoquants), we must assume that the 
substitution parameter takes on the value   -1.   
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Given the following CES production function: 
   
1
-Q A K (1- )L where  A 0; 0 1;-1 0
    

          
where A is the efficiency parameter indicating the state of technology; 
is the distribution parameter indicating relative factor share; and 
ρ is the substitution parameter that determines elasticity of substitution   
the elasticity of substitution of a CES production function will be  = 1/(1+) as Chiang and 
Wainwright (2005, p. 398 ) and Cooke (2008) demonstrate by the following method:  
K K
L L
Q PdK
= - = -
dL Q P
 
( )
< 0
1+ρ
L
K
QdK 1- α K
= - = -
dL Q α L
 
 
 
 
( )
1+ρ 1+ρ
K K
L L
P P1- α K K α
= , =
α L P L 1- α P
      
      
      
 
   1 1+ρ 1 1+ρ
L
K
PK α
= c  where  c =
L P 1- α
    
    
    
 
  L
K
PK
ln = lnc+1 1+ ρ ln  
L P
  
  
   
 
 
L
K
K
dln
1L
σ = =
1+ ρP
dln
P
 
 
 
 
 
 
 
It can be noted that as   0 the value of   1, which is the Cobb-Douglas case.  The shape of 
the isoquant curves as shown in Figure 5-9 move from K and L being perfect substitutes when  
= -1, to the right-angled isoquant when    where no substitution is possible (Coelli et al. 
2005, p. 17).   
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Figure 5-9 - CES production function isoquants 
It therefore follows that given that the elasticity of substitution  = 1/(1+): 
For -1<  < 0, then >1; if = 0, then  = 1; if 0 <  < then  < 1 
As 0, which is the Leontief case.   
For, the CES function collapses to the Cobb-Douglas case with as is shown in the 
following proof where  = 1 for convenience: 
 
 1/Q  [ aK  (1 a )L ]        Equation 5-6 
lnQ = -ln[ K- + (1-)L- ] 
Applying L‘Hopital‘s (Bernoulli's) rule 
0
lim

 lnQ =  lnK+ (1-) lnL 
Therefore, Q = K
α
L
(1−α)
 
In some texts (Nicholson 1998, p. 283) the exponent  in Equation 5-6 has a positive sign as 
follows: 
Q =  [ K + (1-)L ]1/
However, the notation presented in Equation 5-6 is used in this thesis.   
  
123 
5.5.3.5 Translog (transcendental logarithmic) functional form 
The transcendental logarithmic (translog) function shown in Equation 5-7 was introduced by 
Heady and Dillon (1961, p. 205) and made popular by Christensen, Jorgenson, and Lau (1971) 
and Sargan (1971) .   
 
2 2
0 1 1 2 2
11 1 22 2 12 1 2
lnY ln β β lnX β lnX
+β (lnX ) β (lnX ) +β (lnX )(lnX )
  

 
Equation 5-7 
This second degree polynomial can be estimated by conventional least squares, fulfilling one 
of the requirements that Heady and Dillon (1961, p. 197) alluded to in their following advice to 
researchers in the field: 
―Apart from such general lacunae in understanding the production logic, there is another 
difficulty that besets the researcher in his attempt to formulate a model of the production process.  
For empirical research the model has to be not only logically sound but also computationally 
feasible.‖   
The translog has a flexible functional form permitting the partial elasticities of substitution 
between inputs to vary as the input vector changes.  The translog functional form has been 
chosen for use in this thesis and is more fully described in later sections.   
5.5.4 Why select a cost function model? 
As is more fully explained in section 5.6, if metal production technology can be represented by a 
production function then a cost function may be derived from the production function.  The 
available data influenced the decision to select a cost function for use in this study.   
Information on the quantity of inputs used in US copper production is available only in five 
yearly census data.  The U.S. Census Bureau provides this data in the US Economic Census 
under the category of Mining (U.S. Census Bureau 2004).  Annual input quantity data were not 
available to estimate a production function.  However, corresponding to each form of the 
production function there is a corresponding cost function.  Cost functions relate total cost of 
production to input prices, output level and technology.  Since input price data were available 
annually, a cost function was chosen ahead of a production function; furthermore, given that 
input prices rather than the quantity of inputs can be considered exogenous, one can argue that 
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econometric estimation of a cost function is less likely to suffer from simultaneous equations 
bias (Coelli, Prasada Rao, and Battese 1998, p. 54).   
5.5.5 Using the theory of cost to predict changes in the cost of production 
The cost to produce a product can be defined by the cost equation: 
C = ∑ PiXi 
where Pi are the input prices and Xi the input quantities. 
 
The cost function is: 
C = ƒ(Q, P1,……Pn,) 
where Q is quantity of output.   
The difference between the cost equation and the cost function is that the latter incorporates cost 
minimising behaviour. The cost equation is a statement of fact whereas the cost function 
incorporates the assumption that the cost of producing a given level of output is minimised as 
illustrated in the following explanation of Allen Elasticities.   
Assuming that for any level of output a rational firm will attempt to minimise  
C = ∑PiXi, and will therefore operate on the cost function, the partial derivative: 
∂C/∂ Pi = Xi ≡ Ci  
where Ci is the cost minimizing amount of input of factor Xi.   
As noted earlier Allen (1953, p. 504) developed the equations for the partial elasticities of 
substitution, defined as: 
ij
A
 = ((iiXi)/XiXj)·(|Bij|/|B|) 
If the total number of factors is two, this reduces to the direct elasticity of substitution, i.e. ij
D
 = 
ij
A
. This is perhaps the most popular measure of the elasticity of substitution in general 
applications (CEPA 2005a).   
Assuming cost-minimization, then the Allen elasticity of substitution reduces to: 
ij
A
 = ij/sj (Layard and Walters 1978, p. 269) 
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where ij = lnXi/lnPj, i.e. the elasticity of the demand for the i-th factor Xi with respect to the 
price of the j-th factor Pj.   
 
The term Sj is the j-th factor's share of total expenditures by the producer.   
Sj = PjXj/
n
1
PiXi, where the numerator PjXj is the expenditure by the producer on the j-th factor 
and the denominator PiXi is total expenditures.   
The effect of a rise in the price of input ‗1‘ on the total cost of producing a given level of output 
is obtained by taking the total derivative of the cost equation: 
dC/dP1 = X1+P1∂X1/∂ P1 +  
 1J
Pj∂Xj/∂ P1  
Recalling that cost minimisation requires that X1 = ∂C/∂P1, this expression can be rewritten as: 
dC/dP1 = X1+P1C11 + 
 1J
PjC1j 
where C1j is the second derivative of the cost function with respect to the prices of input 1 and 
the j-th input, J= 2…n.   
To calculate an elasticity of cost with respect to the price of input ‗1‘, multiply the previous 
expression throughout by P1/C: 
1dP
dC
C
P1
 = 
C
P1
X1+
C
P1
P1C11+
C
P1

 1J
PjC1j 
This expression can be converted to one in terms of the Allen elasticities of substitution and 
factor cost shares.  Noting that ij = 
ji
ij
CC
CC
we can multiply the last two terms in the equation 
above and below by 
jCC
C
1
to obtain the following equation: 
1dP
dC
C
P1
 = 
C
P1
X1+
C
CC 11
11CC
C
C
P1
P1C11+
C
CC j1
jCC
C
1 C
P1

 1J
 PjC1j 
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Now (C1jC)/(C1Cj) are the Allen elasticities and (PjXj)/C are the cost shares, Sj and, recalling 
that, with cost minimisation, Cj = Xj, then the equation can be written:   
  
1
dC / C
dP / P
 = 
1dP
dC
C
P1
 = 
C
XP 11
(1 + 11S1 + 
 1J
1jSj) 
              = S1(1+11S1+
1j
 1jSj) 
where Sj is the share of the input ‗j‘ in the total cost and 1j are the Allen elasticities of 
substitution between input 1 and j.   
With fixed proportions technology, all ij would be zero (Leontief production function).  A one 
percent increase in the price of input ‗1‘ would result in an S1 percent increase in total cost of 
producing a given level of output e.g. if energy is thirty percent of the cost then a one percent 
rise in the price of energy will increase total cost by 0.3 percent.   
If ij are not zero the formula will adjust the above result to take this into account.  In the 
variable proportions technology Allen elasticities of substitution may be non-zero:  
ij
A
 are Allen substitutes if ij
A
 >0 and Allen complements if ij
A
 <0.    
= S1(1+11S1+
1j
 1jSj) it would appear that the effect of the From the expression:   
non-zero 1j, would be to moderate the effect on cost of a one percent rise in the price of input 
―1‖, depending on the possibility of substituting other inputs for the input whose price has 
increased.  Specifically, the term: 
S1(1+11S1+
 1J
1jSj)  
would seem to offer the possibility of moderating the effect on cost of the rise in input price.  
However, Allen (1953, p. 502-505) notes that this term must take a value of zero if the cost 
function is to have the required property of convexity necessary for stability of the factor demand 
curves.   
1dP
dC
C
P1
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While the percentage change in cost resulting from an infinitely small change in input price is 
always measured by the input share, the expression described above is correct in its intention.  In 
the case of a finite change in input price, the effect on cost can be less than the proportion 
indicated by the cost share because of the substitution possibilities described in the percentage 
change in price expression. The following examples in sections 5.6.1 and 5.6.2, based on the 
Cobb-Douglas and CES production functions, illustrate this point.   
5.6 Derivation of a cost function  
The assumption of cost minimisation produces a dual cost function corresponding to any 
production function as illustrated in the following examples that utilize the conditions for cost 
minimisation.   
Minimise   C = rK + wL,  
subject to   Q = (K, L), 
where C is total cost, r the rental rate of capital, K the quantity of capital, w is the wage rate, L 
the quantity of labour and Q the quantity of output.   
Setting up the problem in Lagrangian form for the isoquant Q*, we have: 
L = rK + wL + (Q* - (K, L)) (Nicholson 1998, p. 301) 
where  is the Lagrangian multiplier. This yields the following first order conditions for a 
maximum: 
 L / K = r - K = 0 
 L /dL = w - L = 0 
 L /d = Q* - (K, L) = 0 
Combining the first two yields: 
 K
L
r f
w f
  
Equation 5-8 
 
This condition of cost minimisation will be used to derive cost functions for the Cobb-Douglas 
and CES cases.   
Given the production function: 
Q = (K, L) 
the partial derivative of Q with respect to K: 
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Q/K = K(K, L) 
is the marginal physical product of capital (MPPK).   
Similarly, the partial derivative of Q with respect to L: 
Q/L = L(K, L) 
is the marginal physical product of labour (MPPL).   
5.6.1 The cost function in the Cobb-Douglas case 
The two partial derivatives can be calculated for the standard Cobb-Douglas production function 
Q = AK

L

, where A is some positive constant and  and  are each positive but less than one.  
The magnitude of A will proportionately affect the level of Q.  Hence, A may be considered as an 
efficiency parameter.  It may represent the state of technology (Chiang 1984, p. 416).  The 
production function, together with the conditions for cost minimization discussed in section 5.6, 
can be used to derive a cost function as follows: 
Partially differentiating output with respect to K, gives: 
MPPK = K = K

L

 
In addition, partially differentiating with respect to L, gives: 
MPPL = L = K

L

Now assume the Cobb-Douglas form is homogeneous of degree one and that Q is expressed in 
units such that A=1: 
 Q = K

L
 Equation 5-9 
  
Commencing with the previously developed  Equation 5-8 which assumed cost minimisation:  
r/w = K/L  
K = K
(
L

 
L = (1-K

L

 r/w = K/L = K

L

/(1-KL = [(1-)](L/K) Equation 5-10 
  
Combining Equation 5-9 and Equation 5-10 yields: 
K = wL/(1-)r = [w/(1-)r](Q/K)1/(1-) (Simon and Blume 1994, p. 563) 
Raising each
 
side to the power (1-): 
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K
(1-)
 = [w/(1-)r](1-)(Q/K) 
Transposing yields the equation for K: 
 K = [w/(1-)r] (1-)Q  Equation 5-11 
  
Similarly, one computes L: 
 L = [(1-)r/w ]Q  Equation 5-12 
  
Now substitute Equation 5-11 and Equation 5-12 into the cost equation: 
C = rK + wL 
   = r[w/(1-)r] (1-)Q + w[(1-)r/w ]Q 
   = Q [r(w/(1-)r) (1-) + w((1-)r/w )] 
This reduces to: 
C = Qr

 w 
(1-)
[(/(1-)) (1-) +((1-)/)] 
which is the cost function corresponding to the Cobb-Douglas production function.   
For an increase in the price of an input, total cost will increase according to the formula: 
C = Q r

 w 
(1-)
[/(1-)] (1-) +[(1-)/] 
This cost function is used to illustrate the impact of a unit increase in the wage rate on total cost 
and the results are shown in Table 5-3.  Output is set at Q = 1 and the coefficient on labour input 
in the production function is set at .  
Table 5-3 - Total cost increase for various wage rate increases for Cobb-Douglas function 
Rental rate
r w % increase C % increase
1 1 2.00
1 2 100% 2.83 41%
1 3 200% 3.46 73%
Quantity Q = 1
 = 0.5
CostWage rate
 
A doubling in the wage rate, in this example, results in a less than 50% increase in cost, and a 
tripling results in a 73% increase.  Without substitution, the increases would be 50% and 100% 
respectively.  These results illustrate the role of substitution in moderating the effect of an input 
price increase on the cost of production.   
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5.6.2 Derivation of a CES cost function 
The Constant Elasticity of Substitution (CES) production function, originally described by 
Arrow, Chenery, Minhas and Solow (1961) takes the following form in the two input case: 
Q = [K- + (1-)L-]-r/ 
where  is the efficiency parameter that represents the "size" of the production function;  is the 
distribution parameter that will help us explain relative factor shares;  is the substitution 
parameter and r denotes the degree of homogeneity of the function.  To make the equation 
homogeneous of degree 1, thereby imposing constant returns to scale, set r = 1 (Layard and 
Walters 1978, p. 272) and the equation becomes: 
Q =  [ K- + (1-)L- ]-1/
Following the procedure set out in section 5.6.1, the assumption of cost minimisation can be 
employed once again to develop the dual cost function corresponding to the CES production 
function.   
Commencing with the CES function Q = [K- + (1-)L- ]-1/ where if for convenience,  units 
are assumed to be chosen such that  the positive constant, equals one, then the cost function 
corresponding to the CES production function can be calculated as follows, starting with the 
condition for cost minimisation: 
 r/w = K/L Equation 5-13 
Where w and r represent the unit input prices.   
 r/w = K/L = [/(1-)](L/K)

 Equation 5-14 
 
Combining Equation 5-13 and Equation 5-14 yields: 
 K = [r][rw]  Equation 5-15 
 
And after Marrewijk (2007): 
 L = [(1-w][rw]  Equation 5-16 
Now substitute Equation 5-15 and Equation 5-16 into the cost equation: 
C = rK + wL 
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C =r[r][rw]+ 
     w[(1-w][rw]
   = [r(r)+w((1-w)][rw]
    = [r
+w(1-][rw]
which reduces to: 
C = [rw] 
Choosing the value of the distribution parameter  = 0.5, so that the inputs share equally in total 
cost and setting w = r = 1, it can readily be seen that C = 2 for any value of .  The cost function 
can now be used to calculate the percentage increase in cost resulting from a finite increase in the 
price of one of the inputs, say a 100% increase in the price of labour.  In the Leontief case, as 
0, and under the assumptions noted above, a 100 % increase in the price of labour 
would increase unit cost by 50% from 2 to 3.  We can now use the model to ascertain the effects 
of a 100% increase in the price of labour when , corresponding to various values of 
Table 5-4 illustrates the impact on total cost of a unit increases in the wage rate as the 
elasticity of substitution () is increased. 
Table 5-4 - Total cost increase for various wage rate increases for CES function 
Rental rate  
r w 1 w 2 w 3 (1/1+ ) C  for w =1 C  for w =2 C  for w =3  w 2-w 1 w 3-w 1
1 1 2 3 9999 0.0001 2.00 3.00 4.00 50% 100%
1 1 2 3 9.00 0.1 2.00 2.98 3.95 49% 97%
1 1 2 3 3.00 0.25 2.00 2.96 3.87 48% 93%
1 1 2 3 1.00 0.5 2.00 2.91 3.73 46% 87%
1 1 2 3 0.01 0.99 2.00 2.83 3.47 42% 73%
1 1 2 3 -0.33 1.5 2.00 2.75 3.22 37% 61%
1 1 2 3 -0.50 2 2.00 2.67 3.00 33% 50%
1 1 2 3 -0.67 3 2.00 2.53 2.68 26% 34%
Wage rate Cost C  % increase
 
For , a doubling in wage rate results in a 50% increase in the unit cost of production and as 
the elasticity of substitution increases, so the percentage increase in cost decreases.  It can be 
seen from the results reported in Table 5-4 that as the elasticity of substitution increases from 0 
to 3 the effect of a 100% increase in the price of labour falls from a 50% increase to a 26% 
increase in unit cost.  For tripling of the price of labour, the cost increase ranges from 100% to 
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34%.  Figure 5-10, based on a doubling in the price of labour, demonstrates that the effect of 
higher values of  on the percentage change in cost is non-linear.   
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Figure 5-10 – Percentage change in unit cost for a 100% increase in the price of labour 
These results suggest that low values of the substitution elasticities between energy and other 
inputs such as those noted in section 5.5.1 will not result in significant alleviation of the effect of 
rising energy prices on the cost of producing metals.  Nevertheless, any conclusion must be 
based on the actual values of these substitution elasticities in metal production, and, moreover, 
take account of such factors as technical change and ore grades.  The discussion now turns to the 
estimation of the chosen translog cost function that takes these factors into account.   
5.6.3 Choosing a translog cost function and mathematical implications 
Some functional forms of the production function impose particular characteristics on the 
production process.  The Cobb-Douglas function imposes an elasticity of substitution of one 
between any pair of inputs.  CES functions by definition impose constant elasticity of 
substitution between any pair of inputs.  One purpose of this investigation is to estimate the 
elasticity of substitution between energy and other inputs to metal production.  Consequently, to 
avoid constraining the range of possible results, the translog form was chosen.  The translog 
production function is less restrictive than the Cobb-Douglas or CES forms as it allows 
substitution elasticities among the various pairs of factors to vary from one another and to vary 
with input levels (Coelli et al. 2005, p. 213).   
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Christensen, Jorgenson, and Lau (1971, p. 256) evaluated US annual time series data, which they 
derived, and concluded that the restrictions imposed by specific functional forms such as the 
Cobb-Douglas and CES were false and they suggest that in the absence of correct a priori 
information on the specific functional form, the translog form should be employed.   
Furthermore, Christensen, Jorgensen, and Lau (1973) introduced the transcendental logarithmic 
production possibility frontier and evaluated it for a two input two output model.  From their 
empirical results they concluded that the translog model results conformed with the empirical 
evidence, whereas applying the constant elasticity of substitution (CES) model introduced by 
Arrow, Chenery, Minhas and Solow (1961) to production with two inputs and two outputs 
produced results that conflicted sharply with the empirical evidence (Christensen, Jorgensen, and 
Lau 1973, p. 44 ).   
As shown in Table 5-2 the two-input, single output transcendental logarithmic or translog 
production function takes the form: 
Q = exp[0 + 1ln(X1) + 2ln(X2) + 
2
1
11ln(X1)ln(X1) +
2
1
22ln(X2)ln(X2) + 
12ln(X1)ln(X2)], 
where Q is output, X1 and X2 represent input levels.   
Berndt and Wood (1977) observed that engineers and economists were concerned with the 
optimal response to large and sustained input price changes, citing OPEC-induced energy price 
increases.  In the past, such increases ignited concerns about energy efficiency and sustainability.  
However, the recent oil price increase from $20 barrel in 2003 to over $100 barrel in 2008 has 
not resulted in a corresponding increase in energy sustainability related economic research, 
rather the current focus has been on the economic impact of increasing carbon dioxide emissions.  
Berndt and Wood (1977) noted that in the 1970‘s the econometric findings for E-K 
substitutability were inconclusive.  Berndt and Wood (1975) found that E and K were 
complementary, and E and L substitutes, for US manufacturing.  Conversely, Griffin and 
Gregory (1976) and Pindyck (1977) in his international comparison of industrial demand for 
energy found E-K substitutability.  Berndt and Wood (1977) state that the purpose of their paper 
was to develop an analytical framework which embodied the engineering notion of E-K 
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substitutability and the economic analysis that allows for other inputs, and which also reconciles 
the seemingly disparate econometric evidence.  Although the economic model in this thesis will 
examine the K, L, E and M relationship the primarily focus is the impact of higher energy prices 
will have on the cost of producing copper rather than the nature of E-K substitutability.   
Christensen, Jorgensen, and Lau (1973, p. 42) explained that ―the price possibility frontier has 
the same functional form as the production possibility frontier with parameters that depend on 
the parameters of the production possibility frontier.‖  Sections 5.6.1 and 5.6.2 illustrated this 
principle in the Cobb-Douglas and CES cases respectively.  In the more general case by duality 
in the theory of production the properties of the production possibility frontier and the necessary 
conditions for producer equilibrium correspond to properties of the price possibility frontier 
(Christensen, Jorgensen, and Lau 1973).   
For a positive, twice differentiable, strictly quasi-concave production function: 
Q = ƒ(X1, X2 … Xn)  
relating the maximum possible output Q obtainable from any given set of inputs X, Diewert 
(1974) has shown that the cost minimization assumption implies the existence of a dual cost 
function: 
C = ƒ(Q, P1 ,P2, ... Pn)  
relating the minimum total cost of producing Q, to the positive input prices P1, P2, … Pn and the 
output level Q (Berndt and Wood 1977, p. 8).  Berndt and Wood assume that gross output Q is 
produced by a cost-minimizing competitive firm according to the positive, twice differentiable, 
strictly quasi-concave production function Q = ƒ(K, L, E, M), where K is an input aggregate of 
capital services, L of labour services, E of energy, and M of non-energy intermediate materials.   
With output quantity and input prices exogenous, the regularity conditions applied to the 
production function imply the existence of a gross output dual cost function relating total cost: 
C = PKK + PLL + PEE + PMM to gross output Q and to the input prices PK, PL, PE, and PM 
(Berndt and Wood 1977, p. 19).   
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C = ƒ(Q, PK, PL, PE, PM) 
The usefulness of the cost function in input demand theory is that the cost minimizing factor 
equations are directly obtainable from the derivatives of the cost function (Berndt and Wood 
1977, p. 9).   
For ease of description, the following symbols will be used: 
∂C/∂Pi = Ci  
∂2C/∂Pi∂Pj = Cij  
The cost minimising factor demands are obtained by applying Shephard‘s (1970) lemma27 , 
which states that if C(Q, P) gives the minimum total cost of production, then the cost–
minimising set of factor demands is given by: 
Xi = ∂C(Q, P)/∂Pi=Ci,  i=1….n 
The cost minimising factor cost shares are obtained by differentiating logarithmically: 
Si = ∂lnC(Q, P)/∂lnPi  
With constant returns to scale C(Q, P) = Qc(P), where c(P) represents unit cost, and so 
lnC(Q, P) = lnQ + lnc(P) and , 
Si = ∂lnc(P)/∂lnPi (Greene 1990, p. 527) 
A question of considerable interest to economists is the sensitivity of the derived demand for Xi 
to a change in the price of the same input, the ―own price response", or to the change in the price 
of another input j, i≠j the "cross price response".  Such sensitivity measures will vary of course 
depending on what other variables are held fixed.  As noted in Section 5.5.3, the most common 
                                                 
27
 For further discussion see (Diewert 1974)l 
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elasticity measure, due to Hicks (1933) and Allen (1953), is the demand price elasticity defined 
as: 
εij  = (∂Xi/∂Pj)*(Pj/Xi) 
   = ∂lnXi/∂lnPj 
where output Q is held constant, only Pj changes, but all factors are allowed to adjust to their 
optimal levels.  In general, εij ≠ εji.   
Hicks-Allen defined inputs Xi and Xj as substitutes, independent, or complements according as εij 
was positive, zero, or negative, respectively.  Furthermore, when there are only two inputs in the 
production function (say X1 and X2), the strict quasi-concavity condition on the underlying 
production function will ensure that ε12 > 0, i.e. the two inputs must be substitutable (Berndt and 
Wood 1977, p. 10).   
Consequently, engineering or econometric research could not report E-K complementarity, even 
if it existed, for a two input model incorporating only energy and capital, because curvature 
restrictions rule this possibility out.  In order to be able to discover E-K complementarity, it is 
necessary to specify a production function with more than two inputs (Berndt and Wood 1977, p. 
21).   
The Allen partial elasticities of substitution σij are essentially normalized price elasticities: 
σij = εij /Sj 
where Sj is the cost share of the j-th input in total costs, i.e. 
Sj =PjXj/ 
n
i 1
PiXi 
The effect of this normalization is to make the Allen partial elasticities of substitution symmetric, 
i.e. σij = σji, even though εij ≠ εji.   
Uzawa (1962) has shown that σij can be derived conveniently from the cost function as: 
σij = CCij/CiCj  i, j=l,..,n. 
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Samuelson (1974) illustrated the opportunity for confusion between substitutes and 
complementary inputs with his classic coffee, tea, and lemon example: 
―… we know that coffee and tea are 'substitutes' because we can drink one or the other; in the 
same way, we know that tea and lemon are 'complements', because tea with lemon makes up our 
desired brew.‖ 
―Beyond these simple classifications the plain man may hesitate to go.  Thus, sometimes I like 
tea and lemon; sometimes I like tea and cream.  What would you say is the relation between 
lemon and cream for me? Probably substitutes. I also sometimes take cream with my coffee.  
Before you agree that cream is therefore a complement to both tea and coffee, I should mention 
that I take much less cream in my cup of coffee than I do in my cup of tea. Therefore a reduction 
in the price of coffee may reduce my demand for cream, which is an odd thing to happen 
between so-called complements; at least this is in contrast to the case of the tea and lemon 
complements where we should expect a reduction in the price of either to increase the demand 
for both (as I am induced to consume more cups of lemoned tea).‖   
This example of coffee, tea, lemon and cream illustrates the difficulty in predicting if two inputs 
will be complements or substitutes when moving from a two inputs model to a four inputs model 
such as the KLEM model.   
A similar conundrum may occur in metal mining. Intuitively capital expenditure on, say, larger 
trucks will reduce the number of truck drivers per tonne of copper produced and therefore capital 
and labour are substitutes.  Larger trucks will also generally be more energy efficient and, 
therefore, capital and energy would also be substitutes.  Another option is to replace trucks with 
in-pit crushing and conveyors, eliminating the need for truck drivers, thereby reducing labour 
cost.  In-pit crushing and conveying, requiring capital expenditure similar to the larger trucks 
option, will reduce the amount of labour required; however, more energy may be needed to 
operate the input crushing and conveying system.  Overall, there is an increase in energy cost per 
tonne of copper produced that is offset by a greater reduction in labour cost.  As Samuelson so 
elegantly illustrated, the intuition that capital and energy are always substitutes may be 
misplaced.   
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In summary, for the translog function, the cross price elasticities of demand taken from Stewart 
(2005, p. 506), are: 
ijij + SiSj)/Si 
moreover, the own–price elasticities of demand are: 
iiii+ Si(Si-1)}/Si 
The expressions for the Allen elasticities of substitution are: 
ijijSj = ij + SiSj)/SiSj = ij/SiSj + 1 
and from Greene (1997, p. 696): 
iiii + Si(Si-1)}/Si
2ii/Si
2 + Si(Si-1)/Si
2ii/Si
2 + 1 - 1/Si 
Jha et al. (1991, p. 33), Okunade (1993, p. 151), Fabbri and Fraquelli (2000, p. 67), Stratopoulos, 
Charos, and Chaston (2000, p. 275), and Huang (2008) provide descriptions of the translog cost 
function, with a single output and multiple inputs, using various nomenclatures.  Equation 5-17 
shows the nomenclature which has been chosen which closely adheres to the nomenclature 
described in Coelli et al. (2005, p. 225): 
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1 1 1
1 1
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n
i i q
i
n m n
ij i j qq iq i
i j i
lnC(P,Q) β β lnP+ β ln(Q)
β (lnP )(lnP ) β (lnQ) β (lnP )(lnQ)
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 
  

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Equation 5-17 
where C is total cost, Q is output, P is input price and i, j may signify capital, labour, energy and 
materials.   
According to Shepherd‘s Lemma, the cost share (Si) of factor i can be obtained from the 
preceding KLEM translog cost function: 
 n
i i i
i i ij j
j 1i i
X P C P lnC
S β β lnP
C P C lnP 
 
    
 
   
Equation 5-18 
where i and ij 
denote distribution and substitution parameters, respectively.   
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Since every cost function must exhibit homogeneity of degree one in factor prices in order to 
correspond to a well-behaved production function (Cebenoyan 1990, p. 118), the following 
linear restrictions on the parameters apply: 
1
1
n
i
i
β

  
1
1
0
n
ij , j ,....n
i
 

  
These logical restrictions imply that when prices of all inputs increase by one percent then the 
cost of production rises by one percent.  
Coelli et al. (2005, p. 221) demonstrate that, by substituting these constraints into a model 
similar to the cost function shown in Equation 5-17 this restricted model is linear in its 
parameters and can be estimated by ordinary least squares (OLS) seemingly unrelated regression 
(SUR) or maximum likelihood methods.   
To examine the substitution and complementarity possibilities between different pairs of factors, 
Allen partial elasticities of substitution can be calculated as: 
 
1
ij i j ij
ij
i j i j
β S S β
σ
S S S S

    
Equation 5-19 
A pair of factors are substitutes (complements) if σij is positive (negative). In other words, they 
are substitutes if 1
ij
i jS S

   or complements if 1
ij
i jS S

  . 
Own price elasticities can be calculated following Berndt and Wood (1975, p. 261):   
 
2
1 1
1
 
   ii i i iiii
i i i i
β S (S ) β
σ
S S S S
 
Equation 5-20 
Own price elasticities are anticipated to be negative as positive own-price elasticity implies that 
producers will purchase a greater quantity of an input as the price increases.  Own price 
elasticities near zero implies a highly inelastic demand.  Notwithstanding that own price 
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elasticities are anticipated to be negative, researchers started reporting positive own price 
elasticities in the period of rapid oil price increases from 1973 to 1985.   
In their study of the Global Properties of the Flexible Functional Forms, which included the 
translog form, Caves and Christensen (1980, p. 431) found that at particular points the translog 
form may not satisfy the restrictions of monotonicity and quasi convexity and that this is 
particularly the case when there is significant relative movement in the prices of the independent 
variables.   
In the present study, the cost function will be assumed to take the following general form: 
   K L E M ,C f Q, P , P , P , P g, t  Equation 5-21 
C = total cost of production 
Q = quantity of output 
PK = price of capital 
PL = price of labour 
PE = price of energy; and 
PM = price of materials other than energy 
g = copper ore grade 
t = time, a proxy for technology change 
The ore grade variable is included to represent changes in the quality of the natural resource in 
the cost function. 
5.6.4 Selecting a particular form of the translog cost function as an 
econometric model 
As described earlier the translog cost function in its complete form, ignoring for the moment the 
grade and technology variables, is: 
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Equation 5-22 
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where C is total cost, Q is output, Pi is the price of input i and the ‘s, are unknown coefficients 
to be calculated.  For a cost function with four inputs, namely capital, labour, energy and 
materials denoted by K, L, E, M, input prices may be named PK, PL, PE, and PM.   
For an m-output, n-input model, excluding the intercept term and assuming symmetry, one needs 
to estimate ½(m+n)(3+m+n) parameters (Brown, Caves, and Christensen 1979, p. 259), (Ray 
1982, p. 491).  For example, the number of free parameters in a translog cost function with one 
output and four variable input prices, excluding the intercept term, is equal to: 
½(m+n)(3+m+n) = ½(5)(8) = 20,  
when symmetry and homogeneity restrictions are imposed.  The total number of parameters 
increases from 20 to 21 when the intercept term is included.   
This formula can be verified by the following illustration with one output Q and four inputs, 
capital, labour, energy and materials: 
Q K L E M
Q  QQ  QK  QL  QE  QM
K  KQ  KK  KL  KE  KM
L  LQ  LK  LL  LE  LM
E  EQ  EK  EL  EE  EM
M  MQ  MK  ML  ME  MM  
Table 5-5 – Coefficients with four unknowns 
There are (m+n) = 5 first order coefficients represented by the first row Q, K, L, E, M.   
There are five squared coefficients represented by the shaded diagonal terms and ten cross 
product terms (second order coefficients) when symmetry is imposed which are represented by 
the coefficients to the right of the diagonal.  The squared and second order coefficients may be 
calculated according to the following formula: 
(m+n)
2
-[(m+n)
2
-(m+n)]/2 = 15  
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In addition, there is one neutral scale coefficient (the intercept term) giving a total of 21 
coefficients.   
Thus to get the often quoted figure of 30 degrees of freedom or more required for econometric 
analysis (Coelli et al. 2003, p. 99), at least 51 years of data would be required when using annual 
data.   
For the purpose of this study, a translog functional form of the cost function shown in Equation 
5-21 would, in its most general form consist of 7 first order terms plus a constant term to account 
for the choice of units and 28 second order terms with symmetry imposed, giving a total of 36 
coefficients including the intercept term.   
Greene (1990, p. 531) tests the symmetry restrictions applied to the model used by Berndt and 
Wood (1975) finding that the appropriate value from the chi-squared distribution rejects the 
symmetry restrictions which calls into question the formulation of the model.  This is not an 
unusual problem in cost function estimation.   
However, even with symmetry imposed, a total of 36 coefficients is too many to be estimated 
from the available data and some assumptions about the nature of scale effects, ore grade effects 
and technical change are required to simplify the model.  Specifically, these assumptions will 
eliminate all second-order effects associated with these three processes, thereby reducing the 
number of coefficients to be estimated.   
Equation 5-22 may be simplified for the specific analyses in this thesis.  Providing economy of 
scale effects can be ignored, then the second order terms 2
1
2
qqβ (lnQ)  and 
1
n
iq i
i
β (lnP )(lnQ)

 1 1i j
i
(lnQ )(lnP ) , may be dropped from the function, thereby imposing the 
restriction of constant returns to scale.  Since the model is for a whole industry rather than a 
single firm this seems to be a reasonable assumption.  However, this assumption will be tested in 
Chapter 6 for the copper data using the method outlined by Christensen and Greene (1976, p. 
662).   
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Thus, Equation 5-22 reduces to:  
which can be rearranged as: 
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1 1 1
1
2  
  
n n m
i i q ij i j
i i j
lnC(P, Q)-ln(Q) β β lnP+ β ln(Q)-ln(Q)+ β (lnP )(lnP )  
Equation 5-24 
Since lnC(P, Q)-ln(Q)  = ( )ln C/Q  the dependent variable is now unit cost, simplifying Equation 
5-24 as follows: 
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Equation 5-25 
in addition, since qβ is assumed to equal 1 the equation reduces to: 
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Equation 5-26 
as explained by Greene (1997, p. 694). 
Next, the technology time trend (t) together with its second-order terms is introduced into 
Equation 5-26.   
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Equation 5-27 
Hicks Neutral technical change can be imposed by dropping the terms 2
1
2
ttβ (lnt)  and 
1
n
it i
i
β (lnP )(lnt)

  from the cost function.  This means that technical change can result in a fall in 
cost of producing a given level of output, but without changing the cost minimising factor 
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proportions for a given set of prices.  Since the focus of the study is on the impact of the 
technical change on cost of production, rather than on input mix, this seems to be a reasonable 
assumption.  Time is in equal annual increments and could be introduced in the model as a 
natural number (the observation number) or as a logarithm of the observation number.  The 
implications of these approaches are now discussed.   
The choice is between a log-linear model, with both unit cost and time in log form, and a semi-
log model in which unit cost is in log form and time is in natural form.  Ignoring all other 
dependent variables, the log-linear model takes the form: 
ln ln   tUC t  where UC represents unit cost C/Q  
which means: 
te ^ ^
UC t  
using differential calculus:  

  
    
  
t
dlnUC t dUC
dln t UC dt
 
Which by definition is the elasticity of UC with respect to t .   
The alternative specification takes the form:  
tlnUC t    
which means: 
te ^ e ^
 tUC  
In which case the instantaneous rate of decline in unit cost is given by: 
te ^ e ^
  tt t
dUC
UC
dt  
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Gujarati (1992, p. 230) showed by the following differential calculus: 
 t
dlnUC
dt
 
1  
   
  
dlnUC dUC
dt UC dt
 
1

  
   
  
t
dUC
UC dt  
 t
dUC
UC
dt  
 t
dUC
UC
dt  
that 
relativechangein
absolutechangein
 t
UC
t  
For the semi-log model, the slope coefficient measures the proportional or relative change in the 
dependent variable for a given absolute change in the explanatory variable.  
As noted by Gujarati (1992, p. 231), the semi-log model yields an estimate of the instantaneous 
rate of decline in unit cost as time progresses.   
Assuming t = ln (1+r) where r is the compound rate of decline or growth of UC, 
then the compound rate of decline in UC ( assuming t  < 0) is obtained as:  
anti log 1 tr  
The slope coefficient t  measures the instantaneous growth rate whereas in the case of annual 
data r is the compound annual growth rate.   
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Some researchers including Berndt and Wood (1977, p. 30), Dargay (1983, p. 39), Campbell and 
Jennings (1990, p. 274), Marcin (1991, p. 226), Urga and Walters (2003, p. 3) and Coelli et al. 
(2005, p. 213) use the semi-log model specification. Others including Suer (1995, p. 33), 
McCarthy and Urmanbetova (2006, p. 3) and Lee (2008, p. 3) use the log-linear model.   
The implications of a constant rate of exponential growth (or decline) have been well 
documented as leading to implausible long-term conclusions, as for example in the limits to 
growth literature.  However, the econometric model will be used to examine the choice between 
these two approaches.   
Assuming for the time being that time trend is included in the cost function to allow for the 
effects of neutral technical change on the unit cost of production and is introduced as a natural 
number as in Dargay (1983, p. 39), then: 
Equation 5-27 reduces to  
 
0
1 1 1
1
2
n n m
i i ij i j t
i i j
ln(C/Q) β β lnP+ β (lnP )(lnP ) β t
  
     
Equation 5-28 
Copper ores include native copper and minerals such as azurite, bornite, chalcocite and 
chalcopyrite.  The grade of copper ore mined varies from mine to mine and country to country; 
however, for the US industry, there is good long run data on the average grade of copper ore 
mined each year.  Copper ore is one of the inputs to the production process and, in principle; the 
price of ore should be included in the cost function estimation. Ore grade is included in the 
estimation models as a proxy for the ore price, because data in the latter are not available.   
Topp et al. (2008, p. 37) noted that the effect of inputs of natural resources on measured 
productivity had not received a lot of attention in the resource economics literature.  Some 
studies did acknowledge the negative effects of resource depletion and declining accessibility on 
measured productivity, but did not explicitly analyse or quantify the effects.   
Stollery (1985, p. 544) employed a cost function in his estimation of productivity change in 
Canadian mining 1957-1979 because of the difficulties he saw associated with the index number 
approach.  The cost function included mineral grade and technology (proxied by time).  He 
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concluded that an important factor in the decline of productivity in many mineral industries has 
been the decline in yields (Stollery 1985, p. 553).  By decline in yield, he meant a decline in 
grade.   
As stated earlier, whilst miners will generally attempt to mine the higher-grade ores first, there 
may be a tendency, in the short-run, to mine high-grade ore when prices are low, in order to 
reduce unit costs, and lower grade ores when prices are high.  In the model estimated cost is 
considered the dependent variable and grade the independent variable.  However, in some 
circumstances grade may be considered a dependent variable and cost an independent variable if 
the miner has the ability to vary the grade mined.   
Three factors may tend to weaken this possible direction of causation in a model of long-run 
cost: first, choosing to vary the grade mined is a short-run option; second, the sequence in which 
reserves are mined is partly determined by the nature of the mineral occurrence; and lastly the 
internationally determined copper price will only be partly influenced by the ore grades mined in 
the US.  Nevertheless, there may be some remaining causal link, which may lead to simultaneous 
equation bias.   
Notwithstanding, ore grade (g) is introduced as a first order term only on the assumption that 
grade changes, like technology changes, affect the industry in a neutral fashion, changing the 
cost of production without leading to a change in the factor proportions. This is perhaps an 
unreasonable assumption, but it can be argued that cost function estimation is not the best way to 
ascertain in detail the effect of changes in ore grade. The engineering production model is better 
suited to this task.  Accepting the simplifications thus far explained, and expanding Equation 
5-28, the chosen model becomes:  
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Equation 5-29 
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where C is total cost, Q is output, input prices are named PK, PL, PE, and PM, g represents grade 
and observation number (t) is a proxy for technology change.  The ‘s, are the unknown 
coefficients to be calculated and where symmetry, as noted above, (KL = LK etc.) has been 
assumed.  Grade effects are introduced as the natural log of grade and the reason for this choice 
is now explained.   
There is considerable body of evidence supporting the proposition that as grade declines unit 
cost of production rises more than proportionally (Chapman 1974), and (Page and Creasey 1975, 
p. 11), (Singer 1977, p. 128) and (Valero, Valero, and Mudd 2009, p. 330).  This relationship can 
be explained in part by the observation that as grade percent approaches zero then the tonnes of 
ore required to be mined to produce one tonne of metal approaches infinity; however, there is an 
additional metallurgical explanation.  As grade decreases the ore particle size decreases, which 
means the ore must be ground more finely before being concentrated.  However, fine grinding 
may also be required for high grade deposits.  For example at the McArthur River mine, located 
in the Northern Territory of Australia, the lead/zinc ore is high grade but so fine that ultra-fine 
grinding was necessary for liberation.   
Valero, Valero, and Mudd (2009, p. 330) argued that the following formula for concentrating a 
substance from an ideal mixture of two components proposed by (Faber and Proops 1990) could 
be extended to mineral extraction: 
 
where: 
bc is the concentration exergy (cohesion energy) 
xi is the molar concentration of substance i 
R is the gas constant (R = 8.3145J K −1 mol −1) 
T0 is the reference temperature (298 K) 
 
They argued that, although this formula is only strictly valid for ideal gases when there is not 
chemical cohesion among the substances, it remains applicable to solid mixtures.  The cohesion 
energy is the minimum exergy needed to break the weak binding forces among solids such as 
hydrogen bond, surface and hydration forces as opposed to strong ones like crystal or chemical 
bonds.  Notwithstanding, the weak binding forces are strong enough to require physical 
( )
[ ( ) ( )]
i
c 0 i i
i
1- x
b = -RT ln x + ln 1- x
x
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separation processes like crushing, grinding, or floatation.  Note the log-normal behaviour of this 
formula: the more separation we want, the more exergy is expended per unit of additional 
separated material.  They propose that scarcity of metals is reflected in this log-normal 
relationship (Valero, Valero, and Mudd 2009, p. 330).   
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Figure 5-11 – Qualitative example for copper 
Substituting copper grades for the value of xi in the formula yields the trendlines plotted in 
Figure 5-11.  This figure is not intended to show the actual amount of energy; but rather to 
illustrate the nature of the relationship between ore grade and energy.  The two trendlines have 
similar R
2
 values; however, the polynomial trendline produces the highest R
2
 value.   
Page and Creasey (1975, p. 10), explained that the percentage of copper contained in mill 
concentrates delivered to smelters varies within a narrow band around about 33% copper and 
consequently the smelting energy is fairly constant assuming the mineralogy of the ore does not 
change.  Therefore, the increase in energy required to produce a unit of copper, as grade 
decreases, is observed predominantly in the mining and milling process.   
They presented the graph in Figure 5-12 copied from Page and Creasey (1975, p. 10) 
graphing the equivalent coal energy requirements of different grades of copper sulphide ores that 
displays a similar curve to that shown in Figure 5-11.  Page and Creasey (1975, p. 11) proposed 
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that such a graph could be used to calculate the cut off  grade for ores included when estimating 
available resources.  They suggested that there is a demonstrable energy limit to the exploitation 
of copper sulphide ores and argued that ores containing less than 0.2 percent copper would not 
be mined because of the sharply increasing amount of energy required to produce a unit of the 
metal (Page and Creasey 1975, p. 10).   
 
Figure 5-12 – Energy requirements of different grades of copper sulphide ores 
Cook (1976a, p. 680) also made reference to the paper by Page and Creasey (1975) and 
observed that the tonnage of rock required to produce a tonne of metal increases rapidly for a 
metal content below one percent and that there is a sharp inversion in the energy-cost curve for 
copper ores below 0.3 percent copper content.  Cook stated that the tonnes of ore required to 
produce a tonne of metal increases hyperbolically as grade decreases and the energy input 
increases as the particle size required to liberate the ore decreases.   
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Figure 5-13 - Relationship between grade as a percentage and tonnes mined 
Figure 5-13 shows the mathematical power relationship between copper grade expressed as 
a percentage and the mass of ore that will contain a tonne of copper assuming that the recovery 
parameters remain constant as grade decreases.  Cook (1976a, p. 680) also suggests that there is 
a geothermal barrier to copper recovery at about 0.1 percent copper; however, there is no 
supporting evidence for this suggestion.   
Chapman (1974, p. 109) extended the insight of the relationship between grade and tonnes mined 
by estimating the energy required to produce one tonne of copper.  Assuming the following 
percentages of copper are recovered at the stages of production: 
crushing, grinding and floatation = 85%. 
smelting = 92.5%; and 
refining = 99%; 
 
then 1.28 units of contained copper in the ore are required to produce one unit of refined 
copper.  He estimated that approximately 112 kWh of energy are required to mine, crush, grind 
and float one tonne of ore.  The energy to supply concentrates to produce one kg of copper is 
calculated according to the formula: 
 cE = LF* EF*100 / g
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Where Ec is energy to supply concentrates to produce one kg of refined copper, LF the loss 
factor in the stages of production, and EF is the energy required to mine, crush, grind and float 
one tonne of ore and g is grade as a percentage.  The formula assumes there is no additional 
grinding required to liberate the copper contained in lower grade ores.  The resulting graph is 
depicted in Figure 5-14 and as expected the trendline has a power function form similar to the 
tonnes mined trendline in Figure 5-13.   
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Figure 5-14 – Energy to supply concentrates to produce one kg of copper 
As grade declines the amount of comminution (grinding) required to ready the ore for the 
recovery process rises more than proportionally and therefore the equation relating energy to 
grade is most likely to take the log form proposed by Valero, Valero, and Mudd (2009, p. 330).  
There will be additional cost, other than increased energy cost, associated with the additional 
grinding such as the consumption of grinding balls.  The relationship between unit cost and 
grade is therefore likely to be logarithmic  A model, which incorporates this effect, takes a log-
linear form i.e. where both unit cost and ore grade are expressed in log form.  Ignoring the other 
variable in the cost function the model is: 
  lnUC g lng  
which means: 
^ ^ UC e g  
In other words the rate of increase of unit cost in response to a fall in ore grade increases as ore 
grade falls, justifying the inclusion of grade as lng in the chosen model.   
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5.7 Chosen translog cost function  
Returning to the econometric model and applying Shephard‘s Lemma the factor demand 
equations (Xj) may be obtained from the partial derivative of the translog cost function: 
∂C/∂Pj = Xj. Since ∂lnC/∂lnPj ≡ 
j j j
j
P P XC
P C C



, by Shephard‘s Lemma, differentiating 
the translog cost function yields factor share equations (Sj) which are: 
∂lnC/∂lnPK = K + KKln(PK) +KLln(PL) + KEln(PE) + KMln(PM) = SK 
 
∂lnC/∂lnPL = L+ KLln(PK) + LLln(PL) + LEln(PE) + LMln(PM) = SL 
 
∂lnC/∂lnPE = E + KEln(PK) + LEln(PL) + EEln(PE) + EMln(PM) = SE 
 
∂lnC/∂lnPM = M + KMln(PK) + LMln(PL) + EMln(PE) + MMln(PM) = SM,  
 
where the sum of the shares is equal to unity.   
Homogeneity is imposed to ensure that if all factor prices increase by a given percentage, 
holding all other variables constant, cost also increases by that percentage.  The restrictions 
require: 
K + L + E + M = 1.   
and the following constraints on the second order coefficients: 
 
 KK +KL + KE + KM = 0 
 KL +LL + LE + LM = 0 
 KE +LE + EE + EM = 0 
 KM +LM + EM + MM = 0 
 
Homogeneity restrictions are imposed by dividing the total cost and the last three prices PL, PE 
and PM by price PK.  A non singular system is obtained by dropping the fourth share equation as 
suggested in Greene (1997, p. 528) and MacDonald and Petchey (2005) to avoid perfect 
collinearity, yielding the following equation (excluding technology and grade variables for the 
moment): 
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Equation 
5-30 
Which, since  
K K
ln P / P  = ln1 = 0, reduces to: 
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Equation 
5-31 
Finally, reintroducing ore grade (g) and the technology proxy time (t), the following equation for 
estimating is obtained: 
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Equation 
5-32 
together with the following three share equations: 
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Equation 5-33 
where the fourth share equation has been dropped, on the assumption that shares add to one, so 
as to avoid perfect collinearity as previously explained.  Equation 5-32 and Equation 5-33 
provide the complete system to be estimated.   
Different researchers have chosen different specifications of the translog cost model. Pioneers in 
the field, Berndt and Wood (1975, p. 260) commenced with the following translog cost function 
where C is total cost and the coefficient of Q is set to equal 1 signifying constant return to scale: 
ln(C)=ln0 + lnQ + 1ln(PK) + 2ln(PL) + 3ln(PE) + 4ln(PM)  
+ 0.511[ln(PK)]
2
 + 0.522[ln(PL)]
2
 + 0.533[ln(PE)]
2
 +0.544[ln(PM)]
2 
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+ 12ln(PK) ln(PL) + 13ln(PK) ln(PE) + 14ln(PK) ln(PM) 
+ 23ln(PL) ln(PE) + 24ln(PL) ln(PM) + 34ln(PE) ln(PM) 
They then employed a three stage least squares estimator on the share equations to obtain the 
coefficient estimates. 
Greene (1997, p. 695) dropped the log on 0, a notational change that is not material, and 
specifies total cost of production by the cost function: 
C = 
1

n
i i
i
P X ( Q,P )  = (Q, P) 
If there are constant returns to scale then, as noted earlier, it can be shown that: 
C = Q(P) 
or 
C/Q = (P) 
Where C/Q is the unit cost (e.g., per kilogram of copper), the unit cost function takes the 
following form (Greene 1997, p. 694): 
ln[(C/Q)/PM ]=0 + 1ln(PK/PM) + 2ln(PL/PM) + 3ln(PE/PM)  
+ 0.511[ln(PK/PM)]
2
 + 0.522[ln(PL/PM)]
2
 + 0.533[ln(PE/PM)]
2 
+ 12ln(PK/PM) ln(PL/PM) + 13ln(PK/PM) ln(PE/PM)  
+ 23ln(PL/PM) ln(PE/PM), 
along with the three factor shares: 
S1 = 1 + 11ln(PK/PM) +12ln(PL/PM) + 13ln(PE/PM)  
S2 = 2 + 12ln(PK/PM) +22ln(PL/PM) + 23ln(PE/PM)  
S3 = 3 + 13ln(PK/PM) +23ln(PL/PM) + 33ln(PE/PM).  
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Azzalini, Bloch, and Hazelhurst (2008) used a translog cost function in their analysis of 
Australian coal mining.  They chose to introduce both time and time squared to represent 
technical change; however, time squared is not included in the model chosen in the present study 
as the rate of technical change is assumed to be relatively constant over time.  
There were options to estimate only the (first order) cost function, only the (second order) share 
equations or a system of the four equations.  Christensen and Greene (1976, p. 662) employed a 
translog cost function in their analysis of the US electric power generation industry and 
concluded that the optimal procedure is to jointly estimate the cost function and the cost share 
equations as a multivariate regression system.  Including the cost share equations in the 
estimation has the effect of adding many additional degrees of freedom without adding any 
additional regression coefficients.  This will result in more efficient coefficient estimation than 
would be obtained by estimating the cost function alone or the share equations alone. Accepting 
the Christensen and Greene proposition, a system of four equations was chosen.  Ray (1982, p. 
491) also recommended estimating the full dual system (i.e. the cost and share equations) 
together because it leads to much higher efficiency.  Such joint estimation can compensate for 
the information inadequacy in the cost equation alone.   
The following estimation techniques were considered: 
(i) Ordinary least squares (OLS) which minimizes the sum-of-squared residuals for each 
equation, accounting for any cross-equation restrictions on the parameters of the system.  
(ii) Seemingly unrelated regression (SUR) method, also known as the multivariate regression, 
or Zellner's method, which estimates the parameters of the system, accounting for 
heteroskedasticity and contemporaneous correlation in the errors across equations.  
(iii) Three-stage least squares (3SLS) which is an appropriate technique when right-hand side 
variables are correlated with the error terms, and there is both heteroskedasticity, and 
contemporaneous correlation in the residuals.  
(iv) Full information maximum likelihood (FIML) that estimates the likelihood function 
under the assumption that the contemporaneous errors have a joint normal distribution.  
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Annual metal price data may exhibit time shocks associated with economic cycles.  Labys, 
Achouch, and Terraza (1999, p. 235) argued that their results substantiated the importance of 
macroeconomic influences on metal prices confirming the commonly held belief that aggregate 
demand fluctuations are generally responsible for metal demand and price fluctuations.  
Consequently, the error terms in the independent variables of the chosen model may show 
contemporaneous correlation.  Metal price fluctuations, which cycle with the economic cycles, 
may also exhibit autocorrelation of the error terms in the independent variables.  Griffiths, Carter 
Hill, and Judge  (1993, p. 550), suggested the use of SUR in the presence of such 
contemporaneous correlation.  Therefore, the system of four equations will be estimated initially 
by the seemingly unrelated regression (SUR) method and providing this method produces results 
that when tested are robust then SUR will be used throughout.   
Model specification and data problems are now considered before proceeding to the next 
sections where the data are discussed and analysed.   
Due consideration has been given to specifying the model correctly so that the selected 
regression model is linear in its coefficients, has the appropriate variables and functional form 
and there is no measurement error.  The explanatory variables have been selected to reduce the 
possibility of perfect multicollinearity between independent variables, which occurs when a 
variable can be written as a linear function of another explanatory variables.  
The classical linear regression model (CLRM) as described in Gujarati (1992, p. 144) makes the 
following assumptions: 
 the expected value of the disturbances terms is zero; 
 the disturbance terms are homoskedastic i.e. the variance of the disturbance is the same 
for all observations; and 
 there is no correlation between two error terms i.e. no autocorrelation.   
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5.8 Econometric implications of the chosen economic model  
In addition to incorrect data measurement, errors in economic model estimation may occur when 
a relevant explanatory (or independent) variable is omitted, or as a consequence of assuming a 
particular functional form, such as the translog, to represent the technology, which in this case is 
that of metal mining.   
5.8.1 Omitting a relevant explanatory (or independent) variable 
The chosen economic model implies that metal production unit cost is a function of the prices of 
the inputs, ore grade and technology change.  The only other variable suggested in the economic 
literature on this topic is the availability of the natural resource; however, ore grade is a proxy 
for the availability of the natural resource.  The model incorporates all variables suggested in the 
economic literature and it is unlikely there is a significant missing variable. 
5.8.2 Measurement error  
There are likely errors in the collection of US price data; however, at the aggregate level, the 
impact of such errors is expected to be relatively small.  The argument is similar for the cost 
share and grade data.  The use of metal price as a proxy for the cost of mining and processing is 
discussed in Chapter 6.  Although price and cost are not the same, as is evidenced by the major 
increase in metal prices in 2007 and their subsequent fall in 2008, there appears to be no better 
available indicator of the cost of producing a metal than the price paid for the metal.  Figure 5-15 
taken from Vanselow (2009), demonstrates how the copper price has moved above and below 
C1
28
 costs.   
                                                 
28
 The cost of producing the metal, excluding royalties, interest payments and depreciation.   
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Figure 5-15 - Relationship between copper prices and C1 costs 
 
Disturbance or error terms are now introduced to explore the econometric implications of the 
economic model.   
5.8.3 Disturbance terms in the chosen model  
For the chosen translog cost function with a single-output and four relative prices of inputs, the 
disturbance terms can be added to the model as follows:  
 4 4 4
1 1 1
1
2

  
      t 0 i it ij it i j g t t t t
i i j
ln(C/Q) β β lnP β (lnP )(lnP ) β ln g β t  
Equation 5-34 
Where (C/Q) is the unit cost and t signifies the t-th observation on unit cost and the following 
terms.  Pit and Pjt refer to prices such as capital, labour, energy and materials, gt and tt represent 
the variables grade and technology and t denotes a random error.   
And for the cost share equations; 
 i
it i ij jt it
j 1
S β β lnP 

    
Equation 5-35 
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where Sit is the i-th cost share and the it‘s are random errors that are likely to be correlated with 
each other and with t in Equation 5-34.  Correlations between these errors may be used to obtain 
more efficient estimates (Coelli et al. 2005, p. 225) and multi-equation estimation methods, such 
as SUR, take into account these correlations and hence produce more efficient estimates (relative 
to single-equation estimation methods, such as OLS) (Coelli 2009).   
The assumptions made concerning the error terms in the classical linear regression model 
(CLRM) described earlier and which apply to the error terms in the cost equation are: 
E(t) = 0  the expected or mean value of the error terms is zero; 
E(t
2
) = 2 the variance of each error term is constant (homoskedastic); and 
E(ts) = 0 for all t ≠s no correlation between two error terms or no autocorrelation. 
 
Whilst these assumptions are also appropriate for the error terms (it) of the share equations, 
Coelli et al. (2005, p. 225) surmise that the it‘s are likely to be correlated to each other and to 
the t‘s. 
5.8.4 Heteroscedasticity 
If the variance of the disturbance term is not constant across observations, the regression is 
heteroscedastic i.e. the assumption that E(t
2
) = 2, is not satisfied.  Heteroscedasticity arises 
primarily in the analysis of cross sectional data.  Given that this study is concerned with 
industry-wide time series data, heteroscedasticity is unlikely to be an issue.  Nevertheless, the 
White test will be applied to the residuals to test for heteroscedasticity.  
5.8.5 Autocorrelation 
As explained in section 1535.7, autocorrelation may be present as a consequence of using metal 
price as a proxy for the cost of production.  Serial correlation (also called autocorrelation) of 
each variable with itself over successive time intervals violates the assumption that E(ts) = 0.  
Graphs of the error terms and the Durbin-Watson test will be employed to determine if serial 
correlation is present.   
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5.8.6 Multicollinearity 
The price variables of capital, labour, energy and materials may move together over time and 
when this occurs the variables are said to be collinear and the problem is labelled collinearity.  
When two or more explanatory variables in a multiple regression model are highly correlated 
this is labelled as multicollinearity.   
Indicators of the presence of multicollinearity in a model include: 
i) relatively high R2 with few significant t statistics. The F statistic for the regression 
equation may be highly significant while none of the individual t statistics are significant; 
and  
ii) high pair wise correlations among the explanatory variables (Gujarati 1992, p. 299), 
(Pindyck and Rubinfeld 1998, p. 97).   
The variance inflation factor (VIF = 1/(1-R
2
)) is used as a measure of multicollinearity where R
2
 
is the squared correlation coefficient.  A VIF value greater than four is thought to be a sign of 
collinearity (Peat and Barto 2008, p. 172).  Nevertheless, O‘Brien (2007, p. 685) cautioned 
against unquestioned acceptance of the rule of thumb that a VIF of 5 or higher indicates a 
multicollinearity problem.  He recommended that VIF and multicollinearity tolerance be 
interpreted in the context of other factors that influence the stability of the estimates and that 
values of the VIF of 10, 20, 40, or even higher do not, by themselves, discount the results of 
regression analyses or call for the elimination of one or more independent variables from the 
analysis.   
Correlation coefficients between two explanatory variables exceeding 0.8 indicates a potentially 
harmful collinear relationship (Griffiths, Carter Hill, and Judge 1993, p. 435).  In the case of the 
Berndt and Wood (1975) data, the correlation coefficients between any two of the explanatory 
variables generally exceed 0.8.   
Gujarati (1992, p. 303) explains that if the relationship between two variables such as price and 
earnings is expected to continue into the future then the model may be used for forecasting even 
though multicollinearity is present.   
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Kennedy (1985, p. 50) suggested one approach to Multicollinearity is to do nothing.  He cited the 
classic Cobb-Douglas production function where the inputs of capital and labour are highly 
correlated.  He recommended not worrying about multicollinearity if the t statistics of the 
coefficient estimates are all greater than 2.  He also concurred with Gujarati, that if the 
multicollinearity pattern is expected to prevail then the model‘s predictive value is not impaired 
(Kennedy 1985, p. 151).  
5.9 Derivation of an engineering model 
Time series metal price and production data are available from numerous sources, although 
Schmidt (1988, p. 47) found data pertaining to  ore deposit grades and associated extraction costs 
difficult to obtain.  However, this task appears theoretically possible and work by Chapman and 
Roberts (1983) and Alvarado et al. (1999) presents a sound base for developing engineering 
models.  Estimates of energy usage in the copper industry are available at intermittent intervals 
and, more recently, concerns regarding sustainability have encouraged companies to gather and 
publish energy usage data.  Calculations of the energy component of metal produced are also 
now more readily available with the increasing interest in life cycle analysis and relevant 
examples may be found in Ayres, Ayres, and Råde (2002), Classen et al (2007) and Groeneveld 
(2007).   
Life Cycle Analysis (LCA) has two components; inventory analysis and impact analysis.  
Inventory analysis involves summarising the material and energy flows for a defined system. 
The 'system' is the combination of processes and activities that manufacture a product or achieve 
an outcome.  This typically includes all of the processes associated with the mining of resources, 
supply of energy, manufacture of the product, use of the product and disposal including 
recycling.  The resultant inventory is a list of the resources consumed and the emissions 
associated with the system.  Energy use and carbon dioxide emissions are just two of the many 
indicators for impact assessment (Blue Scope Steel 2008).  Chalmers University of Technology, 
Gothenburg, which the author visited to gather information for this thesis has been a leader in 
developing life cycle analysis.  The inputs and outputs in excess of one gram required to produce 
1 kg of copper, taken from the Chalmers University of Technology Database, is shown in Table 
5-6 (Pålsson 1998).  The implied reason for not listing the mass of copper ore in the table is that 
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the copper content of the ores studied varied; however, the mineral waste mass is listed as an 
output.   
Table 5-6 - Calculation of inputs and outputs for primary copper production 
Direction FlowType Substance Quantity Unit Environment
Input Natural resource Bauxite 31            g Ground 
Input Natural resource Coal 1,128       g Ground 
Input Natural resource Crude oil 240          g Ground 
Input Natural resource Dolomite 2              g Ground 
Input Natural resource Iron ore 76            g Ground 
Input Natural resource Lignite 33            g Ground 
Input Natural resource Limestone 130          g Ground 
Input Natural resource NaCl 8              g Ground 
Input Natural resource Natural gas 170          g Ground 
Input Natural resource Nitrogen 1              g Ground 
Input Natural resource Sulphur 1              g Ground 
Input Natural resource Wood 300          g Ground 
Input Natural resource Zinc 4              g Ground 
Output Emission CH4 4              g Air 
Output Emission Cl 260          g Water 
Output Emission CO 6              g Air 
Output Emission CO2 4,200       g Air 
Output Emission COD 1              g Water 
Output Emission HC 6              g Air 
Output Emission NOx 38            g Air 
Output Emission Pb 2              g Air 
Output Emission SO4 100          g Water 
Output Emission SOx 360          g Air 
Output Emission Sulphur 3              g Water 
Output Emission Susp solids 23            g Water 
Output Product Copper 1              kg Technosphere 
Output Residue Ashes 490          g Technosphere 
Output Residue Hazardous waste 26            g Technosphere 
Output Residue Industrial waste 6              g Technosphere 
Output Residue Mineral waste 160,000   g Technosphere  
 
Chile mined approximately 5.4 Mt or 37% of the world copper production in 2004.  One 
company, Corporación Nacional del Cobre de Chile (Codelco), produced 1.8 Mt and one mine 
Escondida, 1.2 Mt.  The volume of copper produced in Chile in 2008 was similar to the 2004 
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figure (ICSG 2009).  Table 5-7, which was constructed using data from Alvarado et al.(2002, p. 
186) demonstrates the significance of energy in Chilean copper production.  Alvarado has 
tabulated the specific energy of fuels consumed and the amount of electricity consumed in 
producing one kilogram of copper.  Table 5-7 shows that the cost of the energy consumed in 
Chilean pyrometallurgical copper production from open pit mines was 25% of the price of a 
kilogram of copper at 2002 prices.   
Table 5-7 - Energy inputs to Chilean pyrometallurgical copper production 
Contained SECF SECE
Cu % MJ/Kg Cu KWh/kg Cu
Mining (open pit) 1.14% 5.68
concentrating 30.00% 2.029
Smelting 99.00% 9.56 0.672
Electro-refining 99.90% 1.18 0.341
Services 1.05 0.032
Others 0.38 0.032
Total 17.85 3.106
Litres of diesel equivalent 0.48
Diesel cost per litre $0.47
Electricity cost $/kWh $0.052
SECF cost $0.23
SECE cost $0.16
Total cost $0.39
Copper price per kilogram $1.56
Energy cost as a percentage of price 25%
SECF = Specific energy of consumed fuels
SECE = Specific energy of consumed electricity  
Transformation models show the elements of the product transformation process, which, in the 
case of copper is the process of finding the ore through to the output of refined copper.  At each 
stage of the transformation, there are intermediate inputs of labour and materials and there is a 
loss of some of the copper contained in the ore in the form of waste.   
Figure 5-16 depicts a portion of the transformation process for copper, from mining through to 
the production of copper ingots.  This form of engineering model is often referred to as a mass 
flow diagram.  The model describes how many tonnes of material are require to be mined in 
order to produce a tonne of copper.   
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Variable Materials % copper
T Tonnes mined Tonnes 420
G Ore grade Percent copper in ore 1.00%
Om Ore to mill Ore to material mined ratio 33%
Rm Mine recovery Quantity of copper in ore sent to mill 95% 0.95%
Quantity of copper in ore mined
Rc Mill recovery Quantity of copper in concentrate 85%
Quantity of copper in ore sent to mill
Cr Copper in concentrate 30.00%
Rs Smelter recovery Quantity of copper from smelter 92.5%
Quantity of copper in concentrate
Ap Anode purity 98.50%
Rr Refinery recovery Quantity of copper in ingots from refinery 99%
Quantity of copper in anodes from smelter
Ip Ingot purity 99.99%
Material Copper Waste product
Direct & indirect energy inputs tonnes tonnes Material tonnes
Energy
OREBODY Find and develop
Energy Cu in rock mined= G*T*Om 420 1.40
Explosives MINE Drill, blast, load and transport Waste rock 280
Ore to mill = T*Om 140 1.33
Energy Cu in ore to mill= Rm*G*T*Om 140 1.33
Steel MILL Crush, grind and concentrate Tailings 136
Chemicals Concentrate to smelt = Rc*Rm*G*T*Om/Cr 3.77 1.13
Energy Cu in concentrate  = Rc*Rm*G*T*Om 3.77 1.13
Silica SMELT Refine to anode copper Slag 2.71
Oxygen Anodes to refinery = Rs*Rc*Rm*G*T*Om/Ap 1.06 1.05
Energy Copper anode to refinery Rs*Rc*Rm*G*T*Om 1.062 1.046
Chemicals REFINE Refine to copper ingots Sludge 0.03
Copper ingots Rr*Rs*Rc*Rm*G*T*Om/Ip 1.0354 1.0353
418.96
Energy 1.0354 1.0353
Transport
Description
 
Figure 5-16 – Engineering model - elements of the transformation process 
The engineering model, Figure 5-16, represents a typical open pit copper mine with an assumed 
ore grade of one percent copper.  Because, as noted earlier, the elements of the product 
transformation process are less than one hundred percent efficient at each stage in the process, 
there is a loss of copper, which is included in the waste product.  Typical recovery factors are 
shown in Figure 5-16.  This model, and similar models for the production of other metals, 
enables changes in ore body grade, plant efficiency and energy inputs to be modelled, and the 
impact of future efficiency improvements and changes in ore grade to be estimated.   
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Copper mining companies may be evaluated according to their cash cost
29
 of production as 
shown in Figure 5-17 taken from a report by BHP Billiton (Minera Escondida 2004).   
Source Brook Hunt and Assoc.(2003)
 
Figure 5-17 - Cost of production from copper orebodies 
The cash cost for each mine is shown on the vertical axis and the total mass of copper each 
mine is capable of producing is shown on the horizontal axis.  Thus, Escondida was capable of 
producing approximately 2,000 Mlbs of contained copper at approximately 40 cents per pound in 
2003 prices.   
In a stable market, the price of copper must cover the cash operating cost of the most marginal 
mining operation.  For the marginal producer any increase in the cost of energy inputs must be 
met by a commensurate increase in copper price or the marginal operations will be unsustainable 
and the producer will have to cease operations.   
Table 5-7 shows that the cost of energy represented twenty-five percent of the cost of copper in 
2002, assuming unit cost equals price, as is a necessary assumption in this thesis.  Changes in the 
energy price should be readily discernable in changes in the price of copper, providing the 
impact is not masked by factors such as business cycles, inventories, latent capacity and 
government intervention.  This hypothesis that changes in energy cost are reflected in the price 
                                                 
29
 The cost of producing the metal, excluding royalties, interest payments and depreciation.  Interest payments 
and depreciation relate to capital cost.   
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of a metal will be tested in the following chapter.  Furthermore knowing the relationship between 
grade and energy the following equation may be developed: 
 Δ Δ Δ ΔeC = ƒ g, P , T  
Where C is the relative change in cost flowing from g, Pe and T the relative changes in 
grade, energy price and technology respectively. 
In this chapter the theoretical framework of an economic model and an engineering model has 
been developed.  The following Chapter builds on this theoretical framework to construct an 
econometric model and an engineering model for copper that will elucidate the roles of energy 
price, technical change and ore grade in determining production cost.   
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Chapter 6: Copper 
 
The econometric model discussed in Chapter 5 will be employed to assess the impact of changes 
in energy price, and other factors, on the unit cost and price of copper.  An understanding of the 
underlying technology of copper production will assist in validating the model. Moreover, the 
engineering model discussed in Chapter 5 will also be developed to show the impact of changes 
in energy price on the unit cost of producing metal.   
6.1 Econometric model  
6.1.1 Linking the cost of energy to the metal price 
As previously outlined, the production process of a particular metal can be described by a 
KLEMN model where: 
Output Q = f [(capital (K), labour (L), energy (E), materials (M), Resources (N)].   
In this thesis, ore grade has been used as a representation of resource quality and time has been 
added to represent technology change.   
The corresponding unit cost function, assuming constant returns to scale, is: 
Unit cost C/Q = f(PK, PL, PE, PM, g, t), with (g) symbolising grade, and time (t) representing 
technology change.   
A description of the US data sourced for the independent and dependent variables required to 
estimate the cost function follows.   
Since the price of refined copper will be used as the measure of unit cost, the model is premised 
on there being a competitive market through the period.  Evidence for the existence of a 
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competitive copper industry is presented in the next section.  A competitive market is necessary 
to justify the assumption that copper price equals unit cost of production, including a return on 
investment appropriate for the market risk associated with the industry.  Since actual cost data 
are unavailable, and even if available would be relevant only for a particular mine and not 
necessarily representative of industry cost as a whole, the model relies on this proposition that 
total cost equals total revenue at an industry level.  The model also assumes that the cost of 
smelting and refining the copper concentrate remains constant because the percentage of copper 
in the concentrate presented for smelting and refining has in the past been, and will continue to 
be, approximately 33%.  Nevertheless, whilst the market may be competitive, price fluctuations 
above and below the unit cost of production occur.   
Generally, copper is produced from large mines with high capital cost, where ore-extracting 
plant and machinery operate at full capacity and there is only limited ability to expand 
production in the short-run.  With the quantity produced fixed in the short-run a sudden increase 
in quantity demanded can push price above the unit cost of production and conversely, a fall in 
quantity demanded can result in price being temporarily below unit cost.  Additionally, large 
mines brought into production during periods of high price may result in excess capacity being 
constructed, thereby causing supply to exceed demand for a considerable period and causing 
price to fall.  These business cycles and other fluctuations are more fully discussed in later 
sections of this chapter; however, given its importance to the economic theory supporting this 
thesis the assumption of a competitive market will first be addressed.   
6.1.2 Market power in the US copper industry 
This thesis assumes a competitive copper market exists and that metal price is related to unit 
production cost as in a competitive market.  Nevertheless even if the market is shown to be 
competitive, Rees (1985, p. 104) explained that capital costs in the mining and production of 
metals are high and do not vary greatly with output.  Companies may elect to maintain high 
output as long as the revenue covers the variable cost and at least contributes to fixed costs.  
Furthermore, when prices increase, new production capacity cannot be brought on quickly.  
Consequently, from time to time, prices are likely to move significantly above and below the unit 
cost of production.   
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Evidence from Tilton and Landsberg (1997, p. 3) comparing the price and unit cost of copper 
production at five year intervals from 1970 through to 1995 (Table 6-1) supports the Rees thesis, 
especially in years of relatively low prices.   
Table 6-1 - US breakeven cost of producing copper as a percentage of price 
Year 1970 1975 1980 1985 1990 1995
Mine output 
(Mt contained copper)
Cost $1990 real/lb 1.04 1.02 0.90 0.70 0.65 0.61
Price $1990 real/lb 1.83 1.43 1.57 0.80 1.23 1.19
Cost as a percentage of price 57% 71% 57% 88% 53% 51%
1.891.56 1.28 1.18 1.10 1.59
 
Cost, as defined by Tilton and Landsberg (1997, p. 3), is the weighted-average adjusted 
breakeven cost for US producers, measured in real (1990) US dollars per pound.  Adjusted 
breakeven cost reflects the lowest market price for refined copper at which a mine can operate 
without cash losses.  Thus, the difference between the weighted-average adjusted breakeven cost 
and price should equal the average cost of capital plus profit, if any.  Price in Table 6-1, is the 
average US domestic producer price, measured in real (1990) US dollars per pound. Prices in 
nominal dollars are converted to real (1990) dollars using the US GDP implicit price deflator.   
A price significantly above cost may be evidence of oligopoly market power; however, the 
greater the number of companies operating in the market the less the likelihood of companies 
colluding on price.  As evidenced in Table 6-2, compiled from U.S. Census Bureau, economic 
census of mining, the number of copper producing companies and mines operating in the US has 
decreased significantly over the period under review; however, it is unlikely even at the lowest 
number of twenty-five companies that this number of companies could collude on price.   
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Table 6-2 – Copper producing companies and establishments in the US 
Year Number of 
companies
Number of 
establishments
1954 179 210
1958 112 148
1963 118 160
1967 NA 156
1972 110 181
1977 63 133
1982 37 81
1987 27 61
1992 25 62
1997 23 48
2002 25 33  
Nevertheless, a more detailed analysis of the mines that accounted for 99% of the US mine 
production in 2002, as reported by the USGS (Edelstein 2003) and which is summarised in 
 Table 6-3 reveals that just four major operators accounted for 99% of the US mine production in 
2002.  Excluding BHP Copper Co, three operators accounted for 98% of production and one 
company Phelps Dodge Corp. accounted for approximately 60% of US production.   
Table 6-3 - Leading copper producing mines in the US in 2002 
Mine Operator Mine capacity Operator capacity Market share
(t'000) (t'000) %
Ray Mines ASARCO Incorporated 180
Mission Complex ASARCO Incorporated 70
Silver Bell ASARCO Incorporated 22 272 18%
Pinto Valley BHP Copper Co. 10
Miami BHP Copper Co. 12 22 1%
Bingham Canyon Kennecott Utah Copper Corp. 300 300 20%
Bagdad Phelps Dodge  Corp. 120
Sierrita Phelps Dodge  Corp. 120
Tyrone Phelps Dodge  Corp. 95
Chino Phelps Dodge  Corp. 125
Miami Mine Phelps Dodge  Corp. 75
Morenci Phelps Dodge Corp. 390 925 61%
Total capacity 1,519 1,519  
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This degree of market concentration presents the opportunity for collusion on price and could 
have prompted Agostini (2006) to check whether monopoly power behaviour was actually 
exercised in the period from 1950 to 1995.  Before 1978, most US domestically produced and 
imported copper was traded at a price set by the major US producers, while the rest of the world 
traded copper at prices determined in auction markets.  This two-price system ended in 1978, 
when the largest US producers began using the Commodity Exchange Inc. (COMEX) price of 
refined copper as a benchmark for setting their prices.  In his review of the literature Agostini 
(2006, p. 19) found that the most common explanation for the existence of the two price system, 
was that US producers set the price to reflect a sustainable and profitable long-run level of 
copper prices because:  
(i) on the supply side, higher prices might encouraged new production; and  
(ii) on the demand side customers who could use aluminium, the main copper substitute, may 
invest in aluminium-using machinery if copper prices increase and they may not switch 
back to copper once prices return to a lower level.   
Agostini (2006) observed that the US copper industry had few sellers, large sunk costs, inelastic 
demand and supply, and stable technologies and that this is a type of industry in which one may 
expect to find evidence of market power.  He employs a demand function for copper with 
aluminium and silver included as substitutes to check for irregularity in the copper price.  
Surprisingly, Agostini (2006, p. 36) found that the results of his modelling were  consistent with 
prices close to the ones predicted by a competitive model of the industry.  This result may have 
been more a consequence of foreign rather than domestic competition.  Agostini (2006, p 18) 
also noted that in 1970 the behaviour of the US copper producers was investigated by US 
Congress and no conclusion regarding the exercising of market power was reached
30
.   
Ironically, in 1978 and again in 1984 the copper producers unsuccessfully petitioned the 
government for protection under the Trade Act (Tilton and Landsberg 1997, p. 2).   
                                                 
30
 See the ―Report of the Subcommittee on Copper to the Cabinet Committee on Copper,‖ Washington, May 
13, 1970; see also ―Copper: Quarterly Industry Report,‖ US Department of Commerce, Business, and Defence 
Services Administration, vol. 16, no. 2, January 1970. 
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US production as a percentage of World production steadily fell from 25% of World production 
in 1954 to 15% in 2002.  Furthermore, as shown in Figure 6-1, US copper imports rose relative 
to primary production and by 2002 approximately 1.1 Mt of copper was imported compared to 
1.4 Mt of primary production from US mines.  Providing US manufacturers have the option of 
purchasing either domestic or imported copper then a competitive market should exist.   
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Figure 6-1 – Primary copper from US mines and copper imports 
Based on the evidence presented, the proposition that the US copper market was reasonably 
competitive between 1954 and 2002 cannot be rejected.   
6.1.3 Price and unit cost of copper 
Reliable annual price indices for capital, labour, energy and material inputs are available whereas 
quantity data for these inputs are available only at five-year intervals.  The quantity of metal 
produced annually is published by the U.S. Geological Survey (USGS).  Metal producers 
consider the cost of producing metal confidential and data are not available on this variable. 
However, it is assumed that the copper production industry is competitive and that price equals 
the unit cost of the copper produced, including a rate of return on capital appropriate to the 
perceived business risk of the industry.  Hence, the total cost can be measured by total revenue, 
given by output price multiplied by output level.  Annual copper price data are available. 
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Nevertheless, as noted above, copper price fluctuations do not necessarily reflect the underlying 
cost of production and high prices often reflect rapid increases in demand that have temporarily 
exceeded supply.  Copper stocks fall in times of high demand and increase when new supply is 
commissioned.  Stock volumes reported by the USGS are the sum of available data on refined 
copper stocks held by producers, consumers, government, and commodity exchange warehouses 
as of December 31 of each year.  Data on stocks of refined copper for industry and government 
for the years 1955–89 were obtained from the ―U.S. Refined Copper Inventories, End of Year‖ 
table in the 1990 Minerals Year Book.  This table also includes government stockpile inventories 
at the end of each year back to 1955.  Beginning in 1975, the Minerals Year Book reported data 
on stocks of refined copper at brass mills, wire rod mills, other manufacturers, and the New York 
Commodities Exchange, in addition to primary producers (Porter and Edelstein 2005).   
The graph of US copper stocks and copper price, plotted as an index in Figure 6-2, supports the 
view that copper stocks fall in times of high demand.  Copper stocks appear as the mirror image 
of price, indicating that price fluctuations may be caused by other factors in addition to the unit 
cost of production.   
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Figure 6-2 - Unit price of copper and copper stocks 
Morrison Paul (1999, p. 35) raised the issue of deviations between cost and revenue in Multi 
Factor Productivity measurements.  This discrepancy may in part be due to firms operating at 
below capacity and she suggested the construction of a shadow cost function that reflected the 
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unused capital such that the Shadow Total Cost equals Total Cost multiplied by Capacity 
Utilisation (Morrison Paul 1999, p. 69).   
Berndt and Fuss (1986) suggested methods to account for variation in capacity utilization and 
other forms of temporary equilibrium when making productivity measurements.  They suggested 
that a substantial part of the observed decline in productivity in US Manufacturing was 
illusionary and due to the use of an inappropriate conceptual framework.  They traced the source 
of this error to the fact that traditional methods of productivity measurement assumed that 
producers are in long-run equilibrium when in fact they may be in short-run or temporary 
equilibrium (Berndt and Fuss 1986, p. 7).   
Furthermore, they argued that methods which have been used to adjust the flow of services from 
capital when the firm is considered to be in temporary rather than in long-run equilibrium have 
been ad hoc and have not recognized explicitly that the long-run marginal conditions used to 
obtain the input value (cost) shares are no longer appropriate (Berndt and Fuss 1986, p. 11).  
Their empirical analysis suggested that the traditional measure of Total Factor Productivity 
(TFP) growth slowdown between 1965-73 and 1973-81 might have been overstated by as much 
as 65% (Berndt and Fuss 1986, p. 27).   
A paper by Slade (1986) analysed the performance of TFP measures by comparing the results of 
these studies against the output from a translog cost function.  Slade notes that users of TFP 
indices have attempted to correct for the problem of temporary equilibrium.  Most frequently, the 
quantity of the fixed factor, usually the capital stock, is adjusted to reflect the degree of capacity 
utilization.  A second method involves adjusting the price of the fixed factor to reflect its true 
shadow value as demonstrated in Morrison (1985).  While the second method is easier to justify 
on theoretical grounds, it is clear that either method can give the correct answer if the correct 
adjustment is made (Slade 1986).   
Slade concluded that TFP indices calculated from data corresponding to turbulent periods should 
be viewed with caution. In particular, the decade of the 1970‘s was characterized by considerable 
structural change due to the OPEC oil price increases, overall inflation, severe recession, and 
disruption in foreign-exchange markets. For these reasons, unadjusted TFP analyses of ‗what 
went wrong with productivity in the 70‘s‘ should be interpreted with care (Slade 1986, p. 91). 
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While these TFP methods of accounting for temporary equilibrium are theoretically correct, they 
require data on production capacity or capital stock, which are often unavailable or, if available, 
are subject to substantial doubt concerning measurement error.  Such data were not available for 
the analysis conducted for the thesis and therefore the long run cost function translog model was 
chosen as opposed to a short run model to estimate the cost function.   
Despite the likelihood of a degree of price fluctuation, that reflects demand factors rather than 
changes in unit cost, and since there is no alternative to using the price data as an estimate of the 
unit cost, it will be assumed that influences on price, other than factors affecting cost, can be 
treated as stochastic influences in the cost function.  Consequently, the econometric model 
assumes the copper price is equal to long run unit cost.   
Copper price data are available from numerous sources including the USGS and the London 
Metal exchange.  The copper price chosen for modelling is the USGS unit value in US dollars 
for one metric ton ($US /tonne), which is estimated from the ―Annual Average U.S. Producer 
Copper Price‖ (Porter and Edelstein 2005).   
6.1.4 Quantity of copper  
Annual copper production is available from the USGS (USGS 2006); however, the published 
data relate to tonnes supplied, including supplies from inventories rather than tonnes produced.  
Following personal communications, the USGS kindly provided the produced tonnes net of 
inventory changes.  The annual quantity of copper produced was measured as the mass contained 
in the ore mined each year.  Some errors were detected in quantity data obtained from other 
sources; for example, in some data sets, tranches of data were not converted from short tonnes to 
metric tonnes, prompting careful scrutiny of all data units.   
6.1.5 Input price data 
Following the method described in Berndt and Wood (1975) input price indices are substituted 
for nominal prices.  Whereas Berndt and Wood had to create their input price indices by dividing 
the total cost of each input by its quantity, input price indices for production of the metal being 
studied were available from published sources.   
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All input prices were scaled to have unit means by dividing each annual price index value  by the 
series mean so that the first order coefficients in the regression model can be interpreted as 
estimated cost shares evaluated at the input price means (Coelli et al. 2005, p. 227): 
Scaled input price index value in year t = Input price index value in year t  
       Mean price index 
6.1.5.1 Capital price index 
Azzalini, Bloch and Hazlehurst (2008) calculated the rental price of capital from a capital cost 
index, which eliminates the requirement to know the quantity of capital stock.  Following their 
method, a capital price index was constructed using U.S. Department of Labor, Bureau of Labor 
Statistics indices for machinery, concrete, iron and steel and construction labour prices as shown 
in Table 6-4.   
Table 6-4 - Capital price index proportions 
Proportion 55% 5% 15% 25%
Series Id WPU1192 WPU132 WPU101 CEU2000000030
Group Machinery and equipment Nonmetallic mineral products Metals and metal products Construction
Item Mining machinery and equipment Concrete ingredients and related products Iron and steel Weekly earinings
Dat source U.S. Department of Labor - Bureau of Labor Statistics - http://www.bls.gov  
The Mining Cost Service (MCS) indexes (InfoMine 2007), include a capital cost index for 
surface mining for the period 1988 to 2005.  This index correlated closely with the capital price 
index compiled as shown in Table 6-4.  The proportions of each capital item in the index were 
based on advice kindly provided by InfoMine USA Inc (Schumacher 2007).   
The rental price of capital (PKr) was calculated using the formula PKr = (1/m + i)PK (Azzalini, 
Bloch, and Hazelhurst 2008), where m is the average age of the gross capital stock, i is the U.S. 
Treasury ten year bond yield rate and PK is the price of new capital represented by the capital 
price index calculated using the indices and proportions set out in Table 6-4.   
An average age of 20 years for gross capital stock was calculated from Tables 16.4 and 16.5 of 
the Australian Bureau of Statistics publication, Australian System of National Accounts 
Concepts, Sources and Methods which list the mean asset life for mining equipment and 
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buildings respectively (Trewin 2000, p. 269).  The figure of 20 years contrasts with the asset 
class life for mining of 10 years for depreciation purposes published in Appendix B - Table of 
Class Lives and Recovery Periods by the US Department of Treasury (Internal Revenue Service 
2007, p. 98).  Depreciation life is generally lower than actual asset life and the figure of 20 years 
for average asset life has been used in the model.   
6.1.5.2 Labour price index 
The labour price index was constructed from US Bureau of Labor Statistics data on Average 
Weekly Earnings for Production Workers, not seasonally adjusted, in the natural resources and 
mining industry.  The degree of detail for the statistics available improved over the period 
studied.  Data up to 1957 are available for the category of natural resources and mining only.  
From 1958 until 1990, the more specific category of mining was used and from 1991 onward, 
the category of metal mining was available and used.  The price indices were joined using the 
link factor method prescribed by the Australian Bureau of Statistics.   
The link factor is a ratio used to join a new index series to an old index series to form a 
continuous series (Australian Bureau of Statistics 2005). 
Link factor =  Index value of old series in year t 
Index value of new series in year t 
 
Linked index value for year (t+1) = New series index value in year (t+1) x Link factor.  
This method uses the figures from the most current series and recalculates the old series.  It 
produces a similar result as the method explained by Fixler (1993, p. 3) in his paper describing 
the underlying concepts of the U.S. Consumer Price Index; however, the method he describes is 
backward looking.  Linking in the old and new sample is done by establishing a month in which 
the price for the old and new index is recorded, but using only the old index value in calculating 
the new index and then applying next month's percentage increase in the new index to the old 
index.  The two methods are demonstrated in Table 6-5.  The percentage change from one year 
to the next is identical for both methods. 
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Table 6-5 – Forward and backward looking indexes compared 
Linking method used in this thesis
Year Old index New index Change
Lo Ln Lf %
1988 564.26 = Lo*Lf 615.40
1989 594.38 = Lo*Lf 648.25 5.338%
1990 629.87 686.96 Ln/Lo = 1.09 = Ln 686.96 5.971%
1991 709.19 = Ln 709.19 3.236%
As explained by Fixler
Year Old index New index
Lo Ln Lf
1988 564.26 = Lo 564.26
1989 594.38 = Lo 594.38 5.338%
1990 629.87 686.96 = Lo 629.87 5.971%
1991 709.19 650.25 3.236%
Linked indexLink factor
Link factor Linked index
= Ln(1991)/Ln(1990)  
Production workers in natural resources and mining are defined in a similar manner as for 
manufacturing.  The US Bureau of Labor Statistics includes in the manufacturing production 
worker group those production workers to the level of working supervisors, who engage directly 
in the manufacture of the establishment‘s product.  Among those excluded from this category are 
persons in executive and managerial positions and persons engaged in activities such as 
accounting, sales, advertising, routine office work, professional and technical functions (U.S. 
Department of Labor 2008).   
6.1.5.3 Energy price index  
Mining and concentrating ores requires energy from liquid and solid fuels, and electricity.  The 
U.S. Census Bureau publishes the Economic Census - Mining at five-year intervals.  The 2002 
Economic Census - Copper and Nickel Ore – Mining, was the last Census used to complete the 
data set (U.S. Census Bureau 2004).  An analysis of the five-year intervals from 1954 to 2002 
showed an average 60%:40% ratio by cost for electricity versus diesel and gasoline fuels.  The 
mining industry has the capacity to swap from diesel and gasoline fuelled equipment to electric 
equipment e.g. electric versus diesel shovels; however, such decisions would require an 
expectation that the differential between the price of diesel and electricity would continue for the 
life of the equipment.  Nevertheless, mines in remote locations do not always have access to 
electricity generated and distributed by electricity companies.  These mines often generate their 
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own electricity using diesel generators and hence are not able to swap between diesel power and 
electricity generated from outside sources. 
The energy price index was constructed by firstly using the energy price index from Berndt and 
Wood (1975) from 1954 to 1971
31
.  From 1972 to 2002, the price index for industrial electric 
power from the U.S. Department of Labor, Bureau of Labor Statistics, was combined with the 
US oil price as shown in Table 6-6.  The 60%:40% ratio weighting identified in the Economic 
Census was applied to the two relevant indices to obtain a single energy price index from 1972 
onward.   
Table 6-6 - Energy index proportions 
Period Data sources
1954-1971 Berndt and Wood (1975)  Energy price index
1972-2002 Proport ion 60% 40%
Series Id WPU0543 US oil price
Group Fuels and related products and power
Item Industrial electric power
U.S. Department of Labor - Bureau of 
Labor Statistics - http://www.bls.gov
http://www.eia.doe.gov/neic/historic/h
petroleum2.htm
Table 5.18 Crude Oil Domestic First 
Purchase Prices, 1949-2004
 
6.1.5.4 Materials price index 
The materials price index was constructed using U.S. Department of Labour, Bureau of Labor 
Statistics, price indices for machinery, iron and steel, explosives, tires and industrial 
commodities as shown in Table 6-7.   
                                                 
31
 Berndt and Wood (1975) included purchases of coal, crude petroleum, refined petroleum, natural gas and 
electricity in their index.   
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Table 6-7 - Materials index proportions 
Proportion 24% 5% 25% 12% 34%
Series Id WPU1192 WPU101 WPU067902 WPU071201 WPU03THRU15
Group Machinery and equipment Metals and metal products Chemicals Rubber and plastic Industrial Commodities
Item Mining machinery Iron and steel Explosives Tires Industrial commodities
Data source U.S. Department of Labor - Bureau of Labor Statistics - http://www.bls.gov  
The proportion of each material in the index was based on advice provided by InfoMine USA 
Inc.; however, the materials price index derived here could not be compared with that provided 
by InfoMine because the latter‘s operating cost index included labour, fuel and electricity, which 
are separate independent variables in the cost function employed in this thesis, and hence not 
included in the materials price index in Table 6-7.   
6.1.6 Grade 
Annual average copper ore grade was extracted from the USGS Copper Statistical Compendium 
(Edelstein 1998) and the USGS Minerals Yearbooks.  The grade for ore supplied for 
concentration by conventional crushing, grinding and froth floatation was chosen because annual 
data for leached ores were not recorded in later years.  Additionally, the ore mined for leaching 
may be processed over many years and the grade may not be reflective of the ore mined and 
extracted in any given year.   
6.1.7 Data set 
The data set used in the model aggregates of all copper mining firms in the US.  Morrison Paul 
(1999, p. 73) noted that the potential for aggregation bias when employing an aggregate 
production function was recognised as far back as Solow (1957).  In their study of the US 
manufacturing sector, Foster, Haltiwanger, and Krizan (2001) showed that over the 1977 to 1987 
period there were large and persistent differentials in productivity levels and growth rates across 
firms in the same sector.  They also found that productivity growth was dominated by entry and 
exit effects  (Foster, Haltiwanger, and Krizan 2001, p. 350).   
Young (1991) in a study of TFP in the Canadian mining industry also  noted that the entry or exit 
of firms from the industry could cause significant fluctuations in measured TFP.  However, in 
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comparing the results of the analysis of the individual firms with that of the industry as a whole, 
Young found that they were generally consistent with one another. Individual firm data on the 
US copper industry were not available for comparison in the present study.   
The symbols and data set used for econometric modelling are explained in Table 6-8 and Table 
6-9 respectively.   
 
Table 6-8 - Symbols used in the modelling and in the data set reported in Table 6-9  
 
The input price index data were scaled as explained in section 6.1.5.   
Symbol Description Units 
C Total cost = total value of contained copper $US 
CU Unit cost of copper  $US/kg 
Q Quantity of contained copper in ore mined  tonnes 
KLEM Factors of capital (K), labour (L), energy (E) and materials (M)  
PK Capital price index, mean scaled  
PL Labour price index, mean scaled  
PE Energy price index, mean scaled  
PM Materials price index, mean scaled  
g Copper grade - percentage of copper in ore percentage 
t Time years 
s Copper stocks tonnes 
SK Share of capital  
SL Share of labour  
SE Share of energy  
SM Share of materials  
 Productivity parameters  
log = ln Natural log  
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Table 6-9 - Data set for the US copper mining industry 1954-2002 
Year t CU PK PL PE PM g SK SL SE SM
1954 1 0.660 0.144 0.219 0.255 0.337 0.830 0.068 0.364 0.040 0.528
1955 2 0.827 0.160 0.236 0.263 0.353 0.830 0.079 0.362 0.042 0.517
1956 3 0.926 0.183 0.249 0.268 0.374 0.780 0.090 0.360 0.044 0.505
1957 4 0.665 0.208 0.259 0.270 0.388 0.770 0.101 0.359 0.046 0.495
1958 5 0.580 0.209 0.255 0.273 0.396 0.790 0.111 0.357 0.048 0.484
1959 6 0.683 0.244 0.270 0.268 0.401 0.740 0.115 0.350 0.047 0.488
1960 7 0.713 0.242 0.273 0.270 0.402 0.730 0.118 0.344 0.047 0.492
1961 8 0.668 0.241 0.278 0.269 0.405 0.750 0.121 0.338 0.046 0.495
1962 9 0.683 0.246 0.288 0.269 0.402 0.750 0.123 0.334 0.046 0.497
1963 10 0.683 0.251 0.297 0.264 0.407 0.740 0.125 0.330 0.045 0.500
1964 11 0.713 0.260 0.304 0.272 0.408 0.730 0.139 0.323 0.044 0.494
1965 12 0.780 0.270 0.317 0.271 0.413 0.700 0.151 0.317 0.043 0.488
1966 13 0.794 0.299 0.336 0.274 0.419 0.670 0.163 0.312 0.043 0.483
1967 14 0.840 0.314 0.350 0.272 0.428 0.630 0.174 0.306 0.042 0.478
1968 15 0.908 0.346 0.370 0.281 0.439 0.600 0.179 0.312 0.044 0.465
1969 16 1.046 0.402 0.402 0.287 0.451 0.600 0.183 0.315 0.045 0.457
1970 17 1.280 0.452 0.424 0.285 0.469 0.590 0.185 0.318 0.046 0.451
1971 18 1.148 0.430 0.445 0.322 0.486 0.550 0.187 0.320 0.046 0.447
1972 19 1.134 0.449 0.483 0.331 0.497 0.550 0.188 0.322 0.047 0.443
1973 20 1.312 0.497 0.516 0.367 0.521 0.530 0.193 0.325 0.057 0.425
1974 21 1.704 0.613 0.570 0.563 0.636 0.490 0.196 0.328 0.066 0.410
1975 22 1.414 0.752 0.640 0.652 0.743 0.480 0.199 0.330 0.074 0.397
1976 23 1.534 0.811 0.701 0.700 0.805 0.500 0.202 0.332 0.081 0.385
1977 24 1.472 0.853 0.769 0.760 0.854 0.510 0.204 0.334 0.087 0.375
1978 25 1.451 1.004 0.855 0.812 0.920 0.500 0.216 0.322 0.093 0.368
1979 26 2.032 1.185 0.938 1.020 1.021 0.490 0.226 0.312 0.099 0.363
1980 27 2.234 1.492 1.029 1.531 1.159 0.470 0.235 0.303 0.104 0.358
1981 28 1.857 1.873 1.138 2.089 1.283 0.485 0.243 0.295 0.108 0.353
1982 29 1.605 1.894 1.194 2.005 1.332 0.506 0.251 0.288 0.112 0.350
1983 30 1.687 1.737 1.251 1.914 1.342 0.472 0.244 0.285 0.118 0.352
1984 31 1.474 1.930 1.320 1.934 1.367 0.525 0.237 0.282 0.125 0.356
1985 32 1.476 1.749 1.359 1.877 1.374 0.552 0.228 0.279 0.133 0.360
1986 33 1.456 1.419 1.365 1.338 1.350 0.533 0.218 0.275 0.143 0.364
1987 34 1.819 1.519 1.374 1.459 1.376 0.492 0.205 0.270 0.155 0.370
1988 35 2.657 1.641 1.407 1.329 1.423 0.501 0.195 0.264 0.150 0.391
1989 36 2.887 1.671 1.482 1.508 1.502 0.489 0.187 0.259 0.146 0.408
1990 37 2.712 1.726 1.570 1.729 1.561 0.490 0.180 0.255 0.142 0.422
1991 38 2.410 1.670 1.669 1.618 1.599 0.450 0.174 0.252 0.139 0.435
1992 39 2.368 1.574 1.700 1.602 1.610 0.480 0.169 0.249 0.137 0.445
1993 40 2.019 1.457 1.709 1.525 1.629 0.490 0.181 0.244 0.135 0.440
1994 41 2.448 1.660 1.823 1.466 1.668 0.470 0.192 0.240 0.134 0.434
1995 42 3.050 1.647 1.914 1.544 1.726 0.460 0.203 0.236 0.132 0.429
1996 43 2.404 1.659 1.990 1.732 1.745 0.460 0.213 0.232 0.131 0.424
1997 44 2.358 1.673 2.062 1.668 1.757 0.460 0.222 0.229 0.129 0.420
1998 45 1.734 1.532 2.119 1.361 1.740 0.460 0.229 0.231 0.132 0.409
1999 46 1.674 1.609 2.124 1.577 1.737 0.420 0.236 0.233 0.135 0.395
2000 47 1.944 1.707 2.117 2.124 1.756 0.430 0.246 0.236 0.139 0.378
2001 48 1.694 1.561 2.104 1.954 1.785 0.480 0.258 0.240 0.145 0.357
2002 49 1.671 1.533 2.134 1.978 1.802 0.520 0.275 0.245 0.151 0.329  
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6.2 Econometric model results and econometric tests 
In this section the various tests conducted on the estimated system of four equations (the unit 
cost equation plus the three share equations) are first discussed.  Then the results of the estimates 
are reported and discussed.  
6.2.1 Testing for economies of scale 
The econometric model discussed in Chapter 5 will be employed to assess the impact of changes 
in energy price on the unit cost and price of copper.   
As discussed in Chapter 5, the economic model has been developed on the assumption that 
production in the copper industry is subject to constant returns to scale. This assumption can now 
be tested using the method outlined by Christensen and Greene (1976, p. 662).  
Beginning with the translog cost function:   
    Q QQ i i ij i j Qi i
i i j i
lnC lnQ Q ln Q ln P Q ln PP Q lnYlnP
21 1
= α  + α + + α + +
2 2
0  
Equation 6-1 
Christensen and Greene defined scale economies (SCE) as follows: 
 SCE 1 / = In C In Q  
This measure results in positive values for scale economies, negative values for scale 
diseconomies, and a zero value for constant returns.  Christensen and Greene (1976, p. 662) 
explain that scale economies for their translog cost function may then be tested for according to 
the following formula: 
SCE 1 )Q QQ Qi i
i
= -( lnQ lnP     Equation 6-2 
If scale economies are evident in the data then the null hypothesis that SCE is equal to zero will 
be rejected.   
First Equation 6-1 is expanded for the inputs of capital, labour, energy and materials (KLEM) as 
shown in Equation 6-3.   
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Equation 6-3 
This cost equation was estimated by OLS and the relevant parameters included in Equation 6-2 
which may be expanded as follows: 
SCE 1 (C(6) C(66) C(26) C(36) C(46) C(56)K L E M= - lnQ lnP lnP lnP lnP      Equation 6-4 
As is the case with the calculation of elasticities, the scale economies measure may be calculated 
for each year of data.  The Null hypothesis that: 
1 (C(6) C(66) C(26) C(36) C(46) C(56) = 0K L E M- lnQ lnP lnP lnP lnP      Equation 6-5 
was tested using values of the variables at the approximate midpoint of 1979 and 2002, the last 
year of data.   
Table 6-10 – Wald test for 1979 Variables 
Wald Test:   
Equation: COSTEQUATION  
    
    
Test Statistic Value   df     Probability 
    
    
F-statistic 0.908071 (1, 28)   0.3488 
Chi-square 0.908071 1   0.3406 
  
Table 6-11 - Wald test for 2002 Variables 
Wald Test:   
Equation: COSTEQUATION  
    
    
Test Statistic Value   df     Probability 
    
    
F-statistic 2.658998 (1, 28)   0.1142 
Chi-square 2.658998 1   0.1030 
  
In both years, the Wald test fails to reject the null that SCE is equal to zero.  Consequently, the 
assumption that scale effects may be ignored cannot be rejected and therefore it is appropriate to 
apply the economic model developed in Chapter 5 to the copper data.   
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6.2.2 Regression diagnostics 
6.2.2.1 Test that the residuals are multivariate normal 
The Seemingly Unrelated Regression (SUR) method has been chosen for estimating the 
coefficients of the set of four equations for the reasons explained in of Chapter 5.  The Jarque-
Bera test is applied to test the assumption that the residuals are multivariate normal.  The Jarque-
Bera statistic follows a Chi-square distribution with two degrees of freedom (Pindyck and 
Rubinfeld 1998, p. 48).  The Jarque-Bera values for the residuals of all four equations are shown 
in Table 6-12.  The critical Chi-square values are 7.38 at the 2.5% level of significance and 10.6 
at the 0.5% level of significance.  The null hypothesis that the residuals are multivariate normal 
cannot be rejected for the cost equation, the labour and energy share equations at the 2.5% level.  
Moreover, the null hypothesis that the materials share equation residuals are multivariate normal 
cannot be rejected at the 0.1% level of significance for which the Chi-square value is 13.8.  
Given the evidence, the null hypothesis that the residuals are multivariate normal is not rejected 
for the system of equations. 
Table 6-12 - Jarque-Bera test for normality of residuals 
Cost Labour Energy Materials
share share share
Equation Equation Equation Equation
 Mean -0.000765 -0.000872 0.000702 -0.000605
 Median 0.028339 0.006434 -0.012952 0.004845
 Maximum 0.363819 0.04228 0.050856 0.054624
 Minimum -0.450587 -0.041026 -0.039968 -0.101468
 Std. Dev. 0.199134 0.027417 0.025826 0.030432
 Skewness -0.412386 -0.043428 0.551931 -1.014103
 Kurtosis 2.707105 1.415616 1.771028 4.273392
 Jarque-Bera 1.563987 5.140539 5.571469 11.70926
 Probability 0.457493 0.076515 0.061684 0.002867
 Sum -0.037478 -0.042704 0.034408 -0.029634
 Sum Sq. Dev. 1.903409 0.036081 0.032016 0.044452
 Observations 49 49 49 49  
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6.2.2.2 Testing the symmetry assumptions 
As discussed in Chapter 5, Greene (1990, p. 531) used a chi-squared test to check the symmetry 
restrictions applied to the model used by Berndt and Wood (1975). On comparing the value of 
the Chi-squared statistic with the critical value from the Chi-squared distribution, he rejected the 
symmetry restrictions, a result which calls into question the formulation of the model.  
Symmetry refers to the requirement that the values of the second derivatives of the cost function 
should be invariant to the order of differentiation; hence in the share equations listed in  
Equation 6-7, C(23) should be identical to C(32) etc.  Greene (1990, p. 530) explained that a 
model without the symmetry restrictions is ambiguous because the cost shares are obtained by 
differentiation of the cost function and the cross derivatives must be the same as in the cost 
function.  The share equation parameters were tested for symmetry in EViews by running the 
system of four equations without imposing symmetry as shown in Equation 6-6 and Equation 6-7.   
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S 3  32 ln P / P 33 ln P / P 34 ln P / P
S 4 42 ln P / P 43 ln P / P 44 ln P / P
   
   
   
 
Equation 
6-7 
 
The Wald test was then applied to test if: 
C(23)=C(32), C(24)=C(42), C(34)=C(43) 
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Table 6-13 - Wald test from EViews 
Wald Test:   
System: PKDIVISASURSYMMETRY  
    
    
Test Statistic Value   df     Probability 
    
    
Chi-square 52.09861 3   0.0000 
    
    
    
Null Hypothesis Summary:  
    
    
Normalized Restriction (= 0) Value   Std. Err. 
    
    
C(23) - C(32) -0.144531 0.038154 
C(24) - C(42) 0.288301 0.047708 
C(34) - C(43) -0.156555 0.028720 
    
    
Restrictions are linear in coefficients. 
  
The critical 95% Chi-square value with 3 degrees of freedom is 7.8.  Unfortunately, as in the 
Greene example (1990, p. 531), the Wald test suggests that the Null Hypothesis of symmetry 
should be rejected.  This is not an unusual problem in cost function estimation (Higgins 1986, p. 
485), (Turnovsky and Donnelly 1984, p. 58), (Nwaokoro 2003, p. 70) and (Chang and Nguyen 
2002, p. 106).  Cozzarin and Gilmore (1998, p. 309) reported that of the 129 demand system 
models they surveyed, which were mainly related to consumer demand for agricultural products, 
only 47 were tested for symmetry and of these symmetry was rejected 51% of the time.  For this 
study, as in others, symmetry is imposed notwithstanding.   
6.2.2.3 Heteroscedasticity 
The Breusch-Pagan test or the White test will be applied to the residuals from each of the four 
equations in the system to test for heteroscedasticity.  Both White's test and the Breusch-Pagan 
test are based on the residuals of the fitted model. For systems of equations, these tests are 
computed separately for the residuals of each equation. 
The Breusch-Pagan test assumes normality of error terms whereas White's test is more general 
because it makes no assumptions about the form of the heteroscedasticity.  The null hypothesis is 
that the variance of the error term is constant or homoscedastic.    
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If the error variance is related to a variable in the equation then heteroscedasticity is present. The 
heteroscedastic specification is: 
t
2
 = 1 + 2zt2 + 3zt3 + …… +kztk 
The variables zt2, zt3 … ztk are any observable variables on which the variance of the error term 
could depend.  They may include all or some of the variables in the equations in the system.   
The Breusch-Pagan test procedure as described in Breusch and Pagan (1979, p. 1288), Griffiths, 
Carter Hill, and Judge (1993, p. 495) and Pindyck and Rubinfeld (1998, p. 155), is as follows: 
(i) Obtain the residuals from each equation. 
(ii) Use the residuals to calculate the variance of the error terms: 
 2
2

 t
n
σ

 
Equation 6-8 
(iii) Run the regression: 
 2
1 2 22
  
t
t ta a z v
σ

 
Equation 6-9 
Since there was no reason to suggest the heteroscedastic structure was related to any individual 
independent variable the zt2 chosen in each was the estimated value of the dependent variable 
symbolised by Ŷ and Ŝl, Ŝe, and Ŝm representing the estimated values for the dependent variable 
in the cost equation and labour energy and materials share equations respectively.  Thus, zt2 
represents the appropriate fitted value of the dependent variable in each equation.  
One-half of the regression sum of squares (RSS/2) provides the test statistic. The critical value 
for the Chi-square statistic for one degree of freedom is 3.85 at the 5% level.  If the test statistic 
is greater than this value, we reject the null hypothesis of homoscedasticity.    
The test results are shown in Table 6-14 and the null hypothesis of homoscedasticity was not 
rejected for the three share equations.  The Chi-square critical value for one degree of freedom is 
5.02 at the 2.5% level and hence the null hypothesis of homoscedasticity cannot be rejected for 
the cost equation at the 2.5% level.   
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Table 6-14 - Breusch-Pagan test results 
Null hypothesis of homoscedasticity
for 1df reject if χ2 exceeds 3.85 @ 0.95 prob.
for 1df reject if χ2 exceeds 5.02 @ 0.975 Prob.
Z variable Results
Using Ŷ R² = 0.113
cost eqn RSS/2 = 4.735
Fail to reject
null hypothesis
Using Ŝl R² = 0.216
labour  share RSS/2 = 2.246
Fail to reject
null hypothesis
Using Ŝe R² = 0.116
energy  share RSS/2 = 2.363
Fail to reject
null hypothesis
Using Ŝm R² = 0.013
materials share RSS/2 = 1.065
Fail to reject
null hypothesis  
Pindyck and Rubinfeld (1998, p. 156) explained that whereas the Breusch-Pagan test depends in 
an important way on the assumption of a normally distributed error term the White test does not.  
Although the hypothesis of normality of the residuals could not be rejected, for completeness it 
was decided to apply the White test also.  For the White test, the regression in Equation 6-9 
reduces to that shown in Equation 6-10.   
 2
1 2 2  t t ta a z v  
Equation 6-10 
After estimating the regression in Equation 6-10, the coefficient of determination R
2
 or goodness 
of fit may be calculated.   
The White test is based on the proposition that when there is homoscedasticity, 
 2 2nR  Equation 6-11 
with p degrees of freedom, where p represents the number of independent z variables (Pindyck 
and Rubinfeld 1998, p. 156). 
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The appropriate test statistic is obtained by multiplying the coefficient of determination R
2
 by the 
sample number.  The null hypothesis of homoscedasticity is accepted if the critical value for the 
Chi-square distribution is greater than the calculated test statistic.   
As was the case for Breusch-Pagan test, the z values chosen were the estimated values of the 
dependent variable with the estimated value of the cost equation symbolised by Ŷ and Ŝl, Ŝe, and 
Ŝm representing the estimated values for the capital, labour and energy share equations 
respectively.   
The test statistics are shown in Table 6-15.  The null hypothesis is accepted for three of the 
equations; however, the null hypothesis of homoscedasticity is rejected for the labour share 
equation at the 1% level.  However, the Breusch-Pagan test is recognised as the more powerful 
of the two tests and since the Chi-square value at the 0.1% level of significance is 10.83, the null 
hypothesis of homoscedasticity is not rejected. 
Table 6-15 - White test for homoscedasticity 
Null hypothesis of homoscedasticity
for 1df reject if χ2 exceeds 3.85 @ 0.95 prob.
for 1df reject if χ2 exceeds 6.63 @ 0.99 Prob.
Z variable Results
Using Ŷ R² = 0.113
cost eqn NR² = 5.527
Fail to reject
null hypothesis
Using Ŝl R² = 0.216
labour share NR² = 10.585
Reject
null hypothesis
Using Ŝe R² = 0.116
energy share NR² = 5.671
Fail to reject
null hypothesis
Using Ŝm R² = 0.013
materials share NR² = 0.635
Fail to reject
null hypothesis  
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6.2.2.4 Autocorrelation 
Serial correlation or autocorrelation is present when the disturbance in a given period is 
correlated with values of the disturbances in previous periods.  In its simplest form, the error or 
disturbance in one period (t) is related to the disturbance in the previous period (t-1) by a simple 
first-order autoregressive process: 
t = t-1 + t    -1 <  < 1   
If  > 0 there is positive autocorrelation, with each error arising as a proportion of last period's 
error plus a random shock and if  < 0 there is negative autocorrelation.  Autocorrelation in the 
errors relating to the previous time period is called AR(1) or first-order autoregressive.  Error 
values may however follow an AR(p) process where p>1 , i.e. 
t = 1t-1 + 2 t-2+.......+ pt-p + t 
Autocorrelated disturbances may result from: 
(i) omitted explanatory variables; 
(ii) incorrect functional form; 
(iii) inappropriate time periods; or 
(iv) inaccurate data. 
 
Provided no other classical assumptions are simultaneously violated, the Ordinary Least Squares 
(OLS) estimators are still unbiased in the presence of autocorrelation.  However, as explained in 
Chapter 5, the seemingly unrelated regression (SUR) method will be used to estimate the system 
of equations in the model. The SUR method employed in EViews is based on Zellner's method.  
The SUR estimators are unbiased in small samples according to Ameniya (1985); however, 
Greene (2010) suggested that the estimators will also be unbiased, in the presence of 
autocorrelation, for large samples.   
Zellner (2006, p. 3) states that SUR or generalized least squares (GLS) estimators are best linear 
unbiased estimators under frequently encountered conditions.  Furthermore, by joint analysis of 
the set of regression equations, rather than equation by equation analysis, more precise estimates 
and predictions are obtained that lead to better solutions to many applied problems.   
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However, in the presence of autocorrelation, the variances of the parameter estimates will be 
affected and consequently the standard errors and t-values will also be affected.  If there is 
positive autocorrelation the standard errors will be underestimated and the t-values will be biased 
upwards (Studenmund 2006, p. 325).  The variance of the error term will also be underestimated 
under positive autocorrelation so that the R squared will be exaggerated.  In this study, the 
possibility of autocorrelation was first detected visually by viewing the graph of the time series 
plot of residuals.  The graphs of the residuals for each of the system equations Figure 6-3 show 
distinct cyclical patterns.  
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Figure 6-3 - Residual graphs from the four system equations 
Since the residuals graphs appear to show evidence of autocorrelation the presence of a first-
order autoregressive structure was checked for using the Durbin-Watson test.   
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The Durbin-Watson test is based on the hypothesis of  = 0 in the process: 
t = t-1 + t 
H0:  = 0 
H1:  > 0 (or  < 0 if testing for negative autocorrelation) 
The test statistic is calculated by: 
2
1
2
2
1
( )
n
t t
t
n
t
t
e e
d
e


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


 
d (or DW) can take values between 0 and 4 but would be expected to take a value of 2 under H0 
when  = 0. 
It can be shown that: 
2(1 )d    
If there is zero autocorrelation ( = 0) then d = 2; 
when there is positive autocorrelation (0<<1), then 0<d<2; and  
with negative autocorrelation (-1<<0) then 2<d<4. 
Thus the test  = 0 is a test of d=2. 
The exact distribution of d cannot be computed; however Durbin and Watson established upper 
dU and lower dL limits for the distribution.   
The test results for each of the four equations in the system for copper are shown in Table 6-16.   
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Table 6-16 - Durbin-Watson statistic for each equation 
Cost Labour Energy Materials
share share share
 equation Equation Equation Equation
0.534 0.052 0.153 0.363
2
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t
t
e e
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e
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

 
A value close to zero, as is the case of the equations in the copper model, indicates positive 
autocorrelation (Gujarati 1992, p. 362), (Greene 1990, p. 449).  
Having found evidence of AR(1) or a first-order autoregressive structure the Breusch-Godfrey 
test for AR(p) error autocorrelation was applied with a lag (p) of three years.  The Breusch-
Godfrey test is based on an auxiliary regression involving the residuals from the original 
regression, regressed on a set of lagged residuals (up to order p) and all the variables that were 
used in the initial regression.  Breusch and Godfrey proved that, if the following auxiliary 
regression model is fitted: 
êt =  +Xt1 + Xt2++nXtn+1êt-1 + 2 êt-2+.......+ pêt-p + t 
where êt represents the residuals obtained from an initial regression model and Xtn the variables 
used in the initial regression then the R
2
 statistic calculated for this auxiliary regression model 
can be used to construct the test statistic.  Essentially this is a test to see if the coefficients of the 
lagged residuals in the auxiliary regression are all zero. 
The Chi-square (2) test statistic is calculated as nR2, where n is the number of observations in 
the original regression and R
2
 is the R-squared in the auxiliary regression.  This has a (2)(p) 
distribution for p restrictions (lags).  
If nR
2
 < 2 (p)0.05 fail to reject the null of no autocorrelation (at the 5% significance level). 
If nR
2
 > 2 (p)0.05 reject the null of no autocorrelation (at the 5% significance level). 
The test results from the auxiliary regression based on the cost and labour, energy and materials 
share equations are listed in Table 6-17.    
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Table 6-17 - Breusch-Godfrey test results for the cost and share equation errors 
Cost eqn. Labour Energy Materials
R
2
0.67 0.945 0.868 0.782
nR
2
30.8 43.5 39.9 36.0
Chi-squared (2) 3df 95% 7.8 7.8 7.8 7.8
Share equations
 
As was expected from the graphical representation of the error terms and the low Durbin-Watson 
values, the results for the Breusch-Godfrey test results report values of the 2 statistic (nR2) well 
above the critical value of the test of 7.8, thereby indicating AR(3) autocorrelation.   
Having detected the presence of serial correlation the proposition that the serial correlation stems 
from the assumption that unit cost is equal to price and that price fluctuates above and below unit 
cost according to the business cycles, was examined.  It will be recalled that, owing to the data 
limitations, this assumption was necessary to estimate the cost model.  As explained earlier, 
although unit cost will equal price on average over the long term, when demand is high price 
exceeds unit cost and when demand slumps price may be less than unit cost. 
The straight line ordinary least squares time trendline of unit price was first obtained as shown in 
Figure 6-4.   
y = 0.0395x + 0.5295
R² = 0.6862
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Figure 6-4 - Unit copper price trendline 
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From the trendline equation, the residuals (Unit price-Ŷ) may be calculated.  Figure 6-5 
compares the residuals from the cost equation in the system of four equations comprising the 
chosen model, against the residuals of the unit price trendline equation.   
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Figure 6-5 - Unit price residuals compared to the cost equation residuals 
As expected, the two series move together.  The correlation coefficient between the price and 
cost equation residuals was 0.5 indicating a significant positive relationship.   
This analysis appears to support the proposition that the autocorrelation stems predominantly 
from the fluctuating price data and if the true cost were known, autocorrelation in the model 
would be reduced.  Nevertheless, according to Labys, Achouch, and Terraza (1999, p. 234) and 
Verbeek (2008, p. 105), even if independent observations on cost were available, autocorrelation 
may still be present due to cost movements related to the cyclical nature of the world economy, 
which is commonly the case in long time series macroeconomic analysis.    
As explained previously, provided no other classical assumptions are simultaneously violated the 
OLS estimators are still unbiased in the presence of autocorrelation.  Furthermore the joint 
analysis of the set of regression equations by Zellner‘s SUR method rather than equation by 
equation OLS analysis, is reported to produce more precise estimates and predictions are 
obtained that lead to better solutions to many applied problems (Zellner 2006, p. 3).  
Consequently Zellner‘s SUR method has been used throughout.  The presence of autocorrelation 
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in time series data is well recognised.  Wise (1956, p. 244) in his well illustrated paper states that 
―In economic applications experience has shown, by and large, that time-series are 
autocorrelated‖.  More recently Wolberg (1999, p. 28) considered serial correlation a fact of life 
when modelling time series data from financial markets and not necessarily a major problem.  
Nevertheless the impact of serial correlation should be considered when forecasting.  Observing 
the close correlation between the movements in the model residuals and price movement 
residuals in Figure 6-5, would suggest, as argued previously, that if the true cost were known 
then much of the serial correlation may disappear.  The model is attempting to elucidate long-
term cost and average price trends and the presence of autocorrelation therefore should not be 
expected to affect significantly the ability of the model to forecast to the year 2020.   
6.2.2.5 Multicollinearity 
The price variables of capital, labour, energy and materials may move together over time and 
when this occurs, the variables are said to be collinear and the problem is labelled collinearity.  
When two or more explanatory variables in a multiple regression model are highly correlated 
this is labelled as multicollinearity.   
Correlation coefficients between two explanatory variables exceeding 0.8 indicates a potentially 
harmful collinear relationship (Griffiths, Carter Hill, and Judge 1993, p. 435).  The correlation 
coefficients for the copper explanatory variables, as reported in Table 6-18, were less than 0.8 
and are not unexpected in time series data, suggesting that multicollinearity is not a serious 
problem.   
Table 6-18- Correlation coefficients 
lnPL/PK lnPE/PK lnPL/PK
to to to
lnPE/PK lnPM/PK lnPM/PK
0.40 0.51 0.79  
Moreover, the variance inflation factor (VIF = 1/(1-R
2
)), which is used as a measure of 
multicollinearity, when calculated from these correlation coefficient values is less than two and 
well below the VIF value of five above which collinearity is regarded as severe (Studenmund 
2006, p. 259).   
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6.2.3 Regression analysis  
6.2.3.1 General discussion  
The EViews results for the model using the Seemingly Unrelated Regression (SUR) method are 
reported in Table 6-19.  The coefficient symbols shown are those used in EViews.   
Table 6-19 – EViews results 
Independent Std. Error t-Statistic Prob.  
variable symbol value
Constant C(1) 0.782 0.095 8.210 0.000
Ln(PL/PK) C(2) 0.289 0.006 50.675 0.000
Ln(PE/PK) C(3) 0.105 0.004 24.008 0.000
Ln(PM/PK) C(4) 0.407 0.005 76.598 0.000
0.5(Ln(PL/PK))^2 C(22) -0.118 0.030 -3.927 0.000
0.5(Ln(PE/PK))^2 C(33) 0.091 0.017 5.459 0.000
0.5(Ln(PM/PK))^2 C(44) 0.129 0.020 6.517 0.000
Ln(PL/PK)Ln(PE/PK) C(23) 0.020 0.018 1.116 0.266
Ln(PL/PK)Ln(PM/PK) C(24) 0.095 0.020 4.722 0.000
Ln(PE/PK)Ln(PM/PK) C(34) -0.113 0.014 -8.290 0.000
Time C(6) -0.032 0.004 -7.819 0.000
Ln(Grade) C(7) -0.972 0.291 -3.346 0.001
Determinant residual covariance 3.98E-12
Equation: LOG(CU/PK)=C(1)+C(2)*LOG(PL/PK)+C(3)*LOG(PE/PK)+C(4)
        *LOG(PM/PK)+0.5*C(22)*(LOG(PL/PK))^2+0.5*C(33)*(LOG(PE/PK))^2
        +0.5*C(44)*(LOG(PM/PK))^2+C(23)*LOG(PL/PK)*LOG(PE/PK)+C(24)
        *LOG(PL/PK)*LOG(PM/PK)+C(34)*LOG(PE/PK)*LOG(PM/PK)+C(6)*T
        +C(7)*LOG(G)
Observations: 49
R-squared 0.828     Mean dependent var 0.622
Adjusted R-squared 0.777     S.D. dependent var 0.480
S.E. of regression 0.227     Sum squared resid 1.903
Prob(F-statistic) 0.534
Equation: SL=C(2)+C(22)*LOG(PL/PK)+C(23)*LOG(PE/PK)+C(24)*LOG(PM
        /PK)
Observations: 49
R-squared 0.582     Mean dependent var 0.297
Adjusted R-squared 0.555     S.D. dependent var 0.042
S.E. of regression 0.028     Sum squared resid 0.036
Prob(F-statistic) 0.052
Equation: SE=C(3)+C(23)*LOG(PL/PK)+C(33)*LOG(PE/PK)+C(34)*LOG(PM
        /PK)
Observations: 49
R-squared 0.639     Mean dependent var 0.091
Adjusted R-squared 0.615     S.D. dependent var 0.043
S.E. of regression 0.027     Sum squared resid 0.032
Prob(F-statistic) 0.153
Equation: SM=C(4)+C(24)*LOG(PL/PK)+C(34)*LOG(PE/PK)+C(44)
        *LOG(PM/PK)
Observations: 49
R-squared 0.693     Mean dependent var 0.427
Adjusted R-squared 0.673     S.D. dependent var 0.055
S.E. of regression 0.031     Sum squared resid 0.044
Prob(F-statistic) 0.363
Coefficient
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EViews output reports the calculated values of the coefficients in the first column, the 
standard error in the next column, and for a system of equations where normality can only hold 
asymptotically, EViews reports the t-statistic followed by the probability of observing the t-
statistic given that the value of the coefficient was equal to zero (Startz 2007), (Quantitative 
Micro Software 2007).  The Null hypotheses that each of the first order coefficients is equal to 
zero are rejected by the high t-statistics and the near zero p values.  One of the second order 
coefficients, however, has an estimated value not significantly different from zero.  
The signs for the technology proxy and the grade coefficients are intuitively correct and 
once again, the Null hypotheses that each of these coefficients is equal to zero are also rejected 
by the high t statistics and the low p values.  Unit cost of production falls as time progresses  
(C6 < 0) and as ore grade decreases, the unit cost of production increases (C7 < 0).   
The R-squared values for the cost equation exceeds 0.8, and whilst the R-squared values for 
the share equations range between 0.58 and 0.70, these values are reasonable in a system of 
equations.   
In the model described in this section, technical change has been accounted for by including 
time as an independent variable in the cost equation repeated below for convenience: 
        
        
           
2 2 2
0 5C(22) 0 5C(33) 0 5C(44)
C(23) C(24) C(34)
C(1) C(2) C(3) C(4)
C(6) C(7)
   
  
  
 
K L K E K M K
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ln C / Q / P P / P P / P P / P
 . ln P / P . ln P / P . ln P / P
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t g
ln ln ln
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Equation 
6-12 
This method is consistent with the practice of other researchers such as Coelli et (2005, p. 213) 
and Berndt and Wood (1977).  Nevertheless, an alternative specification is to include the 
logarithm of time as the independent variable picking up the effects of technical change. Given 
the importance of technical change in determining the cost of production, an alternative 
specification of the impact of technology change over time is considered.   
Firstly, note that differentiating Equation 6-12 with respect to t yields the following: 
   
C(6)



K
C / Q / P 
 t
 
Equation 6-13 
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This implies also that the instantaneous rate of decline in unit cost as a result of technological 
change is constant over time.   
As was discussed in Chapter 5 the option of including the natural log of time to represent 
technology change was considered.  When the natural log of time is introduced into the cost 
equation, the differential with respect to t is as follows: 
    C(6)


K
C / Q / P 
 t t
 
Equation 6-14 
which implies that the impact of technological change on unit cost decreases over time.   
The impacts of the alternatives are as illustrated in Table 6-20.    
Table 6-20 - Illustration of the alternative methods of including technology trend 
LnC /Q = q 1t LnC/Q = q 2lnt
q 1 = -0.032 q 2 = -0.278
Percent 
change t C /Q = e^
q t
Percent 
change t C /Q = t^
q
1 0.969 1 1.000
3% 2 0.938 18% 2 0.825
3% 3 0.908 11% 3 0.737
3% 4 0.880 8% 4 0.680  
Time has been included as a natural number in the cost function model for copper as proposed by 
Berndt and Wood; however, the alternative option of including the natural log of time was 
considered and the results from this alternative model are presented in the appendix.  
Nevertheless, since most researchers appear to deal with technical change by introducing t as a 
natural number in the cost equation, the choice of whether to use the natural log of t or t as a 
natural number comes down marginally in favour of the latter, and the following discussion of 
results is based on this specification.  However, as discussed in Chapter 5, there are arguments in 
favour of both specifications.   
The impact of changes in grade (g), however, is represented by the natural log of grade.  This 
may appear counter-intuitive; however, the reasoning can be made clear by reference to Table 
6-21.    
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Table 6-21 - Illustration of the alternative methods of including grade 
LnC /Q =  1g LnC /Q =  2lng
 1 = -0.97  2 = -0.97
Percent 
change g C /Q =e^
 g
Percent 
change g C /Q =g^

0.9 0.418 0.9 1.108
10.2% 0.8 0.460 12.1% 0.8 1.242
10.2% 0.7 0.507 13.8% 0.7 1.413
10.2% 0.6 0.559 16.1% 0.6 1.641  
As was explained in Chapter 5 and further explained in Section 6.3.3, extraction cost increases 
exponentially not linearly with grade.  Because grade is less than one, the behaviour of the 
natural logarithm is to produce an increasing percentage cost with each decimal point reduction 
in grade.  Given this behaviour of the natural logarithm and the fact that unit cost increases 
exponentially not linearly with a fall in grade, it seems appropriate to introduce grade into the 
model as the natural log of grade.   
6.2.3.2 Elasticities of substitution 
Allen elasticities of substitution are calculated according to the formulae previously explained in 
Chapter 5: 
ij ij + SiSj)/ SiSj 
and  
iiii + Si(Si-1)}/ Si
2 
which are symmetric in i, j as long as the symmetry restriction ij=ji holds.   
Si is the share of the i-th factor.  A positive ij between factors i and j indicates that they are 
substitutes, while a negative ij implies that the factors i and j are complementary.  The implied 
own-price elasticities (ηii) and cross-price elasticities (ηij) of factor demand for the production 
process are given by Equation 6-15 (Ma et al. 2008): 
 
     ii ii i ij ij jS  and S for i j for i j K L E.M     Equation 6-15 
For convenience, the model is restated (Equation 6-16 and Equation 6-17).  
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Model cost equation: 
         
        
           
0
0 0 0
   
  
  
   
  
  
 
K L L K E E K M M K
2 2 2
LL L K EE E K MM M K
LE L K E K LM L K M K EM E K M K
t g
ln C / Q / P ln P / P ln P / P ln P / P
 .5 ln P / P .5 ln P / P .5 ln P / P
ln P / P  ln P / P ln P / P  ln P / P ln P / P  ln P / P
β t β gln
 
Equation 
6-16 
together with the following three share equations: 
      
     
     
   
   
   
   
   
   
L L LL L K LE E K LM M K
E E LE L K EE E K EM M K
M M LM L K EM E K EE M K
S  ln P / P  ln P / P  ln P / P
S  ln P / P  ln P / P  ln P / P
S  ln P / P  ln P / P  ln P / P
 
Equation 6-17 
The relationship between the coefficients used in EViews and those used in the model are 
reported in Table 6-22.  
 
Table 6-22 - Model symbols relating to EViews symbols 
 
Model Symbols EViews symbols 
0
  C(1) 

L
 C(2) 

E  
C(3) 

M
 C(4) 

LL
 C(22) 

EE
 C(33) 

MM
 C(44) 

LE
 C(23) 

LM
 C(24) 

EM
 C(34) 
t
β  C(6) 
g
β  C(7) 
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The calculated Allen elasticities will differ at every data point; however, they are reported in Table 6-23 
using the actual cost share values for 1979, which is close to the middle of the data set and the year in 
which the price indexes are all close to one.   
Table 6-23 - Allen elasticities and own price elasticities using actual factor shares for 1979 
Using 1979 actual shares
Capital Labour Energy Materials
Capital -1.32
Labour 1.00 -3.42
Energy 1.00 1.01 0.21
Materials 0.82 1.11 0.59 -0.78
Implied own price elasticities = ii*Si
Capital Labour Energy Materials
-0.28 -1.02 0.02 -0.30  
The energy own-price elasticity calculated for 1979 is positive.  This is counter-intuitive; 
however, this anomaly accords with the work of other researchers who have studied the period of 
high energy price increases from 1970 to 1985.  Numerous researchers, including Cho, Nam, and 
Pagan (2004, p. 40), Kim (2006) Fan, Liao, and Weia (2007, p. 2291), and Babatunde and 
Shuaibu (2009, p. 12), investigating the elasticity of demand for energy encompassing all or in 
part the period from 1970 to 1985, when there was rapid escalation of oil prices and energy costs, 
have found that the own price elasticity of demand for energy was positive.  This implies that as 
energy price increased relative to other prices, energy usage by some industries increased rather 
than declined.  A positive own-price elasticity suggests a violation of the concavity condition of 
the cost function (Kin 1988, p. 499), whereas negative own-price elasticities suggest that 
convexity (concavity) is satisfied.  This aberration was particularly evident for the metals 
industry (Dargay 1983).  On the contrary, Hesse and Tarkka (1986, p. 536) in their study of the 
European Manufacturing Industry found positive elasticities for electricity and fuel in the period 
1960-72 but not in the period from 1973-80; however, they have reported own elasticities only at 
the mid points of each period.   
In the case of copper production, this anomaly may in part be explained by a partial change to 
copper leaching and electrowinning technology (SX-EW).  This technology requires more 
energy than the conventional crushing, grinding and froth floatation methods; however, near 
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surface and stockpiled oxide ores could be treated at a lower mining cost and lower cost per 
tonne of contained copper overall.   
Since this thesis is concerned to predict the future impact of energy price changes on the cost of 
production, it is considered appropriate to calculate the elasticities using the actual cost shares in 
2002, the last year of data as reported in Table 6-24.   
Table 6-24  -Allen elasticities and own price elasticities using actual factor shares for 2002 
Using 2002 actual shares
Capital Labour Energy Materials
Capital -1.23
Labour 1.00 -4.99
Energy 1.00 1.01 -1.78
Materials 0.87 1.12 0.76 -0.84
Implied own Price Elasticities = ii*Si
Capital Labour Energy Materials
-0.22 -1.36 -0.21 -0.36  
Using the 2002 actual data to calculate the elasticities yields negative own price elasticities for 
all inputs and the positive signs on all cross price elasticities indicates that all four factors may be 
substitutes.   
In this chapter, the model residuals have been tested.  The null hypothesis that the residuals are 
multivariate normal is not rejected and the null hypothesis of homoscedasticity cannot be 
rejected.  Autocorrelation was identified; however, it is argued that autocorrelation is primarily 
linked to economic cycles and that the model's predictive powers are not compromised.  Stollery 
(1985, p. 556) in his study of the productivity change in Canadian mining also encountered the 
statistical problem of significant autocorrelation present in several industries.  He states that ―it is 
well known that autocorrelation does not bias the coefficient estimates but tends to increase their 
standard errors….‖  While the presence of autocorrelation by itself does not bias the coefficients 
the fact is that the autocorrelation may result from the use of an estimating equation that does 
introduce bias.   
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The results suggested that multicollinearity is not a serious problem; however, the symmetry 
assumptions could not be justified.  The literature shows that this is not an uncommon situation 
and as has been the case for other researchers, symmetry was imposed notwithstanding.   
The EViews results for the model show generally good t-statistics and the signs of the estimated 
coefficients are as expected.   
Allen elasticities have been calculated and have the expected signs except for the positive own 
elasticity of demand for energy at the mid-point of the sample data.  Previous researchers have 
encountered this anomaly and it is considered appropriate to calculate the elasticities using the 
actual cost shares in 2002, the last year of the sample of data.  In that year the own-price 
elasticities are negative and convexity is likely to be satisfied.   
The chosen econometric model is considered robust and has provided the information needed in 
order to proceed to the final task of forecasting future movements in the price of copper under 
the likely scenarios of relative energy price increases and other changes.  While it was decided to 
use time as a proxy for technical change, the option of representing technology by the log of the 
observation number rather than as a natural number will nevertheless also be considered in the 
discussion of results.   
6.3 Engineering model 
Engineering models are often developed to assess new projects, or to compare proposed 
production technologies, or when assessing the value of introducing a new technology to replace 
an existing technology.  An engineering model for the production of copper is developed in the 
following sections to assess the impact of increasing energy costs.   
As mooted in Chapter 5 the relationship between grade and energy suggests that the following 
equation may be developed: 
 Δ Δ Δ ΔeC = ƒ g, P , T  
Where C is the relative change in cost flowing from g, Pe and T the relative changes in 
grade, energy price and technology respectively. 
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6.3.1 Comparing US manufacturing and copper data  
The input data for copper from 1954 to 2002 are compared with the US manufacturing data from 
1947 to 1971 to see if there are similar trends in energy and labour cost shares and prices.  Table 
6-25 shows the change in the value shares and price indexes for capital, labour, energy and 
intermediate inputs for US manufacturing from 1947 to 1971 (Berndt 1978, p. 267), (Greene 
1990, p. 529).   
Table 6-25 - Changes in value shares and price for manufacturing 1947 to 1971 
K L E M Pk Pl Pe Pm
1947 5.1% 24.7% 4.3% 65.9% 1.00 1.00 1.00 1.00
1971 4.7% 28.9% 4.5% 61.9% 1.20 2.76 1.65 1.55
Change -0.4% 4.2% 0.2% -4.0% 20.2% 176.0% 64.7% 55.0%
Average annual 0.1% 0.7% 0.4% -0.2% 1.2% 4.4% 2.3% 1.9%  
These data precede the first oil shock of 1973 and on first observation, the shares of capital 
labour, energy and materials (KLEM) remained surprisingly stable throughout the period.  
However, the price of labour increased significantly more than that of capital, energy or 
materials.  The average annual increase in energy prices was 2.3% compared to the average 
annual labour price increase of 4.4%.  The KLEM quantity shares are measured in dollar value 
terms, not for example in the physical quantity of energy in gigawatt-hours (GWh) in the case of 
energy or labour hours in the case of labour.  Nevertheless, the energy share value (E) in dollar 
terms is a multiple of quantity and price (Q*P).  Therefore, E divided by the energy price index 
(Pe) would produce a measure of the quantity of energy, although not in specific energy units 
such as GWh.  Berndt and Wood (1975, p. 262) stated that the energy quantity was the dollar 
value of coal, crude petroleum, refined petroleum products, natural gas and electricity purchased 
by establishments in United States manufacturing, as opposed to the quantity of energy in energy 
units such as GWh.   
Berndt (1978, p. 263) proposed that firms have two options to reduce the impact of an energy 
price increase.  They may increase the scale of the operation, with larger haul trucks for example, 
or increase the energy efficiency of existing equipment.  They suggested that the increase in 
energy productivity due to the scale effect will exceed the improvement in energy productivity 
due to the efficiency of the equipment employed.  This thesis addresses metal production at an 
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industry level and does not attempt to distinguish between scale effect and the efficiency of 
equipment employed at the firm level.  After analysing the input output coefficients for capital, 
labour, energy and intermediate inputs for the US manufacturing data, Berndt (1978, p. 269) 
concluded that technical change had been labour-saving and energy-using.   
Changes in the cost shares and price indexes for capital, labour, energy and intermediate inputs 
for copper production are shown in Table 6-26.   
Table 6-26 - Changes in value shares and price for copper 1954 to 2002 
K L E M Pk Pl Pe Pm
1954 6.8% 36.4% 4.0% 52.8% 0.14 0.22 0.26 0.34
2002 27.5% 24.5% 15.1% 32.9% 1.53 2.13 1.98 1.80
Change 20.7% -11.9% 11.1% -19.9% 964.1% 875.6% 675.8% 434.4%
Average annual 3.1% -0.8% 2.9% -1.0% 5.5% 4.9% 5.3% 3.6%  
Whereas the labour price index showed the greatest increase for US manufacturing from 1947 to 
1971, for the copper industry the capital price index shows the largest increase.  Because the 
number of years of copper data is twice of that for US manufacturing, the price index increase in 
the copper data is greater when compared to the trend observed by Berndt (1978, p. 269) and 
Greene (1990, p. 529) for US manufacturing from 1947 to 1971.  The increase in the price index 
for energy for copper is approximately 70% of the labour increase whereas for US 
manufacturing data it was less than 40%.  Moreover, whilst, as will be shown later, the quantity 
of energy to produce a kilogram of copper measured in units of energy per kilogram decreased 
over the period, the cost share of energy increased over the period from 4% to 15%.  Thus is 
shown the difference between the economists' and the engineers' approach to energy.  The 
economist is principally concerned with the price of energy and the quantity of energy in terms 
of monetary value; however, the engineer will also be concerned with the quantity of energy 
consumed in energy units.   
Similarly, the engineer may consider substitution between labour and energy by comparing the 
energy required by humans or beasts of burden compared to that obtained from fuel to produce 
an equivalent amount of output.  Such a comparison is made in the following section.   
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6.3.2 The relationship between energy and labour 
Improved technology has enabled the increasingly efficient conversion of fossil fuels to perform 
work and hence over time energy has become relatively cheaper than human labour.  Cook 
(1976b, p. 27), Aleklett (2009) and Lardelli (2010) have attempted to compare the effective 
energy output from human labour with the energy output from fossil fuels.  Measuring human 
energy output is similar to the challenge faced by James Watt the inventor, when he defined the 
work unit "horsepower" according to the mass a strong horse could lift in one minute.  Defining 
human energy is equally difficult; nevertheless, Table 6-27 presents data drawn from the above 
referenced sources.   
Table 6-27 – Energy output per person compared to the energy output from oil.   
Energy source Unit Efficiciency
oil Kg 45 Mjoules 20% 9.0 Mjoules
Coal miner eight hours 2.56 Mjoules 20% 0.5 Mjoules
Energy output in Coal Miner work days equivalent to 1kg of oil = 18
Energy input Energy output
 
The price of a kilogram of oil ranged from a high of approximately $1.00/kg to a low of $0.40/kg 
in 2008.  Assuming the highest price yet reached for oil of $1.00/kg, one dollar of oil produces 
the energy equivalent of eighteen days of human labour.   
The incentive to reduce fuel consumption and increase labour input may be illustrated by 
examining the use of a motor vehicle.  Assume that reducing speed from 100 km/hour to 80 
km/hour will reduce fuel consumption for a 100 kilometre journey as shown in Table 6-28.  The 
reduction in energy cost is $1.18, which means that the driver's time would have to be valued at 
less than $5/hour for there to be an incentive to reduce fuel consumption.  Doubling the fuel 
price would double the incentive to just under $10/h, which would still be below the average 
hourly wage in America.  Mine vehicles consume greater amounts of fuel per kilometre; 
however, the economics would have to take account of the loss in productivity of the vehicle 
when operated at lower speed. 
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Table 6-28 – Motor vehicle diesel consumption 
Speed Distance km/l l $/l $ Trip time 
minutes
80 km/h 100 11 9.09 $1.30 $11.82 75
100 km/h 100 10 10.00 $1.30 $13.00 60
Saving $1.18 15  
These examples show that in most instances there is an incentive to substitute fuel for labour 
even when the price of fuel is increasing.   
6.3.3 The energy required for copper production 
Various engineers and scientists have estimated the energy input required per unit of copper 
output and these estimates will be considered in chronological order.   A temporal consideration 
is necessary because the data indicate that improvements in technology over time have steadily 
reduced the amount of energy required to produce a unit of copper and, consequently, more 
recent estimates of the energy required to produce a kilogram of copper are lower than earlier 
estimates.   
Berndt (1978, p. 269) discussed the complexity of measuring energy in a single unit of energy 
such as kilowatt-hours but rejected the method mainly because energy units are not 
homogeneous.  For example, a unit of electric power may produce more or less effective output 
than an equivalent unit of oil.  He argued that unit price provides a better measure of energy 
because energy is only one of the inputs and it is important to minimise the total cost of all 
scarce inputs not just energy.  Nevertheless, the engineers‘ approach of measuring energy in 
physical quantities such as kilowatt-hours can reveal information unavailable to the economist 
whose evaluation is based solely on a monetary measure of energy.   
When the quantity of energy to produce copper concentrates is measured in energy units rather 
than the dollar value of the energy, then the energy efficiency gains are made apparent.  The 
quantity of energy, measured in kWh, required to mine, crush and concentrate copper ore to 
produce one kilogram of refined copper in the United States decreased over the period from 1954 
to 2002, as shown in Figure 6-6, despite the falling ore grade, which is also shown on the graph.   
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EUS = -0.057835t+ 11.472678
R² = 0.287756
g = -0.128ln(t) + 0.9469
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Figure 6-6 - Energy to concentrate copper in US copper mines 1954-2002 
Ore grade is assumed to continue to decrease according to the long-term trend found in the data 
set used to estimate the cost function.  Logarithmic, power and linear trendlines were tested and 
the results are shown in Table 6-29.  The logarithmic trendline of ore grade produces the best fit 
with an R squared value of 0.87, and this specification accords with theoretical expectations.   
Table 6-29 - Temporal grade trend 
Form Equation R
2
Logarithmic g  = -0.128ln (t ) + 0.9469 0.8707
Power g  = 1.031t
-0.208
0.8467
Linear g = -0.0075t  + 0.7581 0.7831
 
The theoretical relationship between grade and energy was explained in Chapter 5.  Chapman 
(1974, p. 109) assumed that 85% of the ore presented for concentrating was recovered and 
92.5% of the copper in the concentrate was recovered by smelting and finally 99% of the copper 
in the blister copper was recovered during the refining process.  Therefore, 1.28 units of 
contained copper in the ore are required to produce one unit of refined copper.  He estimated that 
approximately 112 kWh of energy was required to mine, crush, grind and concentrate one tonne 
  
212 
of ore.  The energy to supply concentrates to produce one kg of refined copper is calculated 
according to the formula: 
 cE = LF* EF*100 / g  Equation 6-18 
Where Ec is energy to supply concentrates to produce one kg of copper, LF is the loss factor 
(1.28 in this case) in the stages of production, EF is the energy required to mine, crush, grind and 
concentrate one kilogram of ore.  Since g is grade as a percentage the multiple is 100 divided by 
grade.  Alternatively, the grade could be shown as a proportion e.g. 0.01 for a one percent grade 
in which case the 100 drops out of the equation.  The energy grade graph developed in Chapter 5 
is repeated as Figure 6-7 for convenience.   
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Figure 6-7 - Energy to supply concentrates to produce one kg of copper 
Figure 6-7, derived from Chapman (1974), shows that for ore containing 0.55% percent copper 
approximately 26 kWh of energy is required to produce one kilogram of refined copper.  Hayes 
(1976) has a similar value to that of Chapman for a 0.7% ore grade.  Pitt and Wadsworth (1980, 
p. 8) estimated that 20 kWh of energy was required to produce one kilogram of refined copper.  
Marsden (2008, p. 34) stated that 5.5 kWh of energy was required to produce a kilogram of 
refined copper from an ore containing one percent copper.  These estimates support the data 
presented in Figure 6-6, which shows that as ore grade reduced from 0.85% to 0.45% copper 
between 1954 to 2002, counter-intuitively, the energy required to concentrate copper fell from 13 
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kWh/kg to 9 kWh/kg.  The observed reduction in energy required to produce a kilogram of 
copper may in part be explained by technology improvements.   
The formula developed by Chapman assumes that there is no additional grinding required to 
liberate the ore contained in the lower grade ore.  As grade declines the amount of comminution 
(grinding) and hence energy required to ready the ore for the recovery process rises more than 
proportionally.   
Kick‘s law states that the energy required to reduce a particle is proportional to the size reduction 
as follows: 
 1
2
 
 
 
x
E = K ln
x
 
Equation 6-19 
where E is energy per unit mass to reduce particle size from x1 to x2 and K a constant (Harris 
1966, p. C51), (Barbosa-Cánovas et al. 2005, p. 162).  To demonstrate the nature of Kick‘s law, 
K has been excluded from the calculation and an arbitrary particle size for x1 of 2 selected in the 
remaining equation.  The calculated energy to reduce x2 to 0.1 is shown in Figure 6-8.  The 
resulting curve shows the need for an exponentially increasing amount of energy to reduce 
particle size.   
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Figure 6-8 - Energy required to reduce a particle applying Kick’s law 
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Harris (1966, p. C51) credits Charles (1957) for an equation linking energy to particle size 
that may be simplified to the following form:  
 zE = Ak   Equation 6-20 
where once again E is energy, A is a constant relating the comminution device and to 
demonstrate the nature of Charles‘ original equation k may be considered as particle size and z 
takes a value between 0.3 and 1.4.  Choosing a middle of the range value for z of 0.85 produces 
the curve shown in Figure 6-9.   
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Figure 6-9 - The Energy particle size relationship according to Charles 
Figure 6-8 and Figure 6-9 demonstrate the need for exponentially increasing amounts of energy 
to reduce particle size.   
The need for additional grinding to liberate the ore particles from lower grade ores was proposed 
by Valero, Valero, and Mudd (2009, p. 330).  Evans et al (2009, p. 11) demonstrated that a three 
percent increase in energy input as a consequence of regrinding, reduces overall energy input 
when the total energy for concentrating and smelting are combined.  Hence, there is an incentive 
to increase the grinding energy in order to continue to produce a concentrate containing say 33% 
copper rather than producing a lower grade concentrate because, when smelting is taken into 
account, there is an overall reduction in the energy required to produce a kilogram of copper.  
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The curve for the energy to mine, crush and concentrate ores at grades below one percent ore 
without additional grinding is shown in Figure 6-7.  The need to recognise the exponential 
increase in energy required to grind to smaller particle sizes has been demonstrated in Figure 6-8 
and Figure 6-9 and the formula proposed to take account of this exponential increase is as 
follows:   
 1 19 6 g .E . g  Equation 6-21 
Where Eg is the energy required for mining crushing and grinding to produce a kilogram of 
refined copper assuming additional grinding and g is the grade of copper in the ore as a 
percentage.   
Figure 6-10 shows the curve developed in Figure 6-7 and in addition, the curve that includes 
recognition of the additional energy required for grinding to ever smaller particle size. Equation 
6-21 produces a four percent increase in total energy required as a consequence of regrinding for 
a 0.7% grade ore.  Since this thesis is attempting to reveal the impact of increased energy cost 
and lower grades on the cost of producing the metal, Equation 6-21 is considered appropriate 
because it includes an allowance for the increase in grinding energy required with decreasing 
grade.   
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Figure 6-10 - Energy required with allowance for additional grinding 
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These curves are primarily based on the work by Chapman (1974, p. 109); however, the US 
data shown in Figure 6-6, indicates that approximately 12 kWh/kg of energy was required in 
1954 when the ore grade was 0.8%, whereas the graph derived by Chapman would indicate that 
approximately 18 kWh/kg would be required to produce one kilogram of copper from a 0.8% 
ore.  Chapman in his estimate of energy input took account of losses in the production of energy.  
In the case of electrical energy, he assumed that the average efficiency in producing electricity 
was approximately 24% so his estimate of electric energy would be about four times that 
reported by mining companies who are interested only in the actual electric energy purchased 
and consumed.  Nevertheless, the theoretical formula used by Chapman in Equation 6-18 appears 
correct apart from the failure to recognise the exponential increase of energy required to reduce 
particle size.  Therefore, only the assumption of the energy required to mine, crush and mill a 
kilogram of ore needs changing to match the actual US data in Figure 6-6.  This conversion is 
achieved by using the US actual data rather than Chapman's estimate of the energy required to 
crush, grind and concentrate a tonne of ore.  The curve shown in Figure 6-10 uses the US energy 
required in 1954 as the starting point for the formula that generated the curve.   
The formulae for the trendlines for grade and energy previously shown in Figure 6-6 are: 
  -0.128  0.9469g = ln t  +  Equation 6-22 
and  
 0.0578  11.473USE =- t   Equation 6-23 
where g is copper grade as a percentage, t the year (where 1954=1) and EUS the energy to mine, 
crush and concentrate ore in US mines.   
Equation 6-21 shows the formula for the energy (Eg) required for mining crushing and grinding 
to produce a kilogram of refined copper taking into account the additional grinding for finer 
grade ores.   
Equation 6-21, Equation 6-22 and Equation 6-23 are used to generate Figure 6-11.  This graph 
reveals that, contrary to the theoretical equation that shows energy per unit of production 
increasing exponentially as grade decreases, the energy required to produce copper decreased as 
grade decreased in the US for the period studied.  Since the theoretical calculations are 
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mathematically correct, the most likely explanation for the divergence is improved technology 
over the period.  In Chapter 7, these results along with the econometric model results will be 
used to predict future price trends for copper.   
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Figure 6-11 - Theoretical and actual energy to produce one kg of refined copper 
For ease of understanding the time axis in Figure 6-11 is now years and the formula for US 
actual energy usage per kilogram has been amended accordingly.   
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I've looked at life from both sides now, 
from win and lose, and still somehow 
it's life's illusions I recall. 
I really don't know life at all. 
Joni Mitchell 
Chapter 7: The future cost of producing copper  
 
7.1 Review  
In the preceding chapters, estimates of the available copper resource and the likely trend of 
copper ore grades have been discussed.  Future energy resources have been considered, along 
with the effect of possible environmental regulation, in order to estimate the likely price for 
energy in 2020.   
The economic model of the cost of copper production was developed and the econometric 
properties of the model checked.  Based on these checks the model was found to be satisfactory 
for predicting future trends in the unit cost of producing copper.   
An engineering model for the mining, crushing and concentration of the copper ore was 
developed and the relationship between ore grade and input of energy in both theory and practice 
established.   
Estimates of the future trends in energy price and copper grades will be incorporated into the 
economic and engineering models to predict the unit cost of copper in 2020.   
7.2 Copper resource  
Estimates of the size of the World copper resource have increased over time as technological 
advances have enabled the production of copper from ores with ever decreasing percentages of 
contained copper.  The U.S. Geological Survey (USGS) estimates that the World land-based 
identified copper resource exceeds 3 billion tonnes (2007).  However, Gordon, Bertram and 
Graedel (2006, p. 1212) report a lesser resource of around 1,600 terra grams (1.6 billion tonnes).  
Tilton and Lagos (2007, p. 21) explain that the 1.6 billion tonnes figure is similar to an earlier 
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USGS estimate; however, as discussed below, the USGS re-estimated the US copper resource as 
reported in the Mineral Commodity Summaries of 2007.  The USGS included in their estimate of 
identified World copper resources those copper ores whose location, grade, quality, and quantity 
are known or estimated from specific geologic evidence including economic, marginally 
economic, and sub-economic copper ores.   
The copper reserve is more precisely defined by the USGS as ―That part of the reserve base 
which could be economically extracted or produced at the time of determination.‖  The USGS 
calculated the World copper reserve to be 550 million tonnes (Mt) in 2009 (Edelstein 2009).  
World mine production in 2008 was 15.7 Mt.  Meyer and Grassman (2003, p. 350) in their 
Global Assessment on the Present and Future Availability of Copper Ore estimated reserves of 
548 Mt.  Nevertheless, Meyers and Sievers (2003, p. 358) suggest that when mining and 
processing losses are taken into account, this figure may be reduced by 27% when estimating the 
mass of copper that will be extracted from the reserve.  Their estimate is similar to that of 
Chapman (1974, p. 109), who estimated that 1.28 units of contained copper in the ore are 
required to produce one unit of refined copper, and whose work was incorporated into the 
engineering model developed in Chapter 6.   
Tilton and Lagos (2007, p. 21) showed that while the World copper reserve to annual production 
ratio has varied considerably from 26 to 61 years‘ production during the period from 1950 until 
2002, it was 35 years‘ production in 1950 and 32 years‘ production in the year 2002.  
Nevertheless, neither the World copper resource nor the World reserve to production ratio may 
be an accurate indicator of copper scarcity.  An alternative to this fixed stock paradigm as an 
indicator of scarcity is to model the costs of acquiring another tonne of copper, measured usually 
by long-run trends in real copper prices (Tilton and Lagos 2007, p. 22).   
Opinions are divided on the long-run trends in the availability of copper and other mineral 
commodities.  Researchers such as Julian Simon claim scarcity is not ever likely to be a problem; 
others such as Paul Ehrlich foresee growing scarcity during this century.  Those who foresee 
scarcity would predict that the real price of copper will increase as the cost of mining lower 
grade resources and the price of energy both increase.  Those who predict that the real cost of 
copper will continue to decrease assume that technological advances in the extraction of copper 
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will offset these cost-increases such that sub-economic copper ores included in the resource base 
will become reserves in the future.   
7.3 Previous copper price forecasting  
When real prices are rising, copper is becoming scarce in the sense that society has to give up 
more and more of other goods to obtain another tonne of copper.  Conversely, since the secular 
trend in real copper prices has been more or less flat over the past 130 years, it may be argued 
that copper is not becoming scarce.  This price trend indicates that the cost-reducing effects of 
new technology have offset most or all of the cost increasing effects of depletion (Tilton and 
Lagos 2007). Furthermore, Tilton and Lagos (2007, p. 22) suggested that the future course of 
copper prices is impossible to predict with any accuracy, given the great uncertainties 
surrounding:  
(i) improvements in exploration techniques; 
(ii) the pace of technological change;  
(iii) trends in population growth, per capita income, consumer preferences, 
material substitution, the recycling of copper, and the other determinants of 
future copper demand; and  
(iv) the nature and incidence of copper-containing resources that are currently 
uneconomic to exploit.  
They concluded that given the many unknowns, there simply is no way to know the real cost of 
producing copper decades in advance (Tilton and Lagos 2007, p. 23).   
As cited in Chapter 2, economist Julian Simon and biologist Paul Ehrlich bet on the future price 
of a basket of metals.  Ehrlich predicted shortages would result in price increases.  Ehrlich and 
his colleagues picked five metals that they thought would increase in price: chromium, copper, 
nickel, tin, and tungsten.  Then they calculated the mass of each metal that could be bought for 
$200 on September 29, 1980, as an index.  For ease of understanding, the weight of each metal is 
shown in kilograms in Table 7-1 and all prices are shown in 1980 dollars.  September 29, 1990, 
10 years after the bet, was the agreed settlement date.  If the inflation-adjusted prices of the 
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various metals rose in the interim, Simon would pay Ehrlich the combined difference and if the 
prices fell, Ehrlich would pay Simon.   
Table 7-1 - Simon-Ehrlich bet extended thirty years 
Basket of metals 1980 1980 1990 Apr-2008 Jan-2010
Ehrlich selected kg $ (1980 dollars) (1980 dollars) (1980 dollars)
chromium (99%) 23.3 $200 $120 $178 $80
copper 88.7 $200 $163 $289 $237
nickel 29.6 $200 $193 $340 $193
tin 10.4 $200 $56 $95 $62
tungsten (ammonium 
paratungstate)
13.0 $200 $86 $174 $124
Total $1,000 $618 $1,076 $696
 
As Table 7-1 shows even if the bet were extended to 2010 Simon would still have won his bet; 
however, in April 2008 at the height of the most recent metal price cycle Ehrlich would have 
won just $76 in 1980 dollars.   
Nevertheless Julian Simon is considered a cornucopian by some, more especially for his claim 
that the world could never run short of oil because ―the number of oil wells that will eventually 
produce oil, and in what quantities, is not known or measurable at present and probably never 
will be, and hence is not meaningfully finite‖ (Daly 1982, p. 39).   
Notwithstanding the wise words of caution from researchers, this thesis employs models to 
predict the relative change in copper price in 2020 as compared with 2002 prices.  As discussed 
earlier, the price of copper is assumed to equal its unit cost of production.   
It has been established that the factors that significantly affect the unit cost of copper production 
include technology, as discussed in the engineering and cost models, the price of energy 
inclusive of any new taxes such as a carbon tax, ore grade, and costs associated with 
environmental protection.   
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In order to predict the unit cost of copper in 2020, it will be necessary to predict the price of 
energy, the effects of improvement in technology and changes in the ore grade as well as the 
likely impact of environmental regulation.  
7.4 Predicted values of the variables affecting copper price  
7.4.1  Price of energy including environmental regulation cost 
Chapter 4 explores the reserves and consumption of fossil fuels and the forecast for energy price 
out to 2035.  The objective of that chapter was to estimate the order of magnitude rather than 
exact increases in energy prices by 2020.  These order of magnitude estimates are: there will be a 
tripling of the real oil price from 2002 to 2020, a doubling of the real gas price and a 20% 
increase in real electricity price in the US.  These order of magnitude increases will be used in 
this chapter in order to estimate the impact of energy prices increases on the cost of metal 
production.  Notwithstanding, the models will evaluate the impact of significantly greater order 
of magnitude price increases than are forecast to take account of, amongst other factors, possible 
high environmental taxes or energy price increasing policies.   
7.4.2 Technical change  
As discussed in Chapter 6, the technology trend t may be introduced as a natural number; 
however, the alternative of using ln(t) is considered in the sensitivity analysis (Section 7.5.1.1).  
Either way, the effects of technical change are intended to be picked up by the time trend 
variable.   
7.4.3 Ore grade 
The formula for the trendline for grade developed in Chapter 6 is: 
  -0.128  0.9469g = ln t  +  Equation 7-1 
Ore grade in the year 2020 will be estimated by means of Equation 7-1 and, along with the 
appropriate values of the other independent variables, substituted into the cost function estimated 
in Chapter 6 to produce an estimated unit cost of copper in the year 2020.   
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7.4.4 Macroeconomic cycles 
The assumption that, in the long run, unit cost is equal to price and that price fluctuates above 
and below unit cost according to the business or macroeconomic cycles was discussed in  
Chapter 6.  These cycles were identified as a possible cause of the detected serial correlation in 
the econometric model.   
Metal prices, and the prices of many other commodities, move with the economic cycles, and it 
is difficult to untangle the price movements due to the economic cycle from those due to 
movements in capital, labour, energy and materials (KLEM) prices.  Unfortunately, no readily 
usable methods of isolating the economic cycle effect of price data from the movements due to 
KLEM prices were found in the econometric literature.  Developing a method of isolating 
economic cycle movements in price from those caused by KLEM price movements would be a 
great benefit to economic researchers.   
To summarise the accuracy of the predicted price of copper depends on certain key assumptions 
regarding future technological change, the price of energy and the assumption that price equals 
unit cost.  In addition, symmetry is imposed, as is common in studies of this kind, and the final 
data year has been chosen to evaluation the input price elasticities.   
7.5 Predicted relative price of producing copper in 2020 
Estimates of the relative 2020 unit price of copper compared with the 2002 unit price as 
determined by the economic and engineering models are presented in the following sections.   
7.5.1 Economic model  
The economic model is used to estimate the cost of producing copper in 2020 under assumptions 
about energy price increases, the predicted decline in ore grade, and assuming that technology 
improvements continue.  As discussed earlier, two representations of the effects of technical 
change were considered in the empirical model.  The chosen model introduces time as a natural 
number that has technology producing a constant rate of reduction in the cost of producing 
copper over time.  The alternative of introducing the technology trend as the natural log of time 
results in a decreasing rate of reduction in the cost of copper due to technology improvements 
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over time, other things remaining equal.  As noted previously the chosen model cost equation, 
which is repeated in Equation 7-2 for convenience, introduces time as a natural number.   
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Equation 
7-2 
Since 2002 is the 49
th
 year of data, by substituting 67 for time t equal to 2020 (t=49+18) and 
substituting the ore grade value of 0.4087 calculated from Equation 7-1, it is possible to show the 
impact on the price of copper of relative changes in the price of energy.   
The order of magnitude estimates of the increases in oil gas and electricity prices reported in 
Chapter 4 were: there will be a tripling of oil price from 2002 to 2020, a 50% increase in the gas 
price and a 20% increase in electricity price.  In Chapter 6, the ratio of electricity to fuel 
calculated for the energy index was 60% electricity and 40% fuel.  Fuel is made up of 
predominantly distillate, gasoline, and natural gas.  The percentage of gas in the mix varies over 
the period; however, on average gas was approximately 6 percent of the energy mix.  Therefore, 
assuming doubling of the real price of energy between 2002 and 2020 will err on the high side of 
the estimated increases.   
The coefficients obtained from the model are applied to calculate the value of each parameter as 
shown in Table 7-2.  Capital, labour and materials prices are held constant in real terms and only 
energy, ore grade and the technology proxy time are varied, assuming the rate of technology 
improvement is maintained.  Thus, it is possible to demonstrate if the predicted increases in 
energy price will lead to a relative increase in the price of copper (C/Q).  The estimated value of 
ln[(C/Q)/PK] the dependent variable is calculated for 2002 and the predicted value ln[(C/Q)/PK] 
for 2020 may also be calculated.  In turn the estimated and predicted values of C/Q may be 
calculated as shown in Table 7-2.   
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Table 7-2 - Impact of a doubling in energy price 
 
Only those parameters highlighted in Table 7-2 are impacted by the changes in the values for the 
cost of energy, time and grade.   
In Chapter 6, the values of the Allen elasticities of substitution calculated at the midpoint 1979 
and at 2002 were discussed.  For forecasting purposes, Allen elasticities at the end year 2002 
were considered most relevant and these are repeated in Table 7-3.  As noted in Chapter 6 the 
elasticities of substitution between energy and the factors of capital, labour and materials, were 
positive indicating the each of the other three factors were substitutes for energy.  The Allen 
elasticities ranged from 0.76 between materials and energy to 1.01 between labour and energy.  
The conclusion, which may be drawn from Table 7-2, is that a doubling of the energy price by 
Independent variables 2002 2020
Energy price 
increase
PK 1.5333 1.5333
PL 2.1343 2.1343
P E 1.9783 3.9567 2.0
PM 1.8024 1.8024
t 49 67
g 0.5200 0.4087
Parameter Estimated Predicted Change
2002 2020
C(1) 0.7823 C(1) 0.7823 0.7823 0.0000
C(2) 0.2889 C(2)*Ln (P L /P K ) 0.0955 0.0955 0.0000
C(3) 0.1054 C(3)*Ln (P E /P K ) 0.0269 0.0999 0.0731
C(4) 0.4069 C(4)*Ln (P M /P K ) 0.0658 0.0658 0.0000
C(22) -0.1182 0.5*C(22)*(Ln (P L /P K ))^2 -0.0065 -0.0065 0.0000
C(33) 0.0913 0.5*C(33)*(Ln (P E /P K ))^2 0.0030 0.0410 0.0381
C(44) 0.1287 0.5*C(44)*(Ln (P M /P K ))^2 0.0017 0.0017 0.0000
C(23) 0.0202 C(23)*Ln (P L/P K )*Ln (P E /P K ) 0.0017 0.0063 0.0046
C(24) 0.0954 C(24)*Ln (P L /P K )*Ln (P M /P K ) 0.0051 0.0051 0.0000
C(34) -0.1128 C(34)*Ln (P E /P K )*Ln (P M /P K ) -0.0047 -0.0173 -0.0126
C(6) -0.0319 C(6)*t -1.5640 -2.1386 -0.5745
C(7) -0.9725 C(7)*Lng 0.6359 0.8701 0.2342
Estimated/predicted value of ln{(C /Q)/P K } 0.0427 -0.1945 -0.2372
Estimated/predicted value of (C /Q)/P K 1.0437 0.8233
Estimated/predicted value of (C /Q) 1.6002 1.2623
Actual value of (C /Q ) 1.6710
Coefficient
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2020 would not increase the unit cost of producing copper because the reduction in cost due to 
the technology improvements outweighs the cost increase due to the increase in energy cost, and 
because the industry also has the option of substituting capital, labour and materials for energy to 
ameliorate the impact of energy price increases.   
Table 7-3 - Allen elasticities of substitution using 2002 actual shares  
Using 2002 actual shares
Capital Labour Energy Materials
Capital -1.23
Labour 1.00 -4.99
Energy 1.00 1.01 -1.78
Materials 0.87 1.12 0.76 -0.84
Implied own Price Elasticities = ii*Si
Capital Labour Energy Materials
-0.22 -1.36 -0.21 -0.36
 
The effect of doubling the relative price of energy in Equation 7-2 on the relative cost of 
producing copper is shown in Table 7-2.  The impact of doubling the energy price is reflected in 
the variables containing the energy price, PE, as highlighted in Table 7-2.  The value of C/Q or 
unit cost reduces from $1.60 in 2002 to $1.26 in 2020 indicating that there will be a 21% 
reduction in the cost of producing copper relative to the cost of inputs other than energy if the 
price of energy doubles.   
Even if the price in energy is increased fivefold in Equation 7-2, the real price of copper will not 
be higher in 2020 than in 2002.  As was explained earlier in this section, the forecast increase in 
the price of energy is less than twofold and therefore the economic model indicates that the 
relative cost of producing copper will be lower in 2020 than it was in 2002.  
In the model just described, technical change has been accounted for by including time as an 
independent variable in the econometric model.  This is consistent with the practice of other 
researchers such as Berndt and Wood (1977, p. 30) and Coelli et al. (2005, p. 213).  However, 
the option of introducing time as a natural log will be considered in the sensitivity analysis.    
7.5.1.1 Sensitivity and Scenario Analyses 
Sensitivity analyses show how the variation in the output from an economic model can be 
apportioned to changes in individual input variables and thus the assumptions having most 
impact on the model output can be identified.  The sensitivity of the cost of producing copper to 
changes in each of the assumptions underpinning the estimate is now examined.  The analysis 
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attempts to quantify the uncertainty associated with the estimate of the unit cost of producing 
copper in 2020.   
The sensitivity analysis will firstly examine the model to show how changes in the forecast cost 
of producing copper might be impacted by the input prices of capital, labour and materials.  Next, 
the likely impact on the estimated cost of copper due to possible variation in the price of energy 
is discussed. Finally, the consequences of introducing time as a natural log variable are 
considered.   
(i) The independent price variables in the cost equation are the prices of capital, labour, 
energy and materials.  The relative increase in energy price has been identified as having 
the largest impact on the cost of producing copper.  However, the prices of capital, labour, 
and materials will now be now considered.   
As previously discussed in Chapter 6, four companies accounted for 99% of the US mine 
production in 2002.  The industry is thus represented by a few very large companies who 
will have access to capital at competitive interest rates.  Given the current low interest 
rates in the US, it is unlikely that the relative cost of capital and therefore the cost of 
services from capital will increase significantly from the long-term average in the near 
future.   
The history of real compensation per hour for the nonfarm business sector (Federal 
Reserve Bank of St. Louis 2020), shown in Figure 7-1, indicates that recessions often 
follow oil price peaks and wages subsequently plateau.   
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Figure 7-1 - US nonfarm business sector real compensation per hour 
However, the paradigm that oil price shocks result in economic recessions was 
challenged by economists Barsky and Kilian (2004) in a paper presented before the 2008 
spike in oil prices.  Nevertheless, the thesis that that oil price spikes have a serious 
negative effect on the world economy is supported by researchers such as Hamilton 
(2009), who concluded that 2008 should be added to the list of recessions to which oil 
price spikes appear to have made a material contribution.  If Hamilton is correct, it is 
unlikely that there will be above average increases in labour cost in the foreseeable future, 
which implies that it is reasonable to assume labour cost will continuing to increase at the 
average rate for the period from 1954 to 2002.   
The proportions of each material in the materials price index are listed in Chapter 6.  It is 
most likely that increases in energy prices will flow into the materials price index 
especially in the case of explosives and tyres.  It could be argued, however, that such 
increases may be offset by the copper producers‘ ability to substitute between inputs and 
therefore no attempt will be made to estimate the impact of energy price increases on the 
materials index.   
(ii) Leaving technology aside for the time being, the two remaining parameters in the cost 
equation are energy and grade.  Likely variations in the cost of energy were discussed in 
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Chapter 4, which concluded that it is unlikely there will be a greater than twofold 
increase in the real price of energy by 2020.  The predicted increase comes 
predominantly from an increase in the price of fuel.  Some inputs may not be readily 
substitutable in the short-run; however, the time frame of the analysis is considered long 
enough to provide the ability to substitute.  Nevertheless, the forecast impact of the fuel 
price increase does not allow for producers‘ ability to switch fuels, for example 
substituting conveyors for haul trucks and electric shovels for diesel driven shovels.  
Once again, these changes would ameliorate the impact on the cost of production from 
increases in fuel price that are higher relative to the electricity price increase.  However, 
as noted previously, even a fivefold increase in the energy price will not result in a 
relative increase in copper cost, providing the technology improvement trend is 
maintained.   
The assumption that copper ore grade will continue to decrease may also be conservative.  
Exploration may yet discover richer orebodies; however, it is most likely these will be at 
a depth precluding open pit mining.  Nevertheless, higher-grade deeper orebodies may be 
less energy intensive per tonne of copper produced.  Such possibilities are excluded from 
this analysis and the assumption that ore grade will continue to decrease as in the past 
may prove to be a conservative estimate.   
(iii) The consequences of introducing time as a natural log will now be examined.  Equation 
7-2 can be written to include the technology proxy t as a natural log as shown in Equation 
7-3.  This model produces a significantly different forecast of the future cost of producing 
copper with increased energy cost.   
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Equation 
7-3 
The estimated values for the cost of producing copper for each of the models up to 2002 
are shown in Figure 7-2.  As previously stated, when the time trend is included as a 
natural log it has the impact of imposing a decreasing benefit over time from technology 
improvements.   
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Figure 7-2 – Actual and calculated copper cost with t and lnt 
 
In the chosen model, the increase in the cost of producing copper from a fivefold increase 
in energy cost is offset by the technology cost reduction.  However, when time is 
introduced as the natural log of time, and the increase in unit cost of production is 
recalculated following the procedure previous outlined, the increase in energy cost is no 
longer offset by the technology cost reduction, and a twofold increase in the cost of 
energy will result in a forecast increase in the relative cost of producing copper in 2020.   
 
The true estimate of the amount by which technology change can offset energy price increases 
may well lie somewhere between that predicted from the chosen model and that flowing from the 
model including the technology trend as the natural log of time.  The results from the 
engineering model will now be considered to see if the engineering model can assist in choosing 
between the economic models.   
7.5.2 Engineering model  
Does the engineering model support the conclusions derived from the chosen economic model 
that, assuming the rate of technology improvement is maintained, the unit cost of copper in 2020 
at 2002 prices will be lower than in 2002 if the relative price in energy increases twofold?   
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In Chapter 6, the theoretical equation for the increasing energy requirements with grade was 
developed as shown in Equation 7-4.   
 1 19 6353g .E . g  Equation 7-4 
Where Eg is the energy required for mining, crushing and grinding to produce a kilogram of 
refined copper, assuming additional grinding, and g is the grade of copper in the ore expressed as 
a percentage.   
The equation for the trend in grade derived in Chapter 6 for the engineering model is: 
  -0.128  0.9469g = ln t  +  Equation 7-5 
Nevertheless, the actual quantity of energy used in US copper mines decreased according the 
formula: 
 0578 124.42USE = . y   Equation 7-6 
where g is copper grade as a percentage, y the year and EUS the energy to mine, crush and 
concentrate a kilogram of copper in US. mines.  Because the years have been numbered 1 to 49 
in the economic model and calendar years in the engineering model, the symbol y has been used 
in the engineering model instead of t to differentiate between the two methods of representing 
time.  However, the equation for grade has time represented by t and this is has been taken into 
account in the calculations by simply deducting 1953 from each year.   
As explained in Chapter 6, contrary to the theoretical equation that shows energy per unit of 
production increasing exponentially as grade decreases, the energy required to produce a 
kilogram of contained copper actually decreased as grade decreased in the US for the period 
from 1954 to 2002.  This may be referred to as a reduction in the energy intensity required in 
producing copper.  Assuming the reduced energy intensity is explained by improved technology 
over the period, it is possible to calculate the equation for the trendline for the reduced energy 
intensity or technology improvement in kWh/kg.   
The assumption that the reduced energy intensity may be explained solely by technical change is 
supported by the basic assumption in Solow‘s seminal paper (Solow 1957), namely that long-run 
differences in output per worker are due to differences in technology.   
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―If Q represents output and K and L represent capital and labor inputs in "physical" units, then 
the aggregate production function  can be written as: 
Q = (K, L;t)   
The variable t for time appears to allow for technical change.  It will be seen that I am using the 
phrase "technical change" as a shorthand expression for any kind of shift in the production 
function.  Thus slowdowns, speedups, improvements in the education of the labor force, and all 
sorts of things will appear as technical change (Solow 1957, p. 312)." 
The argument proposed by Solow may be adapted for the engineering model by assuming that 
the energy to produce a kilogram of copper is a function of the technology improvement, which 
decreases the amount of energy required, and the reduction in ore grade, which will increase the 
energy required to produce a kilogram of copper.  This relationship is formulated as follows: 
ekE f ( g,t )  
where Ek is the energy to produce a kilogram of copper, g represents grade and te the technology 
improvements that reduce energy intensity.   
From the US data we know the actual energy required to produce a kilogram of copper over the 
period from 1954 to 2002 (Eus), and researchers have estimated the theoretical amount of energy 
required to produce a kilogram of copper in the face of reducing ore grades (Eg).   
 
us g teE f ( E ,E )  Equation 7-7 
The unknown in Equation 7-7 is the technology improvement Ete, which has reduced the energy 
required to produce a kilogram of copper.  The energy improvement from technology advances 
is the difference between the theoretical energy required with falling ore grade minus the actual 
energy required to produce a kilogram of copper.   
 
te g usE E E   Equation 7-8 
This equation is depicted graphically in Figure 7-3.   
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Te = -0.001727y2 + 7.099738y- 7,277.208190
R² = 0.999766
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0
5
10
15
20
25
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005
C
o
p
p
e
r 
gr
ad
e
 p
e
rc
e
n
t
kW
h
/k
g
Year
US kWh/kg (Eus) Theory kWh/kg (Eg)
Technology kWh/kg (Ete) g
Poly. (Technology kWh/kg (Ete))
 
Figure 7-3 - Technology improvement trendline 
The polynomial trendline produces the highest R
2
 value and the technology trend equation is:  
 20.001727 7.099738 7,277.208190eT = - y + y -  Equation 7-9 
where Te is the technology improvement trendline in kWh/kg.   
Commencing with 2002 as the base year, and using the calculated technology improvement 
trendline equation, it is possible to estimate the energy requirements in 2020, assuming the same 
rate of technical improvement witnessed from 1954 to 2002.   
The predicted energy requirements to produce one kg of refined copper are shown in Figure 7-4.  
Surprisingly, although ore grade is predicted to fall from 0.45% copper in 2002 to approximately 
0.40% in 2020, the estimated improvement in technology over the period exceeds the increased 
energy theoretically required, and the amount of energy required to produce a kilogram of copper 
continues to fall beyond 2020.  Nevertheless, the model indicates that after 2020 the energy 
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required (Eus) begins to increase as the energy required to produce concentrate from lower grade 
ore (Eg) outweighs the gains from technology (Ete).   
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Figure 7-4 - Predicted energy requirements to produce one kg of refined copper 
The conclusion, which may be drawn from the engineering model, is that technology 
improvement will enable the energy required to produce a kilogram of copper to continue to 
decrease even though grade decreases out to 2020.   
The data show that the real price of copper has continued to fall over the period studied.  
Although the energy in kilowatt hours required to produce a kilogram of copper has decreased, 
as shown in Chapter 6, the cost share of energy increased by 11% whereas the labour share 
decreased by a similar amount, thus, energy has substituted for labour throughout the period 
studied.  The engineering model is not designed to predict the future cost of copper but rather the 
energy required to produce a kilogram of copper.  The cost of producing a kilogram of copper 
will depend on producers‘ ability to adjust the factor inputs so as to produce copper at the lowest 
cost.  How producers will adapt to a doubling of energy price relative to labour is impossible to 
judge from the engineering model.  However, it is possible to calculate the impact of a doubling 
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of energy price by 2020 on the cost of producing a unit of copper, holding all other factors 
constant.   
The economic model of unit cost of production takes the following form: 
UC = (K, L, E, M, g, t)   
where g represents grade and t the technology trend.   
The technology trend (t) incorporates all technological advances such as changes in type of 
equipment, blasting, information and communication technology as well as energy intensity 
improvements.   
However, ore grade decreases and the consequent need for increased energy input, and energy 
price increases were identified as factors that have a significant impact on unit cost.   
The energy to produce a kilogram of copper is a function of the various technology 
improvements that decrease cost; however, the energy required to produce a kilogram of copper 
as grade reduces, other things remaining equal, will be a significant factor in determining the 
cost of producing a kilogram of copper.   
This relationship may be formulated as follows: 
ekE f ( g,t )  
where Ek is the energy to produce a kilogram of copper, g represents grade and te the technology 
improvements that reduce energy intensity, which is a component of the total technology 
improvement (t) as shown in Equation 7-10.   
 
e aot t t   Equation 7-10 
All other technology improvements are represented by tao.   
As stated earlier the US data shows the actual energy required to produce a kilogram of copper 
over the period from 1954 to 2002 (Eus) and researchers have estimated the theoretical amount of 
energy required to produce a kilogram of copper in the face of reducing ore grades (Eg).   
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The energy saving from technology advances, as previously explained, is the difference between 
the theoretical energy required with falling ore grade minus the actual energy required to 
produce a kilogram of copper.   
  Te g usE E E  Equation 7-11 
As noted earlier the engineering model identifies only the reduction in energy required to mine, 
crush and beneficiate the copper ore, but does not account for all other technology improvements.   
Taking account of predicted decreasing ore grade and the reduction in energy intensity, the 
engineering model predicts that the required energy input per kilogram of copper produced will 
fall by 3%, holding all other factor inputs constant, and ignoring the effect of technical change in 
general.  Given that the share of energy in unit cost is 15%, a 3% fall in energy use, coupled with 
a doubling of energy price, as envisaged in the forecast included in the economic model, would 
imply a proportionate change in the unit cost of producing copper as follows: 
 
( )e
dUC dP dE
S
UC P E
   
Equation 7-12 
where Se is energy's share in unit cost, dP/P is the proportionate increase in energy price 
(assumed to be 100%) and dE/E is the proportionate change in energy use (-3%).   
Substituting in Equation 7-12 
0 15(1 0 03)dUC . .   
0 146dUC .  
Hence, the increase in unit cost relating specifically to the change in energy intensity and the 
increase in energy price is 14.6%.   
However, as noted earlier, the engineering model does not take account of the factor substitution 
possibilities available to producers or of the more general technical change occurring beyond the 
ore beneficiation process.  This highlights the advantage of the economic model, which by taking 
an all-inclusive view of the technology, enables the incorporation of all technology 
improvements.  While the engineering model cannot be used to forecast future cost, it does 
answer the important question of the energy requirements for exploiting lower grade ores and 
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goes part of the way in capturing the significant technology improvements that occurred in the 
period under review.   
7.6 Summary of copper cost forecast. 
Skinner (1993) stated, ―The global resources of minerals mined for purposes other than energy 
are such that exhaustion will not be a problem a century hence.‖  An increase in the relative price 
of a metal would be evidence of the increasing scarcity and possible eventual exhaustion of a 
particular metal.   
Tilton and Lagos concluded that given the many unknowns, there simply was no way to know 
the real cost of production of copper decades in advance (Tilton and Lagos 2007, p. 23).  
Although it may not be feasible to model the estimated cost of producing copper in 2093 in order 
to support Skinner‘s thesis, the two models presented indicate that it is feasible to estimate the 
cost of producing copper at the end of next decade.   
The chosen model predicts that the unit cost of producing copper in the US in 2020 will be 
below the 2002 cost in relative terms even if there were a fivefold increase in the cost of energy.  
However, when the technology trend is introduce as the natural log of time, a two-fold increase 
in energy price will result in a relative increase in the cost of producing copper.  However, there 
is no evidence to support the proposition that the rate of technology improvement will decline.  
In addition, the engineering model supports the conclusion drawn from the economic model that 
the energy required to produce a kilogram of copper will continue to decrease out to 2020 even 
though ore grade decreases.   
The assertion that real copper price will decrease is premised on the understanding that the 
current cost of copper production in the US includes the cost of adhering to existing 
environmental regulation; however, as Stollery noted new environmental and other regulatory 
changes may contribute to an increase in the cost of production (Stollery 1985, p. 543).   
Notwithstanding, based on the findings from the chosen model and supported by the engineering 
model, the proposition that the cost of producing copper will be lower on average in real terms in 
2020 than it was in 2002, even with a twofold increase in the real cost of energy, cannot be 
rejected.   
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7.7 Conclusion  
Returning to the thesis questions, which are: 
i. is copper mining sustainable? 
ii. if energy prices increase as fossil fuels are depleted and taxes reflecting environmental 
costs are applied, will increases in the cost of energy result in an increase in the cost of 
producing copper in the next ten years?  and 
iii. to what extent will technology improvements mitigate the effect of energy price rises? 
The modelling shows that, at least until 2020, copper mining is sustainable within the definition 
of sustainability developed in Chapter 3.  Moreover, technology improvements will offset the 
cost impact of the energy prices forecasts discussed in Chapter 4. However, these findings apply 
only to US copper production.  Research into the sustainability of production of other metals that 
are more energy intensive, such as aluminium, may produce a contrary finding.   
7.8 Further research and recommendations 
The continuous reduction in the real cost of metal production over the past century has been a 
key factor in improving human welfare.  This reduction has been achieved despite increasing 
demand for metal and reducing ore grades. The continuing production of metal at decreasing real 
cost will depend on the exploration for and development of new reserves.  Moreover, 
technological improvements in extracting the metal from the ore will have to increase at a pace 
sufficient to offset increased energy and environmental costs.   
7.8.1 Policy 
As shown, technology improvements have enabled the continued reduction in the cost of 
extracting copper. Universities through the training and research offered in geology, engineering 
and metallurgy and other areas such as economics and information technology have provided the 
skills and knowledge needed to reduce metal production costs.  Countries like China recognise 
the need for these teaching and research resources and send students to the best Universities to 
gain this knowledge whilst quickly developing their own Universities‘ skills and research base.  
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Resource rich countries that wish to continue to supply the increasing World demand for metals 
will need to continuously improve their knowledge and skill base.   
7.8.2 Other metals 
The method of analysis developed in this thesis may be extended to other metals.  Aluminium 
would be of particular interest as it is a direct substitute for copper in many applications and 
requires considerably more energy to generate an equivalent amount of metal to substitute for 
copper.  The Iron Age followed the Copper Age and steel has retained its position as the most 
produced metal when measured by the total value of the metal produced in the World annually.  
Chromium added to steel produces stainless steel; however, unlike iron ore, chromite ore is 
found in only a few locations throughout the World.  Providing there is sufficient long-term data, 
applying the method of analysis developed in this thesis to aluminium, steel and chromium 
would further increase our understanding of the sustainability of metals production in the future.   
7.8.3  Revealing the economic cycle impact on price 
Producers generally consider their cost of production to be commercially sensitive information.  
Researchers therefore almost inevitably find it necessary to use product price as a proxy for the 
unit cost of production.  For industries that require large tranches of capital expenditure and long 
lead times to develop new productive capacity, price fluctuations related to the economic cycle 
may camouflage the price fluctuations caused by changes in the cost of inputs.  Consequently, 
researchers trying to evaluate the impact of input price changes on the cost of production may 
find this impact obscured by the price changes accompanying the business cycle.  The challenge 
is to disentangle the price changes due to the business cycle from the cost increase cause by 
increases in input prices.  From the literature surveyed during this thesis it appears that 
developing an acceptable method of untangling the economic cycle impact from the input price 
impact would be a valuable contribution to applied economics.   
7.8.4 Energy is the major resource 
This thesis has investigated the impact of increases in energy cost on the cost of producing 
metals.  Real increases in the price of metals will most likely lead to a reduction in human 
welfare.  Whilst this research indicates that the unit cost of producing copper will decline at least 
out to 2020 there is no guarantee that this trend will be forever so.  During the seven years of 
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research required to complete this thesis, a lack of research into new forms of cheap energy was 
observed.  Whilst those commissioned to find, mine and smelt metal ores will endeavour to 
improve technology to reduce the cost of production, the bigger challenge is for science to 
develop new large sources of energy at a cost comparable with the cost of energy today.   
As noted previously, while Cole et al. (1973) saw no natural law barriers to producing metals, 
they noted one possible exception could be energy availability on which processing technology 
increasingly depends.  They suggested that current prices of fuels did not reflect their long-run 
supply costs.  They recommended that government sponsor research and development of new 
energy sources and technologies because the time frame for their development was beyond the 
normal planning horizons of individual firms.  Unfortunately, no new sources capable of 
producing energy at a cost equal to that of using fossil fuels have been identified in the 
intervening 37 years.   
7.8.5 Data 
Solow (1974) suggested that ―To achieve efficient resource use, it might be enough for 
government to continuously gather and disseminate information on trends in technology, 
reserves and demand.‖  We are indebted to the many people in the U.S. Geological Survey and 
the U.S. Census Bureau who have studiously collected data over many years.  The available data 
provided by the U.S. Census Bureau, was sufficient to estimate the capital, labour, materials and 
energy shares in the data period. Nevertheless, there is a tendency to present less data on capital 
for reason of confidentiality.  The lack of sound comprehensive data may limit future research 
and every effort should be made to gather comprehensive data on capital, labour, material and 
energy costs.  If confidentiality is an issue, then delaying the release of the data may overcome 
this issue.   
Without long-term data, economic analysis of metal scarcity is difficult if not impossible.  
Nevertheless, in order to understand World metal scarcity, it is also necessary to have similar 
data for the World reserves of metals.  The U.S. Geological Survey produces data on World 
production and reserves; however, there is a need for a single international agency to act as a 
clearinghouse for collection and dissemination of all data on the reserves, demand and supply of 
metals.   
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Appendix 
Model results with time and grade introduced as t & Lng 
Allen Elasticities of Substitution Run s Sys 02pkasdivisasur
Using 1979 fitted shares Using 1979 Actual shares
Capital Labour Energy Materials Capital Labour Energy Materials
Capital -1.3299 Capital -1.3239
Labour 1.0407 -3.65954 Labour 1.0036 -3.419
Energy 1.0605 1.650456 -0.1544 Energy 1.0006 1.0064 0.2142
Materials -0.356 1.833185 -1.8454 -0.7348 Materials 0.8213 1.1109 0.5863 -0.7778
Allen Elasticities of Substitution Run s Sys 02pkasdivisasur
Using 2002 fitted shares Using 2002 Actual shares
Capital Labour Energy Materials Capital Labour Energy Materials
Capital -1.2555 Capital -1.2175
Labour 1.0531 -4.3154 Labour 1.0023 -5.0502
Energy 1.0631 1.637904 -0.8813 Energy 1.0007 1.0124 -1.6184
Materials -0.4195 1.819368 -1.2387 -0.6283 Materials 0.8669 1.1281 0.7541 -0.85012
System: SYSPKDIVISASUR
Estimation Method: Seemingly Unrelated Regression
Date: 12/27/09   Time: 12:40
Sample: 1 49
Included observations: 49
Total system (balanced) observations 196
Linear estimation after one-step weighting matrix
CoefficientS d. Error t-StatisticProb.  Difference
C(1) 0.7823 0.095285 8.2102 0
C(2) 0.2889 0.0057 50.675 0 0.0044
C(3) 0.1054 0.00439 24.008 0 -0.0006
C(4) 0.4069 0.005312 76.598 0 0.0001
C(22) -0.1182 0.030094 -3.9265 0.0001 0.0196
C(33) 0.0913 0.016724 5.4591 0 0.0192
C(44) 0.1287 0.019754 6.5172 0 0.0101
C(23) 0.0202 0.018101 1.1156 0.266 -0.0116
C(24) 0.0954 0.020195 4.7218 0 -0.0309
C(34) -0.1128 0.013611 -8.2902 0 0.0082
C(6) -0.0319 0.004082 -7.8194 0 0.2462
C(7) -0.9725 0.290619 -3.3462 0.001 -0.8316
Determinant residual covariance3.98E-12
Equation: LOG(CU/PK)=C(1)+C(2)*LOG(PL/PK)+C(3)*LOG(PE/PK)+C(4)
        *LOG(PM/PK)+0.5*C(22)*(LOG(PL/PK))^2+0.5*C(33)*(LOG(PE/PK))^2
        +0.5*C(44)*(LOG(PM/PK))^2+C(23)*LOG(PL/PK)*LOG(PE/PK)+C(24)
        *LOG(PL/PK)*LOG(PM/PK)+C(34)*LOG(PE/PK)*LOG(PM/PK)+C(6)*T
        +C(7)*LOG(G)
Observations: 49
R-squared 0.8277     Mean dependent var0.6218
Adjusted R-squared 0.7765     S.D. dependent var0.4798
S.E. of regression 0.2268     Sum squared resid 1.9034
Prob(F-statistic) 0.5342
Equation: SL=C(2)+C(22)*LOG(PL/PK)+C(23)*LOG(PE/PK)+C(24)*LOG(PM
        /PK)
Observations: 49
R-squared 0.5824     Mean dependent var0.2969
Adjusted R-squared 0.5546     S.D. dependent var0.0425
S.E. of regression 0.0283     Sum squared resid 0.0361
Prob(F-statistic) 0.0521
Equation: SE=C(3)+C(23)*LOG(PL/PK)+C(33)*LOG(PE/PK)+C(34)*LOG(PM
        /PK)
Observations: 49
R-squared 0.6388     Mean dependent var0.0915
Adjusted R-squared 0.6148     S.D. dependent var 0.043
S.E. of regression 0.0267     Sum squared resid 0.032
Prob(F-statistic) 0.1532
Equation: SM=C(4)+C(24)*LOG(PL/PK)+C(34)*LOG(PE/PK)+C(44)
        *LOG(PM/PK)
Observations: 49
R-squared 0.6932     Mean dependent var0.4267
Adjusted R-squared 0.6728     S.D. dependent var 0.055
S.E. of regression 0.0314     Sum squared resid 0.0445
Prob(F-statistic) 0.3634
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Model results with time and grade introduced as lnt & Lng 
Allen Elasticities of Substitution System: PKDIVISASURLOGT
Using 1979 fitted shares Using 1979 Actual shares
Capital Labour Energy Materials Capital Labour Energy Materials
Capital -0.9312 Capital -0.938
Labour 0.6901 -4.01355 Labour 0.972 -3.6206
Energy 1.7252 2.027268 -2.0083 Energy 1.0075 1.0101 -1.745332
Materials -0.4678 2.139862 -2.0317 -0.8157 Materials 0.8011 1.1469 0.5561353 -0.85432
Allen Elasticities of Substitution System: PKDIVISASURLOGT
Using 2002 fitted shares Using 2002 Actual shares
Capital Labour Energy Materials Capital Labour Energy Materials
Capital -0.6403 Capital -0.9568
Labour 0.5793 -4.66557 Labour 0.9819 -5.3771
Energy 1.8231 2.032242 -2.2506 Energy 1.0094 1.0196 -2.460682
Materials -0.5716 2.080558 -1.4028 -0.6674 Materials 0.8518 1.1695 0.7362466 -0.94327
System: PKDIVISASURLOGT
Estimation Method: Seemingly Unrelated Regression
Date: 12/28/09   Time: 15:43
Sample: 1 49
Included observations: 49
Total system (balanced) observations 196
Linear estimation after one-step weighting matrix
CoefficientS d. Error t-StatisticProb.  Difference
C(1) 1.289 0.12353 10.435 0
C(2) 0.2845 0.0051 55.775 0 -0.0002
C(3) 0.106 0.006269 16.909 0 0.0002
C(4) 0.4068 0.006134 66.316 0 -3E-06
C(22) -0.1378 0.028309 -4.8672 0 -0.0036
C(33) 0.0721 0.032631 2.2094 0.0284 0.0038
C(44) 0.1187 0.02294 5.1725 0 -0.0007
C(23) 0.0318 0.019689 1.6171 0.1076 -0.0006
C(24) 0.1262 0.020802 6.0685 0 0.0025
C(34) -0.1211 0.020089 -6.0258 0 -0.0013
C(6) -0.2781 0.097377 -2.8562 0.0048 -0.001
C(7) -0.1409 0.430867 -0.327 0.744 0.5313
Determinant residual covariance 4.44E-12
Equation: LOG(CU/PK)=C(1)+C(2)*LOG(PL/PK)+C(3)*LOG(PE/PK)+C(4)
        *LOG(PM/PK)+0.5*C(22)*(LOG(PL/PK))^2+0.5*C(33)*(LOG(PE/PK))^2
        +0.5*C(44)*(LOG(PM/PK))^2+C(23)*LOG(PL/PK)*LOG(PE/PK)+C(24)
        *LOG(PL/PK)*LOG(PM/PK)+C(34)*LOG(PE/PK)*LOG(PM/PK)+C(6)
        *LOG(T)+C(7)*LOG(G)
Observations: 49
R-squared 0.7048     Mean dependent var0.6218
Adjusted R-squared 0.617     S.D. dependent var 0.4798
S.E. of regression 0.2969     Sum squared resid 3.2619
Prob(F-statistic) 0.354
Equation: SL=C(2)+C(22)*LOG(PL/PK)+C(23)*LOG(PE/PK)+C(24)*LOG(PM
        /PK)
Observations: 49
R-squared 0.6773     Mean dependent var0.2969
Adjusted R-squared 0.6558     S.D. dependent var 0.0425
S.E. of regression 0.0249     Sum squared resid 0.0279
Prob(F-statistic) 0.0859
Equation: SE=C(3)+C(23)*LOG(PL/PK)+C(33)*LOG(PE/PK)+C(34)*LOG(PM
        /PK)
Observations: 49
R-squared 0.677     Mean dependent var0.0915
Adjusted R-squared 0.6554     S.D. dependent var 0.043
S.E. of regression 0.0252     Sum squared resid 0.0287
Prob(F-statistic) 0.1302
Equation: SM=C(4)+C(24)*LOG(PL/PK)+C(34)*LOG(PE/PK)+C(44)
        *LOG(PM/PK)
Observations: 49
R-squared 0.6299     Mean dependent var0.4267
Adjusted R-squared 0.6052     S.D. dependent var 0.055
S.E. of regression 0.0345     Sum squared resid 0.0537
Prob(F-statistic) 0.3538
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