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Abstract
We study the set of cycle lengths in a hamiltonian graph G of order n with two /xed and nonadjacent vertices x, y
whose degree sum satis/es d(x) + d(y)¿ n+ z, where z¿ 1. We prove that this set contains all integers between 3 and
4n+4z+32
19 . This improves and generalizes some results of Faudree et al. (Discuss. Math. Graph Theory 16 (1996) 27) and
Schelten and Schiermeyer (Discrete Appl. Math. 79 (1997) 201). We also show that if z¿ 518n then G contains a cycle
of length p for every p satisfying 36p6 n2 +
z
2 + 1.
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1. Introduction
All graphs considered in the paper are supposed to be undirected, /nite and simple. For a graph G we denote by
V = V (G) its vertex-set, by E = E(G) its set of edges. A graph G of order n is said to be pancyclic if there are cycles
of all lengths p, 36p6 n, in G.
In 1973 Bondy [1] formulated his famous “metaconjecture” as follows:
Almost all nontrivial suGcient conditions for a graph to be hamiltonian also imply that it is pancyclic except for maybe
a simple family of graphs.
This conjecture initiated an investigation on a structure of the cycle lengths in a graph satisfying some degree constraints.
A number of suGcient conditions for pancyclic graphs can be derived from the following result by Schmeichel and
Hakimi [10].
Theorem 1. Let G be a graph of order n containing a hamiltonian cycle v1v2 : : : vnv1, where the degree sum d(v1) +
d(vn)¿ n. Then G is either pancyclic, bipartite or missing only a cycle of length n− 1.
There is a similar result of Han [6] which concerns two vertices at distance 2 on a hamiltonian cycle. Brandt et al. [4]
investigated the so-called weakly pancyclic graphs, i.e. the graphs having cycles of every length between the length of
a shortest and a longest cycle. In 1996, Faudree et al. [5] proved the following two useful results concerning traceable
graphs.
Theorem 2. If G has a hamiltonian (u; v)-path for a pair of nonadjacent vertices u, v such that d(u) + d(v)¿ n, then
G is pancyclic.
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Theorem 3. Let G contain a hamiltonian path P= v1v2 : : : vn such that v1vn ∈ E and d(v1) + d(vn)¿ n+ d, for some d,
06d6 n− 4. Then for any m, 26m6d+ 3 there is a (v1; vn)-path of length m.
The next theorem due to Schelten and Schiermeyer [9] is an improvement of a result of Faudree et al. [5].
Theorem 4. Let G be a hamiltonian graph of order n¿ 32 and x and y two nonadjacent vertices of G with d(x) +
d(y)¿ n + z, where z = 0 when n is odd, and z = 1 when n is even. Then G contains cycles of every length p, where
36p6 n+135 .
In [8] we gave the description of the set of cycle length in a hamiltonian graph with one vertex of large degree.
Theorem 5. Let G be a hamiltonian graph of order n and with maximum degree ¿n=2. Then G contains a cycle Cp
for every integer p belonging to the set
n⋃
s=1
(
n− 1− 
s
+ 2;

s
+ 2
)
:
This result is best possible and extends the following theorem of Kouider and the author [7].
Theorem 6. Let G be a hamiltonian graph of order n. If (G)¿ 23 (n− 1), then G has cycles of all lengths between 3
and (G) + 1.
In [8] we also proved the following.
Theorem 7′. Let G be a hamiltonian graph of order n and let r be an integer with 06 r ¡ n−16 . If x and y are
two distinct vertices of G that satisfy d(x) + d(y)¿ 2n − 4r − 2, then G contains a cycle Cp for every p such that
36p¡n− 43 r + 13 .
For the convenience of the reader we give here the reformulation of the last theorem.
Theorem 7. Let G be a hamiltonian graph of order n and let z be an integer with 13 (n + 8)¡z6 n − 4. If x and y
are two nonadjacent vertices of G that satisfy d(x) + d(y)¿ n+ z, then G contains a cycle Cp for every p such that
36p¡ 23n+
z
3 − 13 .
The purpose of the present paper is the description of the set of cycle lengths occurring in any hamiltonian graph of
order n having two nonadjacent vertices x and y satisfying d(x) + d(y)¿ n+ z, where 16 z6 n− 4. This is a natural
generalization of Theorem 1 and an extention and improvement of the results of Schelten and Schiermeyer and Faudree
et al. Our results may be useful in the study of the stability of the property of being pancyclic (see [2]). Now we can
formulate our main theorems.
Theorem A. Let G be a hamiltonian graph of order n and x, y two nonadjacent vertices of G with d(x)+d(y)¿ n+ z,
where 16 z6 n+83 . Then G contains all cycles of length p with 36p6
4
19 (n+ z + 8).
Theorem B. Let G be a hamiltonian graph of order n having two nonadjacent vertices x and y satisfying d(x) +
d(y)¿ n+ z, where z¿ 518n is an integer. Then there are cycles of all lengths p, 36p6
n
2 +
z
2 + 1, in G.
2. Terminology and notation
Throughout, the vertices of a graph G of order n will be denoted by integers 0; 1; 2; : : : ; n−1 and considered modulo n.
By Cp we shall denote a p-cycle of G, i.e. a cycle of length p. The symbol C=(0; 1; : : : ; n−1) is used for a hamiltonian
cycle in G with a natural orientation.
Let C be a cycle in G with a given orientation and let a∈V (C). We denote by a+ the successor of a on C and by
a− its predecessor. Assume G contains a cycle C and let a and b be two distinct vertices of C. By C]a; b[ = ]a; b[ we
shall denote an open segment {a+; a+2 : : : ; b−} of C. The segments [a; b], ]a; b] and [a; b[ we de/ne in a similar way. If
a= b, then by [a; b] we mean the one-element set {a}.
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Let D be a subgraph of G. For x not belonging to D we denote by ND(x) the set {y∈V (D) | xy∈E = E(G)} and by
dD(x) the number |ND(x)|.
The unde/ned terminology and notation can be found in Bondy and Murty’s book [3].
3. Preparatory results
Lemma 1. Let D be a path of G and x a vertex of G that does not belong to D. If dD(x)¿p−2 and |V (D)|6 2(p−2),
then G has a Cp.
Proof. Let D=x1x2 : : : xq. By assumption, p−16 q6 2(p−2). Put P={x1x2 : : : xq−p+2} and let t denote the cardinality of
the set N (x)∩P. Suppose G has no cycle of length p. Therefore, if xk ∈N (x)∩P, then (x; xk+p−2) ∈ E, because otherwise
xxkxk+1 : : : xk+p−2x would be a cycle of length p. So we have dD(x)=|N (x)∩P|+|N (x)∩ (D\P)|6 t+(p−2)−t=p−2,
which is a contradiction.
Lemma 2. Let C = (0; 1; : : : ; n− 1) be a hamiltonian cycle in a graph G and suppose that the vertices 0 and l are not
adjacent. Let D be a segment of C contained in [1; l− 1] and let p¿ 3 be an integer such that |V (D)|¿ 2(p− 2) and
dD(0) + dD(l)¿ |V (D)|+ 2. Then G contains a cycle of length p.
Proof. Suppose that a; b∈ND(0), f; g∈ND(l), ND(0) ⊂ [a; b] and ND(l) ⊂ [f; g]. Clearly, [a; b]∩ [f; g] = ∅, ND(0) = ∅
and ND(l) = ∅.
Case 1: [a; b] is not contained in [f; g] and [f; g] is not contained in [a; b]. Assume without loss of generality that
a¡f¡b¡g (see Fig. 1). By assumption, |[a; g]|¿p− 2. Let F be the graph induced by the path 0a(a+1) : : : f(f+
1) : : : b(b+ 1) : : : gl. We have dF (0) + dF (l) = dD(0) + dD(l)¿ |V (D)|+ 2¿ |V (F)|. By Theorem 2, F is pancyclic and
contains a Cp.
Case 2: [f; g] ⊂ [a; b] or [a; b] ⊂ [f; g]. We may assume without loss of generality that the /rst relation holds (see
Fig. 2). Let F be the graph induced by the path 0a(a+1) : : : f(f+1) : : : gl. Clearly, |V (D)|¿ |[a; b]|= |[a; g]|+ |]g; b]|,
Fig. 1.
Fig. 2.
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therefore, dF (0) + dF (l)¿dD(0) + dD(l) − |]g; b]|¿ |V (D)| + 2 − |]g; b]|¿ |[a; g]| + 2 = |V (F)|. If |[a; g]|¿p − 2
then, by Theorem 2, F is pancyclic, so it contains a Cp. Using a similar argument we can show the existence of Cp if
|[f; b]|¿p−2. Observe that if |[a; g]|¡p−2 and |[f; b]|¡p−2 then |[a; f[|+|[f; g][|¡p−2, |[f; g][|+|]g; b]|¡p−2,
hence dD(0) + dD(l)6 |[a; f[| + |]g; b]| + 2|[f; g][|¡ 2(p − 2)¡ |V (D)| + 2, and we get a contradiction. The proof of
the lemma is complete.
Lemma 3. Let C=(0; 1; : : : ; n− 1) be a hamiltonian cycle in a graph G and 0, l two nonadjacent vertices on C. Let p,
p¿ 4, be an integer and let D be a segment of C contained in [1; l− 1] such that |V (D)|¿ 74p, p¿n− l + 1¿ 3p4
and dD(0) + dD(l)¿ |V (D)|+ 2. Then G contains a cycle of length p.
Proof. We may assume |V (D)|¡ 2(p−2) because, by Lemma 2, our assertion is true for |V (D)|¿ 2(p−2). Moreover,
by Lemma 1, our assertion is valid if dD(0)¿p− 2. So we shall assume dD(0)6p− 2.
Suppose as in the proof of Lemma 2 that a; b∈ND(0), f; g∈ND(l), ND(0) ⊂ [a; b] and ND(l) ⊂ [f; g]. Clearly,
[a; b]∩ [f; g] = ∅, ND(0) = ∅ and ND(l) = ∅.
Case 1: [a; b] is not contained in [f; g] and [f; g] is not contained in [a; b]. Assume without loss of generality
that a¡f¡b¡g and denote by F the graph induced by the path 0a(a + 1) : : : f : : : b : : : (g − 1)gl (see Fig. 1). If
|[a; g]|6 |V (D)|+22 then dD(0) + dD(l)¡ 2 |V (D)|+22 = |V (D)| + 2 which contradicts our assumption. So we shall assume
|[a; g]|¿ |V (D)|+22 ¿ 78p.
Case 1.1: |[a; g]|¿p − 2. By using the same method as in the proof of Lemma 2 we can show that F is pancyclic
and contains a cycle of length p.
Case 1.2: 78p¡ |[a; g]|6p− 3. Now we have dF (0)+dF (l)=dD(0)+dD(l)¿ |V (D)|+2¿ 74p+2=(p− 1)+ 3p4 +
3¿ |V (F)| + 3p4 + 3. From Theorem 3, for any m, 26m6 3p4 + 6, there exists a (0; l)-path of length m. Thus we can
extend the path l(l+1) : : : (n− 1)0 of length n− l, where 3p4 − 16 n− l6p− 2, by a (0; l)-path of length p− (n− l)
and we obtain a cycle of length p.
Case 2: [f; g] ⊂ [a; b] or [a; b] ⊂ [f; g]. We may assume without loss of generality that [f; g] ⊂ [a; b] (see Fig. 2). If
|[a; g]|¿p − 2 or |[f; b]|¿p − 2 we proceed as in the proof of Lemma 2 and we show that G has a Cp. Therefore,
we may assume |[a; g]|¡p− 2 and |[f; b]|¡p− 2. Obviously, 78p+ 16 12 (|V (D)|+ 2)6 12 (dD(0) + dD(l))6 |[a; b]|.
Case 2.1: |[a; b]|¿ 54p. Since |[a; b]|= |[a; f[|+ |[f; b]|¡ |[a; f[|+ p− 2, we have |[a; f[|¿ 14p+ 2. It follows that
dD(l)6 |[f; g]|= |[a; g]| − |[a; f[|¡ (p− 2)− ( 14p+2)= 34p− 4. Since dD(0)6p− 2, we have dD(0)+ dD(l)¡ 74p−
6¡ 74p+ 26 |V (D)|+ 2, a contradiction.
Case 2.2: 78p + 16 |[a; b]|¡ 54p. Since dD(0) + dD(l)¿ |V (D)| + 2¿ 74p + 2 and dD(0)6p − 2 it follows that
|[f; g]|¿dD(l)¿ 74p + 2 − (p − 2) = 34p + 4. Assume without loss of generality that |]g; b]|6 |[a; f[|. Therefore,
2(|]g; b]|)6 (|]g; b]|) + |[a; f[| = (|[a; b]|) − |[f; g][|¡ 54p − ( 34p + 4) = p2 − 4. Hence |]g; b]|¡ p4 − 2. Furthermore,
d[a;g](0) + d[a;g](l)¿ 74p + 2 − |]g; b]|¿ 74p + 2 − (p4 − 2) = 32p + 4. Denote by F the graph induced by the path
0a(a+ 1) : : : f : : : gl. We have dF (0) + dF (l) = d[a;g](0) + d[a;g](l)¿ (p− 1) + 12p+ 5¿ |V (F)|+ 12p+ 5. By Theorem
3, for every m, 26m6 12p + 8, F contains a (0; l)-path of length m. Since the length of the path l(l + 1) : : : (n − 1)0
is n − l and 3p4 − 16 n − l6p − 2, we can choose a (0; l)-path of length p − n + l. This gives a cycle of length p.
The proof of the Lemma is /nished.
Lemma 4. Let C=(0; 1; : : : ; n−1) be a hamiltonian cycle in a graph G and 0, l two nonadjacent vertices on C. Let p¿ 5
and d¿ 0 be two integers with 06d6 n− l−3¡p−4 and such that d[l;0](0)+d[l;0](l)¿ (n− l+1)+d. Suppose D
is a segment contained in [1; l−1] such that dD(0)¿ 0, dD(l)¿ 0, |V (D)|=2p−d−9 and dD(0)+dD(l)¿ 2p−2d−9.
Then G contains a Cp.
Proof. Since p¿n−l+1¿d+4¿ 4, it follows that p−d−5¿ 0 and |V (D)|=2p−d−9¿ 1. Thus, D=[a; a+2p−d−10],
where a is an integer, 16 a6 l − 2p + d + 9. However, in order to simplify the calculations, we will assume that
D = [1; 2p − d − 9], and, though 0 and 1 are adjacent, we will also consider the case when (0; 1) ∈ E(G), since D is
supposed to be any segment in [1; l− 1].
If p− d− 5 = 0, then p= d+ 5, n− l+ 1= d+ 4, d[l;0](0) + d[l;0](l) = 2(n− l+ 1)− 4 and |V (D)|= d+ 1=p− 4.
Because dD(0)¿ 0 and dD(l)¿ 0, we can easily /nd a p-cycle formed by a (0; l)-path, a segment contained in D and
two edges of G. So we shall assume p − d − 5¿ 1. Now we may write D = F1 ∪F2 ∪F3, where F1 = [1; p − d − 5],
F2 = [p− d− 4; p− 4] and F3 = [p− 3; 2p− d− 9]. Suppose, contrary to our claim, that G has no cycle of length p.
Case 1: F1 ∩N (0) = ∅ and F1 ∩N (l) = ∅ (or F3 ∩N (0) = ∅ and F3 ∩N (l) = ∅, but in this case the proof is analogous).
Choose k ∈F1 such that k ∈N (0) and (0; j) ∈ E for j¡ k and j∈F1. If (l; s)∈E with k + p− d− 56 s6 k + p− 4,
then G has the cycle 0u1u2 : : : urls(s− 1) : : : (k + 1)k0, where 0u1 : : : url is a (0; l)-path of length r + 1 = p− s + k − 2,
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26p−s+k−26d+3. Theorem 3 ensures the existence of such a path. This gives a cycle of length p, a contradiction.
Therefore, the vertices k +p− d− 5; k +p− d− 4; : : : ; k +p− 4 do not belong to N (l). Suppose now j¿ k and j∈F1.
If (0; j)∈E, then (l; j + p− 4) ∈ E, (j + p− 4∈F3), because otherwise 0j(j + 1) : : : (j + p− 4)lu10 (where 0u1l is a
(0; l)-path of length 2) would be a cycle of length p. Now, if dF1 (0) = t ¿ 0, then dF2 ∪ F3 (l)6 2p− d− 9− (p− d−
5)− (t − 1 + d+ 2) = p− d− 5− t. Thus
dF1 (0) + dF2 ∪ F3 (l)6p− d− 5:
By symmetry,
dF1 (l) + dF2 ∪ F3 (0)6p− d− 5;
hence dD(0) + dD(l)6 2p− 2d− 10 and we get a contradiction.
Case 2: F1 ∩N (0) = ∅, F1 ∩N (l)=∅, F3 ∩N (0)=∅ and F3 ∩N (l) = ∅ (we omit the case F1 ∩N (l) = ∅, F1 ∩N (0)=∅,
F3 ∩N (l) = ∅ and F3 ∩N (0) = ∅).
By assumption, there is s∈F1 such that 0 and s are adjacent. Then for every j∈ [s+ p− d− 5; s+ p− 4] ⊂ F2 ∪F3
we have (l; j) ∈ E, because otherwise G would contain a Cp. Furthermore, there is s1 ∈F3 with (l; s1)∈E. Thus, for any
j∈ [s1− (p− 4); s1− (p−d− 5)] ⊂ F1 ∪F2, (0; j) ∈ E. Therefore, dD(0)+dD(l)6 2((p− 4)− (d+2))=2p− 2d− 12,
a contradiction.
Case 3: F1 ∩N (0)=∅ and F3 ∩N (0)=∅ (or F1 ∩N (l)=∅ and F3 ∩N (l)=∅). Hence there is s∈F2 with (0; s)∈E. We
assume that for j¡ s, (0; j) ∈ E. Therefore, by the same argument as in the previous case, [s+p−d−5; 2p−d−9]∩N (l)=∅
and [1; s− (p− d− 5)]∩N (l) = ∅. Note that |[s + p− d− 5; 2p− d− 9]∪ [1; s− (p− d− 5)]|= d+ 2. Furthermore,
there is s1 ∈ [s − (p − d − 5) + 1; s + (p − d − 5) − 1] with (l; s1)∈E. Suppose F2 ∩N (l) = ∅ and s1 belongs to (for
example) F1. Using the same argument as in Case 1 we get
dF1 (l) + dF2 ∪ F3 (0)6p− d− 5
and
dF1 (0) + dF2 ∪ F3 (l) = 0 + dF3 (l)6p− d− 5:
Thus, dD(0)+dD(l)6 2p−2d−10, a contradiction. So assume s1 ∈F2. Clearly, [s1+p−d−5; 2p−d−9]∩N (0)=∅ and
[1; s1−(p−d−5)]∩N (0)=∅. Now if w∈ ]s1; s+p−d−5[ and w, l are adjacent, then w−(p−d−5)∈ ]s1−(p−d−5); s[ and
(w−(p−d−5); 0) ∈ E. Similarly, if w∈ ]s−(p−d−5); s1[∩N (l) then w+p−d−5∈ ]s; s1+p−d−5[ and w+p−d−5 and 0
are not adjacent. Therefore, as in the previous cases, dD(0)+dD(l)6 2(2p−d−9−(d+2))−(2p−2d−10−2)=2p−2d−10,
a contradiction. This completes the proof of the Lemma.
4. Proof of Theorem A
Let C = (0; 1; : : : ; n − 1; 0) be a hamiltonian cycle in G. We may assume without loss of generality that x = 0, y = l
and n=26 l6 n− 2. Put A=G([l; 0]) and B=G([0; l]). It is easy to verify that the theorem is true for n6 7. Therefore,
we shall assume n¿ 8. Thus, 4n+4z+3219 6
n
2 + 1 for z6
1
3 (n+ 8).
Suppose, contrary to our assertion, that G does not contain any cycle Cp, for some p6 4n+4z+3219 . So if dB(0) +
dB(l)¿ l+1¿ n2 +1, then, by Theorem 2, G contains cycles of all lengths between 3 and l+1 and we get a contradiction.
Suppose then dB(0) + dB(l)6 l. Thus dA(0) + dA(l)¿ n + z − l. De/ne d := dA(0) + dA(l) − (n − l + 1). Obviously,
06 z − 16d6 (n − l + 1) − 4 and d(0) + d(l)6 l + n − l + 1 + d = n + d + 1. It follows from Theorem 2 that G
contains a Cm for any m between 3 and n− l+ 1. Thus p¿n− l+ 1¿d+ 4¿ 4 and p− d− 5¿ 0.
Case 1: [1; 2p−d−9]∩N (l)=∅ and [l−(2p−d−9); l−1]∩N (0)=∅. Observe that 2p−d−9¡ n2 6 l if p6 4n+4z+3219 .
Thus l− 1 = k(2p− d− 9) + r, where k¿ 1 and r are the integers such that 06 r ¡ 2p− d− 9. We can write
[1; l− 1] = Hk+1 ∪
k⋃
i=1
Hi;
where Hi = [(i − 1)(2p − d − 9) + 1; i(2p − d − 9)] for i = 1; 2; : : : ; k and Hk+1 = [k(2p − d − 9) + 1; l − 1] (Hk+1 = ∅
if r = 0). Suppose there is j6 k with d(0)∩Hj = ∅ and d(l)∩Hj = ∅. Then, by Lemma 4, p − d − 5¿ 0 and
dHj (0) + dHj (l)6 2p− 2d− 10. Moreover, since 2p− 2d− 10¡ 2p− d− 9, we have dHi (0) + dHi (l)6 |V (Hi)| for all
i = j (this is also true for i = k + 1 because Hk+1 ⊂ [l− (2p− d− 9); l− 1] and [l− (2p− d− 9); l− 1]∩N (0) = ∅).
Therefore, d(0) + d(l)6 (n− l+ 1+ d) + 2p− 2d− 10 + (l− 1− (2p− d− 9)) = n− 1¡n+ z, a contradiction. Thus,
for every i, N (0)∩Hi = ∅ or N (l)∩Hi = ∅. Hence, there is j such that N (l)∩Hj = ∅ and N (0)∩Hj+1 = ∅. Suppose now
N (0)∩Hj = ∅. Then we can /nd s∈V (Hj) such that (0; s)∈E and (0; r) ∈ E for r ¿ s and r ∈V (Hj). By assumption,
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s¡ l− (2p−d−9). Set D=[s; s+2p−d−10]. If N (l)∩D = ∅, then p−d−5¿ 0, dD(0)+dD(l)6 2p−2d−10 and,
consequently, d(0) + d(l)6 n− 1, which is a contradiction. Therefore, N (l)∩D = ∅, dD(0) + dD(l) = 16 2p− 2d− 9
and we get a contradiction as in the previous cases.
Case 2: 3p4 6 n−l+1¡p and ([1; 2p−d−9]∩N (l) = ∅ or [l−(2p−d−9); l−1]∩N (0) = ∅). Hence p−d−5¿ 0.
We shall assume without loss of generality [1; 2p−d− 9]∩N (l) = ∅. Thus, |[2p−d− 8; l− 1]|= n− (2p−d− 9)− (n−
l+1)¿n− 2p+d+9−p¿ ( 194 p− z− 8)− 3p+d+9¿ 74p if p6 4n+4z+3219 and z6d+1. Set D=[2p−d− 8; l− 1].
Since G does not contain any cycle of length p we have, by Lemmas 3 and 4, the following inequality
d(0) + d(l)6 (|V (D)|+ 1) + (2p− 2d− 10) + (n− l+ 1 + d)
= |V (D)|+ (2p− d− 9) + (n− l+ 1) = n¡n+ z;
which is a contradiction.
Case 3: 3p4 ¿n− l+1 and ([1; 2p− d− 9]∩N (l) = ∅ or [l− (2p− d− 9); l− 1]∩N (0) = ∅). Hence p− d− 5¿ 0.
We assume as in the previous case that [1; 2p− d− 9]∩N (l) = ∅. Set D = [2p− d− 8; l− 1]. Clearly,
|V (D)| = n− (2p− d− 9)− (n− l+ 1)
¿ 194 p− (d+ 1)− 8− 2p+ d+ 9− 34p= 2p¿ 2p− 4:
By Lemmas 2 and 4, d(0) + d(l)6 (|V (D)|+ 1) + (2p− 2d− 10) + (n− l+ 1 + d) = n¡n+ z, which contradicts our
assumption. This completes the proof of the theorem.
5. Proof of Theorem B
I. First we shall prove that G contains cycles of every length between 3 and 1130n + 2. It is a simple matter to check
that this is true for n6 7. So we shall assume that n¿ 8. Observe also that z¿ 518n¿ 2 and
11
30n+26
n
2 + 1 for n¿ 8.
Suppose, contrary to our assertion, that G does not contain any cycle of length p, for some p6 1130n + 2. Using the
notation and the same argument as in the proof of Theorem A we conclude that dB(0) + dB(l)6 l, dA(0) + dA(l) = n−
l+ 1 + d, (06 z − 16d6 n− l+ 1− 4) and p¿n− l+ 1¿d+ 4¿ 4. Moreover, the following inequalities hold:
(1) 2(p− d− 5)¡d+ 1;
(2) 4(p− d− 5) + d+ 1¡l− 1:
Indeed, by assumption, d¿ z− 1¿ 518n− 1, so 2p− 2d− 106 1115n+ 4− 59n+ 2− 10 = 845n− 4¡ 518n− 1 + 16d+ 1.
Furthermore, 4(p− d− 5) + d+ 1 = 4p− 3d− 196 2215n+ 8− 56n+ 3− 19 = 1930n− 8. On the other hand, l¿n− p+
1¿ n− 1130n− 2 + 1 = 1930n− 1, thus the second inequality is true.
Denote by k the quotient and r the remainder when l− 1 is divided by 2p− d− 9. By (2), k¿ 1. Thus,
[1; l− 1] = Hk+1 ∪
k⋃
i=1
Hi;
where Hi = [(i − 1)(2p− d− 9) + 1; i(2p− d− 9)] for i = 1; 2; : : : ; k and Hk+1 = [k(2p− d− 9) + 1; l− 1] (Hk+1 = ∅ if
r = 0).
Case 1: [1; 2p − d − 9]∩N (l) = ∅ and [l − (2p − d − 9); l − 1]∩N (0) = ∅. Proceeding in the same manner as in
Case 1 of the proof of Theorem A we get a contradiction.
Case 2: [1; 2p− d− 9]∩N (l) = ∅ or [l− (2p− d− 9); l− 1]∩N (0) = ∅. Hence, by Lemma 4, p− d− 5¿ 0. We
shall assume without loss of generality [1; 2p− d− 9]∩N (l) = ∅.
Case 2.1: k¿ 2.
Case 2.1.1: For every i¿ 2, N (0)∩Hi = ∅ or N (l)∩Hi = ∅. Applying the same method as in the proof of Theorem
A (Case 1) we obtain a contradiction.
Case 2.1.2: There is i, 26 i6 k, such that N (0)∩Hi = ∅ and N (l)∩Hi = ∅. We may assume without loss of
generality that i=2, dHk+1 (0)¿ 0 and dHk+1 (l)¿ 0. Therefore, dHk+1 (0)+dHk+1 (l)6 2p−2d−10. Applying (1) we have
d[1; l−1](0) + d[1; l−1](l) =
k+1∑
j=1
(dHj (0) + dHj (l))6 2(p− d− 5) + 2(p− d− 5) +
k∑
j=3
|V (Hj)|+ 2(p− d− 5)
¡ (2(2p− d− 9) +
k∑
j=3
|V (Hj)|)− (d+ 1)6 l− 1− (d+ 1):
(We put
∑k
j=3 |V (Hj)|= 0 if k ¡ 3.) Hence d(0) + d(l)6 n− l+ 1 + d+ l− 1− d− 1 = n− 1, a contradiction.
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Case 2.1.3: N (0)∩Hk+1 = ∅ and N (l)∩Hk+1 = ∅. We may assume that N (0)∩Hk = ∅ or N (l)∩Hk = ∅, because
otherwise we have the previous case. Suppose then N (l)∩Hk = ∅. Choose s∈Hk+1 satisfying (l; s)∈E and (l; j) ∈ E for
j¡ s and j∈Hk+1. Therefore, for i∈ [s− (p− 4); s− (p− d− 5)] we have (0; i) ∈ E (since otherwise G would have a
Cp). Moreover, for j¿ s, j − (p− d− 5) is not adjacent to 0. Hence,
dHk ∪Hk+1 (0) + dHk ∪Hk+1 (l)6 |V (Hk)|+ |V (Hk+1)|+ dHk+1 (l)− (d+ 2 + dHk+1 (l)− 1)
= |V (Hk)|+ |V (Hk+1)| − (d+ 1):
Thus, d[1; l−1](0) + d[1; l−1](l)6 l− 1− (d+ 1), and consequently, d(0) + d(l)6 n− l+ 1+ d+ l− 1− d− 1 = n− 1, a
contradiction.
Case 2.2: k=1. By (2), 2p−2d−10¡ |V (Hk+1)|=|V (H2)|¡ 2p−d−9. Moreover, since dH2 (0)+dH2 (l)6 2p−2d−10
if N (0)∩H2 = ∅ and N (l)∩H2 = ∅, it follows that dH2 (0) + dH2 (l)6max(|V (H2)|; 2p− 2d− 10) = |V (H2)|. Therefore,
d[1; l−1](0)+d[1; l−1](l)6 2p− 2d− 10+ |V (H2)|= l− 1− (d+1), and d(0)+d(l)6 n− l+1+d+ l− 1−d− 1= n− 1,
which is a contradiction.
II. Since d(0)+d(l)¿ n+ z, the maximum degree  satis/es ¿ n2 +
z
2 ¿
n
2 +
5n
36 =
23
36n. From Theorem 5, G contains
a cycle Cp for every p belonging to [n− + 2; + 1]. Since n− + 26 n− 2336n+ 2 = 1336n+ 2¡ 1130n+ 2, it follows
that G possesses cycles of every length between 3 and  + 1. Therefore, G contains a cycle Cp for every p between 3
and n2 +
z
2 + 1, which /nishes the proof of the theorem.
6. Conclusions and remarks
The following corollary is an easy consequence of Theorems 4, 7, A and B.
Corollary. Let G be a hamiltonian graph of order n having two nonadjacent vertices x and y with the degree sum
d(x) + d(y)¿ n+ z, for some integer z¿ 0.
Then G has cycles of every length p, 36p6((n; z), where
((n; z) =


n+ 13
5
if z = 0; n is odd and n¿ 33;
4n+ 4z + 32
19
if 16 z¡
5
18
n;
n+ z + 2
2
if
5
18
n6 z6
n+ 8
3
;
2n+ z − 1
3
if
n+ 8
3
¡z6 n− 4:
Consider now the following example (see also [9]). Let C=(0; 1; : : : ; n−1; 0) be a cycle in G with n=6s+2 and let all
vertices in A be adjacent to 0 and l=n− s−1, where A={1; 2; 3; : : : ; s+ x; n−2s−1; n−2s; : : : ; n− s−2; n− s; : : : ; n−1}
for some x, x6 n− 3s− 2. Clearly in such a graph d(0) + d(l) = 6s+ 2x = n− 2 + 2x. Any cycle in G either contains
the path s + x + 1; : : : ; n − 2s − 2 or avoid it, so the graph G possesses every cycle Cp for 36p6 2s + x + 2 and for
3s − x + 36p6 n. A cycle may be missing in G if 2s + x + 2 + 1¡ 3s − x + 3, i.e. x¡ n−212 . Setting 2x − 2 = z we
obtain a graph containing cycles of length p for every p such that 36p6 n−23 +
1
2 z + 3 and we cannot increase the
upper bound for z¡ n−146 .
In [7] we constructed a hamiltonian graph G of order n with two vertices x and y satisfying d(x)+d(y)¿ 2n− 4r− 2
(36 3r ¡n− 1) that contains no cycle of length n− r+1. In the light of the two examples we conjecture the following.
Conjecture. Let G be a hamiltonian graph of order n and let x and y be two distinct vertices of G that satisfy d(x) +
d(y)¿ n+ z for some integer z¿ 0. Then there exist two constants c1 and c2 such that
(i) G contains a cycle Cp for every p with 36p6 n3 +
z
2 + c2 if 06 z¡
n
6 + c1;
(ii) G contains all cycles Cp with 36p6 3n+z+24 if z¿
n
6 + c1.
Clearly, Theorems 4, 7, A and B are not best possible but they make the /rst steps towards the solution of the
Conjecture.
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