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Development of Path Integral Monte Carlo Simulations with Localized Nodal Surfaces for
Second-Row Elements
Burkhard Militzer1, 2 and Kevin P. Driver1
1Department of Earth and Planetary Science, University of California, Berkeley
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We extend the applicability range of fermionic path integral Monte Carlo simulations to heavier elements and
lower temperatures by introducing various localized nodal surfaces. Hartree-Fock nodes yield the most accurate
prediction for pressure and internal energy that we combine with the results from density functional molecular
dynamics simulations to obtain a consistent equation of state for hot, dense silicon under plasma conditions and
in the regime of warm dense matter (2.3−18.6 g cm−3, 5.0 × 105 − 1.3 × 108 K). The shock Hugoniot curve
is derived and the structure of the fluid is characterized with various pair correlation functions.
PACS numbers: 62.50.-p,31.15.A-,61.20.Ja,64.30.-t
The development of a first-principles methodology for
warm dense matter (WDM) applications that treats temper-
ature effects consistently is a key component of the steward-
ship of plasma science [1, 2]. Indeed, technological progress
in high energy density physics (HEDP) applications, such as
fusion energy [3, 4], shock-wave physics [5], astrophysical
processes [6–8], and planetary [9, 10] and stellar [11] interi-
ors, relies on simulations for input and guidance. WDM is
broadly described as the HEDP regime between condensed
matter and ideal plasmas, where strong electron correlation
and quantum and ionization effects are all important.
For the low temperature part of the WDM regime, density
functional molecular dynamics (DFT-MD) [12] is an accu-
rate and efficient first-principles simulation method. The ther-
mal occupation of electronic states is treated as a perturba-
tion of the ground state by Fermi-Dirac smearing [13]. The
main drawback of this method is that it becomes computation-
ally infeasible as electrons occupy more bands with increasing
temperature. Some alternative DFT-MD-based methods, such
as orbital-free DFT [14, 15] and average-atom models [16],
have made progress on overcoming the thermal-occupation
deficiency, but efforts to improve accuracy are still under-
way [17, 18].
Here, we focus on the development of the path integral
Monte Carlo (PIMC) method [19], which naturally incorpo-
rates finite temperature quantum effects by working within the
many-body thermal density matrix formalism. The combina-
tion with Monte Carlo sampling makes this approach one of
the most appropriate first-principles simulation techniques for
quantum systems at finite temperature, (T ). Since the length
of the path scales like 1/T , the method becomes increasingly
efficient for high temperatures. Electrons and nuclei are often
treated equally as paths but here we treat the nuclei classically
because their zero-point motion is negligible for the tempera-
tures under consideration.
PIMC simulations with more than two electrons in a dense
system suffer from a fermion sign problem, which we solve
by introducing the the fixed node approximation [20, 21] that
restricts paths to remain in the positive regions of a trial den-
sity matrix, ρT (R,Rt; t) > 0. The restricted path integral
reads,
ρF (R,R
′;β) =
1
N !
∑
P
(−1)P
∫
R→PR
′, ρT>0
dRt e
−S[Rt], (1)
where the action, S, weights every path and P denotes permu-
tations of identical particles. The most common approxima-
tion to the trial density matrix is a Slater determinant of single
particle density matrices,
ρT (R,R
′;β) =
∣∣∣
∣∣∣ρ[1](ri, r′j ;β)
∣∣∣
∣∣∣
ij
, (2)
in combination with the free particle (FP) density matrix,
ρ
[1]
0 (r, r
′;β) =
∑
k
e−βEk Ψk(r)Ψ
∗
k(r
′) , (3)
derived from a sum over plane waves, Ψk(r). The latter is
usually converted into Gaussian form [20]. FP nodes becomes
exact in the limit of high temperature. Interaction effects
have been introduced to the nodal structure on the variational
level [22, 23].
In previous work [24–29], we have shown FP nodes can be
sufficient to bridge the WDM regime for elements as heavy
as neon. FP nodes work for first-row elements because they
can still describe the occupation of the 1s state and DFT-MD
works well for lower temperatures where the second shell be-
comes occupied. In order to simulate second-row elements
with PIMC, one must go beyond the FP nodal approximation
and incorporate the effects of bound states as we describe be-
low in an application to silicon.
We chose to study silicon since it is a natural extension of
our original work on carbon and a prototype material with rel-
evance in the semiconductor industry [30], geophysics and
planetary science [10], and astrophysics [11, 31–35]. Sili-
con has a rich solid phase diagram, displaying 11 solid-state
phases under pressure, becoming metallic near 12 GPa [36–
38]. A number of dynamic shock compression experiments
have been performed [39–45]. Shock-compressed silicon has
been studied theoretically with several classical [46–49] and
one DFT-MD simulation [50] that investigated pressures up
2to 500 GPa and temperatures up to 104 K. Dynamical prop-
erties of shocked silicon plasma states have also been studied
extensively by theoretical approaches [51–55].
We perform standard DFT-MD simulations using the VASP
code [56]. Exchange-correlation effects are described using
the Perdew-Burke-Ernzerhof [57] functional, which was not
explicitly designed for finite temperature [58], but previous
PIMC and DFT-MD work [24, 26, 27, 29], has shown this ap-
proximation is reliable. We use a plane-wave energy cut-off of
up 4000 eV and a small-core (rcore=1.0 A˚), PAW [59] pseu-
dopotential with 12 valence electrons. We used up to 9000
bands to converge the thermal occupation to better than 10−4.
All simulations are performed at the Γ-point of the Brillouin
zone, which is sufficient for high temperature fluids.
Supercells with 8 atoms were used for T ≥ 2.5 × 105 K
where the kinetic energy far outweighs the interaction energy,
and 24-atoms were used at lower temperatures [29]. Addi-
tional details are provided in the appendix. For the PIMC
calculations, we have used our own code CUPID [60]. The
Coulomb interaction is introduced through pair density matri-
ces [61–63]. The nodes are enforced at intervals of 1/8192
Ha, which means we need between 4 and 2560 time slices for
simulations in the temperature range of 129− 1 × 106 K. It is
sufficient to evaluate the pair action only at intervals of 1/1024
Ha [23].
We began our investigation of localized nodal approxima-
tions in PIMC with the relatively simple, proof-of-concept
problem of computing internal energy and pressure of a sta-
tionary silicon atom (one nucleus and 14 electrons) in a peri-
odic cell over a wide temperature range. In Fig. S1, we com-
pared energies from DFT and PIMC using FP nodes, where
we found a discrepancy of 5.2 Ha/atom already at 2 × 106 K
that increased to 12.6 Ha at 5 × 105 K. We attributed this dis-
crepancy primarily to the FP nodal approximation, which we
have shown to work well only as long as the second shell is
not significantly occupied [27].
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FIG. 1: Internal energy and pressure vs. temperature for a single
silicon atom in periodic cell of 5.0 Bohr.
We investigated two approaches to improve upon the FP
nodal approximation. First, we added the bound eigenstates
of the Coulomb potential of the silicon nuclei, Ψs(r−RI), to
the nodal approximation in Eq. 3:
ρ[1](r, r′, β) =
N∑
I=1
n∑
s=0
e−βEsΨs(r−RI)Ψ
∗
s(r
′−RI) , (4)
where the number of states, n, needs to be at least 7 in each
spin channel in order to provide at least one bound state
for every electron. We used the efficient formulation of the
Coulomb density matrix put forth in Ref. [61] and hence refer
to this approximation as Pollock nodes. The 1s state (n = 1)
has been added to PIMC nodes once before to simulate dense
hydrogen [64]. However agreement with DFT predictions and
experimental results was not as good as expected because ad-
ditional approximations were introduced when the nodes were
enforced. Here we enforce the nodes strictly as outlined in
Refs. [20, 21].
The adoption of Pollock nodes reduced the energy deviation
between DFT and PIMC from 12.6 to 2.7 Ha at 5 × 105 K.
However, the pressure deviations increased from 11 to 31%
(Fig. S1). We tried to improve upon this result by varying
the number of bound states in Eq. 4, testing different time
steps, studying various numbers of electrons, and finally by
developing a multi-determinental nodal surface in the spirit
of quantum chemistry. In the multi-determinantal approach,
we adopted a sum of FP fermion determinants where each is
added to a different bound shell with the appropriate e−βEs
weight. However, this approach did not lead to a significant
improvement in the predicted pressure. This discrepancy led
us to abandon the Pollock node approximation. We concluded
that the eigenstates of noninteracting particles in the Coulomb
potential are too confining for interacting electrons.
In our second approach, we constructed a thermal density
matrix from Hartree-Fock (HF) orbitals that we computed
with the GAMESS code [65] and expanded in a localized ba-
sis set (6-31++G). We use again Eq. 4 but this time the func-
tions Ψs(r) become the HF orbitals, which are weighted by
factors e−βEs where Es is set to the corresponding HF eigen-
values. Our approach differs from groundstate HF nodes [66].
With our HF nodal approximation, we found perfect agree-
ment with the DFT prediction for the internal energy of the
silicon atom over the entire temperature range under consid-
eration (Fig. S1). The resulting PIMC energies are consis-
tently lower than those obtained with other two nodal approx-
imations, which, as illustrate in the appendix, implies a lower
free energy [23] and establishes HF nodes as the most accu-
rate nodes among the three approximations considered here.
The PIMC pressures derived with HF nodes agree within the
1 σ error bars for all temperatures of 7 × 105 K and higher.
For 5 × 105 K, a small pressure discrepancy remained, but,
given the large improvement over FP and Pollock nodes, we
decide to adopt HF nodes for our many-particle simulations
with moving nuclei that we discuss for the remainder of this
article.
3The evaluation of HF orbitals for many moving particles
adds a non-negligible burden to computation of the nodes.
We vectorized this part of the calculation by evaluating the
orbitals for many positions at once. We update the inverse
of the determinants whenever possible rather than recomput-
ing it. Nevertheless, when one ion is moved, all determinants
need to be re-evaluated, which is not the case for FP nodes
that are independent of the ion positions. Despite this addi-
tional cost, we were able to perform PIMC simulations with
8 nuclei and 112 electrons for temperatures of 1 × 106 K and
above.
We needed to introduce one more methodological develop-
ment. Upon introducing HF nodes into our simulations with
moving nuclei, the acceptance ratio for ion moves rapidly de-
cayed to zero at lower and intermediate temperatures as elec-
tron paths began to sample the bound states at the nuclei. Be-
cause the nodal surfaces now depend on the nuclear positions,
node crossings are almost unavoidable when an ion is moved.
The crossing is almost exclusively triggered by nearby elec-
trons. The decay in efficiency was so detrimental that we
could not have obtained the smooth g(r) functions in Fig. 2
without the development of multi-particle moves that relocate
one nucleus and nearby electrons at once. We needed to de-
sign an algorithm that satisfies the detailed balance require-
ment [19] and does not rely on any permanent pairing of elec-
trons and ions. We introduced a localization function,
LIj =
∫ β
0
dt |Ψ1s(rj(t)−RI)|
2
, (5)
that assigns a probability of finding electron paths, rj(t), near
ion, I . Adopting concepts from the permutation sampling in
Ref. [19], we multiply these probabilities to construct a table
that contains all moves of one ion with up to four electron
paths including those that permute. Because LIj is a very
localized function, the number of significant entries is fairly
small so that the table can be constructed efficiently. Once a
particular move has be selected from the table, we shift the
entire group to a new location within a box of 0.5 Bohr with-
out otherwise changing their paths. This leaves the function
LIj unchanged within the group, which means detailed bal-
ance can be satisfied by adopting a particularly simple expres-
sion for the acceptance ratio: the sum of table entries for the
new location divided by that for the original coordinates. This
procedure led to very efficient ion moves. To change internal
coordinates of electron paths, we keep relying the on single
and multi-electron moves [19].
Figure 3 and Tab. summarize our equation of state calcu-
lations. For density interval of 1 to 8-fold the ambient den-
sity of 2.329 g cm−3, PIMC simulations with HF nodes were
performed for a temperature range of 129 − 2 × 106 K and
DFT-MD simulations for 2 − 0.05 × 106 K. At 2 × 106 K,
both methods yield consistent thermodynamic and structural
properties despite the fact that both techniques involve very
different concepts and approximations. The predicted internal
energies deviate by up to 5 Ha/atom and the pressure by up
to 4%. A difference of 5 Ha/atom would be equivalent to a
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FIG. 2: The top two panels compare the nuclear pair correlation func-
tions from PIMC and DFT-MD at various temperatures. The middle
panel shows the integrated nucleus-electron pair correlation function,
N(r), computed with PIMC. Results are compared with an isolated
ion in order to estimate the ionization state of the plasma. The two
lowest panels display the electron-electron pair correlation functions
for pairs with parallel and opposite spins. All results are for 4-fold
compression.
2.5% difference in the ionization fraction of the second shell.
We attribute these deviations to a combined effect of three
approximations: the groundstate DFT exchange-correlation
functional, the frozen-core DFT pseudopotential, and our lo-
calized nodes in PIMC. While it is difficult to disentangle the
errors due to these approximations, we anticipate that the dis-
crepancies will be reduced further when both methods are im-
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FIG. 3: Pressure-density conditions of our PIMC and DFT-MD sim-
ulations. The blue line shows the shock Hugoniot curve.
proved in the future. Figure 4 illustrates that the deviations
between PIMC and DFT-MD are small compared to the error
in the Debye model. We only plotted excess quantities rela-
tive to a fully ionized plasma model because the total internal
energy varies by over 10 000 Ha/atom in the parameter range
of consideration.
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FIG. 4: Internal energy and pressure for a silicon plasma at a density
of 9.316 g cm−3 are shown versus temperature. We plot the excess
quantities relative to a fully ionized noninteracting plasma.
Good agreement between PIMC and DFT-MD is found for
the nuclear pair correlation shown in Fig. 2. With PIMC we
were also able to derive the integrated nucleus-electron pair
correlation function, N(r), that measures how many electron
reside on average within a radius, r, from a nucleus. Compar-
ing the information at small r with results for isolated ions,
we can estimate the degree of ionization in the plasma. For
temperatures of 1, 2, and 4 × 106 K, we estimate the average
charge of the silicon ions to be +6, +8, and +10 respectively.
At higher temperature the 1s states becomes partially ionized
also.
The electron-electron pair correlation functions in Fig. 2
yield strong positive correlations, which underlines that mul-
tiple electrons are bound to one nucleus. As the temperature is
increased, the positive correlation diminishes and eventually
even the negative correlations between electrons with parallel
spins at small r is reduced.
Finally we derive the principal shock Hugoniot [67]. Un-
der shock compression, a material changes from a initial
state with internal energy, pressure, and volume (E0 =
−289.166Ha/atom, P0=1 bar, V0 from ρ0 = 2.329 g cm−3)
to a final state denoted by (E,P, V ) that we can predict the-
oretically. The shock compression ratio, ρ/ρ0, is controlled
by interaction effects and by excitations of internal degrees
of freedom. In Fig. 3, a maximum compression ratio of 4.99
is reached for 1.6× 106 K where approximately 7 of 14 elec-
trons have been ionized. A second compression maximum of
4.95 is predicted to occur at 8.3× 106 K, which is caused by
the ionization of the 1s state. As we have seen for neon [29],
the temperature is too high for this maximum to be studied
with DFT-MD. Therefore a combined PIMC and DFT-MD ap-
proach is needed to study all features of the principal Hugo-
niot curve.
By constructing a thermal density matrix with HF orbitals
for the purpose of computing fermion nodes, we were able
to perform PIMC simulations with heavier elements than was
possible before. Through the optimized evaluation of such
nodes and the adoption of multi-particle Monte Carlo moves
we were able to put together an efficient algorithm and derive
the equation of state of silicon plasmas. At lower tempera-
ture, we add results from standard DFT-MD simulations. By
combining both techniques, we provide a first-principles treat-
ment for all second-row elements in the regime of warm dense
matter and for plasma conditions.
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Appendix: Internal Energy Comparison for Different Nodal
Surface
In Fig. S1, we plot the internal energy difference between
PIMC calculations with various nodal surfaces for the iso-
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FIG. S1: Difference in internal energy between PIMC calculations
using Pollock, Hartree-Fock (HF), and free-particle (FP) nodes for a
single silicon atom in periodic cell of 5.0 Bohr.
lated silicon atom that we already reported in a alternate for-
mat in figure 1 of the article. For this specific example,
one finds that FP particle nodes are sufficiently accurate for
T ≥ 4.0 × 106 K. For T ≥ 1.7 × 106 K, PIMC results ob-
tained with Pollock nodes agree reasonably well with predic-
tions from HF nodes, our most reliable nodal approximation.
The internal energies, E, obtained with HF nodes are con-
sistently lower than those with both other nodal surfaces.
Therefore, the HF nodes are our most accurate nodal surface
because they lead to the lowest free energy, F . In fermionic
PIMC, the best nodal surface can be established by minimiz-
ing the free energy [23]. F is given by the integral over the
internal energy, E,
β2 F (β2, V ) = β1 F (β1, V ) +
∫ β2
β1
dβ E(β, V ) , (6)
where β = 1/kbT . As starting point for the integration, we
can take the classical, high temperature limit (β1 → 0) where
the predictions from all nodal surfaces agree. From Fig. S1,
we can conclude that our HF nodes are significantly better
than FP and Pollock nodes.
7Method ρ (g cm−3) ρ/ρ0 T (K) E (Ha/atom) ǫE (Ha/atom) P (GPa) ǫP (GPa)
PIMC 2.329 1 129341301 9181.8930 3.6180 1335190.7 526.0
PIMC 2.329 1 64670651 4574.1180 3.4980 666626.4 507.1
PIMC 2.329 1 32335325 2265.3520 3.2550 331901.2 470.4
PIMC 2.329 1 16167663 1100.3200 1.8800 163533.0 271.7
PIMC 2.329 1 8083831 482.3270 1.4570 78489.3 203.0
PIMC 2.329 1 4041916 35.6380 1.0560 33636.6 151.5
PIMC 2.329 1 2020958 −128.4320 1.4580 14663.8 211.6
DFT-MD 2.329 1 750000 −247.1570 0.0008 3386.9 0.1
DFT-MD 2.329 1 505239 −266.9010 0.0006 1872.2 0.1
DFT-MD 2.329 1 250000 −282.8030 0.0005 691.0 0.4
PIMC 4.658 2 129341301 9171.0380 3.4810 2668660.3 1008.1
PIMC 4.658 2 64670651 4563.5600 3.3340 1331789.0 969.2
PIMC 4.658 2 32335325 2251.5260 3.3350 661773.8 965.2
PIMC 4.658 2 16167663 1080.9040 1.7860 324383.1 514.1
PIMC 4.658 2 8083831 439.5750 1.6430 152336.7 445.7
PIMC 4.658 2 4041916 12.3270 1.1950 65200.4 346.3
PIMC 4.658 2 2020958 −146.2080 1.3640 27553.5 396.8
DFT-MD 4.658 2 1010479 −231.9070 0.0030 10398.8 5.3
DFT-MD 4.658 2 750000 −252.4430 0.0030 6724.3 4.3
DFT-MD 4.658 2 505239 −269.6440 0.0040 3866.4 8.6
DFT-MD 4.658 2 250000 −283.2340 0.0060 1602.7 5.8
DFT-MD 4.658 2 100000 −287.4370 0.0080 629.7 4.1
DFT-MD 4.658 2 50000 −288.4070 0.0060 358.8 4.3
PIMC 6.987 3 129341301 9169.1970 3.1060 4003930.0 1348.8
PIMC 6.987 3 64670651 4547.5440 3.5220 1992509.2 1532.7
PIMC 6.987 3 32335325 2235.4160 3.2940 987707.6 1428.8
PIMC 6.987 3 16167663 1067.9070 2.2080 483879.2 956.5
PIMC 6.987 3 8083831 408.9970 1.9730 223935.3 835.2
PIMC 6.987 3 4041916 0.8250 1.5560 96497.2 677.6
PIMC 6.987 3 2020958 −159.5200 1.8080 38095.5 789.1
DFT-MD 6.987 3 1010479 −236.1540 0.0060 15607.2 27.4
DFT-MD 6.987 3 750000 −255.1520 0.0020 10228.1 21.0
DFT-MD 6.987 3 505239 −270.9450 0.0150 6020.6 27.0
DFT-MD 6.987 3 250000 −283.3580 0.0130 2653.2 7.8
DFT-MD 6.987 3 100000 −287.2920 0.0070 1237.0 5.8
DFT-MD 6.987 3 50000 −288.2310 0.0090 823.5 7.8
PIMC 9.316 4 129341301 9160.5960 3.4840 5335104.8 2020.1
PIMC 9.316 4 64670651 4551.1630 3.5780 2660714.0 2077.3
Continued on the following page.
8Method ρ (g cm−3) ρ/ρ0 T (K) E (Ha/atom) ǫE (Ha/atom) P (GPa) ǫP (GPa)
PIMC 9.316 4 32335325 2228.9250 3.4630 1315670.2 2006.9
PIMC 9.316 4 16167663 1059.1460 2.4510 644388.0 1408.0
PIMC 9.316 4 8083831 390.6560 1.7500 295039.8 953.0
PIMC 9.316 4 4041916 −9.0920 1.2470 126325.6 723.0
PIMC 9.316 4 2694610 -109.3620 1.6440 77593.7 954.1
PIMC 9.316 4 2020958 −162.7230 0.8820 51815.1 518.4
DFT-MD 9.316 4 2020958 −162.3860 0.0460 53994.0 49.3
DFT-MD 9.316 4 1010479 −238.9270 0.0090 21127.6 48.5
DFT-MD 9.316 4 750000 −256.8640 0.0140 14000.3 44.5
DFT-MD 9.316 4 505239 −271.6910 0.0090 8399.0 19.8
DFT-MD 9.316 4 250000 −283.3240 0.0080 3897.3 7.7
DFT-MD 9.316 4 100000 −287.0760 0.0100 2035.8 9.7
DFT-MD 9.316 4 50000 −287.9990 0.0060 1491.6 7.2
PIMC 11.645 5 129341301 9154.7710 1.6460 6666339.6 1194.9
PIMC 11.645 5 64670651 4536.3090 1.6700 3317133.6 1210.4
PIMC 11.645 5 32335325 2224.0050 1.6780 1643487.2 1214.9
PIMC 11.645 5 16167663 1047.8130 1.8210 800998.2 1306.9
PIMC 11.645 5 8083831 371.3900 1.6760 364447.7 1143.3
PIMC 11.645 5 4041916 −16.3540 1.3620 156361.8 993.2
DFT-MD 11.645 5 2020958 −166.7740 0.0710 67206.6 97.1
DFT-MD 11.645 5 1010479 −240.8560 0.0270 26892.2 107.7
DFT-MD 11.645 5 750000 −258.0590 0.0090 18026.4 43.7
DFT-MD 11.645 5 505239 −272.1630 0.0100 10955.4 23.8
DFT-MD 11.645 5 250000 −283.1680 0.0130 5363.5 12.8
DFT-MD 11.645 5 100000 −286.7950 0.0070 3078.9 7.0
DFT-MD 11.645 5 50000 −287.6990 0.0050 2420.6 6.6
PIMC 13.974 6 129341301 9144.6710 3.5480 7992810.7 3087.8
PIMC 13.974 6 64670651 4540.0170 3.3760 3986259.3 2943.9
PIMC 13.974 6 32335325 2220.7620 3.4170 1972368.7 2960.8
PIMC 13.974 6 16167663 1038.4910 2.4970 957890.7 2124.0
PIMC 13.974 6 8083831 361.2450 2.2060 435422.9 1865.3
PIMC 13.974 6 4041916 −17.6870 1.9410 190435.9 1688.3
PIMC 13.974 6 2020958 −164.5430 1.4990 81182.1 1308.2
DFT-MD 13.974 6 2020958 −169.9650 0.1390 80923.8 182.8
DFT-MD 13.974 6 1010479 −242.3660 0.0470 32508.1 136.8
DFT-MD 13.974 6 750000 −258.9620 0.0180 22007.2 80.1
DFT-MD 13.974 6 505239 −272.4350 0.0370 13834.1 93.4
DFT-MD 13.974 6 250000 −282.9850 0.0160 7014.2 18.5
PIMC 18.632 8 129341301 9137.0560 3.4650 10652592.7 4018.6
PIMC 18.632 8 64670651 4523.4160 3.3800 5300935.9 3908.0
PIMC 18.632 8 32335325 2205.0500 3.5490 2617832.7 4099.8
PIMC 18.632 8 16167663 1022.1250 1.9640 1268337.8 2234.7
PIMC 18.632 8 8083831 340.2690 1.8940 572026.0 2134.0
PIMC 18.632 8 4041916 −25.8850 1.3170 252032.9 1535.4
DFT-MD 18.632 8 2020958 −175.0180 0.0770 109041.1 174.0
DFT-MD 18.632 8 1010479 −244.5310 0.0180 44810.9 106.4
DFT-MD 18.632 8 750000 −260.0340 0.0490 31467.4 246.7
DFT-MD 18.632 8 505239 −272.7980 0.0060 19547.6 32.5
DFT-MD 18.632 8 250000 −282.4490 0.0080 11047.4 16.9
TABLE S1: Equation of state table for hot, dense silicon providing the internal energy, E, and pressure, P , as function of density, ρ, and
temperature, T . ǫ denotes the statistical error bars. The zero of energy taken from a completely ionized system. ρ0 = 2.329 g cm−3.
