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NECESSARY AND SUFFICIENT CONDITIONS TO PERFORM SPECTRAL
TETRIS
PETER G. CASAZZA, ANDREAS HEINECKE, KERI KORNELSON, YANG WANG, ZHENGFANG ZHOU
Abstract. Spectral Tetris has proved to be a powerful tool for constructing sparse equal norm
Hilbert space frames. We introduce a new form of Spectral Tetris which works for non-equal norm
frames. It is known that this method cannot construct all frames — even in the new case introduced
here. Until now, it has been a mystery as to why Spectral Tetris sometimes works and sometimes
fails. We will give a complete answer to this mystery by giving necessary and sufficient conditions
for Spectral Tetris to construct frames in all cases including equal norm frames, prescribed norm
frames, frames with constant spectrum of the frame operator, and frames with prescribed spectrum
for the frame operator. We present a variety of examples as well as special cases where Spectral
Tetris always works.
1. Introduction
Hilbert space frame theory has distinguished itself for its broad application to problems in pure
mathematics, applied mathematics, computer science, engineering and much more. Until recently,
there was a serious lack of algorithms for constructing frames with given properties, leaving the
field to rely on existence proofs for the existence of fundamental frames for applications. So it was a
major advance when in [5] a simple algorithm, designated Spectral Tetris, for constructing unit norm
tight frames was introduced. Since the appearence of [5] there have been numerous papers written
on variations of Spectral Tetris. In all cases we discover that Spectral Tetris cannot construct all
the frames of a given class. Until now, it has been a mystery when we can or cannot use Spectral
Tetris to construct families of frames. In this paper, we introduce another version of Spectral Tetris
which for the first time can be used to construct frames with different norms for the frame vectors
and different eigenvalues for the frame operator. We give necessary and sufficient conditions for
this version of Spectral Tetris to work to produce the desired frames. After this, we give necessary
and sufficient conditions for the original form of Spectral Tetris to produce the desired frames.
The main advantage here is that Spectral Tetris and its variations give an elementary and easily
implementable algorithm for constructing frames. Although our result is reported as a theorem, it
is really an algorithm for constructing certain classes of frames via Spectral Tetris ideas.
After reviewing known results about the existence of finite frames with given properties and in
particular the Spectral Tetris algorithm in Section 2, our main theorem in Section 3 presents a
version of Spectral Tetris for the construction of sparse frames with specified frame operator and
norms of the vectors. We give necessary and sufficient conditions on the prescribed sequence of
eigenvalues and norms for this construction to work. We study special cases of this theorem in the
remaining sections; for example, in Section 4 we classify the cases in which the original Spectral
Tetris construction works to construct unit norm tight frames of redundancy less than 2.
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2. Background
Let (en)
N
n=1 be the standard unit vector basis of C
N . The synthesis operator of a finite sequence
(fm)
M
m=1 ⊆ CN is F : CM → CN given by
Fg =
M∑
m=1
〈g, em〉fm,
i.e. F is the N ×M matrix whose m-th column is the vector fm. The sequence (fm)Mm=1 is a frame
if its frame operator S = FF ∗ satisfies AI ≤ S ≤ BI for some positive constants A,B, where I is
the identity on CN . In particular, the spectrum of S is positive and real. We call A,B the frame
bounds for (fm)
M
m=1. The sequence is a tight frame if A = B, i.e. if
Af =
M∑
m=1
〈f, fm〉fm (1)
for all f ∈ CN , or equivalently if
M∑
m=1
〈fm, en〉〈fm, en′〉 =
{
A, n = n′,
0, n 6= n′.
If the vectors (fm)
M
m=1 are unit vectors which form a tight frame, the tight frame bound A equals
M/N and is also called the redundancy of the frame. The synthesis matrix F of the frame (fm)
M
m=1
is called s-sparse, if it has s nonzero entries.
We say a frame (fm)
M
m=1 has vectors of norms (am)
M
m=1 if ‖fm‖ = am for all m = 1, . . . ,M ,
and call it a unit norm frame if ‖fm‖ = 1 for all m = 1, . . . ,M . Unit norm tight frames provide
Parseval-like decompositions in terms of nonorthogonal vectors of unit norm; Equation (1) becomes
f =
N
M
M∑
m=1
〈f, fm〉fm,
where each summand is a rank-one projection of f onto the span of the corresponding frame vector
fm.
We say that a frame has a certain spectrum or certain eigenvalues if its frame operator S has
this spectrum or respectively these eigenvalues. For any frame, the sum of its eigenvalues, counting
multiplicities, equals the sum of the squares of the norms of its vectors:
N∑
n=1
λn =
M∑
m=1
‖fm‖2. (2)
This quantity will be exactly the number of vectors M when we work with unit norm frames.
Two given sequences (am)
M
m=1 and (λn)
N
n=1 of positive real numbers have to meet certain re-
quirements in order for an M -element frame in CN with norms (am)
M
m=1 and eigenvalues (λn)
N
n=1
to exist. Several characterizations on the sequence of norms for a tight frame to exist, are given
in [2], while [7] and [9] show that an M -element frame in CN with lengths (am)
M
m=1 and eigenvalues
(λn)
N
n=1 exists if and only if the sequence of eigenvalues (λn)
N
n=1 majorizes the sequence (a
2
m)
M
m=1.
This is to say, if and only if, after arranging both sequences in decreasing order, we have
n∑
i=1
a2i ≤
n∑
i=1
λi
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for every n = 1, . . . , N and then, by (2),
M∑
i=1
a2i =
N∑
i=1
λi.
Building on the theory of majorization and the Schur-Horn Theorem, [4] shows how to explicitly
construct every possible frame whose frame operator has a given spectrum and whose vectors are
of given prescribed norms.
The results above do not address the sparsity of the frames, nor the computational complexity of
the constructions. In this paper, we determine necessary and sufficient conditions on the sequences
of norms and eigenvalues such that an elementary and easily implementable construction can be
used to produce a highly sparse frame having the prescribed parameters.
Our algorithm is a generalization of the Spectral Tetris algorithm, which was the first systematic
method for constructing unit norm tight frames. It was introduced in [5] to generate unit norm
tight frames in CN for any dimension N and any number of frame vectors M ≥ 2N . The algorithm
was generalized in [1] to construct unit norm frames for CN having a desired frame operator with
eigenvalues (λn)
N
n=1 ⊆ [2,∞) satisfying
∑N
n=1 λn = M . It is this form of the algorithm which we
review for convenience in Table 1 and to which we will refer as Spectral Tetris (STC).
In this paper we entirely focus on constructions in RN . Our main result in is a further general-
ization of STC to construct frames with specified norms in RN . STC constructs synthesis matrices
F with unit norm columns of real entries, whose rows are pairwise orthogonal and square sum to
the desired eigenvalues. The resulting frame operator FF ∗ is a diagonal matrix, having precisely
the desired eigenvalues on its diagonal. We refer the reader to [5] or [1] for instructive examples on
how the algorithm constructs the desired synthesis matrices by using 2 × 2 building blocks of the
form [ √
x
√
x√
1− x −√1− x
]
. (3)
A version of Spectral Tetris to construct frames with any given positive spectrum, not necessarily
being contained in [2,∞) was given in [3]. It uses modified discrete Fourier transform matrices as
building blocks which might be larger than 2× 2 and which result in frames of complex vectors.
Aside from the fact that Spectral Tetris frames are easy to construct, their major advantage is
the sparsity of their synthesis matrices, making them a valuable tool in applications such as the
construction of fusion frames [3]. In the algorithms STC and PNSTC here, all of the resulting
frames are at most 2M -sparse, i.e. each frame vector has at most 2 nonzero coordinates.
It has been shown in [6], that tight Spectral Tetris frames are optimally sparse in the sense that
given M ≥ 2N , the synthesis matrix of the M -element frame for RN constructed via spectral tetris
is sparsest within the class of all synthesis matrices of M -element unit norm frames for RN .
3. Spectral tetris for general sparse frames
In this section, we give a generalization of Spectral Tetris which uses 2 × 2 blocks to construct
frames with a given spectrum and vectors having a specified sequence of norms. Frames constructed
using this algorithm will be at least 2M -sparse. Such a construction is not always possible; we give
necessary and sufficient conditions under which this generalized construction works to produce the
specified frames.
3.1. The 2×2 building blocks of Spectral Tetris. Spectral tetris (STC) relies on the existence
of 2× 2 matrices A(x), for given x > 0, such that
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STC: Spectral Tetris Construction
Parameters:
• Dimension N ∈ N.
• Number of frame elements M ∈ N.
• Eigenvalues (λn)Nn=1 ⊆ [2,∞) such that
∑N
n=1 λn =M .
Algorithm:
1) Set m = 1.
2) For m = 1, . . . , N do
3) Repeat
4) If λn < 1 then
5) fm =
√
λn
2 · en +
√
1− λn2 · en+1.
6) fm+1 =
√
λn
2 · en −
√
1− λn2 · en+1.
7) m = m+ 2.
8) λn+1 = λn+1 − (2− λn).
9) λn = 0.
10) else
11) fm = en.
12) m = m+ 1.
13) λn = λn − 1.
14) end.
15) until λn = 0.
16) end.
Output:
• Unit norm frame (fm)Mm=1 ⊆ RN .
Table 1. The STC algorithm for constructing a unit norm frame with prescribed
spectrum in [2,∞).
(i) A(x) has orthogonal rows,
(ii) the columns of A(x) have norm 1,
(iii) and the square of the norm of the first row is x.
These properties combined are equivalent to
A(x)A∗(x) =
[
x 0
0 2− x
]
.
A matrix which satisfies these properties and which is used as a building block of the synthesis
matrix constructed by STC, is
A(x) =
[ √
x
2
√
x
2√
1− x2 −
√
1− x2
]
.
In order to generalize Spectral Tetris to allow for varied vector norms, we modify Property (ii)
above so that the columns of the 2 × 2 matrices must have prescribed norms a1 and a2. We will
see that these column lengths correspond to the respective norms of the frame vectors we are
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constructing. Thus, the new 2× 2 building blocks, which we denote A = A(x, a1, a2), will have the
following properties:
(i) A has orthogonal rows,
(ii) the columns of A have norms a1, a2 respectively,
(iii) and the square of the norm of the first row is x.
These properties are equivalent to
AA∗ =
[
x 0
0 a21 + a
2
2 − x
]
. (4)
Such a matrix A(x, a1, a2) exists under the conditions given in the following lemma and we explicitly
construct them in the proof for later use.
Lemma 3.1. A real matrix A = A(x, a1, a2) satisfying (4) exists if and only if
(a) a21 + a
2
2 ≥ x > 0, and
(b) either a21, a
2
2 ≥ x or a21, a22 ≤ x.
Proof. The orthogonality of the rows of A holds if and only if A is of the form
A =
[
α β
cβ −cα
]
, (5)
for some nonzero c ∈ R. If we assume that A satisfies (4), then the equivalent properties (i)–(iii)
yield the equations:
α2 + β2 = x
α2 + c2β2 = a21
β2 + c2α2 = a22.
Since either c2 ≤ 1 or c2 > 1, we see by the properties above that either both a21, a22 ≥ x or both
a21, a
2
2 ≤ x. Moreover,
c2β2 + c2α2 = c2x = a21 + a
2
2 − x ≥ 0.
Conversely, if we are given values for x, a1, a2 satisfying properties (a) and (b), we now construct
a matrix A = A(x, a1, a2) satisfying (4). To obtain orthogonal rows, we let A be written as in (5)
and must find values of α, β, c satisfying the equations
• α2 + β2 = x,
• α2 + c2β2 = a21,
• c2(α2 + β2) = y, where we let y = a21 + a22 − x,
• β2 + c2α2 = a22,
Note that this implies that
(1 + c2)(α2 + β2) = a21 + a
2
2,
and thus
c2 =
y
x
.
There are two cases to be considered.
Case x = y: In this case, c = 1 so we have x = y = a21 = a
2
2, so a solution for the matrix A is
A = A(x, a1, a2) =
[√
x
2
√
x
2√
x
2 −
√
x
2
]
. (6)
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Case x 6= y: We can solve for the variable α when c2 6= 1:
α2 =
a21 − xc2
1− c2 =
a21 − y
1− y
x
=
x(a21 − y)
x− y .
From here, we can solve for the value of β as well:
β2 = x− α2
= x− x(a
2
1 − y)
x− y
=
x2 − xy − xa21 + xy
x− y
=
x(x− a21)
x− y .
Thus, we have proved that
A = A(x, a1, a2) =


√
x(a2
1
−y)
x−y
√
x(x−a2
1
)
x−y√
y(x−a2
1
)
x−y −
√
y(a2
1
−y)
x−y

 (7)
satisfies (4). 
Remark 3.2. We know that the above matrices must be governed by majorization as shown in [9, 7];
i.e. to construct A(x, a1, a2) with the desired properties, we are looking for a matrix with columns
square summing to a21 and a
2
2 and rows square summing to x and y = a
2
1 + a
2
2 − x. In majorization
language this looks like: [
m n
p q
]
with
m2 + n2 = x, and p2 + q2 = y,
and
m2 + p2 = a21, and n
2 + q2 = a22.
Moreover a21 + a
2
2 = x + y. Without loss of generality a1 ≥ a2. Now the condition a21, a22 ≤ x in
Lemma 3.1 is equivalent to x ≥ y and a21, a22 ≥ x is equivalent to x ≤ y.
3.2. Spectral Tetris for prescribed norms. In Table 2 we present a modified Spectral Tetris
algorithm PNSTC, allowing the construction of frames of prescribed spectrum and non-uniform
lengths. We first present an example to demonstrate the algorithm’s actions and to introduce the
cursor notation which will be used to further describe the algorithm.
Example 3.3. Let us construct a 6 element frame in R4 with eigenvalues (λn)
4
n=1 = (15, 4, 1, 4)
and norms (am)
6
m=1 = (3, 2,
√
3,
√
3, 1, 2). PNSTF will provide such a frame by generating a 4× 6
synthesis matrix of orthogonal rows square summing to the respective eigenvalues and columns
square summing respectively to (9, 4, 3, 3, 1, 4). The algorithm starts with a 4×6 matrix of unknown
entries and lets a cursor serve as a marker which starts at position (1, 1) and moves either downward
or to the right along columns and rows, assigning values to certain entries with each move. The
remaining entries are set to zero when the algorithm terminates. At each step in the algorithm,
one of the following four cases occurs:
Case 1: If the cursor is at matrix location (n,m) and the entries already set for row n square
sum to less than λn − a2m, then the current entry (n,m) is set to be am and the cursor (n,m) is
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moved to the right, i.e., (n,m) := (n + 1,m). This is, for example, the case when the cursor is in
position (1, 1). The matrix changes as follows, where we denote the unknown matrix entries by ·
and the position of the cursor by ⊙:

⊙ · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·

 −→


3 ⊙ · · · ·
· · · · · ·
· · · · · ·
· · · · · ·

 .
Case 2: If the cursor is at (n,m) and the entries already set for row n square sum to more then
λn − a2m, then the entries (n,m), (n + 1,m), (n,m + 1), and (n + 1,m + 1) are set according to
lines 10) and 11) or 14) and 15) of PNSTC, i.e. a 2 × 2 block of the form in Equation (6) or (7)
is being inserted, where x is the difference between λn and the square sum of the entries already
placed in row n. The cursor is moved to (n,m) := (n+ 1,m+ 2). Inserting this 2× 2 block makes
row n square sum to the desired eigenvalue λn and row n + 1 to less then the desired eigenvalue
λn+1, while it makes the columns m and m + 1 have norms am and am+1 as desired. This is, for
example, the case when the cursor is in position (1, 3). The matrix changes as follows:

3 2 ⊙ · · ·
· · · · · ·
· · · · · ·
· · · · · ·

 −→


3 2 1 1 · ·
· · √2 −√2 ⊙ ·
· · · · · ·
· · · · · ·

 .
Case 3: If, after inserting a 2 × 2 block of the form (6) or (7), the cursor is at location (n,m)
and the entries already assigned to row n square sum to exactly λn, then the cursor is moved down
to (n+ 1,m). This is the case when the cursor is (2, 5). The matrix changes as follows:

3 2 1 1 · ·
· · √2 −√2 ⊙ ·
· · · · · ·
· · · · · ·

 −→


3 2 1 1 · ·
· · √2 −√2 · ·
· · · · ⊙ ·
· · · · · ·

 .
Case 4: If the cursor is at (n,m) and the entries already set for row n square sum to exactly
λn − a2m, then the entry (n,m) is set to am, and the cursor is moved down and to the right
(n,m) := (n + 1,m + 1). This is, for example, the case when the cursor is (3, 5). The matrix
changes as follows:

3 2 1 1 · ·
· · √2 −√2 · ·
· · · · ⊙ ·
· · · · · ·

 −→


3 2 1 1 · ·
· · √2 −√2 · ·
· · · · 1 ·
· · · · · ⊙

 .
After performing all steps of PNSTC, the synthesis matrix of the desired frame is

3 2 1 1 0 0
0 0
√
2 −√2 0 0
0 0 0 0 1 0
0 0 0 0 0 2

 .
Given a fixed dimension N and frame cardinality M , a necessary and sufficient condition on
the prescribed norms (am)
M
m=1 of the vectors and the prescribed eigenvalues (λn)
N
n=1 of the frame
operator for PNSTC to work, is given in the following definition.
8 P.G. CASAZZA, A. HEINECKE, K. KORNELSON, Y. WANG, Z. ZHOU
Definition 3.4. We say two sequences (am)
M
m=1 and (λn)
N
n=1 are Spectral Tetris ready if
∑M
m=1 a
2
m =∑N
n=1 λn and if there is a partition 0 ≤ m1 < · · · < mN =M of the set {0, 1, . . . ,M} such that for
all k = 1, . . . , N − 1:
(i)
∑mk
m=1 a
2
m ≤
∑k
n=1 λn <
∑mk+1
m=1 a
2
m and
(ii) if
∑mk
m=1 a
2
m <
∑k
n=1 λn, then mk+1 −mk ≥ 2 and
a2mk+2 ≥
k∑
n=1
λn −
mk∑
m=1
a2m.
Note that we may permute the given sequences (am)
M
m=1 and (λn)
N
n=1 to make them Spectral
Tetris ready, since we make no assumptions about the ordering of the sequence elements.
Definition 3.5. The STC and PNSTC algorithms insert 2× 2 blocks into the synthesis matrices
under construction. We call any entry of the synthesis matrix constructed by either one of these
algorithms a terminal point if it belongs to the second row of some 2× 2 block and an initial point
if it belongs to the first row of a 2× 2 block. Moreover, we say that a row n of the synthesis matrix
the algorithms construct is complete at column m if the entries of row n are zero for all columns to
the right of column m, i.e. the square sums of the entries in row n from columns 1 through m is
equal to λn.
We now show that the properties given in Definition 3.4 are exactly the necessary and sufficient
conditions which allow PNSTC to construct a frame with prescribed norms having a given spectrum.
Theorem 3.6. Given (am)
M
m=1 ⊆ (0,∞) and (λn)Nn=1 ⊆ (0,∞), PNSTC can be used to construct
a frame (fm)
M
m=1 for R
N such that ‖fm‖ = am for m = 1, . . . ,M and having eigenvalues (λn)Nn=1 if
and only if there exist permutations that make the sequences (am)
M
m=1 and (λn)
N
n=1 Spectral Tetris
ready.
Proof. For the forward direction, assume that PNSTC will produce a frame with eigenvalues (λn)
N
n=1
and norms (am)
M
m=1. The partition {mk}Nk=1 from Definition 3.4 is given by the unique coordinate
(k,mk) in each row k such that no further 1 × 1 blocks can be inserted in row k. In other words,
either row k is complete at column mk or row k requires a 2× 2 block beginning at column mk +1
and will be complete at column mk+2. ( In Example 3.3, the coordinates (k,mk+1) are the cursor
locations when we enter Cases 2, 3, or 4.) Because the algorithm was able to complete successfully,
Properties (i) and (ii) from Definition 3.4 necessarily hold for each k = 1, 2, . . . , N − 1.
Conversely, assume (am)
M
m=1 and (λn)
N
n=1 are Spectral Tetris ready. We must demonstrate that
the PNSTC algorithm produces the N ×M synthesis matrix of the frame with these corresponding
properties. It is sufficient to show that, for each k ∈ {1, 2, . . . , N − 1}, if the cursor is at position
(k,mk) and if a 2× 2 block is needed, then the conditions of Lemma 3.1 are satisfied and therefore
a 2× 2 block exists that will complete row k at column mk + 2.
Assume that for a given k, we have already constructed the first mk columns of the synthesis
matrix, i.e. the cursor is at position (k,mk). If
∑k
n=1 λn =
∑mk
m=1 a
2
m, then row k is complete
at column mk and we proceed by moving the cursor to (k + 1,mk + 1) without inserting a 2 × 2
block. This is done in lines 7) − 8) of PNSTC. Otherwise, by the definition of mk, we have∑k
n=1 λn >
∑mk
m=1 a
2
m and we require a 2×2 block to complete row k. We show that the conditions
from Lemma 3.1 are satisfied which means that the desired 2 × 2 block exists. In particular, we
need to show that the matrix A = A (x, amk+1, amk+2) with
x =
k∑
n=1
λn −
mk∑
m=1
a2m
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PNSTC: Prescribed Norms Spectral Tetris Construction
Parameters:
• Dimension N ∈ N.
• Number of frame elements M ∈ N.
• Eigenvalues (λn)Nn=1 and norms of the frame vectors (am)Mm=1 such that (λn)Nn=1 and
(a2m)
M
m=1 are Spectral Tetris ready.
Algorithm:
1) Set m = 1.
2) For n = 1, . . . , N do
3) Repeat
4) If λn ≥ a2m then
5) fm = amen.
6) λn = λn − a2m.
7) m = m+ 1.
8) else
9) If 2λn = a
2
m + a
2
m+1, then
10) fm =
√
λn
2 · (en + en+1).
11) fm+1 =
√
λn
2 · (en − en+1).
12) else
13) y = a2m + a
2
m+1 − λn.
14) fm =
√
λn(a2m−y)
λn−y · en +
√
y(λn−a2m)
λn−y · en+1.
15) fm+1 =
√
λn(λn−a2m)
λn−y · en −
√
y(a2m−y)
λn−y · en+1.
16) end.
17) λn+1 = λn+1 − (a2m + a2m+1 − λn).
18) λn = 0.
19) m = m+ 2.
20) end.
21) until λn = 0.
22) end.
Output:
• Frame (fm)Mm=1 ⊆ RN .
Table 2. The PNSTC algorithm for constructing a frame with prescribed spectrum
and norms.
exists, since insertion of this block will make row k square sum to the desired λk. Moreover, we
also have to show that the second row of A square sums to at most λk+1, so that we do not reach
an impediment when we construct row k + 1.
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Note that since we have assumed our sequences are Spectral Tetris ready, we have by Definition
3.4 (i)
a2mk+1 ≥
k∑
n=1
λn −
mk∑
m=1
a2m = x,
which clearly gives
a2mk+1 + a
2
mk+2
≥
k∑
n=1
λn −
mk∑
m=1
a2m > 0.
Definition 3.4 (ii) also gives
a2mk+2 ≥
k∑
n=1
λn −
mk∑
m=1
a2m = x.
Thus the desired 2× 2 block A(x, amk+1, amk+2) does exist by Lemma 3.1. It remains to show that
the second row of A square sums at most to λk+1, i.e. that
a2mk+1 + a
2
mk+2
−
(
k∑
n=1
λn −
mk∑
m=1
a2m
)
≤ λk+1.
This condition, however, is equivalent to
mk+2∑
m=1
a2m ≤
k+1∑
n=1
λn,
which holds by Definition 3.4 (i), since by Definition 3.4 (ii) mk + 2 ≤ mk+1. We have shown
that any time a 2× 2 block is required, the conditions from Lemma 3.1 are satisfied and therefore,
the required matrix exists. This proves that PNSTC will produce a sparse frame with the given
properties.

3.3. Examples.
Example 3.7. There are choices of prescribed norms and eigenvalues which satisfy the majorization
condition from [7, 9], i.e. for which a frame with these given parameters exists, but for which PNSTC
cannot be used to construct such a frame because no ordering of the sequence of eigenvalues and
sequence of norms is Spectral Tetris ready. An example of this kind is a 4-element 133 -tight frame
in R3 with norms (2, 2, 2, 1).
Example 3.8. Sometimes, one ordering of the eigenvalues and norms is Spectral Tetris ready while
another is not. Given a sequence of norms (
√
3,
√
3, 1) and eigenvalues (5, 2), by majorization there
exists a frame for R2 having these norms and eigenvalues. We find, however, that PNSTC cannot
be performed for the sequences in the given order. The first step would be[√
3 ⊙ ·
0 · ·
]
.
Completing row 1 requires a 2× 2 block with columns square summing to 3 and 1 and rows both
square summing to 2. By Lemma 3.1 such a block does not exist — the column square norms
3 and 1 are neither both greater than nor both less than the row square norm of 2. However,
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rearranging the eigenvalues to the order (2, 5) allows PNSTC to construct the desired frame. Its
synthesis matrix is [
1 1 0√
2 −√2 1
]
.
Example 3.9. The ordering of the eigenvalues may not be monotone in order for Spectral Tetris to
work. Let a sequence of norms be (am)
4
m=1 = (
√
3,
√
3,
√
2, 1) and the eigenvalues be (λn)
3
n=1 =
(4, 3, 2). Given the nonincreasing order of the norms of the vectors, the only ordering of the
eigenvalues which admits Spectral Tetris is (3, 4, 2). To see this, observe that neither ordering
where the eigenvalue 2 comes first will allow for the condition a21+a
2
2 ≤ λ1+λ2 to be satisfied. The
same holds for the ordering (3, 2, 4). Moreover, both cases for which the eigenvalue 4 comes first will
require the first step in PNSTC to build the first vector to be
√
3 · e1. Then a22+ a23 ≥ λ1+λ2− a21,
and PNSTC cannot proceed. In the ordering (3, 4, 2), however, we don’t find the same impediments
and the synthesis matrix produced by PNSTC is

√
3 0 0 0
0
√
3 0 1
0 0
√
2 0

 .
Example 3.10. We construct an example where PNSTC does not work when either the eigenvalues
or the norms are in monotonic order, but does have a non-monotone configuration which is Spectral
Tetris ready. We do this by combining an example for which the norms cannot be in a monotone
order with an example for which the eigenvalues cannot be in a monotone order; we scale one of
these to force a separation between the two systems.
It is straightforward to verify that the norms (2, 2, 2, 1) and eigenvalues (6, 4, 3) are only spectral-
tetris ready when placed in the order (2, 2, 2, 1) and (3, 6, 4). By Example 5.3 (which we scale by 30),
the norms (
√
210,
√
210,
√
180,
√
30,
√
30) and eigenvalues (220, 220, 220) are Spectral Tetris ready
only when the norms are in one of the orderings (
√
210,
√
180,
√
30,
√
30,
√
210) or (
√
210,
√
180,
√
30,
√
210,
√
30).
Therefore, we find that the sequence of norms (
√
210,
√
210,
√
180,
√
30,
√
30, 2, 2, 2, 1) and the
eigenvalues (220, 220, 220, 6, 4, 3) are not Spectral Tetris ready in any monotone ordering, but are
Spectral Tetris ready in the non-monotone orderings
(
√
210,
√
180,
√
30,
√
30,
√
210, 2, 2, 2, 1) and (220, 220, 220, 3, 6, 4).
3.4. An easily-checked condition for sparse frames. Given sequences of norms and eigen-
values, it may be time-consuming to find permutations of the prescribed eigenvalues and norms
which are Spectral Tetris ready. We present an easily-verified sufficient condition on the prescribed
sequences under which PNSTC can be performed.
Proposition 3.11. Let (am)
M
m=1 ⊆ (0,∞) and (λn)Nn=1 ⊆ (0,∞) be increasing sequences such that∑M
m=1 a
2
m =
∑N
n=1 λn and
a2M−2ℓ + a
2
M−2ℓ−1 ≤ λN−ℓ (8)
for ℓ = 0, 1, . . . , N − 1. Then (am)Mm=1 and (λn)Nn=1 are Spectral Tetris ready, hence by Theorem
3.6, PNSTC can construct a frame (fm)
M
m=1 for R
N with ‖fm‖ = am for m = 1, . . . ,M and with
eigenvalues (λn)
N
n=1. In particular, PNSTC can be performed if a
2
M + a
2
M−1 ≤ λ1.
Note that the property (8) together with
∑M
m=1 a
2
m =
∑N
n=1 λn imply that M ≥ 2N .
Proof. We show that we can perform PNSTC on the increasing sequences (am)
M
m=1 and (λn)
N
n=1 by
verifying the sequences are Spectral Tetris ready.
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Property (8) when ℓ = N − 1 guarantees that a21 ≤ a2M−2N+1 ≤ λ1. For each k ∈ {1, . . . , N − 1},
let mk be the unique index for which
mk∑
m=1
a2m ≤
k∑
n=1
λn <
mk+1∑
m=1
a2m. (9)
This provides a partition {mk}Nk=1 of {0, 1, . . . ,M} satisfying Definition 3.4(i). Since the norms are
arranged in increasing order,
k∑
n=1
λn −
mk∑
m=1
a2m ≤ a2mk+1 ≤ a2mk+2. (10)
Then because the sequences (a2m)
M
m=1 and (λn)
N
n=1 have equal sum, the first inequality in (9) gives
M∑
m=mk+1
a2m ≥
N∑
n=k+1
λn. (11)
For ease of notation, let p = N − k, so the above inequality becomes
M∑
m=mN−p+1
a2m ≥
N∑
n=N−p+1
λn.
By the property in (8) for ℓ = p− 1, we have
λN−(p−1) ≥ a2M−2(p−1) + a2M−2(p−1)−1 = a2M−2p+2 + a2M−2p+1.
This gives us a starting point for a lower bound in the previous inequality:
M∑
m=mN−p+1
a2m ≥
N∑
n=N−p+1
λn ≥
M∑
m=M−2p+1
a2m.
Therefore, the starting indices in the outer sums satisfy
mN−p + 1 ≤M − 2p+ 1.
Since the sequence (am)
M
m=1 is increasing, we have
a2mN−p+1 + a
2
mN−p+2
≤ a2M−2p+1 + a2M−2p+2 ≤ λN−(p−1).
Translating back to using k = N − p, we have
a2mk+1 + a
2
mk+2
≤ λk+1,
which implies mk+1 ≥ mk +2 and together with (9), confirms that the criteria in Definition 3.4(ii)
are satisfied, and hence PNSTC can be performed. 
4. Special Case: Unit-norm tight frames of redundancy less than 2
The original STC algorithm from [5] is known to successfully construct unit norm tight frames
of M vectors in RN , provided M ≥ 2N . In this section, we classify when Spectral Tetris can be
used to construct unit norm tight frames when N < M < 2N .
Theorem 4.1. For N < M < 2N and λ = M
N
the following are equivalent:
(i) STC will successfully produce a unit norm tight frame (fm)
M
m=1 for R
N .
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(ii) For all 1 ≤ k ≤ N − 1, if kλ is not an integer, then we have
⌊kλ⌋ ≤ (k + 1)λ− 2, (12)
where ⌊x⌋ is the greatest integer less than or equal to x.
Proof. If M and N are not relatively prime, let P = gcd(M,N), M = PM ′ and N = PN ′, i.e.
gcd(M ′, N ′) = 1. Then STC constructs a synthesis matrix of the block form

F
F
. . .
F


composed of P copies of the matrix F , where F is the STC output synthesis matrix for M ′ unit
vectors in N ′ dimensions. Therefore, it is sufficient to assume that M and N are relatively prime.
For each k = 2, . . . , N − 1, we know that the product kλ is not an integer and thus the k-th row of
the synthesis matrix formed by STC must contain both the second row of a 2 × 2 block (terminal
points) and the first row of a 2 × 2 block (initial points). In other words, no row except possibly
the last one can be completed with a 1 × 1 block. By [5], Spectral Tetris can proceed from row k
to row k+1 if and only if the two terminal points contained in row k+1, which we denote x1 and
x2, satisfy
x21 + x
2
2 ≤ λ
for each k = 1, 2, . . . N − 1. The square sum of the entries of the first k completed rows is kλ and
the square sum of the two initial points contained in row k is kλ− ⌊kλ⌋. Since the square sum of
the entries of the two columns that contain the terminal points of row k+1 is 2, we therefore have
x21 + x
2
2 = 2− (kλ− ⌊kλ⌋).
Thus Spectral Tetris works if and only if
2− (kλ− ⌊kλ⌋) ≤ λ
for every k = 1, . . . , N − 1. 
As it happens, Theorem 4.1 has independently been derived in [10]. We use the condition in
Theorem 4.1 to completely characterize the conditions under which Spectral Tetris will work to
compute unit norm tight frames. This condition will be completely determined by the value of the
frame bound λ. Since STC always works when λ ≥ 2 and no tight frames exist when λ < 1, we
only consider 1 ≤ λ < 2 in the following results.
Note that for a fixed positive integer k, the inequality 2− 1
k
≤ λ < 2 is equivalent to ⌊kλ⌋ = 2k−1.
Thus (12) holds for a fixed value of k if
λ ≥ 2− 1
k + 1
.
and fails to hold for fixed k if
2− 1
k
≤ λ < 2− 1
k + 1
.
Theorem 4.2. The algorithm STC can be performed to generate a unit norm tight frame of M
vectors in RN if and only if λ := M
N
≥ 2 or λ is of the form
λ =
2L− 1
L
(13)
for some positive integer L.
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Proof. The case λ ≥ 2 is proved in [5] so we assume λ < 2.
Let λ = 2L−1
L
for some L ∈ N. The inequality (12) is satisfied for k = 1, 2, . . . , L − 1, so by
Theorem 4.1, STC constructs a unit norm tight frame of M = 2L − 1 vectors for RL. If N = LP
andM = P (2L−1) for some integer P > 1, STC also works producing a synthesis matrix composed
of L× L blocks repeated P times, as noted in the beginning of the proof of Theorem 4.1.
Conversely, if λ in reduced fractional form is M
N
with 1 ≤ λ < 2− 1
N
, then there is a unique value
of k ∈ {1, . . . , N − 1}, for which
2− 1
k
≤ λ < 2− 1
k + 1
.
The inequality (12) fails for this k, and thus by Theorem 4.1, STC can not be performed. 
Remark 4.3. When λ is written as M
N
, where M is the number of vectors and N is the dimension
of the space, it may not be in reduced form. The condition for STC to work when λ < 2 is exactly
that when the rational number λ is reduced, it is of the form 2L−1
L
, for some L ∈ N. If M and N
are known to be relatively prime, this condition is equivalent to M = 2N − 1.
Example 4.4. Let the dimension N = 8. Then Theorem 4.2 clearly states that Spectral Tetris can
be performed with M ≥ 15 vectors to form unit norm tight frames. But the theorem also states
that when M = 12 and M = 14 we have λ = 32 and λ =
7
4 respectively, for which STC also works.
5. Special case: Tight frames with varied norms
In this section, we use Theorem 3.6 to classify the sequences of norms for which PNSTC can
construct a tight frame of vectors having these norms. We begin with a sufficient condition. If the
prescribed sequence of norms is (am)
M
m=1 and our frame vectors will reside in R
N , we consider the
case in which the tight frame bound λ is greater than or equal to the sum of the squares of the
largest two values in (am)
M
m=1. We find that this condition is sufficient if the sequence (am)
M
m=1 is
in decreasing order.
Remark 5.1. This condition is an analog to the condition of the tight frame bound being at least
2 for the case of STC [5], which ensures that STC works to produce unit norm tight frames.
Theorem 5.2. Let a1 ≥ a2 ≥ · · · ≥ aM > 0 and
λ =
1
N
M∑
i=1
a2i .
If a21 + a
2
2 ≤ λ, then PNSTC constructs a λ-tight frame (fm)Mm=1 for RN satisfying ‖fm‖ = am for
all m = 1, 2, . . . ,M .
Proof. We need to show that (am)
M
m=1 (in decreasing order) and the sequence of N copies of λ are
Spectral Tetris ready. For each k = 1, 2 . . . N − 1, let mk be the index for which
mk∑
m=1
a2m ≤ kλ <
mk+1∑
m=1
a2m.
First, the hypothesis gives for any m, a2m + a
2
m+1 ≤ a21 + a22 ≤ λ. Therefore, we have
mk+2∑
m=1
a2m =
mk∑
m=1
a2m + (a
2
mk+1
+ a2mk+2) ≤ kλ+ λ = (k + 1)λ. (14)
This proves that mk+1 ≥ mk + 2.
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Equation (14) gives
a2mk+2 ≥ (k + 1)λ− a2mk+1 −
mk∑
m=1
a2m
= kλ−
mk∑
m−1
a2m + (λ− a2mk+1)
≥ kλ−
mk∑
m−1
a2m,
since λ ≥ a2mk+1. Therefore, we have satisfied Definition 3.4. 
Example 5.3. As in some previous examples, we may need to permute (am)
M
m=1 to be able to use
PNSTC. Suppose we want to construct a tight frame in R3 with norms
√
7,
√
7,
√
6, 1, 1. Then
λ = 22/3 and we find Spectral Tetris will not work for the ordering (
√
7,
√
7,
√
6, 1, 1). However
the permutation (
√
7,
√
6, 1, 1,
√
7) is Spectral Tetris ready, so PNSTC will work. Note that this
example also demonstrates that Theorem 5.2 does not provide a necessary condition for PNSTC
to work.
We can give a necessary and sufficient condition for a sequence of norms to yield a tight frame with
PNSTC by reformulating Theorem 3.6 and Definition 3.4 to the case of tight frames of vectors with
non-uniform norms: A tight frame for RN with prescribed norms (am)
M
m=1 having all eigenvalues
equal to λ = 1
N
∑M
m=1 a
2
m can be constructed via PNSTC if and only if there exists an ordering of
(a2m)
M
m=1 for which there is a partition 0 ≤ m1 < · · · < mN = M of {0, 1, . . . M} such that for all
k = 1, 2, . . . , N − 1:
(i)
∑mk
m=1 a
2
m ≤ kλ <
∑mk+1
m=1 a
2
m for all k = 1, . . . , N − 1, and
(ii) if
∑mk
m=1 a
2
m < kλ, then mk+1 −mk ≥ 2 and
a2mk+2 ≥ kλ−
mk∑
m=1
a2m. (15)
6. Special Case: Frames of unit vectors
Another special case of PNSTC is the case of unit norm but not necesarily tight frames. Such
frames are known to exist, provided the eigenvalues of the frame sum up to the number of frame
vectors [8]. A sufficient condition for STC to work is that, in addition, the spectrum is contained in
[2,∞), as proved in [1]. The formulation of Definition 3.4 and Theorem 3.6 for unit vectors having
a prescribed sequence of eigenvalues allows for eigenvalues less than 2.
Corollary 6.1. Let
∑N
n=1 λn = M where M ∈ N and M ≥ N . Then STC can be used to produce
a unit norm frame for RN with eigenvalues (λn)
N
n=1 if and only if there is some permutation of
(λn)
N
n=1 such that there exists a partition 0 ≤ m1 < · · · < mN = M of {0, . . . ,M}, such that for
each k = 1, . . . , N − 1 we have
(i) mk ≤
∑k
n=1 λn < mk + 1 and
(ii) if mk <
∑k
n=1 λn, then mk+1 −mk ≥ 2.
This characterization provides a strict limitation on the location of eigenvalues that can be
strictly less than 1.
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Corollary 6.2. If STC can be used to produce a unit norm frame for RN with eigenvalues (λn)
N
n=1,
then λk < 1 is only possible if k = 1 or if
mk−1 =
k−1∑
n=1
λn.
Proof. It is clear that STC can begin if λ1 < 1 by letting m1 = 0 and beginning the algorithm with
a 2× 2 block. For each k = 2, 3, . . . N , either mk−1 <
∑k−1
n=1 λn or mk−1 =
∑k−1
n=1 λn. In the case of
the inequality, STC requires a 2× 2 block with unit norm columns whose first row square sums to
x =
∑k−1
n=1 λn −mk−1 > 0 and whose second row square sums to 2− x.
Note that x < 1. Moreover, 2−x ≤ λk by Corollary 6.1, Property (ii), hence λk > 1. Therefore,
the only eigenvalues that can be less than 1 are λ1 and λk in the case where mk−1 =
∑k−1
n=1 λn. 
We know from Corollary 6.1 that given (λn)
N
n=1 with
∑N
n=1 λn = M > N , STC may not be
able to construct a unit norm frame with eigenvalues (λn)
N
n=1. Now we will see that there is some
equal-norm (but not necessarily unit-norm) frame with eigenvalues (λn)
N
n=1 which is constructible
by PNSTC.
Theorem 6.3. Let (λn)
N
n=1 ⊆ (0,∞) be decreasing. Then PNSTC can construct an equal-norm
frame for RN with eigenvalues (λn)
N
n=1.
Proof. Let λ =
∑N
n=1 λn, and note that
λ1
λ
= 1− ǫ,
for some ǫ > 0. Now choose r ∈ N sufficiently large such that
r2
λ
λN ≥ 2 and r2ǫ ≥ 3.
Define
λ˜n =
r2
λ
λn, for all n = 1, 2, . . . , N.
Then (λ˜n)
N
n=1 is monotone decreasing,
∑N
n=1 λ˜n = r
2, and λ˜N ≥ 2. Further, we have⌊
r2
λ
λ1
⌋
≤ r
2
λ
λ1 = r
2(1− ǫ) = r2 − r2ǫ ≤ r2 − 3.
By [1, Corollary 4.9], there exists a unit norm frame (fm)
r2
m=1 for R
N with r2 vectors and hav-
ing eigenvalues (λ˜n)
N
n=1. Hence, (
√
λ
r
fm)
r2
m=1 is an equal-norm frame for R
N with r2 vectors and
eigenvalues (λn)
N
n=1. 
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