[1] In contrast to far-field tsunami amplitudes that are fairly well predicted by the seismic moment of subduction zone earthquakes, there exists significant variation in the scaling of local tsunami amplitude with respect to seismic moment. From a global catalog of tsunami runup observations this variability is greatest for the most frequently occurring tsunamigenic subduction zone earthquakes in the magnitude range of 7 < M w < 8.5. Variability in local tsunami runup scaling can be ascribed to tsunami source parameters that are independent of seismic moment: variations in the water depth in the source region, the combination of higher slip and lower shear modulus at shallow depth, and rupture complexity in the form of heterogeneous slip distribution patterns. The focus of this study is on the effect that rupture complexity has on the local tsunami wave field. A wide range of slip distribution patterns are generated using a stochastic, self-affine source model that is consistent with the falloff of far-field seismic displacement spectra at high frequencies. The synthetic slip distributions generated by the stochastic source model are discretized and the vertical displacement fields from point source elastic dislocation expressions are superimposed to compute the coseismic vertical displacement field. For shallow subduction zone earthquakes it is demonstrated that self-affine irregularities of the slip distribution result in significant variations in local tsunami amplitude. The effects of rupture complexity are less pronounced for earthquakes at greater depth or along faults with steep dip angles. For a test region along the Pacific coast of central Mexico, peak nearshore tsunami amplitude is calculated for a large number (N = 100) of synthetic slip distribution patterns, all with identical seismic moment (M w = 8.1). Analysis of the results indicates that for earthquakes of a fixed location, geometry, and seismic moment, peak nearshore tsunami amplitude can vary by a factor of 3 or more. These results indicate that there is substantially more variation in the local tsunami wave field derived from the inherent complexity subduction zone earthquakes than predicted by a simple elastic dislocation model. Probabilistic methods that take into account variability in earthquake rupture processes are likely to yield more accurate assessments of tsunami hazards.
Introduction
[2] Shallow subduction zone earthquakes are one of the most common sources of destructive tsunamis in the world. Events such as the 1960 Chile and 1964 Alaska earthquakes resulted in large displacements of the seafloor that were transferred as gravitational instabilities in the ocean: the tsunami. Although subduction zone events most frequently generate high local tsunami runups, it is important to note that back arc events and, to a lesser degree, outer rise events have also generated tsunamis with high runups [Satake and Tanioka, 1999] . To accurately assess the hazard posed by tsunamis generated by subduction zone earthquakes, it is critical that we understand how local tsunamis are affected by details of earthquake rupture.
[3] Despite differences in the underlying physics of wave propagation in the ocean and in the solid earth, the tsunami wave field emanating from an earthquake source can be thought of as an extension to the seismic wave field. Ward [1980] and Okal [1982] demonstrate that far-field tsunami waveforms can be reconstructed through the superposition of normal modes in the same way Rayleigh waves are reconstructed. Likewise, analysis of source effects on the local tsunami wave field parallels similar analyses in strong motion seismology. As detailed in this study, rupture complexity, as represented by heterogeneous slip distribution patterns, has an important effect on near-field tsunami records. The computation of the local tsunami wave field is considerably simpler than computing elastic wave propagation in the solid earth owing to the fact that the propagation velocity of long waves in the ocean is directly available from bathymetry. However, site response for tsunami waves in the form of local resonance, trapped modes of edge waves, and runup dynamics is dependent on smallscale changes in the shallow bathymetry and coastal topography and therefore is often difficult to determine accurately.
[4] In trying to reconstruct the tsunami wave field from past events, many previous studies have used a simplified elastic dislocation model constrained by the seismic moment for an earthquake. Rupture complexity is not considered in these cases, such that slip is specified as being spatially uniform over the entire rupture area or over several subevents that span the width of the rupture zone. Similarly, many tsunami hazard assessments are based on the simple dislocation model, such that the source parameters for a given seismic moment (M 0 ) a good indicator of far-field tsunami amplitude [Abe, 1979; Pelayo and Wiens, 1992] . Near the earthquake source, however, there is substantial variation of local tsunami amplitude and runup with respect to M 0 as will be demonstrated in this paper.
[5] Previous studies [Freund and Barnett, 1976; Geist and Dmowska, 1999] have shown that nonuniform slip, particularly in the dip direction for subduction zone events, has an important effect on the static vertical displacement field and therefore tsunami generation. The alternative to the dislocation model used in tsunami studies is a crack model for the earthquake in which stress drop rather than slip is prescribed [Geist and Dmowska, 1999] . Slip distributions and static vertical displacement fields are calculated directly from the stress drop conditions. In particular, analytic expressions relating slip distribution to the surface displacement field [Freund and Barnett, 1976; Rudnicki and Wu, 1995] indicate that vertical displacement is affected by dip-directed gradients of slip, rather than the magnitude of slip per se. Rudnicki and Wu [1995] also demonstrate that an earthquake that ruptures to (or near) the surface will skew the slip distribution updip, thus enhancing the tsunamigenic potential of the earthquake [Geist and Dmowska, 1999] .
[6] Whereas the comparison of crack and dislocation models demonstrates the fundamental effect that slip distribution has on tsunami generation, results from seismic inversions indicate that slip distributions are remarkably heterogeneous and diverse [Beck and Ruff, 1989; Thatcher, 1990] . Neither the crack nor dislocation model provides an adequate representation of the complex rupture of large subduction zone earthquakes. (The origin of rupture complexity for subduction zone earthquakes has been discussed, for example, by Rundle and Kanamori [1987] .) In comparison to conventional dislocation models used to model tsunami generation from these earthquakes, the primary effect of slip heterogeneity is to increase the amplitude and frequency content of the local tsunami wave field, particularly for rupture areas located entirely offshore (i.e., heterogeneous slip results in concentrated patches of deformation transferred to the water column). In addition, Geist and Dmowska [1999] demonstrate that runup variability broadside from (i.e., directly adjacent to) the rupture zone can also be ascribed to slip heterogeneity, in combination with small-scale bathymetric changes, as in the case of the tsunami from the 1992 Nicaragua earthquake.
[7] The underestimation of amplitude and frequency characteristics by using a simple dislocation model explains a systematic discrepancy between the width of the rupture zone derived from tsunami models and the width prescribed/derived from seismic inversions. For dislocation models, decreasing the rupture width (and thus increasing slip for a given M 0 ) has the effect of increasing the amplitude and decreasing the wavelength of the initial tsunami [Geist, 1998] and therefore compensates for an oversimplification of the rupture process. This discrepancy is illustrated by the following examples: (1) for the 1992 Nicaragua earthquake a 70-km-wide rupture zone (M 0 = 4.2 Â 10 20 N m) is used in the seismic inversion of Ihmlé [1996] , whereas a 40-km-wide rupture (M 0 = 3 Â 10 20 N m) is used in the tsunami model of Satake [1994] ; (2) for the 1993 Hokkaido earthquake a 70-km-wide rupture (M 0 = 3.4 Â 10 20 N m) is used in the seismic inversion [Mendoza and Fukuyama, 1996] and a 30-km-wide rupture (M 0 = 4.85 Â 10 20 N m) is used in the tsunami model [Satake and Tanioka, 1995] ; and (3) for the 1992 Flores Indonesia earthquake a 60-km-wide rupture (M 0 = 7.5 À 8 Â 10 20 N m) is used in the seismic inversion [Beckers and Lay, 1995] and a 25-km-wide rupture (M 0 = 6.4 Â 10 20 N m) for the tsunami model . Although rupture width is, in general, poorly constrained in seismic inversions, the rupture width required by the uniform slip model for tsunami generation is artificially small. The tsunami wave field reconstructed using the slip distribution and width derived/prescribed from seismic inversions, on the other hand, will in most cases be consistent with local and far-field tide gauge records and runup observations.
[8] The objective of this study is to determine the effect that rupture complexity, by way of different slip distribution patterns, has on the local tsunami wave field. Because the spatial resolution of slip from seismic inversions is limited, it is important to also establish what length scale spatial heterogeneity of slip significantly affects the tsunami wave field. To do so, a stochastic source model is employed that reflects the self-similar nature of earthquake rupture. Using this source model, the range of variation in nearshore tsunami amplitudes can be gauged for earthquakes of identical seismic moment.
Variability of Local Tsunami Runup With Seismic Moment
[9] The variability of local tsunami runup with respect to seismic moment is first established for circum-Pacific subduction zone earthquakes from 1896 to 1996 as shown in Figure 1 and Table 1 . Two tsunami scales are used for comparison: the Imamura-Iida magnitude scale m [Iida, 1963; Iida et al., 1967] based on the maximum tsunami height
and the Soloviev-Go intensity scale i [Soloviev, 1970; Soloviev and Go, 1974] based on the mean tsunami height
For this study, local tsunami height is determined from observations limited to within a 100-km perimeter outside of the aftershock region or rupture area. In some cases, this spatial constraint results in only a few observations attributed to a particular event. For example, although the tsunami from the M w = 8.0 1986 Aleutian earthquake was widely recorded around the Pacific, there is only one local runup observation of 0.9 m on Adak Island [Lander, 1996] . Other runup observations on Unalaska (0.1 m) and the Shumagin Islands (<0.1 m) are outside the local area of the aftershocks [Boyd and Nabelek, 1988] . In addition, amplitude readings from tide gauge stations are occasionally not distinguished from maximum runup; where the distinction is made, tsunami runup measurements are used. Because of sparse distribution of observations and instruments along much of the Pacific coastline it is also likely that small tsunamis from subduction zone earthquakes have been underreported in the past. Despite the inherent difficulties in constructing a local tsunami catalog, it is apparent that for the most frequently occurring tsunamigenic earthquakes (7 < M w < 8.5), there is considerable variability in tsunami runup as a function of seismic moment (Figure 1 ).
[10] Far-field scaling of tsunami amplitude with seismic moment for subduction zone earthquakes is established by Abe [1979 Abe [ , 1981 :
where H is maximum tsunami amplitude (in meters) and R is the distance from the earthquake epicenter (in kilometers). For local tsunamis, however, Abe [1995] indicates that the far-field relation above overestimates local tsunami heights and proposes the following local limit of tsunami height (Hr):
where C = 0.0 for subduction zone events and C = 0.2 for back arc ESE 2 -2 events. The high density of tsunami observations for six tsunamigenic earthquakes around Japan (excluding the 1896 Sanriku tsunami earthquake) allows Abe [1995] to establish meaningful statistics of local runup. Abe [1995] calculates a logarithmic standard deviation of 1.55 for estimated (using equation (4)) and observed local mean heights. For the circumPacific data set (Table 1 ) the logarithmic standard deviation for estimated and observed local mean heights is >3. The greater uncertainty in estimating local tsunami heights using (4) for the circum-Pacific data set is likely due to tsunami runup variations related to site-specific variations in nearshore bathymetry in combination with source variations. It should be also noted, however, that the circum-Pacific data set (Table 1) includes earthquakes of greater than magnitude 7.1, whereas the diversity of the earthquake population in Japan considered by Abe [1995] is limited by considering earthquakes with magnitude 7.9 or greater.
[11] The inclusion of tsunami earthquakes in examining the local runup for a particular region will substantially increase the variability of mean and maximum runup with respect to M w ( Figure 1 and Table 1 ). Tsunami earthquake is a term defined by Kanamori [1972] to refer to those earthquakes that generate a much larger tsunami than would be predicted by the surface wave magnitude (M s ) of the earthquake [see also Pelayo and Wiens, 1992; Kanamori and Kikuchi, 1993] . Slow tsunami earthquakes defined by Polet and Kanamori [2000, p. 684 ] are a subset of tsunami earthquakes that are characterized by ''an anomalously low energy release in the 1 -20 s frequency band with respect to their moment magnitude.'' Most, if not all, slow tsunami earthquakes occur along the shallowest part of the interplate thrust near the trench [Satake and Tanioka, 1999] . As noted by Abe [1995] , the local mean limiting height calculated from M w (4) for tsunami earthquakes is consistently smaller than the observed local mean height. It is difficult to establish a local runup-M w relationship based on past observations for subduction zones where tsunami earthquakes have repeatedly occurred such as the Peru subduction zone (tsunami earthquakes in 1960 and 1996) (Figure 2 ). Though it could be argued that this difficulty is attributed to the sparse number of observations prior to the 1996 event [Bourgeois et al., 1999] , runup from the two tsunami earthquakes is larger than the two other larger-magnitude, typical subduction zone earthquakes.
[12] The reason for the variability in the local runup-M w relationship is that tsunami excitation depends on other parameters independent of seismic moment, including the distribution of water depth at the source, the combination of higher slip and lower shear modulus at shallow depths [Polet and Kanamori, 2000; Geist and Bilek, 2001] , and rupture complexity. In addition, it is likely that many shallow subduction zone earthquakes rupture to the surface, resulting in a twofold increase in average slip for the same stress drop as ideally predicted by crack mechanics [Shimazaki, 1986; Rudnicki and Wu, 1995] . Tsunami earthquakes in particular are characterized by deep water depths overlying the rupture area and high amounts of slip [Geist, 1998] . Before the tsunami arrives at the shoreline, local tsunami amplification during shoaling is directly dependent on the water depth in the source area, following Ward's [2001b] notation of Green's law: where S L is the shoaling amplification factor and h and h s are the water depths at the source and at a nearshore site, respectively. The fairly well defined (i.e., linear) local runup-M w scaling relationship for tsunami earthquakes alone (Figure 1 ) is explained by the fact that tsunami earthquakes consistently occur at a particular position in the subduction zone such that there is little variation in tsunami source parameters described above.
Stochastic Source Model
[13] The difficulty in estimating the amplitude of local tsunamis from only the seismic moment of the earthquake arises from a more complex relationship between the earthquake and the initial tsunami than presumed from the uniform slip model. In particular, strong heterogeneity in coseismic slip distribution fields results not only in spatial variations in tsunami amplitude but also fundamental changes to the tsunami wave profile [Geist and Dmowska, 1999] . Accurate representation of the tsunami wave profile is critical toward estimating local tsunami runup. Togashi [1983] , Pelinovsky and Mazova [1992] , Synolakis [1994, 1996] and others have shown that parameters such as leading wave steepness, polarity, and amplitude ratio of the leading phases all have a significant effect on tsunami runup. The most accurate representation of the local tsunami wave field is therefore derived from complete knowledge of how slip is distributed throughout the area of rupture.
[14] Slip distribution derived from seismic inversions can provide a basis for investigating the relationship between source complexity and local tsunamis. In an examination of seismic inversions from different types of earthquakes, Mai and Beroza [2000] indicate that fault slip varies at all resolvable length scales for dip-slip events. It is possible, however, that slip heterogeneity at scales less than what can be resolved by teleseismic data may effect the tsunami wave field. In one dimension, Geist and Dmowska [1999] compare the analytic coseismic vertical displacement profile calculated from a crack to a discretized approximation calculated from the superimposed displacement from uniform slip dislocations. They indicate that a distribution of discrete dislocations with lengths similar to the source depth can sufficiently reproduce the vertical displacement profile. To test this hypothesis for complex two-dimensional slip distributions and at scales smaller than the resolution afforded by seismic inversions, a static stochastic source model derived by Andrews [1980 Andrews [ , 1981 and Herrero and Bernard [1994] is employed. Moreover, the stochastic slip model provides a tool to generated a broad range of slip distributions for an earthquake of a given seismic moment and location to better gauge the effect of rupture complexity on local tsunamis.
[15] Several authors have demonstrated that the w À2 falloff in the seismic source spectrum for frequencies higher than the corner frequency and the b value for aftershocks is derived from a selfsimilar mode of rupture [Hanks, 1979; Andrews, 1980; Fukao and Furumoto, 1985; Huang and Turcotte, 1988; Frankel, 1991; Koyama, 1994; Bernard et al., 1996] . The w À2 model [Aki, 1967] is best explained by self-similar irregularities in either the initial stress or the static stress drop distribution [Andrews, 1981; Huang and Turcotte, 1988; Frankel, 1991; Tsai, 1997] , indicating that fault strength is scale invariant or that stress drop scaling is constant. The Hurst exponent (H ) spans the range of fractional Brownian motion such that 0 < H < 1, where H = 1/2 represents ordinary Brownian motion [Mandelbrot, 1977; Andrews, 1981; Peitgen et al., 1992; Turcotte, 1992; Tsai, 1997] . For the stress drop distribution described above, H Ás = 0, which is the case for a strictly self similar function: that is, variance of the stress fluctuations is independent of scale length. For the more general case in which the high-frequency falloff of the seismic displacement spectrum is expressed as w Àg , the exponent g is related to the Hurst exponent according to Tsai [1997] : Figure 2 . Runup measurements along the coast of Peru for four different earthquakes. Rupture length for each earthquake indicated by the double-headed arrows. Tsunami runup from each earthquake is largest along the stretch of coastline across from the rupture zone. The 20 November 1960 and 21 February 1996 events were tsunami earthquakes. Note that for this particular region and time period, local tsunami runup does not correlate with earthquake magnitude. The numerous runup observations from the 1996 event are from a postevent field study by Bourgeois et al. [1999] . Other tsunami data are from Lockridge [1985] .
Because slip and stress change for a rupture are directly related, the Hurst exponent for the slip distribution can be determined from H Ás [Tsai, 1997] :
Thus, for the case in which H Ás = 0, H u = 1, indicating that the slip distribution borders between being self-affine (i.e., variance decreases with scale length) and differentiable [Tsai, 1997] . Equation (7) implies that the stress drop distribution is always rougher than the corresponding slip distribution.
[16] Hartzell and Heaton [1985] calculate the source spectra for a number of tsunamigenic subduction zone earthquakes. They indicate the high-frequency falloff in the displacement spectrum w Àg varies such that 1.0 < g < 2.25 with an average value of g = 1.5. More recently, Polet and Kanamori [2000] indicate that g for subduction zone earthquakes (not limited to low-angle thrust mechanisms) varies between 1.25 and 2.60 with an average value of g = 1.8. The high-frequency falloff may, in fact, be more complex than can be characterized by a single exponent. For example, Boatwright and Choy [1992] indicate for continental earthquakes the existence of a second corner frequency such that the falloff for intermediate frequencies is approximately g = 1.5, whereas for the highest frequencies g = 2.0. Koyama [1994] suggests that the first corner frequency relates to the entire rupture process, whereas the second corner frequency reflects the average rupture characteristics of individual fault patches. The stochastic source model can be adjusted to incorporate different values of g, according to equation (6). For the cases initially considered in the discussion below, we use a stochastic model based on g = 2.
[17] Andrews [1980] and Herrero and Bernard [1994] demonstrate that the w À2 model (i.e., H Ás = 0; H u = 1) corresponds to a k À2 decay in the radial wave number spectrum of the slip distribution. Because the self-affine slip function is spatially truncated according to its seismic moment, power law scaling does not extend to wave numbers less than a corner wave number k c (Figure 3a) . (Truncation of the function may also affect the highest wave numbers of the spectrum through a leakage error described by Bracewell [1978] .) The corner wave number varies with the characteristic rupture dimension and therefore the magnitude of the earthquake [Somerville et al., 1999] . The spectrum for the lowest wave numbers is determined by low-order source parameters fixed by the seismic moment of the earthquake. The expression for the slip spectrum given by Herrero and Bernard [1994] is
where L is the rupture dimension and C is a constant. A stochastic model is realized by randomizing the phase for k > k c . The phase for k < k c is held constant. Using this slip spectrum, slip distributions are calculated using a two-dimensional discrete Fourier transform. Discretization of the source imposes an upper limit to the power law scaling at the Nyquist wave number. The spatial discretization interval is chosen to ensure the slip spectrum at wave numbers higher than the Nyquist wave number does not have an effect on tsunami generation as discussed below. Using this model, a wide diversity of slip distribution patterns can be produced as shown in Figure 3b .
Modeling Nearshore Tsunami Amplitude
[18] To determine the effect that earthquake complexity has on the local tsunami wave field, numerical methods must be implemented. The coseismic vertical displacement field is calculated from the stochastic slip distribution using the point source form of elastic dislocation expressions given by Okada [1985] for individual small fault elements (Figure 4 ). The total displacement field is given by the sum of displacements from individual fault elements [Satake and Kanamori, 1991] . Because the objective is to establish the minimum resolution with which to accurately calculate the initial tsunami wave field, a small grid size is used in calculating both the slip distribution (Ás = 2.5 km) and seafloor displacement (Áx = 1.8 km).
[19] In discretizing the slip distribution the maximum fault element size necessary to accurately calculate seafloor deformation depends on the highest gradients of the slip distribution and the depth to the fault element. For a shallow subduction zone earthquake (3 -25 km depth) on a fault dipping 14°, tests indicate that increasing Ás from 2.5 to 10 km (the spatial discretization level nominally used in seismic inversions of these earthquakes) does not significantly effect the local tsunami amplitude (variation in nearshore tsunami amplitude <10%). Therefore fault surface element dimensions (Ás) less than or equal to the source depth (d i ), can adequately represent the seafloor displacement field. Fault surface elements that are too large will incorrectly approximate the seafloor displacement field [Geist and Dmowska, 1999] .
[20] The static elastic Green's functions for calculating seafloor displacement and the tsunami Green's functions for calculating wave elevation at the ocean surface [Kajiura, 1963] result in smoother irregularities of the tsunami wave field in comparison Figure 3 . (a) Model radial wave number (k) spectrum for the synthetic slip distributions used in this study [Herrero and Bernard, 1994] . The k À2 falloff at high wave numbers is consistent with w À2 model for the seismic source spectrum [Aki, 1967] . The parameter k c is the corner wave number of the slip spectrum; k 0 is the fundamental wave number for the discrete spectrum. to the irregularities of slip along the fault plane. The scaling of spatial irregularities in the tsunami wave field caused by rupture complexity depends on fault dip, source depth, and, to a lesser extent, the water depth above the source region. Shallow thrust faults with a low dip angle will preserve slip irregularities in the tsunami wave field to a greater extent that earthquakes at a greater depth or along steeply dipping faults. The spectra of nearby tide gauge records include both the source effects as described above and propagation effects that have a regionally distinct spectra [Rabinovich, 1997] .
[21] Tsunami wave propagation is calculated using the linear long wave approximation to the shallow water wave equations. The equations are numerically approximated using a leapfrog, finite difference scheme [Aida, 1969; Satake, 1993] . A nested finite difference grid is often used in tsunami modeling such that the maximum grid size (Áx, Figure 4 ) depends on the shortest wavelength of the tsunami [Shuto, 1991] . For most subduction zone earthquakes, using several grid points per wavelength results in a grid spacing of several kilometers. For tsunami models that use constant slip the initial tsunami wavelength is large (in comparison to the initial tsunami calculated from a heterogeneous slip distribution) so that a large grid spacing is used in the source region and a finer grid spacing is used in shallow water where tsunami wavelength decreases. However, for tsunami models that use heterogeneous slip it is important to realize that a fine grid spacing may be needed in the source region where most tsunami models in the past have used a large grid spacing. The time step in the finite difference scheme is governed by the Courant-Friedrichs-Lewy (CFL) stability criterion:
Propagation calculations are restricted to water depths greater than approximately h = 50 m where the nonlinear convection terms of the shallow water wave equations can be neglected [Shuto, 1991; Satake, 1995] . Reflection boundary conditions are used at this isobath. For the open ocean boundaries of the model, radiant boundary conditions are used [Reid and Bodine, 1968] . The linear long wave models used in this study are adequate to compute the nearshore tsunami amplitude and computationally efficient to calculate tsunamis derived from a large number of synthetic events using the stochastic source model. Tsunami runup can be estimated by applying an empirical amplification factor ($2-3 [Shuto, 1991; Satake, 1995] ) to nearshore tsunami amplitude values. To explicitly compute wave propagation in water shallower than $50 m, one must include nonlinear terms, as well as a smaller grid size (thus requiring detailed coastal bathymetry and topography) to satisfy the more restrictive CFL condition and, for the runup problem, moving boundary conditions [Shuto, 1991; Titov and Synolakis, 1997] . Nearshore wave propagation has also been effectively approached using finite element methods derived from shallow water circulation models [Myers and Baptista, 1995] . It should be noted, also, that smaller initial wavelengths will be affected by dispersion during propagation [Carrier, 1971; Shuto, 1991] . Linear long-wave theory is adequate to model tsunami propagation for the cases considered here according to the criterion indicated by Kajiura [1963] and Shuto [1991] 
where R is the propagation distance and a is the dominant width of the tsunami source. For smaller fault widths or tsunami subevent widths, dispersion effects should be considered such as under Boussinesq theory [Carrier, 1971; Shuto, 1991] .
[22] Broadside from the rupture area, the largest tsunami amplitudes in many cases are traced to the direct arrival of the tsunami [cf. Carrier, 1995] . Along stretches of shoreline oblique to the rupture area, however, the largest tsunami amplitudes are attributed to the excitation and propagation of edge waves [Fuller and Mysak, 1977; Carrier, 1995; González et al., 1995; Fujima et al., 2000] . Edge waves are trapped long waves with an exponential amplitude decay in the offshore direction and are analogous to Love waves in seismology [Sezawa and Kanai, 1939] . Typically, only the lowest modes are excited by tsunamis [González et al., 1995; Fujima et al., 2000] . Phase and group velocities of edge waves depend on the shelf slope angle as discussed by Ishii and Abe [1980] . For irregular coastlines, edge waves will be scattered and reflected (i.e., leaky modes); where these different phases (trapped and nontrapped) constructively interfere and at antipodes, large nearshore tsunami amplitudes can be realized. Because the phase velocity of edge waves is significantly slower than nontrapped modes, these large amplitudes often occur much later than the time of the first arrival. The . Schematic diagram of earthquake source and tsunami model. Coseismic vertical displacement of the seafloor is calculated from variable slip within a rupture area discretized at Ás. Coseismic displacement determines initial conditions for tsunami propagation simulated using a finite difference approximation to the linear long-wave equations with grid size Áx.
influence of edge waves can be approximately simulated with the methods used in this study by using sufficiently long elapse times. Accurate calculation of edge wave propagation, however, involves a trade-off between using numerical methods based on irregular shoreline geometries and analytic methods that avoid numerical approximations in the nearshore region [see Fujima et al., 2000] .
[23] The coseismic displacement and tsunami propagation models are tested by comparing calculated tsunami waveforms with observed records. Geist and Bilek [2001] used a slip distribution of the M w = 7.7 1992 Nicaragua earthquake derived from the inversion of long-period surface waves [Ihmlé, 1996] and a regional shear modulus function [Bilek and Lay, 1999] to calculate seafloor displacement and initial conditions for tsunami propagation. The computed tsunami corresponds well with observed tide gauge record. For moment distributions derived from the inversion of short-period body waves in particular, it is important that a consistent shear modulus function be used for both the seismic inversion and the conversion of moment to slip [Geist and Bilek, 2001] . Reductions in shear modulus in comparison to standard Earth models are supported by analysis of source durations of subduction zone earthquakes by Lay [1998, 1999] .
Effect of Rupture Complexity
[24] By holding source geometry and average slip constant (hence constant seismic moment), the stochastic source model can be used to examine the effect that different slip distribution patterns have on local tsunamis in the Colima-Jalisco region of central Mexico ( Figure 5 ). This region was chosen primarily because large earthquakes along this subduction zone are unusually shallow [Pacheco et al., 1993; Tichelaar and Ruff, 1993; Suárez and Sánchez, 1996] so that the effects of heterogeneous slip are more apparent in the tsunami wave field in comparison to other subduction zones. This region is of particular interest also because a number of earthquakes (a sequence of three in 1932 and one in 1995) have generated observed tsunamis. Reconstruction of the tsunami from the 1995 Colima-Jalisco earthquake was performed using the seismic inversion of Mendoza and Hartzell [1999] , with good agreement to an offshore record of this event [Filonov, 1999] . Navidad Bay Figure 5 . Location map for the region of the 9 October 1995 Colima-Jalisco M w = 7.9 subduction zone earthquake. Surface trace of the interplate thrust shown by the heavy line. Rectangle is the rupture area used for the inversion of Mendoza and Hartzell [1999] . This rupture geometry is used also for the synthetics discussed in this study. Bathymetric contour interval is 1000 m.
Detailed modeling of this tsunami using seismic and geodetic inversions of the earthquake is discussed by Ortiz et al. [2000] .
[25] The predicted variability in tsunami amplitude in this region is computed using a rupture geometry identical to that of the 1995 earthquake [Mendoza and Hartzell, 1999] . One hundred different slip distributions are calculated using the stochastic source model. The total seismic moment for these events is M 0 = 1.8 Â 10 21 N m (M w = 8.1), using a regional depth-dependent shear modulus function from Bilek and Lay [1999] . Calculation of seafloor displacements using Okada's [1985] expressions assume a homogeneous elastic structure (in this case, a Poisson solid). The effect of elastic inhomogeneity on surface displacements and tsunami waveforms [e.g., Yoshioka et al., 1989; Geist, 1998; Savage, 1998 ] is not included in this study. The coefficient of variation for individual slip distributions ranges between 0.59 and 0.87. The peak nearshore tsunami amplitude (PNTA) for each event is recorded at an isobath of 50 m. Extrema and average PNTA profiles for the 100 different slip distributions are plotted for each grid point parallel to the shoreline (Figure 6a ). For comparison, the PNTA for a uniform slip source model is shown by the dashed line in Figure 6a . Maximum and minimum PNTA differ by a factor of $3 on average; the largest variation in PNTA at any one location along the coastline is 0.82 -5.39 m (a factor of 6.6 difference). The variation in PNTA is caused by nearshore bathymetric variations and by propagation path effects from high-slip regions within the rupture zone. The latter effect is illustrated in Figure 6b . A patch of shallow slip on run 24 is responsible for the >5 m PNTA at 19.27°N. In comparison, slip distributed in the center of the rupture area (i.e., crack-like rupture) as in run 27 (Figure 6b ) produces a 3-m PNTA at the same location and, overall, a PNTA profile similar to the average PNTA for the suite of 100 runs.
[26] The slope of the slip spectrum at high wave numbers has a slight effect on PNTA. As indicated previously and by Frankel [1991] , Bernard et al. [1996] , and Tsai [1997] , the high-frequency falloff of the seismic displacement spectrum (w Àg ) can be linked to the slope of the high wave number falloff in the slip spectrum.
Furthermore, Polet and Kanamori [2000] indicate that there is no general difference in the spectral falloff between tsunami earthquakes and typical subduction zone earthquakes and that in a given region, g tends to be constant. In linking g to changes in the Hurst exponent for slip (H u ), it is important to realize that if H u < 1, then H Ás < 0, which is untenable under fractional Brownian motion [Tsai, 1997] and results in an ultraviolet catastrophic spectrum for which variance increases at shorter length scales [Mandelbrot, 1977; Andrews, 1981] . Tsai [1997] suggests that values of g that result in H Ás < 0 may be resolved using multifractals. For slip distributions corresponding to end-member values of g as indicated by Hartzell and Heaton [1985] and Polet and Kanamori [2000] for subduction zone earthquakes, the PNTA profiles show slight variations (Figure 7) . Rougher slip distributions corresponding to g < 2 result in greater variation in PNTA along the coastline. The , and (right) upper (g = 2.6) bounds for the falloff in the seismic displacement spectra determined for subduction zone earthquakes by Hartzell and Heaton [1985] and Polet and Kanamori [2000] . Lighter regions represent higher slip (average slip and seismic moment remains constant). (b) Corresponding peak nearshore tsunami amplitude (PNTA) for each of the slip distributions in Figure 7a . Note that a rougher slip distribution (g = 1.0) has a measurable effect on tsunami amplitude. foregoing analysis confirms that the local tsunami wave field is primarily controlled by the low wave number part of the slip spectrum, whereas the excitation of seismic waves are primarily controlled by the high wave number part of the spectrum.
Discussion: Implications for Local Tsunami Hazard Assessments
[27] Results from this study indicate that predictions of both local tsunami runup and seismic ground motion can be based on the same stochastic source model for earthquake rupture. Recently, various forms of the stochastic source model have also been applied to estimate strong ground motion [Bernard et al., 1996; Berge et al., 1998; Hartzell et al., 1999; Somerville et al., 1999] . Whereas computation of tsunami amplitude for a given source is relatively straightforward if bathymetry of high enough resolution is available, the computation of seismic ground motions involve strategic choices for computing the seismic Green's functions (e.g., stochastic, empirical, and theoretical ). Hartzell et al. [1999] average characteristics of ground motion as well as the slip distribution derived from a seismic inversion of the event [Hartzell et al., 1996] . The suitability of the stochastic source model is also confirmed by Somerville et al. [1999] , who examined seismic inversions for a number of earthquakes. While the stochastic source provides a unified model with which to predict seismic ground motions as well as tsunami amplitudes, it is important to note that different components of the source wave number spectrum control generation for each wave type. Seismic waves emanating from discrete fault patches or quanta [e.g., Rundle and Kanamori, 1987; Koyama, 1994; Rydelek and Sacks, 1996] are primarily controlled by the high wave number, k À2 decay part of the spectrum, whereas as shown in this study, the local tsunami waves emanating from coseismic vertical displacement transferred to the water column are primarily controlled by the low wave number part of the spectrum near the corner wave number k c .
[28] In contrast to tsunami hazard assessments based on a simplified elastic-dislocation representation of earthquake rupture, a large number and diversity of slip distribution patterns can be considered using the stochastic source model. For a given earthquake geometry and magnitude, results from the stochastic model are given as tsunami amplitude distributions at each point along the coastline (Figure 8) . The selected histograms shown in Figure 8 indicate that at points along the coastline where tsunami amplitude is highest, the distribution of PNTA is complex and a ''characteristic'' PNTA associated for a given earthquake magnitude and location cannot be determined. The wide range and multipeak PNTA distribution most often occurs at promontories along the coastline and are caused by complex propagation path effects between these points and regions of high slip. At other points along the coastline where the range of PNTA is smaller, the PNTA distribution is characterized by a single peak.
[29] Results from the stochastic source model can be used as input to probabilistic hazard assessment for local tsunamis. Ward [2001b] , Ward and Asphaug [2000] , and Ward [2001a] have applied probabilistic methods, common in assessing seismic hazards, to determine the hazard for tsunamis in general and tsunamis generated by asteroid impacts and landslides in particular. Ward [2001b] defines the Poissonian probability that tsunami amplitude will exceed a critical value (h crit ) during a time interval (T ) at a particular site along the coastline (r s ) as P r s ; T ; h crit ð Þ¼1 À exp ÀN r s ; h crit ð Þ T ½ ;
where N À1 (r s , h crit ) is the total mean recurrence interval of exceedance for all local, unobstructed tsunamigenic sources. Calculation of N requires assumptions about both the recurrence interval of tsunamigenic earthquakes and the tsunamis that are generated (as well as some understanding of the statistical uncertainty in the calculations of tsunami generation and propagation [Ward, 2001a] . The recurrence interval of a particular source is, most likely, the greatest unknown. Of note, statistical techniques described by Ellsworth et al. [1999] that take into account the aperiodicity of earthquake recurrence are likely to improve probabilistic estimates for subduction zone events. The stochastic source model can be used to generate a synthetic earthquake catalog for input into a Monte Carlo-type method for estimating tsunami hazards, similar to the technique described by Ebel and Kafka [1999] for estimating seismic hazards. For this method a large number of earthquake locations and magnitudes are considered in calculating ground motion probabilities. The Monte Carlo method can be adapted for tsunami hazard analysis by constructing a synthetic catalog of slip distributions for earthquakes of various magnitudes and locations and calculating the corresponding PNTA or runup.
Conclusions
[30] Results from this study indicate that rupture complexity of shallow subduction zone earthquakes has an important effect on the local tsunami wave field. The observed variability in local tsunami runup with respect to seismic moment is caused by rupture complexity in combination with other tsunami source parameters that are independent of seismic moment: distribution of water depth in the source region and reductions in shear modulus near the seafloor. A broad range of synthetic slip distribution patterns can be generated by the stochastic source model to gauge the variability of local tsunami amplitudes in a particular region. The high wave number component of the slip spectrum is constrained by seismic observations including the far-field falloff in the seismic displacement spectrum. A test case is considered using the rupure dimensions and location for the 1995 Colima-Jalisco earthquake and a fixed seismic moment (M w = 8.0). For 100 different slip distributions, PNTA is shown to vary by a factor between 3 (average) and 6 (maximum) for the nearby central Mexico coastline. These results stress the importance of constructing local tsunami hazard assessments using probabilistic techniques [e.g., Ebel and Kafka, 1999; Ward, 2001b] rather than from a simplified elastic-dislocation representation of the earthquake source. Figure 3 . (a) Model radial wave number (k) spectrum for the synthetic slip distributions used in this study [Herrero and Bernard, 1994] . The k À2 falloff at high wave numbers is consistent with w À2 model for the seismic source spectrum [Aki, 1967] . The parameter k c is the corner wave number of the slip spectrum; k 0 is the fundamental wave number for the discrete spectrum. (b) Slip distributions produced by the stochastic model illustrating the diversity of slip distribution patterns. Light colors represent high amounts of slip.
