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SUMMARY 
' I his 11iss1•rtation dPscribc-s thP main r<>~ults of a. pim11'Ning effort to drvrlop now•! archit1•r• 
! Uri's, trafoing stratPY,iP:;, clyn,u11irs ,Lllalysb tPd111iquc-s and t l11•oret ical romplf•xity rt'Slllt ~ for 
ard1ill'rl1tH' S(H•rific rt1rnrrc•11! rw11r,d 111•twurks ( ASRN~s). Tu Jllll thr study of ASllN~. ii.tu 
a11 appropriate pcrsp,•<·tiw•, a tl'll1poral prorrssing framl'work that d,•srrilH';; th,• 1liHf'rt•nt 111•11ral 
llPtwork approad1t•~ takPn, w.1s ro11st111111•1I. ASRN.Ns are mnrr. 11ow,..rful tha.11 non-rcrnrri•nt 
,,. ,works and co1np11ta.tionally )f'::,, 1•xpr11siw•, 111orP stable, a11d casi11r lo study than general-
p11rp11.,P rPcurrcnt nPtworks. The forns was on Elman, Jordan, nnd Tempor:tl Auto,L~soriation 
.\!'illNNs using disrrPtc•time !111r.kpropa~atio11. 
Training stratl•gi(•s havt• be1•11 ovPrlookecl as a possible method to srw1•d up )Parning and addrt'5S 
t hf' dPf Pcts of hack propagation. Nin" Jlf'\\' training i.tratPgif'..!> w"r" dt•\'l'lupPd to produfc rffortiv1• 
solutions within a fP<Gihl" tinw for ditft•rPnt kinds of ;\SRNNs a11d f,•t><lfurward HPlwork~. It was 
!>hown that thPy outperform all th<' convl'ntio11al trai11in11; !.tfi.1tPgir,:,, usin~ a variety of applira• 
lions, whkh vary in compli•xity and range from sequ<'nce recognition to sPquence genrration. 
Sf'vnal ASRN N archilc>l'turf's WNe rompan•d at tht> same tim1• and ono of our suggestf'J ASRNN 
arrhit('ctures. the Output-to-Hidden lliddrn-to-Hiclden ASRNN, Wa.i found to he the i;uperior 
arrJ1jtrct11re, out.p<'I : ,rming the conventional ASRNNs by betwN•n 44% and 87% for differrnt 
training strategie.~. lncrcasrd Ccm1plrrity '/'miniri9 was <l,iv,..JopPd for a.pol:c:ations where the 
tr.lining S<'t ran he partitio11rd int<, subset~ of incrl'asi1•g complexity, /nr.n:me.ntal Sublirl 7rniu-
i,,g and lncrcmer1ta! lncr<fl-Hd Com11laity 'frnini11g, whkh indude an innPmental schl'dt.!• to 
al1(orithmirally detnmine H IS tn111i11a1 ion values 011 each subseq11t•nl suhsPt, wne also pro-
pc,srd. For the corrcrt inrrc>nH•nl in su h~••t ~i,,• t hf! munbN of updatr.s required for the addition 
task a.lmost a.ttajned the th<•oretka.1 low<'r houad. Sniallcllt Drlta Subsrt 1h1it1il"g, /,arycst Delta 
Sub.,et Training, Allrmahng Delta Sub.~et Traiui,1g, and th1•ir incn.•:i•ental versions were altm 
su~rsted. The,;e stra.trgies determine the compl<'x.Hy relation bctwef'!l the input patterns by 
ohtaining their inter pattern distnnr"s ,rnd then ranking the pattc ms a.rrording to so1111• schernf'. 
The inrrf'mrntal Delta traiuinp; stralegiPs pNfornwd thr best overall. By vi!iualizing the move-
111e11t of hypNplanes and w"ights, it was shown how till' n('v. trai11i1111; stratrgit>S rfliriently rPtlucc 
the weight activity and obtain fastt>r rn11v1•rg1•,11·1•, 
The clas~ifiratiun capabilities and dyna1r.ics of the Elman, Jordan, an<l TP111poral Autoa.ssori-
ation ASRNNs were investigatPd. For tbe thl'Oretiral aaalysis, thP thrnsl,old vl'rsions of thf'.t11• 
networks were considt'r('d. For each network the possible type11 an,! number of cells in th,• input 
and hidden unit activation ,pacr ,.ere dC'terrnin<'d. Accc,unt was giv<"n of the pffrct of adding 
rontext and state units by comparing fN'dforward net works with tlu•ir rorrP.l'iponding ASR N Ns 
in l<'rms of various ,:,_xample~ and intnpretin~ th" <'quations for thl' munber uf cells. The dy-
11amic11 c.f the classifirntiun prorl'.!>!1 wa~ furth1•r explored by ,rnalyzi11g the dusters formed by 
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the hidden unit activations oi the network. The clusters were obtained by visualizing the input 
activation span' and using llierarchiral Cluster Analysis, Principal Component Analysis, and 
Sammon Transrormation Analysi!< it was shown that an Elman ASRNN can learn to &imulate 
a finite statP marhinP. Thfl dynamics of thP !flaming prorc>ss in ASRNNs were explored 1,y vi-
:.ualizin'1; the hidden activation tinw lrares and the P\'olution of clm,tPrs fornwd durini h•arninl<',, 
It was also shown that the nl'twork':. pnfor111anrc i1111irm·r.s with lo11~1•r hidden unit arti\~ltion 
histories. 
ThP complexity analysii; of Elman, Jordan, and 'l'cmpornl Autoassoriation threshold networks 
was continued hy prov:ng upper and lower bounds for their rapacity an<l numbf'r of hiddf'n 
unit... The rapacity of the networks was addrf'ssed in terms of the number of ex..mples in general 
position and the Vapnik-ChPTvon('nkis dim<'nsio11. Since the numbN ofhi<ltlf'n units is in practice 
chosen experimentally, bounds for the number of hidden units is of particular importance for 
the optimal design of an J\SRNN arrhitPrture. In addition we hav~ corrected some mistake:; 
previously made in the complexity ;inalysis of fc>edforward n<'tworks. The conclusions of this 
analysis can be exh•nded to ASilN Ns with t hP. !-igmoid activathm function. 
[n this study promising techniques were developed and results ohtained for architectures, training 




Jli,-r<liP proPfskrif h<'s kryf <fj,, hr l,rn~rikstl' rrsult,1tl' \"an baanbr<'kNswnk om nuwP argit<'kture, 
afrig,tratP~iPi', diwunies<' ;111ali iw tPgJ1it•k<1 1•11 tr.orPtiP.sf' ko111plt•ksitPitsrt>-.11ltatc vir argitektuur-
SJH'5ific>kP tcTU/?:VOPr tll'uralt> nr•tw .. rk" (:\STN;'\1•) IP ontwikkPI. Om dil• !llu,liP v:rn :\STN;'\t> in 'n 
~,.p:ist,. pPrs1wkti1•f tf' plaas, is ' 11 IPJ11f 11 11a!P \1•rwrrki11gi;ra :Lt11Wt>rk daarg1•,tPI wat di,• vn,kilJ,.ndP 
11r•11raJ,. nPl'-"t'rk hi'nadf'fing, \\lit i11g,.:;p,111 w11rd . l>Pskr) f. AS'J'N;\'r• is kragti~e~ ,l'- 11iP.-te111ivoPr 
llf'lwNkP P.11 mindl'T lH•rPk1•11i11g:.i11t1•11sid , 111P1•r t a hid, 1•11 f'P11v111Hli11,r•r um ll' he,tutlr.n as llll'f'i• 
clrwlige 1 :>rugvoPr nrtwl'rk,•. In hi,•nJi., :,tucli,, '\l.urd SJIP.,ifiek gPfokus op Elman, Jnrclan. 1•n 
' ['<•mporale Outoas:,osiasic ASTNNP w;11 \·a11 di" tf'IIIJ!.Jlfup;•gering len•alj,!,oritnw gt>bruik maak. 
Afri,;stratcgiPi'- is afgl'sk1•pp a:, ' 11 1110011tlik11 mPlod<' om die lPNprosf's tr \'ersnel en tf'kortkorninge 
van t<'rugpropagrring aan tc> spn'11k. N,•fl.e nuw,• afrigstralt•Jl,i<'e is ontwikkel c,rn efii•kliewP op-
lossings binne 'n a,tnvaarbarf' tyd 11• prudu~"•'t vir wrskillP11clP tip<'s i\STNNP 1•n vorenloe-voPr 
IIC'twr:rke. Daar is aangetoon <lat hnll,. ,tl dir k11n\'P11sic111l'IP ,tfrigst ratPgiPP oortref vir 'n veri.kei• 
clenheid van lo<'pa.-.sin11;s wat vari('(•r i11 ko111plf'ksitcit 1111 stn•k \";111 rPt•k~liNkenning tot rcd,sgrnP-
rasir. Vrrskillend<' ASTN N argitekt 11 rr b tc•r t>lfclNtytl vergt>lyk, en f'◄'Il van ons vu ~rgf'.stelde 
ASTNN argitekturP, die Afvocr-na-Vnborg<' Vcrhorge,na-\'erhorge ASTNN. is ondrrskt>i a.s die 
voortreflikste argitPktuur. Die betrokkt• ASTNN het die ander konvensionelf> ASTNNe rnet 
tussen 4-1% en 87% oortref vir verskilleuJP afrigstratrgi .. i>. 1'ocnemrnde: Komplrk11itr.it.4afrigti11g 
is ontwikkcl vir toepassings waar die afrigvf'rsamPling vcrdl't>l k,111 wurd in su bversamr.lings van 
toenemende kompleksitcit. bikn:mrnttl, Subt•r.r.,mm ling.\afrigting "n bikr<mt ritclr. Tonic me.,HI< 
/{m,,plchilcitsafn·gting, wat 'n iukrPll\l'fllell' sk1•dulf" im,luit wat uif" fout ti>rminrringswaardes 
vir elkc opl'envol~rntlc subversamrlin~ algo,itt11if's bcn•k11n, is o•>k vuorg,•stel. Vir die korrek.te 
inkremt•nt in subversr..melinggroott• wa.-. <lir. aantal gewighywerkings wat vir die optPUingstaak 
benodig word, byna gelyk aan die t£'oretiPse ondeq~rens. Kleinttlr !Jdta Subversamrliugtwfrig-
ting, Groot8tt Delta Subt,ersamelingsufrigting, A/wi.~.~clrnde Drlt!I Subt•t rsamelingsa/ngting, eu 
hul inkrementcle weerga.wes is ook ontwikkel. Hierdi£• stratPgiee bepaal ,r , ,mplehiteitsver• 
houding tussen toevoerpatrone deur hul int<'rpatroon afst andP. tc bt'rckcn en die toevoerpat rune 
clan te rangskik volgens 'n spt•sifif'kl' 11ke11w. Die inkrr.111e11tele Delta afrigstrategiee het in dir. 
~eh<'d die bPstr Vt-; loon. Dir• \'isualisr ring v.rn cliP hipPrvlakk<> r.n ~ewigwaardes Sf> hcwPging 
!wt aangetoon hoe die nuwc afrigstratPgice dit> gewi,;saktiwiteil .,ffoktirf \'Prminder 0111 vinaign 
konvcrgPnsie te bewerkst.-.llig. 
Die klassifikasie vcrn,ocns en dina.111ika van die Elman, Jordan, en Tcmporalr. Outoassosiasir 
ASTNNc is voorts ondt>rSO<'k. Vir die leor('li1•st• analisP is die drcmpelw1!<'rgawl's van hit>rdiP 
uctwerke beskou. Vir Pike netwerk ii; clit> moontlik,• tipe eu aantal sell" in die lot>voer en V<'rborgl' 
aktiveringsruimtP hepaaJ. Daar is ook rl'ken~kap gP,z;ee van wat plaasvind indien diP kont<>ks• en 
toestandseenhede verml'erder word deur uie vorP.ntoe-voer OPtwerke mPt hul oorPPnstemmende 
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ASTNNc te vergclyk in termc v;rn vnorhPrldP c>n intNprl'ta.sies v ;1n di,• Vt'f)l;t>lykings vir Jir aan-
tal s"lle. l)ip dinarnika van diP kl,L,sifikasiP prosrs i, ,· .. rdn onclrrscwk deur die groepcri11g:, t1> 
an;ilisPer wat de11r die vprhorl!,P t'l'nl1rtl1• sc ,1ktin•1 iugs gl'\'orm word . Die grol'pl•rings is hrpaal 
de11r dii> toe>voer aktiw•ringsruirnt1• lP \'isuali~l'f'T 1>11 g<'hruik tr maak van llina.rgiPse Grol'pl.,. 
ri11gsana.l.isf', lloofkomponPntaualisE', 1111 Santmou Tran~formasiP analise. Daar i~ aanir;etoon Jat 
'11 Elman ASTNN kan lrPr 0111 'n Pit1<lig1~ to1>stand outo111aat te :.imuleN. Die dinamika \.tfl 
die lcerprosr,s in ,\STN NP is ook onclrrsoPk d1•ur die \'i:.ua.li:,eriug vau tfo• verborge ecubcde ~e 
aktiveringstydsprne r·n di<• e·:ulusiP ,·an S?;roepPrings wat gcvorm word g,-.d11re111le <fj,-. l~rproscs. 
Daar is ook gctoon dat dif' 11r>l V.:l'rk s•• wf'Tkvnrigting vcrbl'ter 111~1 'n I anger verborge ceulu•ids-
geskirden is. 
Die kompleksiteit van t.:lman, .Jordan, 1>11 TPmporale Outoassosiasie dre111pl'l netwf'rke is verder 
g<'analiseer deur ho- en on<lergrcn:-.e vir die kapasiteit (•n aantal verborge 1-enhede te bi>wy,,. Die 
kapasiteit van die netwcrke is aangesprt>ek in terme van die aantal voorbeelde in algt>mene posisie 
en die Vapnik-ChervonPnkis dirnensie. Aangesien die aanta.l vcrborge eenhede in die praktyk 
eksperirnentecl bepaal word, is grcn:.e vir die aantal verborge eenhede van hesondere belaug 
vir die optimale ontwerp van 'n ASTNN a.rgitektuur. VerdN is daar ook fouti> gekorrigeer wat 
voorheen gemaak is in die k,,mpleksitf>itsanalise \'an vorentoe-voer netwerkE'. Die ~e >1e-trekkings 
en Tf'SU!tate van hicrdie analise kar. uitgl'brei word 11a ASTNN" met eP11hPUI'! w,~· .1 • ~ Jmoidale 
aktiveringsftrnksie implementM~r. 
In hierdie studie is belowende tegnieke ontwikkel en r<'suJtatc verkry tNl ops:gte van die ar-
gitekture, afrigstrategiee, dinamiese an::uise, I'll kompleksitritsana.lis,. van arir;itektuur•sp<'sifieke 
terugvoer neurale netwerke. 
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Lifo is temporal. Many human hf'haviour express themseh-,,s as tf'mporal sequences. 8iol<>11:ical 
nrtworks are known to .-xhihit ti,~e-\-ariaut bf'haviour. llowe\'.-r, most artificial neural networks 
an• not able to deal with ,,.mporal data and ha\'I' focused on time invariant pattern dassificMion 
tasks. A \'llricty of -::!f.,rent nrural lll'twork approach••s. e.g. tl--- architecturc-•puific rrn,nTnt 
nf'um/ ut:two,.: (ASRNN) 111,proarh. ha\'e ht'f'n tried for storage, gt'nPration and recognition of 
tempor,l sequenres. Tt,ey havP lu!f'n applied to, among others, language procnsing, 11pf'e<'h 
proressing, rontrol, signai proc~ing, fault diagnosis, amt the modellmg of biological networl.1 
ancl rsychologiral behaviour, 
Two main types of temporal repre:-P11t at ions may he 1111Pd to i11r.orporatP tim" in neural 11et1,1,orks. 
Th,. P are rrplirit liJKltial n 1m :.t 11tatw11~ oft 1r11. whirh map tim" i11to i:;.,arc (i.e. rnroding the 
order of inputs by their spatial p1>11itio11 in 11 11Ptwork layt•r of units), and d11uamical rT.pr!'arn-
tationa of limt, whirh reprrsent timf' implicitly by using networks with ft>edback co11nectio,11. 
Neural networks dealing with temporal proce,;«i!!6 can b.- rla.ssified int<. recurrent networks 
(nPlworh having [~hark connections) and non•rf'current uetwor:.s, generally referred lo u 
feedforward n~•tworkll. Ruum:nt ll"tworks USf' a dynamical reprf'seutation of time and ro111pri11e 
gt>ilf'I a.1-purpoee, architec:ture-spP.rific, SE-<l'tential assoriative, and p11yrhophysiologkal networks. 
C"neral-purposP r<'l'Urrflnt networks us.- unlimitf'J ard1itecturc•s and lf'arning algorithms that 
ran deal with 11111<'•\arying input and/or output in 11011tri\ial way:;. For archit0 rture-fpedfic 
rel'urient neural networks, al o ralll't! simpl" rf'lrurr<'nt n,•tworks, !e'.'<lhack ronnectior.s are orga 
niZf'd in &trirt arrhiterturt'S such as hidde11-to•hid1lt>11, output-to-hiddf'll, and output-to-output 
unit feedbark. Sequential associative networks extend past work on assori;;.tive memory to the 
c;u;e where pattern sequences ran Le stored and tlie rerognitbr: of a sequence corresponds to the 
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llf'lwork liPtllin~ into a dt>~ir.·d s1•q111•11r-P of ,tah(,, :-lath. '1'(11, psyd1ophysiologiral apptl-Ad1 b 
d1arartf'fiZP<l hy nrtworks l h;1t 111od1•l pl1ysiolo)!;iral ( hiulogir.al) 11Pl\rnrk~ and/or psydiolc,~iral 
liPha\'iou r. Thr 111111-1·, nsrn 11/ appr11a1 h c om,isb .-:,s1·11ti,Jly of sp:it ial rt>prP;-;rntation tim,, cl"lay 
11.-tworb ar11l oth"r ~p<'ri:d r011stru,·t,.d fPPdforwanl 111'\wurb. Figun• I.I illu_trnlPs tlw djlf.,r,~nt 

























FigurP I. I: Tt•mpural proressing 1wtworks 
~l.u1y rcs,•archrrs h,.\'C fol'UE.Pd llll'ir .,ffurrs i11 the la t CllUJ)ll' 11f y1•.ir ou ,Pcurr1•lll llflllrll.l 
HPl works l11'ra11se nf t lu•ir rap a 1,ility Io ••xhihil liynarnir hrha\'io11 r in tiuw. 'I llf':.P lli'l works, 
dt ,,ending on their arrliitrrt11r,• and WC'it,;hts, can h1• trc1i11,•,I t11 h1•lia~·1' as .ls oriativ,. 111cm-
uri1?i> (Pineda. H.IXi, ,\lnwida, l!lt\iJ, as u~rillator,, [l't•arl11111ttl'r, l!l'-IJ], a,11I also as finite st..atr 
a11tomata [Cleert>11tans d al, 1!18!1, \\'illi:uus & Zip er. l!I CJ, [lm:lll, l!l!IO. ( :ile$ d al, l!lt>2]. J\1-
thouglr thf'y reptt'!.ent a v1•ry powerful rorup111:itio11,LI mocll'), lhP cll'.si~11 of proper arrhiterlurcs 
for a giv1•n prohlf'm and thl' devising nf l1•arni11g algoritl111n, and training strategif!S is a \'N_\' 
1lt•ma11<ling la~k. In this dis:-1•rta~io11 \\.1-. r,•:-lrirt our att1•11tio11 l11 nrdiit1•rt11n•-specific: tf'r11rrr11t 
111':iral nrtwnrkg, .~inu• tltl',Y ,111• 1110,,, p11w, rfrl •lt,11111011• r,·urrr11t lll'lworks ;11111 romputalionally 
11•.ss expen:-ive, mum stal,(,,, a11d 1•asi,•r tn s,ud.\ tl1, r: ~,.11ernl-p11rpus1• rec11rn•11t llf'twurk&. l11 
particular, we a<ldmss the prol,J.,111 .11 .. as ,.f tli,•s1• n"twork:; ISIH h a ard1it1•ctwal design, trr\irt• 
ing optimization, dynamic:. analy:-is, and r.a,iahility romplHity. In r;h:.pt1•r 1 Wfl ou tli11r. the 
dC'veluprnent a111I rurr<'ilt stat,, of ASH~,\'~ in the rf'~••arrh fiP!d. aud :.IIIQ(t"St sonw alt1•rnaliv1• 
architectures. Th,. rat ion ale l>f this study is fir:;tly tu i1 .. ,·elop lnii11i,,g ,\lmlfgie.~ to prorluct-
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!'ffrcti-,r snl11tion~ within a feasible timf! for Jilf,•1 .. 11t ~inds uf ASH N. ':, ((' I nptf!r :J). 'I raining 
s tritttl!if!.; hi\v1• l11•P11 ov1•rloo~"d a. a pos i!J(,. :uNltCJtl to ,pP••tl up l,•,u11i11~ ;illd :utdrt•,s the prou• 
(,.111:. of i.t>1ll'' IP"rr.ir,~ algorirhms. \\"1• show that th,• 11i111• UPwly i11trod11ced trai11i11g .. trategies 
011 tpPrform ;..:I thr r1111\'t>t1ti011a! ,111•s, not unly f,1r diff1•re11t .\SH~N,. but also for f1-.Nlforw.1rcl 
n, t1,1:orb. •,r.ii•!;;,. \':1riNy of applira:ions. \\'e furtl1t1r dP-n11rn,,trat,• tl1,• ,up.-.ri•)rity of one of c11ir 
11gg1• tPd archit,~ 111, witli ·(," • r,.Jui ,,g stratf'?iP. S,•ro111lly \\.•• an,Jy,,, tht> ,·fo.<.sijic111i,m t·11• 
,,al,1/1/it, a11cl dy1w11,, ,., of • ·,r dn .. , ;;i. •1/ "" "'''' /, ,,r,1:,,9 rm"'' ss of ,\!-i IL• N i11 ('haplf'T I. It i 
al~o 1,h11w11 that an .\SH.N,J r,11. I 1,, 1,i,11lc, (,,bely a fin;,,. s tat" machin,•. Thirilly, in ( hilJ>· 
tl'f [1, ti,,• t ht-nrPtiral nm111l1 r,ty 11,, 1/;1 •• ,! .,. r-hiterlur,·-~,"'•'ifi, r•'curr1111l threshol l 111 twork!: 
is furd,n i11v,•stigatrd hy oht, ining 11111111d for ll,,,,r r;q,;;., it:, ,111 I nuu:bPr of hi<l:lcn units. In 
,tc!dition w,• rurrPrt Mllllt• mi t:1kP pri•vi,111sly 111:,d1• iu the romplexity ai,:dysi~ of ~1¥df1,rw,ud 
11Pt works. Finally, ChaptN fi is ,11•\·01 ,,c( to thP s11111111ar_y f)f t ltP main rr:.ult , i11f Ptflnr.m- i>t111 
suggl':,linns for futur" r~l'ard1. 
The first section of this rhapter prt•sruts a formrd d,1 rriµtior, uf ,, 1wu1al nt>twtlrk, with 111•ci,il 
r,•forPnre lo a rr.rurrent 111•11r,tl rat>lwork amt its dyna111i,s. An v·:ervir .. tJf l••arning al~orithms 
for training network.; w p<>rh,r111 t1•,1o!1tH,1! ta~b :r. :.tJ o givc11. 111 put tiac s,ndv of ,\SRNNs iulo 
an appropriate Jll'f"Jl''' 'ti¥l', tl11• l"ll,JH>r"i p·,Kt' siug fra111,-.v.nrk : furlhl'f r-xpauclrd in tl'rlll 
of tile differt•nt kinds of rPrnrrPnt a11,1 r:un-rr111:11~11l flf'lW<•• v ( r(li,)11. I.~ nnd !.3). Seni:111s 
l..l through l.6 providl' sperific ohjf'rti\'e. :111<! 1w,•.ivati<i11r for a.rchit1·ct1m•s, tr 1ining sirati 
11;it:.,, classifica.tiou and lo?arning <lyn:a111,c.1i, and romplr_xit:v iss,1es ol A ' HNN~ in the H 1u1' J1f" of 
trPalm~nt in this clissNlation. 
1. I Neural network fonnalization 
Ficslc>r & Caulfield (1992) ronstrurtt>tl n hiPrarcl:iral 1k•srriptiu11 of a neural uf!twork tltnt it; split 
into a static and a. dynamic part. The !>la.tir part tlPal with network parameters that rr•111ai11 
ni11sta11t duriug (<!arnin,r and rec.i.11, and rn11~ist:. of tJ,,. 1wtw11rk's arrl1ill'rlure (topology) an«I 
ro11~trai11ts, 1 h11 cunstrain1~ stat1• thP val111• rangP:, fur thl' Mti\',~tions, loral thr" holch, a11,I 
wl'ights. Tiu• architrc~urc ron1prist•~ ho1h the fram,•work ofa nctwurk (thf' 11u111lwr oflay,•rs and 
numhrr oi units per layer) a11J thP interr,mt,1'< tio11 d1r1111•, \\ hich is cl1•tf'r111i1w,I liy th,• followiug 
four propertie:.: 
• which units arc ro•1nrr.trcl ( m111Hr.li1·ily); 
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• th!' typP.s of rnnnP(tiur,s used: i1,t1,d11y, r (l11•twPl'II 1111it, of thr> ,a1111• lay,.r). iutalay, r {l,,,. 
tw1•Pn uuib in adjar,-.nt lay,!rs). and s111mtl11y1 ,. (IH't\\P••n 1111il:- that an-- 1tPitl1er in adjacent 
la.yns, nor i11 thf' saml' lay,•r); 
• whrt h«•r t l1P ronrll'r.tiuns MP ·'!i'""" tl'ir ( ro11111•rtiu11 h,1\'i11g the s:1111" Wf';~ht whPn 11•.f•«I in 
Pit hf'f dirN·t ion) or r1s,r11111111 /r·i«· l r,m 111'<'1 i011 whow WP.i~ht is 011ly 11:;Pd fur propnglllion in 
11111' dirN·t ion): 
• tl,p unlcr of tlw co11n••1·ti♦ 111s; a highN orcf.,r (sig111,-pi ) l ♦ 1llnl'11i1111 ,~ n con111•rtio11 that 
rnmhirws i11p11t:. from w,,•ral 1111its, 11s11,1llr 1,y 1111tltiplir~1tion (llit> 11rd1•r is d1•t1•rn1in«•1l hy 
!Iii' n11111l111r of inputs). 
ThP. lll'twork dynnmirs ran h1• dt•pit-tPtl hy tlal' traus:tion functions and initial :.latt• valuPs for 
tlu• ar.tivations, !or.al thre~hol«h, anti w1•ights. Tht• f11llowi11g transition fonrti1111s rnn lie usl'd to 
dPINtninf' the 11f•xt ~tall•s of tl11• network: 
• Tn111.,f,,.f1m,·/im1"'• whid1 n,111p1111• :ltr ai1ivali1111 uf t 1111it, ~iv,·n it:. inputs. '1'l11• transfN 
function is rnmposr.<I of twu p.nts: ;1 similarity 1111•as11r1• a11d an ar.tivatin11 fonrtim1. Tl11• 
.~i111ila1·ity 111t(1S1m 111ras11n• tllf' similarity l11•tWP"ll th,· iuput acti\'ity pat teru and 1l,t1 
Wl'ights cor1111•t·ti11g th,• 1111il t11 nth«•r units uf thf' input ill"tivities. Two rom1111111 i;imilarity 
m1•as11rr.11 ar•• Inner protlurl anti Eudidcnn distanrc (st~ AppP111lix A). The nctfrntim1 
/mll'tion maps thP. simil<Lrity 111Pasun• to a pw 1wdfied ,1r.ti\·ati1111 rnngt•, FivP ro111mn11 
examples art• thr. I,i1w.ir, Hamp tl1r«'1-h11lcl, St"P thr..,shultl. Gaussian a111I Si(l.moid nrtivati1111 
fuuc·tions (i;1!C Appt•11tlix ,\ ). 
• /,rnnii11gf11,11'fum.~ (11lg1♦ ntl1111 ), wliirh 1wcify how wPigl,t:- a11d thr,•~hol«b will ht• updated . 
'l'wo typ•• of algnrith111s <":Ill h,• id,·nti'it>«I: .,u,>c n·i-"i/ .i11cl st'lf-11rym,i:,rJ (11ns11111•n·ist•d). 
Tht'S•• will lw 1Jiscu11st•d in the following wrtion. 
• ('lu11!7,i11g fm1ctim1.~, whie'h dt!l••r111i11r. if a1111 wlw11 n!t l,till 1111it:s n•tain thrir prt>scnt arti• 
vation val111•. 
~f'twork arrhitP-rturr.s rnay b,• dr\'i«lt>d i111,, l\\o prinripal t)'pt'S: n,·11nY'11I and 111m-n-1·u1-,1·11t 
11t'f1cu,.b, i,t•. fot•llfqrwar,I llt'IWurk:.. . FPNlha,·k is pPrmittt•cl i11 a rt•,urr .. 111 nPtwurk (s1~ Fi,;urP. 
1.2). hut not in a 11on•rt•1·11rrc11t ut1P. F,ul/onl'11r1/ard1itrrt11rP:, arr a11 i1,1portaut suh,rlass ofno11-
rccurrt'11l networks in which units arc organized into l,lycrs, au<l only al>ynuuctrical tonncctions 
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Fi gun• l .'2: A rrrurrl'nl rwural nl'twurk. l•:xa111plrs of f1'f'dhark r.onn.-rtio11., i11rl11dl' t hoSP from 
units i and j to themselves, and those fro111 unit k to uniti; i and j. 
arc permittl'd bf'twren adjan•nl lay.-r:-.. In Figure l.:l, the u11lalwll'<l r;rrtc•s cl,•nole input uuits 
(of the input layPr), thr drrlt>s lahl'lt•<l i and j tlrnotr hidd<'11 units (of tlw hidcll'n layer), and 
the circle labeled k drnole~ the output unit (of thl' u11tp11l l,\~'l'r}. 
A more formal definition ofa n•rurrr11t hf'Ural llf'twork i:. (riP,;l1•r ~ ('irnlfirltl, 19!'l2]: A rr,·urrr.,,t 
1u 11ral 111-:tu•ork iii either a i;y11111wt rk nt•ural nl't work iha.s only symuU't rk connections) whirh 
rnntains at least one ryrl" (si111pl1• rlosetl pat It) or an rt.,y111mNriral rwur:tl 11rtwurk (has 11110 or 
more asymmetric- rnunertions) that ro11t aius at least 011.- rin:uit ( rlrn,Ptl chain). 
Neural network!. rnn also he d«>fi11r1l ns 11u11lin1 9 t d!111r1111ir11l 11ystn11s whe1e network romputati<in 
and ll'arning ran hr d1•i,nilH'd as pron•ss,•s 11111vi11·• in i;tate sp,,n•:. hy rn11sta111ly applying tilt' 
t mnsition function:,. Th<' :..t,~tc ~pan' t!Pli11Pcl hy t hi' input unit art ivat inn is cal11•d t Ill' inJ111I 
nctil'lllion space, whN!'~ tlw stat<' sparP dehnflil l,y th" hi<ldrn uuit ar.ti\"ations is rnll,•<l th.-
Jiirldi n actit•atior1 •'JJllCt'. Tlw ;,tat,, span• defiuetl by all th" Wl'i~ht-. iu the net work b r1•ff'rrcd 
to as thl" Wf1gl1t spare. The 11':irning pron•~s is a 1,1•,urh in wright ~pan• in nrdrr to ohtai11 th1• 
dl'~ir<'d n<'twork computation. R"rurrrnt Ul'twnrks ran map all i11p111s to firrtl point.~ (equilihriuru 
puiuts), whirh art as 11tea<ly s tatr attractor:., or <lesin•J lmjutmws, whirh nr.t as limit ryr!,?S 
(two or more uniqut• st t s of ,u·ti\'atiou:. lll'ing rcp,•at,·,lly visitNl) or 111111-poiut .ittrarton; such as 
rwriotlk attractor:... Tht• srt (If 1•oi11ts i11 the :.l,1tr sp:111' tl1;,1 is ,,ttrart.,J 1,y ti,, f~XP~! 11oint or 
traj<'rtory is rallPd tlte nttmr.lCJr /,a.,111. (,'fol I .~tnhility b th♦> l'Vt>llluaJ 1otahili1.,1 .io11 of .Jl t,, .. •,1,:t 
activations 111 thl' network fro111 any initial inµut. Equilihrn au! trajl'rtoriei, tl .:..t •••" e,cil'H6iv1•ly 
disturlwd by deviations ar~ t,•rn1Pd unstabl<>. The :..tability at a fixed point ,1r " lra.jrrtory r.an 
be proven by using a Lyap1111ov <'ll<'rgy function (Cohen & Gros:.uNg, !fl :1J. ln thf' case u1 a 
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lraj1•rlory the Lyapnnov fu11ction ran lw cu11strurtf'd from th1• e11tire srquenrP. of input palltm1s. 
Currently there f'xists two ge11eral types of al~orithms used lo train net\\'orks In perform tem-
poral ta.c;ks, nanwly SUJJ<'n•i.,<d a11d sd/-orynni:td ( 11ns11pervb<><l ). SupNvisrd alF,orilhms use an 
extnnal tP.adu•r and/or global i11fori11;ition, whi)P sclf,organizr.cl algorithm~ unly rc>liPs u11 inlr.r-
ual rontrol and lora.l infor111aliun. Two l'Xa111pl"-" of a tcmpor.d supNvis<'d lea.min~ task ar,• 
Sf'<J11e11n• clasi.ifiratio11, wlwre th,. i11p11t is a 1i11w-varyi11g sP1p1P111e and the d1•sired output is th1• 
rorn•ct d,L'isifir;itio11, and s1•quP11rt> prmlurtion. wl1Pr1• thP i11p11t i~ ;1 nmslant pattern and th" 
dPsirr.d output is a tinw-varyi11g ~,•11111•nr1>. In )!,Pttt>ral both th" i11p11t :ind desired output may be 
tim,•-varying. Although temporal i-df-orga11izNI algorithms ar(' mor(' rnmpl"x ,han suprrvised 
lt"aruing algorithms, they are l,iologirally more plau~iblP. 
In the following two sections different supervis<'d and self-organiz1•d lf'arning alF;orithrus are 
briefly discussed. The algorithms uc;erl in tl'mporal pron•ssing networks arc eith('r the i.ame one 
11~cd by thei r static rountnparts or othPrwisP PXl('usion, of tlwm. Tlw most prominent types of 
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1.1.1 Supervised learning 
Exarnpll's of supnvisf'd lrarninJ~ indud1· Prrw corrPrtio11 !Parning, slorhnstic lrarning, rPinforn•• 
mrnt lrarning, and lrn.rclwirr lt>arni1111,. 
l11 ,rrrir-r,irrH•tion lt-ar11i11g the wei~hts :u,• rh:111g1•d arrording lo :-.ullll' 111•1formanrl' 111t•as11rt• of 
I hi' error ll('t wr1•n t hr <lr~-;ir<'d a11d n1111 JHllPd ar1 ivatio11 ,·al111•:-. of 1•ad1 011 tµ11t unit. ' l'h1• most 
pro111i11r•nt type of error-com·rlion al~orithm is a gmdi111t-ba.s1 ,I lrnm111g algorithm. wlwn· ,II 
!Past part of thl' al11.orithm i11n,l\'I'.~ romp111i111?, t)1P 11,radiPnt of tlw pPrfor111.i11r1• 111ras11rc> f,ir thr 
n<'twork in w<'ight spam or 11 \'Pn :,rti,,Lti1111 ~parr [Hohw<'r, Hl::-9]. Thf' gradirnt can he rn111puwd 
t>ithf'T exactly or approxima.tPly. th,, lattPr having mon• di>:.irablr rn111p11lalio11al foatuH•:-. but 
lll.'ing l<'s1> .u-curatt>. The popular barkpropagatiou (BP) al~orithm [Rumelhart d al, 1986hJ is au 
<'xamplr of a gradient-hasPd li•arning algorithm that computes thf> t>rror l!,radienl in Wl'ight i;pare. 
In this study we focus on BP learning in ASRNNs. OthN ,,xarnplt•s of neural nt>twork:. that 
11S(' a11 Nror-corrertion algorith111 ind11dl' tl11' Pnn!plnrn [Ho~1·11hlatt, 195i], ..\dalinP/~fadalinl' 
[Widrow, 1!}62), and the r••r11rrr11t Br;lin .Stat.,•in-a-llox [A11d11 r 1111 llliiJ. 
In slocha.~ti,· lrnmi11g Y.Pights ,trl' rn11dut11ly d1;u1~i>d using a11 f'lll'rgy relationship, a prohahilily 
distrihution, and a proc-cs:-: that u:.<•s 11ni:-.t• to Psrapc local <•nPrg_v rninima (!,irnulatetl a1111ealiog). 
The change is unronditionally arrl'(>ll'd if the enNKY is lower after thr randorn wdght change. 
and accept<'d acror,Jing to a precletN111i11l'd prubahility distribution if the change i~ hlghN. Thr. 
wl'ight change is rejt•ctcd if it cannot 111• arreplt•d an·ordiu~ to thl' prohability 1Hstrih1!tio11. Ex-
amples ofnrtworks using stochastic !Parning inrludr the Boltzmann Mad1ine !Hinton cf al. lfl8-1] 
a~ well as its re!'.um•11t version [Prag,•r I I fl(, 1 !l~fiJ. illlll <'aurl1y ;,!Rrhirw [Szu, I !)/'Iii]. 
Rti11/orroncnt lrnming dilft•rs from 1•rror-rnrrrr.tiu11 1'·.i.rning in t h,ll th1•rr is only fJllf' reward/p1111i-.h 
value for all the output units, whilr iu thr lattrr rasc their is a error value for earh output 
unit. This learning ...iso conrcrns wh1>11 corrl'ctions must bP made (t1>n1poral corrections), as 
opposNI to where corrl'ctious must be rna.dl• (structural corrt>ctions) to improw the network 
pNformance. Reinforceuwnt IPMlli11g orrupi1•s, in some senst•, a 111iddlP ground b1•IWN'll !iuprr-
vis1•cl and self-organiznd ll'arning. becau~r t hf' t1•mporal .:11rrertio11s an• m:,d1• from a limitf'd 
amount of information. £xarnr1lt>s of nf'tworh 1JsinK this t)"JH' of (Parniug indudl' thf' Aclaptiv1 
l1P11ri:.tir Critic [0arto ff al, l!J,"i;JJ. As:-.tHidti\"1' H1•warrl-P1>nalty [Barto & Ana11da11. l!)~f>J, a.ud 
'ff'mporal-Differrnrf' [Suttu11, l!J~i']. 
In hnrtltL'irt frc,rning thl' ro111wc:tio11s and wr: ~l,ts of thl' uPurnl OPtwork are prr,fetrrmined. 
The supervised version of the rPcurrent Fuzzy Cognitive Map [Kosko, 19~6I is an example of a 
i' 
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llf'twork whf'T!' '!,"'.ch 1111it rt"pres0 11ls a ronrept and causal sign,-·d \'alu!'.~ are ;L<;;;igned lhardwir<>d) 
to <'.trh rc,nrf'ction. 
1.1.2 Self-organized learning 
S11lf•<H1?,a11i1.Pd l"arning wn,.isls PS~l'lllially of 1l,1 1Jhian a11d rn111111'titive (P;uniug. The /I, bbian 
lrnrrii11_g rul1• [llt>bh, l!Jl!Jj stat,, liri,,fly tliat if t.v.o unit~ art• artivatf'd at th1• sanw time. th11 
w1•iJ?,hl hl•IW<'f'll thf'm 11111st Ill' i111· r,•,t:.Pd. In m1111x titi1•1 l1um111y, a.J.,o ca.llf'd "winnrr takr all" 
or "on-centn/off-surround~ IParninp;, "ach 11ni1 comp~t<',, with other unit~ hy ~<•ntlinir; positive 
si)l.ri:1.I~ to itself (sc>lf-exc:ilatil>ll via a f1•P1lh.irk l'IJllllf'l'lion} aud nl'gativP signals to a.II its n<'igh-
houring units. An t>Xtension to rn111petitiv1• l«'arning is comp<'litivl'-rnoper.ttivf" learning wline 
some of thf' neighh1,uring u11iu, also r1•r1>ivP po~itiw sign;ils. 
In the simplt•st for111 of llehhian IParuing, ,,i1111>lc llebbim1 lwrnirig, the weight changP b ti14' 
rorrd,Ltion of •hp acti\'ati1111s of tl11• two u11ib i1t\'ulvf'd. Ex.:111,plPS uf ri•nirrPnl 111·1.wurk~ thing 
sirnpl1• Ilrbbian lt•a:-ning with fePdhack recall i11rlude tl11• I>iscrt.>te Autornrrrlalllr (Amari, 1972, 
llopfi1•ld, lfl82j, Discr•!l" Bidir1~clio11al Assoc:,Hi\'e M1•morv [Kos kc,, l!l ~sa), an<l Tl'mporal A so-
riative Memory (TA~f) !Arnnri, l!l7:l]. 
In /unrtion /fr:bb11m lrnmmg (wussi\'P ,),.ray lt>arni11g) the weight rhangP is the rorrelatio11 b~-
tw1•en the two activation v;d1ws flftN they '111,·l' l•een pass(•d thr(ll1gh a 11011linear acti\'ation 
function. F,xamp)f's of rPrnrr1•nt rwlwurks 11,;ing fuTll·tiun !11.?hbian l1•arnin~ with fP-<!<lLark ff'• 
rail i:•dude Ad<lili\'e Grus;;hf't~ [(:russlwr~. Hlli~J. ~hu11ti11p; ,~rossberl( [Gru~~hng, 1!)7:JJ, Con-
tinuous lfopfi,•ld !llopfil'ld, l!IS•l]. a11tl Atlapti\', llidirrrtioual ,\ .sori;lti,e ~femory (ABAM) 
[ Kusko, I 9/'liaJ. 
f),jJtTt nlwl Elcbbiari lcami11r1 corrrlalm, thP time dPrivativt>s of tht> 11011li11ear acti,-ation funr-
tions. F:xamph!!i 01 net works usin~ difft•rcntiaJ lfeLhian Lrarnin~ indude Drive-R<'infort1>me11t 
ll\lopf, 19h7), th,• rf>1•um•nt Fuzly Co~11itive Map (l\osko, l!l~f,J, :ui<l the recurrl'nt Diffn••ntia.l 
l!i-hhian A HAM (Ko!!ko, l!l~Shj. 
Exam pit•~ of nrtworb using ,·,11111>< tit ii·, I, ,mdriy (gal Pd dl'rn~ IParni111t,) i11clud1• ~,il!•<>rJ!,,lllizin,; 
J;•atur<' Maps ( Lt>arnin~ Vertor Qu,rntilatin11) !Kohrnwu, l!l'•SJ. ,\<laptivf' He unanre Theory 
(,\RT) [Carprnll'f &· Grosl>herg, IHSll] . 
There b a final :-lrt>am of srlf-orga11i1.(itl )i'!,trni11g ~hich n•gard, the ,1bm·t•-mc11tion1•d app111ad1cs 
as too bimple and ad\'oca.te that thl'y ~houl<l be physiologically-baseJ and exte11:!ed towardi. more 
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complex JIPhbian [Vr.n der ~falsb11 rl,!; , I !li:3] [Lim,k<>r, lfJ88j ar1<l pvolu tionary moclPI!; (proposc1l 
by l::delrnan ( 198S) and GoldbE>rg ( I !IS!))). In tlw mc,re rump/, i: Eh bbim1 modds of \'011 der ~fals-
bng an<l LinskN the !PdrninJ!, rnl•• ,Hlapts all conrwrtion:, i11 all dir1•rtions. In hiological systems, 
:-ome sf'lf-organization orrurs d11ri11g thP life• of au (Jrganism. and some owr evolutionary timP. 
F::,•olutiorwry twxirl.~, w hid, an• h,Lsnl ,111 f),,rwiu' -;1-l,,rt ion t h .. oriP· aurl .f!/'11' tic algorit h111, (:.ur-
rf'ssful populatious multiply fa.~ter thau on,•:, th,H arr 1111.,urcP:,:-ful). nu1 impll'me>nl population 
th,iorie., in neural nf'lwurks. Pliysinlop;ic;Jly-ba.,rd modrl:, i11corporate u11iti; that approxi1,1atf! 
hiologiral 1wuro11s morP rlosPly s11ch as /, n/.:11 i11/1 ymlnrs, and lra11s111it pu/.,, -rod!'d iuformation. 
Rriss ~• Taylor ( 1991) ptP~l'nlc-d a n1•t•,\,1tk ru111po~Pd uf IPaJ..y i11t1•grator 111•11ron,; for thn direct 
:,,torage of lf'mporal sPquPnccs. 
1.2 Recurrent networks 
Rl'current neural networks can pnform highly unnlinear dynamic 111appit1J1.,S and thus temporally 
l'XLend('d applkations, wh1•r<'1s multilayn fr'<'dforward n<'lworksar» ro11fi111'd lo pf'rfonning statir 
mappings. Thl fan that hiologiral rwural nr•tworks ari- highly rf'rntro-•ntly wnm•(tetl also ,upporl 
the usf' of such l\(>tworks. While ti1111• rlelay f♦0Nllorwar1l rll'twork, ran or.iy managP limitf!d forms 
of titn<'· varying behaviours, r"rurrn11t 111•tworks manifP l not only a ·1wrial type of bt-havionr 
rnrlr a:i 1.cttling to a fixed stab!,:, stat!' (a~~oriativP memorie:.). hut a much greater variety of 
dy11arni1:al time-varying h<>ltavinurs and the aLility lo <lt>al with th1•111 through their own natural 
te111por;-1.i operatiou. 
O[fline and 011/im •·,proarhf'_, ·an he dii; :1,g1,i. I ,"J in lr,lining :1•1·u rrc•11\ network~. In fot•Jfor-
ward nC'lworks th;•,r e411;1:al<•1,t ar. ri•~prr.tr•,•):: rniled lxitrlt a;- 1,r1>·1rlrrs, in whirli weight rhangP 
are perfotmC'<l at 1.he "11:1 tV·,:a: h eporh (;>n•:i,·.it~tion of all tlw p,tttPrns), and i11r.rt!mcntalor 
stodw~tic approarht•f, h ,,h,:I, .veig11t rJ•-,• r,tS a.re rna.<le after Parh fMtlt'rn. A single epoch for 
a rl:'rurrent network rotn·sp .. 1,,11 t<• or11 t rni!,i11g pat tt :-n for a fpf'Jforward llf'twork. lo offlinP 
( eporhwise operating or lal,-tillll') lt>arnii.~ ;, ,ret ,,·urk i rf' Pt to ii:. st,1rti11, state after ead, cporh 
:tnd weight updatf's are wa<le 0111..1· at l'J)',rh b01111dariPs, but in unli111• (contir,ually op-. ,ttlng or 
real-time) J,.artd•1g no state rl'se, ocrnrs aud v:c-ight updates ran hr. 1wrforn1, I <i.1 al! ti11w sll'p . 
l11 ufflinP !(•arni11g ;, 11Plwork ra11 lw lr.1in1•d in a !1:drh or inrrP111P11t:d f:1~hio11. 
Continuou.~-timf. recutr('llt lll'lwurb :nl' ~o\·prnrd by co11ph•d dilfnr•ntial rq11atim1s using r,•lax• 
at ion Li rnc ron~t ants, wlwn·as i/1 ,en t, ./ um , nu r r,•ul n••t work~ uw th<' fir:.t l. '.rr fi 11il<• 1lilft>tPt1CP 
approximation of these £'qua1ions. ,\ rontinuou~•timc uctwork eq1Jatio11 c,rn be tram,fcrrcd to a 
9 
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discrete-time equaliu11 hy :,elting the lime rnnstant equal to I and substituting y(t ~ I) - y(t) 
for dy( I)/ dt. Howe\'rr. t!1P heha\·iour of hiolo~ir,Ll neural n•'l work; ran more rPali~tirnlJy br 
s:11111lat('(l by co11ti1iuo11~•timf' 1wt\l.11rk~ t h.u1 1,y 1li~cr .. tP-ti1111• Ul'IWork . 
ltf'rurrrnt nrural networks alsn h,tve i1,1purtant rapal,ilitiP, s11rh ,lS attractor d~·namic.:. awl th,. 
ahility to ~turf' information fr,r lat••r •1~••, \l.l,icl, :lre 11ol fr>uull ia f,·t'dfurward net\\orh. Thctr! i. 
:u1 important difforN1rr. hPt Wt'<'n gradi.,11t 1IP,rP11t lrarning in ' • eel forward ancl r,•current 1H•lworks: 
if ('Mh unit in a f1•f'dforward rlf'lwork l:a,, a smooth transfer f1111cti,111, tlw rn1t11ut of the nl'twurk 
is a runtinuou:, funrliou of the wPi •lits: in a rPnHT('lll Ul'lwork th•• output can di, nge 11;::>atly 
with a very small change in thP ll"twork paramel,•r when it p:1 s1•.:, through a bifurcatio11 point 
( a rritical paran11~tN \-<llu<> w ht'Tl' t lw at I ran or rl1anp,1• ). This 111N111s t h;,t a gradi('11t d1• ct•nl 
algorithm used iu a rC"rurrent nPlworl.. may llllt co11vn~••· bccan.•• tilt' 1'rrc,r lillrf.-:c of s11c:h a 
network may be discontinuous in w:eight spac1• [Do)a, 19!l1]. 
Problems with bifurrations of p,:-adient dP.srenl (f'arnin~ for rr.currPut !IPlworks inclutle (Doya, 19!l2]: 
• Instability of frarnmg dyrwmic..~~ \\'hen an ('(!Uilibrium bifurcate., the a ymplotic stability 
of thP learning ecp1atiou cannot 1,., ~uarf'ntce<l. \\'h,•11 an 1'q11ilibrium change into a limit 
ryde through a Hopf bifurcation. th" ,o:ution of tht> l,•arniug 1•cp1atio11 Rrows <>_xpon('ntially 
and causes the weights to d1a11,i;e dra.stirally. 
• Non-com•erg1'111·e of lc<1n1i11g: The error ran inrn'.ut• w; l1•arni11g prorn.-.cls wheu the net• 
work's trajectory chanF,Cl> disrontiuuously \\ itb ~mall parameter cha.n,;e in bifurcation 
points such as saddle•node and Hopf bifurcations. When a 11011-a,laptive lt>arniug rat,--. 
is used, long and random jumps in tlw para111PtPr spare rn11 lie rausr.d by a very Slf'1•p 
error gradiPnt nr.ar bifurcation points. 
• Confusi,.m of input-output pattern.,: A nt-twc,1 k stat" sparE' with too fow attractor ha.sin 
can find it difficult to discriminall' input sequenCl'...'i nnd as a rnsult only !rams Hr.rag•• 
output values. tf tl,e network starts with only onr. attractor ba.c;in, the network must ,.ndurr. 
!-Orne bifurcations, whir It ma) lead to some problems in tht• ~ ·aclient desrent learning. 
Some solutions to overrome hifurc:,ttiun r,rohl,•111,., in gradwnt de~~·ent ll'arning induJ1• the fot-
lowin~ (Doya, 1992]: 
• Approxinwte lrnrnirtg algvnt/11,,.,: By 0111itti11g µart of thi> romput:Ltir:11 rt>c1uir"d to folly 
compute the exact error gradient, the iw,tability oi the learning Jyuamics can be avoided. 
10 
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Such approximations WN<! succt>:.sfully usc-d in ASHN N!> for SC<IU♦'llce prP<liction (Elman, 1990) 
and sequPnce production applications (.Jor,lan, l!} G]. 
• Trnrlur forr:i119 is a lf'd111iq111> where the act1rnl output of tlw n"tworL: is replaced hy 
the> d1>sirc-cl output [Pirwda. WS ] {Doya k Yu. lai1awa , 1•1sC1j (William• & Zipsrr, 19S!l]: It 
can ht> usc-d tu ,y11d1ro11iz,, tlw 11,.twork dyuamir,., to the ,1°,ir"ll output ~i~nal. Not all 
the output 11111ts ha,· .. to h" t,.•ad,.,r-forrn<I. ,\ stab],, o!t1tio11 of !'1 ""aker tt•ad1er-fnrcrJ 
nl'twork, whi-rP th,• :irtual c,11tput is rq,l:,rr,d l,y a li11l'ar c11111hi11atin11 of th" J1•sirt•1l aud 
the artual output, is rnorr> lik,·ly tu rr>111ai11 i;tablt•. 
• PN'programmi11g of n< t1.1•11rk lnldrm .,: The instability 1Jf th1• lf'aruing dy11amk ran alsll 
be overrome in situation,; where the required structure of the stalP a11d w,•ight spa,e arf' 
known befnrehand. In surh a ra.~P thf> network ~tah•.s a11d "••hi;hts crui Lf' pr.,programmed 
to have a certain arnunr;t of attrnrtor li~iu~. 
Four types of recurrent networks ar" llf'Xt disrus ed: arrhitf'cture-spr>cific. gru;~raJ-purpose. C• 
11uential associati\'e, a.nd psyrhophysiolugiraJ networh. Since the arrhitP<·turn-speciflc recurrent 
uetY. nk i. a subda:.s of the ,;e11eral-p•1:i10 c rrrurrf'nt nPtwork, the latter is also of particular 
intere"t to this study. A more ,lt•tailed review of the dilfc•reut rec11rrt'lll approal'hi!S ru prr.sent~) 
in thr. temporal proces~i113 framrwork appPars in !Ludik, Hlfll]. 
1.2.1 Architecture-specific Recurrent Neural 'etworks 
:\rchitPrture-specifir recurri>nt neural nrtworks (ASRNN~). also ca.l11•d Sin:plf' Recurrf'nt t\et-
works or .. partially rf'current" networks, involvr.s treating a nrural n,•twork a:, a simple <lyn m-
ica) syi;tem in which previous 5lall' are madP availablr a., an additiuual input to any lay"r, i.e. 
f1•P<lback ronnections are orgauiz('(I in strirt architectUJes i;urh a:; hid1IP11-to-hidden, output-lo-
hi<l<len, and 011tput-to-outp11t unit fredbark. :\11 t>X-lllple of an A$1{~:,i witl1 foe<lhack connl'I'.· 
lions from the hidden u11it:.. bark to th1•111sf'ln'i; via a11 ;uJc.litioual l:tyPr r,f units i:.. illu::-tratPd in 
Fi~ure 1.-t. Thi:; network is ralli•d :in Elmflri •. t,C.,"R.VN !Elman. J!}S~J with m1P. output unit and 
two hidden units having sigrn1,id activation functions. and two linear input units ( 11nit1> \\ ith 
linear activatilin functions) as well as two additional linear uniti; (callPd ronlext units), which 
rontain a copy of the pn•vio11s hiclc)en ,ll'.livation values. The dotted arrow~ <lenotP (N!dbark 
connPctions with fix,-d weight value~ {typirally, values of I), wlierea., the ~olid arrows ir11liratf' 
f<'f'dforwar<l connections with variable wt>ight valur:.. for ASR~Xs with disrrete-tinw dynam -
ics, it is ~sumed that fe,•dforward runnf'rtio11s have delay O and the f1·P.<lback connectionl> ha\'e 
11 
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lMay I, un!Pss otlaerwi;;c stated. SiucP the weight:. of the f('('dback connertion!! are •noslly fixed 
and information proc1>ssing j,; scqut•ntial in time. tralning is es.:,entialJy not murh more difficult 
tlian for :i standard barkpropae;atiou 11Ptwork (assuming UP i, rmpl,)yed for the ASRNN') Ir. 
('liaptr.r 'l. w1• outlinr> th,! drn•lup1111•111 n11cl curre11t stat" of th,• art of ud1itccture-.,.J►t•tifh- re-
c11rrc11t networks, ,fornss the bcnf'fib :111.J limita1io11s of ASHNXs. and suggest omc :Llll•rnath·p 
a1d1itPC"l11res. In suh:ieti11e11t d1apter tlu•:s" rPr11rr1.•11l n,•tworks art> further iuv •~ti1?,ated hy de-
\·ploping t ra.inir.g strategies for tbP111 lo 11pPed up le~rnin~ and aclllrr~s learning problem:; .,.uch as 
in~tahility and non-ronv!!rgcnc-e, analyzing thPir 1ly11amh. 1 ring the learuinR and cla5$ifica~ion 
µruc-ess, and exploring their complexity in tl'rms uf rla:;siliration capahilitie:,, caparityt aud tl1"' 
number of hidden uuits. 
In the next section we givr. P_xamples 1,f gC'11Pral-purpm,•• rccurrPnt 11cur .. l net"orks and their 
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Linear COIIICll unlla 
Figure 1.4: An :\SRNN with hidden-to-hidden unit f~dback ronnf>ctions 
1.2.2 General-purpose R~current Neu1·al Networks 
GP.neral-purpo;,e rerurrenl network:. USP. 1rnli11ii!PJ ard1Iter.tures anti learning a!goritl1111s tlaa.t 
ran deal with time-varying input and/ur output in nontrivial wap,. 
Rumellaart et al ( 1986b) have d.-v,•lope<l the ool'kprvP'igutim1-thruuyh-time (IJPTT) approach. 
which can be d~rived by unfolcling the tempura.I operation of a 11Pt1o1.urk into a n.ultUayer fM!tifor, 
ward network that grows by cnP layer on P.arh timr. Str>p. Four \N.i1111s of the HPTT ali:;Nitbm 
w1~re dt·,c:ibed in [William:. /:..· Zip:;rr, I !190a.. \\'illi:un ,I..· Peng. I !lflOhJ ( •~ A JIJH'ntlix A): 
12 
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• l'poclnriH !Jf'TT • tlw tr;,i11i1111, t-ln•:1111 is sPgnw111~d into rpuchs: it :,.a\'PS the l'ntir, hir.tory 
1,fi11p11ts, i;tatPS ar11I targc•ts nvc>r :1111'JH1ch-intcrval. and, n:11putes tlw "X'lrt 1irror graclit.>r,t; 
t /l, 11/-/i.llf' /Jf>T f · I lt1J Wf'i):,ht clt;111g .. , ill p;1d1 ti1111> :,.lq> whi]P 1)11 11etwor\.. er, \illllf''i tu 
rura; it sa\'1•5 1!11• 1·11tir~• l1is1or~ uf lnp11ts a11d stat,•,;. :rnd al,11 n,11q1tll,•ti th,• l'X,irt Nrnr 
~raclwut i11 wPight i.p:ir,•; 
• T,·1111rntul /JI''/ J'. a b111111d,.d-lais111ry .1ppn,xiwatio11 to 1••;d-ti11w IIP'l Tin \l.liirh rc-J,.,,._ut 
i11forr11atin11 i"> sa\'••d for a fix,•d 1,11111lu•r k ,if1i111l' st,•p:i ,t111l ,lll) i11for111atinn oldP• furgottPII; 
it i~ dr1111t,•d by Bl'T'J'(,-} ;111cl rn111p11tl'S au ;,pproxi1>1athi11 nf th, nror ~radie111; 
• Epod1-!n111rulc i IJPJ"J' - it is 11htai111·d hy rnmhinini asp,"!<"l:. of 1•poC:1\I. asr and tn11H·atrd 
IIPTT: lhl' r:,•twork is ruu tlirc,ngh J.:1 additional tit11P st,•ps hcfun• tliP 111•xt Ul''l''l <Olli• 
p11tntio11, wl11•11· J..·1 S k; it ;1pprnxiiua11•s rlae ••rror gradi,~nt i11 the Y.right ,~pace by laking 
into ar,·011 t 01.Jy 1111! [1 - k1,tj pall nf th,• hi 111ry m<'r thP itaPr\':il [t -A·.t): it is dcpotetl 
by BPTT(k;ki); it J!-, PViclP11t that llP'l'T(J:) j.; tlw sa111P as flP'J''l'(k; I), and IIJ'T'l'(k:k) 
is the Ppor.hwisP BPT'l' alg,oritl1t11, 
'\'il.1ams &. Zipser (l~Bfl) have ilr·w:op1·d tlrt• rv11/-lirm. n1·mn11t l111rni,1y (HTHI.) npproad1 
(sl'l' AppPndix A}, which r11joys tl11• ~••11 .. rality uf tlw IlPTT approach w:1i(P not i;ulfni11g from 
il!. growiug 111e1111i:-y rc411ir1111H•11t i11 arhit rarity long lraiuing ~•·qt1<'flC{'S. AlthouF,h th,• H l'H I. 
~lgorith111 ha, grc,,t power ,,ncl gen•'r,dity, it has th1• d1h,11lva11til~•' of l11'i11g ror,rputationally 
wry l'Xp1•nsiw, Zips,•r (1!1.!') ,l,.scril,r,I a trch11iq11P, calh•rl .,11bgr1111111119 UTR/,, for rPd11ci11~ 1hr 
n11111111i. of computation rN111ired l,y fl'l'i( I. without changing thf' counectivil.)' of tlll' .1etworks. 
Tl11s :J accou:plished liy dividing till' nrigi11:il 11etwu1k i11to i;11h11ctw1)rki: for thl' p11q,c,se of f'rl'Or 
pr•,pagation while ica\·i11g th1'111 uudividcd for activi1y pn,pagdlio11. rur a 12-ui.it network that 
!t•atns to b,i the. tinitc•~tr,t,• part of n Turing 111ad1i11f', a spe,;,dup of tPn is r,•portrd us;ug th•• 
s11 hgrorrping wr:;iou uf p;n: I, as oppm,•d tc• • It•• sta11d::.r11 our-, 'Villiau,s & Zips"r ( I !)00 .. ) 
a111I Scl:111idhnl11•r ( J!l!)~h) i11<l,•11,,11clP11tly pr11p0Frd ,\ di,crrtt>•~i111,• hybrid forwnnl J'ropagatiou 
BPTT (lT-llP'l''l') algorit 1111,, \l.hirl, .-c .ntii 1., i1SJ 1P1ls 11! 1101l1 the fc:wnrd propag"llim1 11std 
i11 HTH I. and thP barkwhrd ••rror prop:ign1i,.11 uc,,J i11 fl· .. lli''T'T ,1lguritl11n (t-,>t' A1►pe11dix 
, \ ). It also romJ'lllf'S t:1" rx:.r.t uror gracl:e"t mar.- ,~:iciP111l.)' than a11y othi>r onlir,,• algc1rilh111 
n1rrc11tly av,,ilalili•. S,,,. Tahlt• J\.1 / ,\, ~,mdix \)fora co111pariso11 of the,1• g1•11P.nti p11q1•,6r> 
rPc11rre11l IN,rni11g algot itl1111.; in trrrns ,.,f \1.11:lit 1;~1,1• sturngi• tllld tinw rompfr,.xiti,•s, rxa1 l or 
rq,prox;111atc- gradiP11l. and u1tli111' ,.,.,s,1s 1111li11f• n)ll!Jllillltiun. 
'1'!11• lw11r1fits of gei, r:.l-pur1,.,~.• r,•cun,'nl IIPl·~orks i11du,t,, ~lii.'ir g"111•r:ilit.y, u11!i;nitPd :irc'ititct• 
tl!f•'b. i1iherr11t p;,: .. lh lis111. ht,d ll1•xil1if' 1iy1,;"i[lli( .... ~.lu~t ,,f tht-ir ~llgt.1itl11t1S al:,u ro111put1• ·u,· 
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1-rror grndiPnt exa<'lly. :ltlcl II PTT has pot Put ialh· :i pPrfort 1w•11,.,ry. On th" u , liPr h;u,d, t hPse 
11Plwurks al-;u h;iv1• basic· li111itati•,11s. 1rnrl1 as till' 1111li111itPd ur1111111! of 111e111ury that is d1•111a11de<I 
i11 Parh unit (for HPTT, th!'fl' i, a gniwing 1111•11aory r1•1p11r1•111,•nt wlwn gi\'1'11 au arbitrarily Ion~ 
training .,Pc111"11r,•), tliPy ,ral•• up \'C'ry badly and an' ,·ut11p11l.1tu,11aUy \'i"rY c•xpl'llsin•. th,•y havc> 
sl,iw l,•;uniHg i-011v"rgP111 C' :11111 do 01!,·11 11ot C0II\Pfg•• (1111;,t.ih!,•). th,•y han• a too ,ompJ.•x lc,c:u 
i1111•rr111111Prti1111 s trul't1111•. ,111,l ar" hir,111!!,i<'al 11upl,111sihh• 1 i111,• ,Lil th,•ir algorith,11s ar,• \ariations 
r,f li,,ckprupa)!;atic111 ). \\'i rh th•· ASHNN ·•1'('r11arl1 most of I l1P:-P dr.1\\ l>:,rki; ,·au l1t• ov.•r:·onu•. as 
i11dir, t eel in ( 'haplPr '2 . 
The sN111N1tial assoriativ.• 1P1'11rr1•11t ;ipproad1, whirlt i~ spC'd,dly suitc•d t.,r lc>a~ni11~ Sf'fpH'n<'es 
of stahlr st atP.S, is 111":,: hri.,fly reviewr.l :is an altf'rnath·r to .\SH~ N for l{'lllpoml proc,•ssi11g. 
1.2.3 Sequential Associative Neural Networks 
SN1ue111ia.l associativt• lll'l\\orks, also ral!P.J tP111por,d spi11-gla:--s 11Nv.orks or ""'lll('ntial associa-
tiv,• lll!'ttt0ri1!S, uw 1111n!StrictPd ard1itPrt11rPs \\ ltf!rl'in rl'rogr,ition of au input trmporal p:.llNll 
sequ<>m·c rorn•spouds to thf' 111•twork S(•ttliug it1tr. a ,h•,irt"U sc1111e11rf! of stahlt• states. Th<>i;e 
11,•t wnrk:. f'XlPlld past work 011 s:•111111r~rir a.~~oriali\'fi memory net works hy Hupfldd ( l!J '2, '19 -I) 
to th" ,·ase wl,erc• p;ltll'nt S<·q11e1.n•s i11:.tPa1I of s1atic palt,•rn~ ran IH• st,1rPd. 111 tliP absr11cc-
ul . , 1e clrlay a ,yrnmetr;,· 11,•twork will a.!ways cun\'Prg" to a fixl'd point attra,•tor. S\'n1111ctrk 
net \\Orks using t la,• rer11 r•••nt t>,idq,ropagation atg,)rithm ( ltB P) (Ahu,,idn, Hl:-l7, Pineda, l!I 7j 
ah.11 rocrC'spcHd to tl1P lloi1fl, '•! 1•1-twork. The• H Bl' :,lgoritl,111 is rcl,itf'cl to the g,.,neri...-purp,)Sf' 
r~•·urrcnl UPTT ,11td irnu. ;.lgurith111r, hut ra11 IH! vit>Wl'd t'S.,Clllially as;\ ro111pul:ttionally at-
tractivP special ras1.• ·,f a PTT appropriu11• for sit 11a1i1J11s wht!ll lioth 'Ill' ,,.,mr,utt•d and d,•sircd 
trajectories rnPsist of s•·ttliug to a s1ahh· .,1at.,, 
Sl'\'Pral se:pH'ntial :,sso, iati VP ,wt\\ orb WNP .i .. v,,l,ip••d whir h 11~•• a6_\'III 1111•1 rir. , ' HI rtt>fl ions aud 
time dP)ay to pnid1:l'e assorii1tivc storagP. r,.,rognitic,n and n•cnll ilf ~rq111•11c,•s. hl-.'i11fiPl1I ( 10 Ii), 
So111J1rilinsky \'. Kanter ( 1%1i). :u1d Amit ( 1f1 ,, ) :,,ad: c!r>\'f'lop1•d <'<Jll••111ia) as ociati\'r llPlworks 
th;,1 use discrt?IP•'i•nl" :1 .. blii:11: learning, \dtlt long .. nd t-hon .!Plays 011 nlnrwrt:o, s. t•J gl'!•••!ale 
and rt•r11g111ze natt,•rn ~••q11.-.11c,•;, l<ola,H•r ,I,_, l'orr,•:.· ( Ill 7) pn1s, 111,•d a disn,,1e. ti11w Bl'TT 
·tl~11rithm ti1at :-:et:!Ps to !'>tah!t• s1at1•,. Bnlim;,1111 .~· Sd111ltP11 !!!l, ·) propnsPd a llupfidcl 111'1• 
wo1k with a.sym11H•1ri,:- r,•nr.('rti,)11s ;ind prohabiiistir u11its, 11. i11g Jii;,·n'lf' · li111e llt>hbian learni11g. 
~Lu ::s d ,1/(l!)PI) han•studirtl 1111' dy11:1111irs 11isy111:nPtric ;u11l :1.5:,111111;,tric llopfi,,ld n••twork 
wit It ti1111• dcl:-:y 11si11g u.111i11111111~-ti1tll' llr.bbi.1:, li•aruing. Tliry lain·I' d111we<I how !11111" ,i..,)ay 
in tl11• n~11011se r,f 11"1w01h 1111i1s can pro~11t1• :rn~tainrd limit <'.\'CIP i,,•!,t,,·iour (oscillatio11, anll 
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r.harn,. 
The ruai11 adv,rnta~Ps of :.1•cpie11tial assoriativP uetworks indude th,.ir ability to ~f'tt),, into a. 
tl,•sirccl Sl'q11c11r,• of stahlf' ~l.!lf'S, and th,.ir 111•11rophysiol1,gir.al j11,,tifil'd unit:, (h_y being prolta-
hilistir or having ti11w d•·lay built i11to tlw111 ). 'fl1''M' llf'twork:,, are alsn tt>latin• l'/i:-y to ~tudy. 
i-inrl' fixPd-poi11t dy11,t111irs an• w,•11 1111dPrstond and th•• II'•!' of 1111• l.yap111111\' f'llf'r~· fu11rtio11al 
allows a st;d>ility ·u1;;lysis .tt1d r, q11a11titali\'I' stud~ 11! tlil' a:.ymptotir network bPh;niour. 011 
th" uthn hand, thr-.s,• 11,..twork, liavp h:,sir lirnit.11i1111 ! •1rh .,s thrir 1 .. ,, JH1w,•r ol g,•11cr:iliz,,tio11. 
tlll'ir symml'lrk rn1111cc·tiun~ wliirh :,,,. hi11lni;iral 1111n•;1listir.. all!) th<•ir inahility to d••al with 
1wrrP;>tuaJ iuvaria11r"" ( ~hen r.imp,-.rPd tu ASll~~s). ASHSi\~ :11:,o uses a l,•ss ro111pl1•x unit 
:.trurture a11d arc not limit('cl to tl,c Sflf'rial typr "f b1>havinnr s11rh as :wttling to fixl'd stahle 
SNJUl'llfl'S, 
The psychopliysiologiral apr,roarh. whirn is th,. n1~x1 da;;:,, uf rr.r11rrP11I 11Ptworks to he bri.,fly 
<lisrussf'd, uses an fl\'f'ft more n,mplt•x unit :wrl intNro1111(•rtio11 ~1rucl11tl'. 
1.2.4 Psychophysiologi~al Neural Networks 
Psyrhophy1>iolo11:ical temporal processing n11tworks art.? rharacterize<l hy 11 ♦'tworks that m,,dl'! 
phyhiological (biologiral) 11,.tworks a.11d/or psyd10logiral behaviour. Physiological networks ar,, 
primarily concerned with the <liH!ft physiologir,1.I impl<'11,P11talion ofan nrrhit,.rt11r~ and lt•arni11g 
algorithm that c:a11 be mappt>d orato a k11m\ 11 lll'tlrophy1>iologicnl rwt w,,rk. l'sycl,ologirnl lll't work& 
arr, un the other nand. n,nn•rrtt'd by fitti11g models 1lf liiologkal n••ur,,I nrtwork:. tu p~yd1ological 
data. Sinre the two appruad1e:; haH• much i11 common, it is s1m11•ti1111•:, dinicult to clas.ify 
rwtworks that are 111oti\'ate,l liy i,syrhopllysinlogiral 1esults. 
All detailed t1>mporaJ mod riling of hiologir.a.1 rwnons ll!',l'.S the lu,ky mt, gm tor (I.I) rwdPI 
[Hodgkin ,t'. lluxky, 1!l52J. Nc11ro11~ art a.~ lt>itky iutt•~1nlurt; i,y .,luring inr,imiug siguais i11 
previous fractions of a second 011 tl1t•i1· surfar,•. H,•iss & 'J:-,yk,r ( l!l91) prop<• Pd tlw ~i111plf' 
LI. Spin-gla:... LI. ar;cl Chaun,,! I.I lll~HIC'ls. or !1111 111,111)' clifforl'lll I.I mod,•ls, rr., ging from lhP 
simplt• lJ modi'! tn t l11' cmnp,11 t111H1l11l 111ud, l ( ,. J,,.r,, ,1 11,,11ro11 is di\'idPd i11 • mall romparl• 
t11C!11ts) [llindmnrsh ,I;: Hm,f', l!l~lj, Jl,,i,, J:..· Ta)lo,· (l'J',I) l:nnurrcl thr <'ha1111el I.I mod,•! Ex-
:u11pl1•~ uf p:.yrholo~ical tern por ,I pror,•:.si11g Ill'! wmb i11 t }1l' ,111 ,is ,,f 111•••rl1 p,.r,·;•pt ion i11rl1tdP 
the COHOHT mod,)I iMan.ll't1•\';ilso11, w.-.,j, th,, 1111,•,aniv,• Activr1tio11 a11d 'I V,\f'C 111rnl,·ls 
[Elma11 rt al, 19~6] [Rumelltarl ct 11/, rn-:fib]. arid X,..,d,• Stnirtur;, Th,•r,ry [Mar.Ka), l!i 7]. 
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Tlw ad vantaJ?;es of psyrhophysiolo_gic-;d Hl'l works i ncl11d" t liPir physiolop.;ica.J plausibility, ,um'-
spondPnre to psychological data, and usPfulnP/'os for umlnstan<ling thr. h"l.aviour 01 hiolugiral 
n,•ural nPtworks. On thl' otl1Pr hand tlw$e nPh',ork,; are rnmp11tationally expensive and have a 
vPry ro111plPx !oral intprc·o1111Pctio11 :ind unit ~, rurt Hr••· 
1.3 Non-recurrent Neural Networks 
In this srrtion the temporal pr(lressi11!!: fra111Pwor~· is furtlH•r t•xpaud"d in lt>rmi; of tht> tliff,•rent 
kinrls uf non-rC'current 11etwo1b. TIIP nnn•ri•rnr11•11t approad, run:-titut,•s spatial rrprf':-Pnta-
tiun time dP.lay IIPlWorks a11d utlll'r spPcial ro11strurt1•d fo1•dforward arr.hitP1·ture~ a:1d 11'.trning 
algorithms for tPrnporal prorl'~~i11g. 
Th.: t1111t dday 111•,m1I 11et1Nnk (Tl>NN). also ral!P<I th!' .. moving wiud,m" 11t•twork. is a 11111hi-
layf'f foP.<lforward ne11ral netw,,rk which ran I»! tr;,irw<l witl:;11 ron:-<'<'utive ti:11e-<lPl.:.)'♦'U frami>~ 
of thf' input data.. All the tcm1,oral information b cunv1•y1'<l within a s in,f,le frame of the window. 
:ly n~oving the window through thr. data. thr. network i,, trained lo output the rorrPC"l response. 
Weights in the initial layt>rs are allowed by thf' lime-<lelayt><l input framr.s to account ior vari:ttious 
in the input onta. T1rnporal i;tru<'l11ri• in the TDNN j., tlw11 lPprPSl'lllf',I nt inrrl'asinJ?, 11•\·r)s of 
abstraction and tluratior. in 1irog1 "ssi1111 frn111 t lie i11 p11 t tn t ltl' 11111 pul lay•'J. 
\\'ai bd el al ( I !hti) and Lang ,\.• Iii 11 I ,111 ( !!I , ) pw1111si>d ,l 111111! i-lay .. r 1wrr1•pl rr,n ( 11 LP) TI} N N 
using barkprop,1g11tio11 tu rnogniz.- voirt'd stops :rnd lo classify aco11:.tically similar phonC'mes. 
lJ nnikrishnan d al (HIS~) Jcv<'loped a Tinw Concrntration Xrtwork (T<'N) I hat uses har.kprop-
a~ation with varia.hlf' IPngth delays l1) n•rogniz" digits. \\'at rous ( I!)~ ) ur\'Plop••d a T,•111poral 
:- ,ow Strnr.turPd M LI' 1.o recognize phonl'IIHJS and word~. whPrPa:-. ~kDPr111ott & Kataga1i ( 1!18~) 
11sPtl a. timc -drl,1yccl vt>r.s1ou of h'.oho11,•n ':. L\'Q Ul'lwork to r<'rngnizl' voir"d :;tops. An r_xainpl,.. 
of :inothcr no11•rPrurn•111 type of n•'lWork is th" rt'1'11rsi•,p autu-r, ,ori:11iw• 111t•111<•r)' ( HAAM) 111'1· 
\\.orl. [Pollack, 10:t0]. whid1 (11,h~ Bl') a11to111:1tirally dcvl'!11p• li:.:1•1I width fPC'llrsiw distrihutPd 
r,•pn!Sl'ntations of fi. :u, tr,,iniu~ s,•t:; of \';1riabl,•-si1.t•d d,1l.i i.trun11rr•, such as sPq111•J1r,. 1111d 
l f('l'S, 
Tit!'! 111a.i11 a.dvauta~,• of spatial transformation tirnc delay 11rtv.01k, is that th!'!)" art> rnmpula• 
tionally ••ffiriN1t. llm~ewr, ASR:,N,, ar,• 111urh 111or1• pownfnl tlrnu 'flli\Ns. inc,• th"Y owrro111r 
the lattn's prol1IP111s with an t•x111111P11lially !!:rO\\ing traiuir:g 1,i>t (11,wkstra & K,,oijm,111, lfl!II). 
fixrd tim,• windnw, and iuahilit:, to S"lll'r,dizr b, l\\l'Pll mput p11 iti1111~. 111 additil>II tu tl1rs,· 
Hi 
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dra\\ h:>rks. 11011-rl'rurr"llt network!-> ,HP also hic,logkally unn•alistir. 
\\',• suh.:~,,uf'ntly gi\<' furlhPr 111otivatin11 ,'!Iii ol1j('{"tiVl'S for studyiug traiuing str~1l£'~ir.-:, dynari 
irs ;.11 .. :y~b and rompll"xity bsue-. of ASH:-:Ni.. Thr main acl1iPW01<'nts of the- disSPrta1io1• 1• 
1>al'h of t!1r•~,, prohll"nt ,Hl'.',Ls :u, l,ri,•tly ,t:i!Pd 
1.4 Training Strategies for ASf~ ·'!°Ns 
Barkprupaga1ion is prohilhly tlw 1n,,s1 Y-id.,ly 1s •d 1:-ai:-i1:g · . m;wy ucural nrtwork 
proj,•cts. lfowPvP, at rirn,~s it fails to ror,v<'r!!,t•J:, Pr "xlaibn • 1oni t1·u11i11g tim,•. Siu<"t' 
BP is st>nsitiw to initial co11ditio11-. !Kull'n ,\: P, ,l;,.r,., 11,!JIJ. it s11~g1•sts that ASHNNs will hr 
"""II morl' sc•11siti\'t! to initial ro11<liti1111~ and 1h1- 1 •H pro•1c to noll•<"On\·NgPnr1•. F,>r i11sta11n•. 
Cottrdl and Tsung ()!)!II) n•p•>rl r!XpuiulC'nts 01 •• u1 a,l<litfon ta k which could not lie l1•arned 
at all using the El111a11 ASH~~. Bia11rhi11i Ff al ( I!)!) I) slio1,1>d t l,at ,•xampl1•s of local minima 
for fPcdforward networks c,111 ht• as;.o•·iatt'd ,•, ith si:nil:u 011P~ in recnrrPnt 111•tworks. 
Usually, when training a neural 111 twork. th" ex1wrinw11t1•r sl'l••fls a fi:<PJ set of training pa.ti(•rns 
f"ld a disjoint set of te.,t patterns, wlwre the assu111ptio11 is that these sets an• rPprcs••ntati\'e of 
the prohl.-m to b1 learned. Then thP neural network is trai• d using the fixed set of training 
i;attt>Tus uu,il fl Sll<'n!SS critPTi,m is nlf't. TJ,is 111ay rr,p1i1P r,•pPat£'d trials with varying initial 
paramNers. si11c<' thP 11etv·ork 111rLy g,•t stuck in a local 111i11i111um. \\"lwn the trn.ining i;rt is 
larg.-, this prol,le111 is 11~,,rt> pronnunci:-J. AflPT training tl1r g<.'nnali1.at ion performance of the 
nPtwo: k is d,itermim•d on tlw test :,et. \'aiions rnethods liaw h,~11 invPsti~ated to spN-.d 11p 
l<'aruing 11,;ing thP hackpropav;ati .. n algmithm. ThPse iurlmh• adapth·<' learning rat" ,Ldjustment 
!Silva !..: Alme;da. Jf)90J, USP •>fa IIHll11f'J1t um term iu wcight updatPS (H umelliart cl al, l!U,h], 
an<l second ordt>r d,•ri\'ativcs lf'ahlma,1, 19'-fl]. Tu a brg,-. ••XIP11t, 1:,,w,•vcr, tmirii11g stmtrgic.s. i,r, 
diff1 1-c11t mt tlwd., for fll'f'St 11tatw,1 of I n1111pl,•, 111 i11·,·,mlm11·, u•1tl1 ~orllt I"- 1f11r11,a11r1 1111 a:;urc", 
lia\'f' liC'l'n twJ?IP<'tl'd n., a po ii,)., llll'I hod to s;11•ed up learning ,,nd addrl' s the probJ,.ms of 11 P. In 
d,,1ptn :1, ,..,, haw• introdur,•.t 11w1, m,, d mmplt.rit,11 tmmmg. l\\O rnn, moated training strat<'gii> 
and :-i.x d1 lt<1 trnining str;L11•gi• s, autl sl10\H·d tl,at th,•y <lo not only all,•viate thei;e prnhl<'mS, 
hut abo lt>a1I to rnusid,•rah!P imprmPJll•'lll in ll'arning perform:u1n• for •li ffnent ASH~Ni; as 
w,•11 a., f<.'Cclforward nf'tworks. \\"e liaH• also usrd thr 11rwl~ prnpo et! tr~1i11:11g strategies to 
rompart• clitfNenl ar<'hitert ure-sp,•rifir re1 urn•1.t tll'Ur:il rwt \~orl:s aurl f,,11111! OIi" of our .:rnggP.St1~cl 
ard1itN'tnr•~. th<' Output-10-1lidd1•11 llidd,•11•t11-llitldP11 ,\ :;;J{~N. to Ill' thr mo,-t effirieul Olll' 
for a better grasp of thf' tr i11i11g str,Lll·girs' up,•r.ition. th<' 1110\"l'lll<'ILI ofh)p<'rpl;i1,", and y.f'ighls 
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for r,arh onf' is vi,11ali~"c1 and disrnss<'d. Tht> \'isuali,.atim, h•:.rl,s :-howed how the new training 
stratr!gil'll ]Psst'n th,, wandrring ahout i11 tlir "Pil!ht · ;: .. n• ar,d 11htii11 fa..,tt'f rnnwrgenre. 
1.5 Dyna111ics of Classif.icati•J11 awl Learning of ASRNNs 
Ii: f'Xploring tlw cfr.s!->ificatio11 dv11amirs ,1f thl' i\Sl!NX, ,.,,. u~,, rh,• 11111r,•pt of a finitr• stat,· 
111arhi11P ( FS~l). whirh was origiually stu,liPcl in a formal 111a1111er in [MrCullogli ,_. Pitts, lfll:l]. 
1.;1,,,.,11, ( I !),5G) ronsidrrPd n•gula.r exprPssions aurl modelr·d the ueural ll"I work~ of ~1 d'olltJ<'h k 
!'it ts by fi nit,! stalf· au tom at a. provi11~ t lir ~,111i \'.ilrur,• oft lie t w,, ro11n•pts. ~lin-.ky ( l !)(ii) provr.d 
that evNy fi111te statP 111arhia1• is ""i11iv;tl,•111 to, a11d fhll 111• si11111latr.,l l,y. s1111w 11e11ral network. 
llnWP.\Pf, j,]11ntify:11g, a FS~-1 that j,. si1111datl'd I,, au Asn:,..•r-.: i, ill prnrtice 11uile a prohlt•m. i;in.-e 
AS RN Hs are _1Jr•1pl'rly t :1011,L?,hl of ,L, d) nn111ira; sy:.lf'III:, r.n<l arP tJft Pr1 high-dimensional li)'Sle111:-, 
and CC>IIEf''-lll<'lllly diilicult to ~111dy using 1 ra<litionaJ lPrhniq111•s. 111 Cha;;ter •tit is sl1ow11 that 
a11 ASRNN rar. tram tn simulate do Ply a FS~I. hy first ro11strurti11g a transitiun diagr:uu for 
different temporal app!katbns. and , hen fo:- P;irh application idP11tifying a J\1oore rnarliinc , hat 
rorrr>sponds with thP internal rt'prl'.<'ntations of th" r,Nwork. Thr :nternal r,•presentntinus of 
the ASRNN:, are analyte<l using fa111ili~1r t1•rltniques ~uch as lli"rardakal ClustPr Analysis and 
Princ:ipal Compon,,nt ,\nalysb (PC'A). as \\••II as au unfamiliar or1P call"d Sammon Trnnsforma-
t ion Analysis (STA) !Sammon, I %9). Tit,, lat t,•r pnidurr•d s1q,,,rior d1•steri11~ r,'!.Su)t,; rn111paretl 
to PCA. \Ve have also determint>tl tlll' correJ.ponJrnre btitwer>n the sii1111latt>d FS~f a111I thl• one 
rn11sli'uctecl {rr the A<lclition t.rainiug data. The learning dyna:uic:s of ASH SNs are r,xplore,I 
hy rlisnu, .... 16 • he role oft hr. rerurrr>nl ro11nf'rtio11s <luring 1t,arni11g and cla.s!>ifiration, aud their 
rPlatio11•,hi1, to fr>erlforward nNworkli. ThP evolution of rlnstt'f~ for111Pd by STA i!- visualin·ti and 
dbc:11ss1•d in lf'rms of a mappiu~ of i11:,prr.ti1111 points un th" !Parning c,1rv1•, simnlati1,·1 rPsults 
at Parh puiut, a11tl lc:truing c11,v1• hPh;i.virn1r. Thi• \'isualizatinn 11f hidd .. n ac1i\-atio11 time traces. 
r•uahl"d 1:s tu study thl' tcmpor,tl p;11hs fm11wJ i11 tlit> hi<lJr.11 ~1rtiva.ti1111 :.pal'P <luring lr>arning. 
By PX,1111ining tlw ASRNN wnh djff.-,n•nt t1•111poral wi!ldow 1-i2'PS, it was d,•tl'fllllJINI t.h;it the 
lon)!'.N l hr hidden a(t h·a lion hi~tory. th«' hPtt••r l 111• 11Nwork's perfurmanrP. 
1.6 Coruplexity Analysis of ASRNNs 
Si11rP tht• infh11•11tial work of ~trC11llod1 ,~· Pitts ( ID t:i). 111:111y rl'SP,.rchers l1aw studi,•d tJ,,-. ra-
pability complexity of foe<lfurnard ll''Ural 111•tv.urk3 of liuPiir thr .. ,h~>ld t111its. The compl,:xity 
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analysis of neural nf'tworks i, rn11r,.rrH•d '-'-itl1 ib rompu1atio11al and rla~,ifkation c:q>al,ilitiPs . 
. \t th" h0art ol the romputational capaliilitir, arc how many 1•.:rnrnplcs :l nr.twork ra11 rP11wm-
liPr or !N;.rn (i.f'. its raJMriry). autl how 111,rnv hit!1!P11 u11its ar1• urPdPd to realiz◄• an arhitr.it} 
mapping. 1\1 urh ri•maius to IH· C:i~ro\·rn•d r1111c i>r11i1111; uptim:ll ch•~i~11 nf neural UPtwnrb. a111l 
ruruplt•cr.ly satisfactory 1ml11ti1111s hav,• 1101 i,rPn l•I Nl'd for any <•f tlw . .. prnhlt>111s. Th" dassili-
!'alio11 rapabilili<'s art• dc•t«'r111i1wd hy the po,si!,(,, ty1ws ,1111I 11u111lll'r of ,·,•lb i11 thP input and 
hicldt>11 span• of ,l IIPural rll'lW11rk. This is a dilhrult 11111.thematiral prohle111. si11rr it is rl'latl•d to 
rPTl:,in prolilr-ms of cnmhi11rt111rirs ,rnd roll\l'X ~rt th;,r,ry .\lr1ny r,• •. Pardwr:, h,1vi> lwP11 stru~liug 
tr, find j!;Ontl Pstimatf'S of lh ♦>~I' r,q1;il,iliti1's for lt'r•dfc,•ward ll ♦'IW•nks. lh1W{'\·e1, in spit,• of tl:P 
i11q,nrtanr.1> or these- prr>hl,•111s, rh" nmq·li•xit_\ isSll"S nf ard1it1>ct11rr.-sp11rilic rccurrf!nt thn•~lt-
olcl lletwork:; (ASHTN,;) ha,·,1 11111 ,YPt hPl'J1 analyzr.d. 1u ChaplP1S •I ,u1d f,, theorPliral result~ 
ari• obi.ained that c11ru111pass1•s tht' ruu1p11tati1111al and d,tl>~ifiratiou capabilities of tht•_,, typP 
of rr.rurrcnt rwtworks. \\'p hav1• 1•xa111inf'd l111• da.:.~ilir,llion ill'}ia..-iour of Elman, Jordan a111I 
Tt'rnporal A11toa!isoc.iatim1 (TA) .\SH l'\'s iu t••rr11~ of t11u po:,sihle types 11111I r.umhrr of rPlls thl' 
nrtwork is capahlf' ,Jf furrni11g i11 thP i11p11t a11il 11iddP11 !>p,1c,•,. \\',• ha\'C' disroverP1I, for 1•x;u11pl1•, 
that thP E;man and TA :\SIU'l\,, do nnt hav1> ,111y illlagi11ary or dosc1I c••lls and ar,. not capa-
blc: of forming llbro11,wr.t•·d dPcision rr.;io11~. ThPon•111:; ,HI! abo pnwcn tu obtain upper and 
lower boun1Li for the> rapacity ~111<! tlw n11111b1•r of ltitld .. 11 units of these networks. A s11111111ary 
of the bounds obtaiued ap11ears at tliP end of ChaptN ,"i. In addition we ba\'f• rorrertP.d snm,• 
mist akPs pn•viously ma,le in dctcrmiuin~ hound~ for th,• n11111lwr of hiddP11 nnits ancl r.nparity 
nf f<'<'dforwarci netv.orks. Th" ro11dusin11i. uf t.lit• complexity analysis i111prove romprehension of 
what C.ITI he performed hy diff,•reut arrldt1•cturt>-spec·ifk recurr,•ut thr,•shold nr•tworks, au,! ran 
he extendc>d to networks with othrr 11onli11,•'lr arti\':Hiou f1:urtio11'i. 
Thc> nP_Xt d,aptn will 011tli1II' tl1P d11vP:,:pnw11l n11d currr.11 stat,• of ti,!! art ofarcl1it1•cture-s1wrilic 
recurrent nrlworks, disrns" th,• bcu<'fit~ ;u11I drawbacks of J\~JL"\~'fi. s11gg,.s t som" alternativ1• 
arrhitf'C'l ures, an<l <lesrribe ront rihut i<H1s llf this study. 
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Chapter 2 
Architecture-specific R ecurrent 
Networks 
The overali obj1•ctive of thi, diapt,·r i:- to Jlrl'SPIIL a hricf m•er\'iew of th,. re:,Ni.rrh literature of 
ard1itecture-specifir rPcurreut UPural nr>tworh. We diccuss not ouly aspects :.uch as archit~tural 
dl'sign, lt•arning algorithrns, and appliratiuns, but al o training i,lrategiC's a, d dynamics analysis 
when applicable. The b<'nefits and limitation:. of ASRNNs in g<'neral am also given. \VP. furthl'r 
suggest a couple of promising arrbitertural cit g11s for ASHN:-.'s some of which we tC'.st with 
\'ario11~ trainin11: strategic:; to br> i11troducPd in Chaplc>r 3. We rnndudc with rnnarks about 
contribution<: of this study to thr- sta.tr ,,f tht art. 
2.1 Devclopn1ent and Current State of the Art 
In this study the Jordan and Elman ,\SRNN using tl11• BP If n1ing 1Jgorith111 are of partintfar 
importance, sinrP they art' the 1110s l wi1!Ply used ASH~ Ns ,u1d • T(' uitecl to Jll'Tform hoth 
sPqu<'nre gP11cratil,11 and :,P1p,t>11rc (>rP11inion/rccog11ition. Tll! de~, lupment ,rnd <urreut stalf 
oft Iii• art are tirst ly disruss1•d fm .Jordan .irnl rc>l,1t, d A~ H NS s, tl11•11 ~ lm.,.11 nu rPlated AS IU'Ns. 
,u,d finally othN ASHNNs (i11 d1rnnol1wil'al ortkr for ead1). 
Jordan and re lated ASRNNs: 
l'hc r~c{•nt hi:.tor) of i\ SIC\"N:. ,!,tartnl with lht> Y.Ork uf .lonlan ( I !I, G), who has rxt.,nd,•ll a. 
d:srrcte-time one-hi<ldt•n•layt>r Bl' nt•twork with an additioual <;fate layer. 1 he sigmoidal output 
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lay"r (uuits with a !->igmoidal nrth·ati"n fo111 tiou) of th1• Jmd,m A,','H,\S (st>P Figure 2,1) fl'l'ds 
hark to ac:tivatc• th1· litll'ar stat,• lay,•r. whid, tog,•tht>r \\'ith th♦' li11f'ar i11put layer. acthate~· the 
:-.igmoidal hidden layn. Tiu• uuits iu tlw :-tat" li1y,•r also hav!' fixf'cl ,.,,)f-louping rnnm•rtiom, tu 
li111"arly a,Nc>g,., tlH• output v;i)uP,. Tht• fixf'll. mu•-to-our rPC:UTrf'llt ront1Pc:tion, (thf' dotlf'<l arrow 
from th,• output to th,• stat" units) gi\·1• tl,r nf'lwork a. 111P111ury so that a tatir input patt1•rn 
r.111 lw as11tH i;itPd with a SPq111•utially ur.f••r"d output pattN11. Hohin~un k ?allsiilr ( !fl. "a) 
,.l,crn:,,d ho\l. .lorda11 llf'tw11rk:. aud st,11•• 1> pa11• Pcpmti,111,. in rlas iral l'nntrnl th,'Or)' ,Hi' r,•latt>,I, 
a111l llourlard X: \\'rlh•k1•11s ( l!l:-i"J prowd that tit"" nl'lworks c.:iulcl lie usrrl to r.a)ntlat,• lor";d 
proh,1hilitiP.s r,•quirl'd in llidd,,n ~lr,rkcl\' tl111dt•l rew~11iwr~. A11t1,,r~1,11 t f 11I l IO, IS) inn:stij!;atf'd 
.Jordan 111'l works with one or twu liiddP11 l,,yN~ for a ro11so11a11t and vo\l.Pl Tf'rognition ,ask, aud 
found IJl'ttN r<'s11lt:-. with two hi<ldPn lay,•rs. 




h i dden 
line-ar 
input 







rig1ttP 2.1: A .lor.l,t11 ,\SH~N 
\Ve consirler Jurda11 rclatc·1l ASR:'\Ns to lia~e ft-.,dback from thf' 11utput to hicl<l••n layl'r via a statP 
layer. See Table 2.1 fr-r a ~11111111ary of Jordan r<'latf',i ASRNN ... Jlragl'r el al (19~6) l'XJ,ICJred 
tlie use of a Jordan-type of Ht,ltzmnnn 111ad1in<' to :,p!'f'rh rcni11;11itio11. Sinn• th,, !lullu11a.n11 
marhine traiuing algorith1•1 is computati1111,iliy 111orc "XP"U"in• than HP, tilt' )art,•r is pr••fl•rrr.cl 
in thb study. 
P<,rt K.: Andn~on ( l!l'.'1!1 J d1•:.igtt"1I a .ford,111 J\ • IC N :-,' >.'i i h i'.?,ma 11i counections from th · stat(' 
,we! input layPT t<, tit<' l1idde11 l:l)•'r . In a l.l'll!pural applkation thC' It!'twork was lr.tinf'<i by tl1P 
disncte-tiinP HTHL l1•a.r1,ing al •orithm (set• •wctio11 I 2.2) 10 rerng11izc mu. ic 1 :it1f' SP1p1r11rP.:.. 
Tltis network f'Xhihitf'd l;mitati,,ns s11rh ;1s pollr perfur111a11re ,ll \':triahlt> input ratf' 1111d Wl'ak 
rcprei-entation of duration:i.l i11fnr111r,tit1n. \\'illiams >-.• Zip"cr { 19!10a) also u ,.11 :i clisrrcte-tinw 
l1ybriJ FP-llPTT algu~ithm (s<>e :;cction 1.2:.?) in a JutdP.n uctwork. \\'" a\'oi<l tl1e insti>l,ility 
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proh)Pm~ aud comp11t:itio11aJ PXiH'nsin•uc-sh of th,·~•• g"ncral purp .-fl l,·d11:i11g algorithms, by 
11si11~ st andard Ill' iu .Jonfa11 .\ SH:';-.'s . 
.Jain ( l!l!ll ) dP\"(•li,1wd :1 111c11I II l:n rrrurr PII t 11••11 ral 111 t wor J.: tl1,,t lt>.ir11s lo pan,1• com plC'X S<'llt<'nn•:. 
prr•s,.11t<'d 011" \loord ,Ha timr• hy :11·quiri11~ a stati~tiral gra111m:1r l,a,s,,:J or. ;i romliination of s, 
111:111tir anti sy11t:tr1ic c111•s. 'fil,. p:usf'r \\,1s cnustrurtP1I fro111 1t1rPc ~ ·p:nat ,•ly tra.ine<l modules, 
Pad, 01w si111il;u '" .lorda11 's approad1. Two of th,, modul<'i; WNP ,·uust ruc:t1•d by a rl'pl;,a. 
ttc,u pron•~s that j,; si111ilnr to "w,.ight shnri,11( iu ti1111• dday 11,•ural lll'lwork~. wlu•rt· 1•1111ality 
n,nst rair:ts ,HP pl:u ed 011 w,•i~l1b !il'r\'ing .111:ilogous fu11ctio11, i11 ,liif, ... ,, ... 111 i11put positic,11s. 
II STIIDY __ G111·1~n:c~n·1<E I.EA B ~ I \G ,\ I.C:OIUTll~l 
[Jordan, lfl,..;tJJ J ord1111 nctwcrk I Discr••t, .. ti11II' BP 
(Pruger rt al I !lllfl) Jord.,n-rn,e Boltzmann nisnt>tl'--ti111e Bollzrnanr: 
!\brl1i11,• network rei1,forr.e1111•nl I 
[ At,de~on ,t nl, I !l8 ] Jord,u, 11"1 work with I Discr~tr.-li111r, BP 
ur 'l. hicidrn layn:.. 
i [PMl & And<'rsun, 101!!1) Jord1111 111>t"ork with Discr.•te-time HTH.L 
I sigma-pi hidd,•n larer 
I 
·i (Wilhn111s k Z1ps,·r 19!JOn] Jord1111 11ctwork Discrete-time h:rbrid 
IL--- FP-UP'!WI' 
11' 
[Jnm. 1901) Mod111:tr Jnr.!1111/Tl>NN D1scr,·t.c-tim,• BI' 
I network 
[C Ltrell A: Tsung, 1991] Jordan net work Discrete-time BP 
(C •rclon ti al, 109 I) Jordan network Discrl'le-ti111e Bl' 
[ I: 1ltcs, 1!1111 a] Two layt•r exte11sion of l>iscn•te•t i11w I.VQ 
L\'Q with fredl,11ck from 
Olllpllls to i11pllLS l [Diederich, l!ln] Jord1111 nct \1,1,rk f)i,,crct,••t1111,. Bl' with 
fix,•d or atlaplahl•• 
II lrami,,g rat•~ -
[I 11111i rt al, 1992; Jord m nrtwo.k D:srrr:t~llllll' BP 
{Schulenhurg, 199'2] Jor,l110 11f'twork Discrete-timl' BP 
{I 1e11111ra rl al. l!Hl3j Jordau,Jikc HFI. nf'twork Herurrrul Fll\!ih 
l.c11rui11g (IH'L) 
·-
Tah),, 2.1: .lor<la11 ,111d ri>lat>:-d ASH~~s (stnJic., i11 chro1111logical ord11r) 
Schult,•:-. (l!l!lla. l!l!Jlh, l!J!.llc. l1Jr.llcP d,•,·clopPd a two l,,y11r PXtc11~ion of th,• Learning\', r.t"!' 
Q11anri1n (LVQ) ( Knh,rn<'11 fpature 111ap) nPtwork with feedback ro11n<>rtin11~ from the 011tp11t 
'21 
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layn to the input layN. Th" fir!:!t 111:1p c:1 "~lJfilt':. :-.ingle word:., w1 ... 
and rategorizc>s ro11tPxts. Tlti;. :."lf-1ir6a11i1.i11c; rer:urrcnt .\SRN~ lt>arrw11 to urn\'P ~i111pl" se111a11-
lin, from unformatt1id i.1•11t,.11c1'.,. ,\ cn111p;uiso11 hetwe<>u this netw,irk .iud thl' Flnrnu .ASH_.'\:,· 
f11r tliP .,a1111• applications rcpc,1t!'11 i11 [l:l1nn11. lflH. ('jppr,•mans ,t al. JD,9] resuhPd in similar 
111•rf11rma111 PS, 
l111;1i It ul ( I fl!l~) trai1lf'rl ;1 .l11rda11 ASH~'\ N to r,•cognizc printed s,~111e111 ial plural pa l1 ern, indc-
lH'Jlflent of the order of tlll' i11<lividual pattern . The nPtwork u,ing di:scrNi>•time RP pr-rformcd 
1•nrcmragi11g, t>\"C'lt when the individual p;iltPrnS w1•1•' ptPS1•11tPtl ,,,ith a slight <liffN••11rr. in position 
,t11d size. 
\ .J,mlan 11Nwork using 1!isnPtP•ti111e ill' w;u; Lrai11Pd by Srhul<'1il111re: ( Hltl'.l) t,> process the 
words of Sf'ulPt1,t'_<; ;.equ('ntially t,1 produn• ra..st~/roJ., 1111•a11ing rt>prt•·••ntations. Th.- rc•currcnt 
foPd back of this model is :,aid to be "r,.alistir" i11 uat ural l:u1g11o1g1• prurr>ssing term!-, sinr,, tlu• 
mr.aning rPprr. entation is built. incrcmm1tally as opposPd to traiuin~ witl1 the entire ~enli>nc.e 
111<',Ulillg. 
01'mt1ra 1•t al ( 199:J) propo,Pcl a learning algoritbru for a Jortlrrn-likP ASHNN called Rrcurrr.nt 
Fla.,li l,<c1n11r1y ( RFL), whic-h ran rrtodPI dy11nmil"al :.ystl'111s requiring only a shag!,• preseutation 
uf training :;ets for learning. 'l'hr HFI. algorithm n•11uin's ••arh sigmoid,J ontput unit of th,~ 
ASJ<N.N to he COlllll'Ctr>d to a siuglt• li11C'ar unit, w'hid1 in turn has a foPclh,1rk n:111:c!rtic,11 to a 
sPlf-loopiug line<H unit. TliP l;,t,r:r 1111it has thP11 r:011nccti1111s to the linear statr. lap:r. pres!'r\'iug 
lite network':; history. 'Thp sigmoidal hicldPn units ,,re ronstructecl during the lr>arning proces:;. 
Elman and related ASRNNs: 
Elman ( 1988, 1989, 1990) ha~ aug,1111:utt'd a disnl'.'le•tim" on~hiddcn-layn BP nNwork wilh an 
additional ronte.xt layer. ThP :--igmuidal hidtlc11 layPr oft hr I:.'/111nr, ASH.\',\' ( ~".., Figur,, ~-2) us<•s 
fi.xP<l 011c-to-one f('(•dl,ark nm11rnio11, (dutte,1 nrr<,w) to aclimti• th•• li111•ar cnntr.xl l.,yer, which 
to)!cthcr with the litu•;,r input layP1 acti\',i.P tlw hidden lay,•r in tlw next time stPp. Tl,i; arrl1i-
t1>ct11w was appli••d to problems :-urh a~ ~••q11P11ti.L! XOR ,rn<l the di~covvry of i;:,11tartk/sc111:rntir 
catl'gori1•s in 1,,,1ural la11guag1• clata. Tl11• UP :i.l~orithm uH•d i11 the Elmau nf'twork is e<p1iv-,1(1'11l 
to t ht> truncate·) A PTT with hi,tory of oue time :,,tf'p ( B PTT( I)) in the wcum•nt ()fJftio11 and 
(e{'tlforward UP in tllf' rPmai11dr.r of the netw1>rk. Cottrell & Ts1111~ ( HIHI) 11Uinlcd out that. 
this approach is ~imilar to having all the hiclc!Pn 1111it, 1,e nJmp!Ptdy intnconnect~d and hack 
)HOJH1!!,ali11g one ti1111• stl'jl along th,• rccur1,••1t ro1111,•rtio11s. TJ,,,y f111111rnr,•1l £Iman ant! Jord:rn 
ASRNNs on au .iclclit1u11 ta~k a11d condudrd :hat th1' J:1111:111 nPtwurk t:an Iran, coustructions 
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that cannot be lf'arned with tl.e .Jnrclan network, l>erausc 11Ptwork:. '\'ith ouly output 111t•n10ry 
r.a1111ot ri•member thin!!:. about their input th.:l are not tf'llf!t"tP.tl iu thP.ir output. Cottrell f...· 
'1'1;ung al o i11trod11cl'cl a tr:1iuing str:1trgy. cdlt>d Cmribiur.d .','ubsrt lmi11111!1 (SN' Sl'ction :l.2 for 
H tll•Hriptiou arid Chaplt>r :1 for 1·0111pari~u11 \\Ith "trntP~i••;, d1•\1•lo1wd hcrt>), whirh shuwed 
i111pr11\·1•d pPrforma11re wh,•11 10111p.i1••d to tra111i11g 011 a llx• d ''-'t, Tlal'y furth"r ,·s .. d Principal 
c;,,111pn11,•11t .\nalyfi lo arwly.i:,. th1• intern,J r<'prPsP11tatio:1s 11f th•• l:Jm,111 ASl{r,;'N to get an 
id,•a uf how the Ol'lwork make:, tran~ition:,. Tab!t• 2.2 pr1l\'idl's a sumnrnry ot f:l111:111 rrlatfld 
ASHNSs. 
(s igm oid' 
output 
"' moid) 
____ ...._...._ ____ ;..;..;a'L.. ____ _ 
hidden 
1 ____ _.,._ (linear) 
I input I 
-... ... 
" ' ' ' ' ' 
linc-ar V 
con 1ext 
figure '2.2: An Elmr~n ASHNN 
Servan-Sd1reiher et ul ( I !>SS, 19, !l. J 9fJI) an<! Clt>crema,,s It nl ( I fls9) 1J.•·d au El111:u1 ASH N ~ to 
trai11 an i! initP rorpu:. of :.trin~s fwm the Rehn finite statP gr.urrn1ar with a d1screh• ti111.-. Bl' 
algorithm. They ha,P usN1 Hierarchical Cluster Analysi:. to analyze thl• iuteru~l r..-prPsentation 
ar,,I conclude that the :-,et\\ork df'Vl'(ops intPrnal reprP r.11tatio11s that rorrespund to the m,it. of 
the gr,."!!~;;;- ,,11<:! rlo:;l'ly approximates the correspu11di11g miuimal fini:" slate rl"rngnizrr. 
Cordon rt af (!!)!JI) r11111part-d th" 1•tf,,rtive11PSS of tlll' J:1111<111, .Jordan a1:d fl'<'dforward IIP 1,rl• 
works at pr,•dirting trajectories. I'lw rc•r11rr,•111 11P1v.·,Hks pro\'idP-d suprrior rP ult . Th,• Jordan 
network pn•«lir.te1l the tr:tjcrtory uo11Pr and also in~iratPd that a f1illy n•current network might 
provide l'\'f'H hettN perf .r111a11re. 
louss ( l!Hll) e:<l!!ndPd the Elm:lll ASH!\'~ lor l~xiul dero.Jing in a cont iuuou,., SJ!""' h r,•cog11itin11 
,1pplir.ati1111, SP!f-k,oping ron11Pctio11s on slow-cl1•1·ayi11g lin.,ar contc•xl 11:1it, \\.f'TP :ulcl .. d to JJrPvent 
inform111ion ahonl .,,e<1111•11tial rnnlf'Xl to hi' lo t \\hc>11 ('rtors ,>cnrr i11 tlaP input Sf'ljUPllr.r. Tl1f' 
signioidaJ .,ulpu t units in thi ttetworl.. \\"t" .dso 1,~t'tl •' !al,,,J patterns, , opposf'd to th,,jr 
J>rf'difti,,n fo:ictiou in .. !and:utl Elman .\SH1'\!\',-. 
2t 
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l<'arns via cljscrl'I f•-ti ml! BP I 11 µ;ent>ral 1· Sf'<\Ul'ur,•, 11f word:, rl.,ssifyfo,; :.••11111•1111•1, 11f 1wrr,•pt 11al 
i11put from an anal(J~ trmporal e11vimnm,•11t. 'l'IIP ~t I>~ arrliiH•rt 11r1• r1111:,ist:- nf t wu I coupl,·d 
Elma11 Ol'twnrks: tbf' hnttnrn fll'l~nrk rPrPiv0 s ;-.t;1 tic vi:,1tal iuf,,1111ali11u ,II ,•ad1 ti 111" .fl l••p .,,,,1 
j\ tra:nrd to prl'dirt th!' ll"Xl vi,rnal s1.11r: th•• t11p rlf'l.\\11Jk T<'l'o•h••li i11;111t f111111 th,• hntt11111 
t1Ptwork', lliddP11 layrr :-111,l j:, t1ai111•d to !!."'"'lillP t Ji,, ,..,q,11•11,·., 11f \\.mtl~ wl,i, Ii 1l,•i-1 riliPs t lw 
rirrrPnt visual stall'. Tl1t• llf'twork 111•1f,,rtrll'd vny Wf'I! :ts it was ,drl•· '" w•111'1ali1•• 111 p,1ttn11s 
1111tside tlw trai11in~ sl't. The :-.y11tax of lh" dl'sniptiun s1•q111•11n·s was also 111rrPrl ,,11 .. v,•ry t,·st 
a11d 1111ly a fow s1•111ant ir r.lasi, <•rror, wn1• 111ail1•. 
t:tiaht11111a11i & Allt'11 (l'.l!)l) dPsi~ru•d a dis,· r••tP•ti11w [l'arni11g :,lg,,rith111. rnll,•d 1111,-,rual 'l';irg••t 
t:,•111•ration (ITG}. for an Elr11a11 .\SH~:'- to :,olv1• tlll' prr,hlPrn of 11p;,n;1• t.\t)!,••ts in tr•111por:tl 
:1pplic:tt1c>11:,. Th" pr,Ji1ll:.'111 111:rurs d1w to ASIC,.'.':~ 11ot ha\'iuii, ,,daptal,I .. 1t·rurrr111 n11111f'I ti,,111; 
that ran corrPct Prror~ in 1irw·Pssi11g at 011r- ti1111• i,IPp l,;u·k. Thu:, by having c_vd,•s with,1111 
,Ill)' targ"ls the input is l••ft ~':q,o,,NI to tlii, nc,is•• from thr• fPNll,,u·k a11rl t.l11• intnvr-11i11g i11p11ti;. 
The ITf; algorithm ~/•ncrates targets durin~ cydPJi wbPrl:.'in 1w targrolfi arr• prc,vi1fr,I. Fur a lw11 
rhannd relative or.::er problem the ITG algorithm p<!rforru•·d c1J11sistPT1tly brttn than tltP El111:rn 
ASR N~ using BP. for a tPlllJIOral warpiug pml,!"111 the Bl' ASHNN was i;l,,wn ;it IParuing, l,ut 
hcttn at F;rncrnli1.i11i. Thry also 1le\'eloprd a 111;v: ASHr-.~, r.allr•,1 1i.11,1J1,ml A,Jlt1'1!llfJ<'lfltim, 
(T:\) ASR:...-r-. (s~ Fi~ure ',! ,:l), whic:h is dt$ignr·d t" Tl!prodt•o• tlir• rurrPnl iuput an<! cnlllPXl 
unib as additional outputs. This is ad1iPvPd Ly adding a ,.l of a<lditional 011tp11t unit1 r•r1u:,I 
to the uun:ber of context and :11put units to an Elman ASR;>,"N. thus forming an a11proximatr 
in~·er e mapping frmn the bidd1:ns to the new .set of outputs. Th•• 1 A ASHt,:r-; outpPrfon11Pd ti,,, 
•:Iman netv.ork for a temporal XOR and a dPlay lin•· lask. 
1', rjah1 ct al ( 1992) trained an Elman ASR.:-;,'\ to rectify noisy inaccurat" me:uur••rr1Pnt1 krr a 
imple dynamical system. a d.aming tuk 11,e nPtv.ork wa.s tra.iued usint tb,, IHGS qu;u.j 
1\e\\ ton nonlinear optim1z.at1on al~ontbm to produre thP reconciled timulat,.d m1•a.a-1r,..;n1•nt· 
sill«? thi~ algc.rill1m i5 much fastP, :bar. BP (which u cs gra.di,.nt d,-.r,,r tJ for 1mo;mUro6fo,:11 
optimization. Without a.iy e..1plich !tno,-k>d•., of th.- norilin,..ar dynamia of th,. y, .em, ttJ,. 
lman oen,-ork \\--a, ab!e to effe<.\i\'ely r.-dccP thP noise J,.,-v,.) ir. the p:ocf'U mea.rnr,.mMa 
Fernando er c! {199?) trained a tv.o-r.Jcd~.o la)~ Elmau ASPS~" ..,,tb f~b<1Ck woni:ctkm 
comic~ from the :secood bidde:: layez to d<>"4!<": l:; g imp".'dAIJCP fa. lo in p( '!I' d;nnb Lv.sn &n" 
Tf:e cet-A -k v...s truced .~r:r: Ol!"l"P•""t::r;~ BP ,r.:~ ai:ho:;;~ • • ~rfo:lt'.U!"" Ilia.A wmpuah.-· 
~,t eilitm~ co;.\·a.ion.J ..I,_~ :-ht..~. :l,. frm:,n at#> u.p..i, • o! prcr.:d.:.t ..aa;,i; ,. b1.~tt.1:-i 
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STIJDY AHt IIIIJ:<•t'U HE u:,\H,\l:\'l: .. ,1.r:oHt'l'II.\I 
[I:l111a11, l!l~SJ Elr11a11 11t•tw,,rk ' l>i,crett•-Lirn,. Ill' i 
[S,·rva11-Scltrt•ih<'r rt al, l!)x,j l'lrn1111 11C'twork ()i,rrt'l('• lime BP I 
(C'lrru•nn11s rt u/1 ltls9] 
[Willia11L, I,: 'l.rps(', 1900,,) I l11un nrtwork Disl'.T1'Le-t1111~ hyl,ri1l 
Fl'-Bl''l'I 
(Cottrell k Tsu11g, J!)!)l) Elman IIPlwork Di~cretf'-time 131' 
(Gordon rt al, 1991) Elman network Disrrel,.-time Bl' 
(Iooss, l!l91} Elrn,'\n network with self- l>isrret~l1111e BP 
looping cont1•:1;t uni ls 
(Ghahri, mini/.: Allen, Hlfll] Elm,111 n!'lwurk [}i,cret•"-t11t1r IT<; 
'J'empwnl Aut,,assoriation lfo:cret...,llnw Bl' 
[Barttll k Cottrtll, l9~ll] 'I\·.o couplrd l::lrnan Oiscr,.lP.-ttme fil' 
11'..t works 
-
[Ho,.kstra & Kooijman, 1991] Elml\11 nr.twork l>i,inet""time BP 
[Debar l.l Dorizzi, 1092) Elman having rnrrt>nt Disnelt>timl' BP 
and previous inputs 
(KMjala d a/, 1992) Elman network BFGS 11uru11-Nr.wLon 
(Fernando ti al, 1992) Two-hidd,•11 la:i,.:r L1scretc-t111 l' BP 
Elman n,•lwork 
(Wan~ el al, 1903) Two couplr'\l El1111111 +:::•" """ "" networks 
[Ps1mou & Buxton, l094J F.lr11an nel"orl:' D11,cr• ~,...tim,. BP 
(Fant'lli, 1994J Ehmrn networ~ Di5c r"I e-t i 1111! Bf' 
[MrCann k. Kalrnl\n, 1901] Elru1111 with ini,ut a11J Cor1j1,,:i,1,. Gradi.-111 
contexl.b c11111wct .. <l lu l.,•arni1,g 
oulpuls -
(llcstrr d 11/, 199-t] ('0111l,irlt'd ~:lml\fl and Disrrrl" Lune HI' 
HA,\ ,\I ru•twork 
~able 1.2: Elmau and relatf'd ASltNNs (studies i11 rhr1111ologira.l or<lrr) 
:w 
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(linear linear) ~ 
input c11nteJll 
Fig11rP 'l.:l: A Tempor;u /\utoassoriation ASRNN 
which tl1e la.ttn lack. 
Debar & Dorizzi ( l!.lfJ2) used a 11wditiP1l ,·e1 si11n of tlil' Elrna11 ASHNN for tiim• scriN, i11tr11si11~ 
1letcction. The network differs from thr: Elman ASHNN in that i11put:.. arf' ).?.i\'cn at the rnrri•ut 
and previous time stcpi;, the rnrn•nl input:, opcrnte at th,· hi<ld1•11 level, and the rurrf'nl iuputi. 
h:i.ve feedback connf'ctions to the prPvious inputs '\l tile ir f)l1t ievel. 'flw uetwurk 1w1forn11•d 
very well when comparf'd with cla.ssiral alJ1;orith111s and easily l(',,r11Pcl ihifts in behaviour. 
Wang d al (19!.':J) ronstrur.ted a modul:n • SllN~. whirh t·onsi11ls f tw!l c.c.•:pl0 d Ehw,n AS-
HSl'~s. fo1 JHP.dirting surc1?Ssivc de1111•11ts of n ( :,int-sc word Sf'qUl•llCf'. Tiu• hotlom ASRNN 
1N 1f1H, l<i predirt the major ratrgory of 1h1° lll'Xl wnrd, whl'rN1:; th1• top ,\Sl<.NN prl'diclt> thP 
nee< r•Pws ]1le w11rd. Tht• n••twork arhi,ivcd tlflt{ corrf'rt pr .. di<·tio11 1111 ti,,, 50 training s1•ntenc1•s 
Psarruu & B\1X' l ·1 ( l'l9-I) us<'d t:1c l:l111a11 ASHSX to addr,·ss the prohlrm of tl'mporal 1,n•dir.tion 
in cmnputer visio:1 <\l'Dlications ar.d show<'d using disrrf'l""ti111e BP how ol,1ocrv1•1I trajPrtories 
c·n i,,, mapped onto tl1;~ •1ntwork. F:rndli ( l!l!H) trained an Elman ASHNN on a ~implc hit 
r,t ring ~iammar .-n<l th1 n st . !',,! the n1•t ,•,Hk's al1ility to sin111late linitt• 1,tat11 automata i,, a 
n:,ble mannr>r widlf' pror<'~S:•1g a;~i t rily loug iuput Sf'quc1111-s. Stahle rrgion& for thiH nr.h,uri. 
w, r " identified using a subtractive nlgc.,r,thm, wh,•re Pad, region rnrresponrk•d to the stairs of 
the minimal fi1,itl' autom:lton for tlH• ~rau,mnr. 
~1rCann & Kalman ( 199-l) pr<'.~entf'cl a modifit·d Elman ASHN N with PXlra COllll('('lions from 
the inp•1t and context units to the outp11t1>. The network was trained to differentiate between 
'l.i 
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E1111;lish an<l Frenrh ~peakPrs, aud prm·id1•d for siguifii-,1111 s:i\•in,l!,S in ti1nr over the :-f'<}IH!llti;d 
\'NSin11. 
111><,ff'r d al ( l!)!J I) pruposPd au i\SHS:\ ndl1•d l'ruliclm RA,L\I. whirli is a romhinatiou uf IUI 
Elman J\SHNN and a HA,\!\I (!.ii·•• twrtion I.:!.'.! for :l 1,riPf d,•s<'riptio11 of HAA~t nf!lWorks), that 
ran hr UbNl to <lisr0\·1·r rind !'Jtrode tlw most appropri:ltP d••ro111position of tl11• input srq1111 n1'1> 
i11to words or rharartrrs. Using disncte •ti111P tll' tlw nPtwork ohtain"d si111il11r ri•sults rnrnpan·,l 
to tl11,~•• of an Elman i\SRNN for :i w11rd Plll'1Hling appliration. 
Qt h ,r ASRNNs: 
Oth,~r ASRNNs (se<• Tat.II' 2.,1 for ii i;u111111ary) i11rl111II' thoM• th:11 do 11111 hn\'(\ fl'f'dhark rnn• 
11,•, ilons that r1!sernb!t• the fPl'dl,;,rk of ,Jordan llr Elman nl!lwnrks. \\':ltrous & Sha.~tri iJ'l i) 
1 ic:uninrd cliscrctc•limr Bl' nrtworks with r1•r.urn•nt srlf-luuping co1111f':tio11s 011 si,;ruoidal hidcl1>n 
and output units for a sp1•"< h rPrng11itio!1 application. llu\\'f!\'c•r, lll'ltl'r rP..sults ;w• ohta.int>tl with 
Elman and .Jordan tdated ASRNNs. Storn.-t ta ct 11/ ( I H88) 111mlifi1•cl a st:wd1ml thri-.lay"r BP 
network to include self-looping ro11nectio11s 1111 t!u• slow•d{'rny111g i11p11t unit~. This lll'twork pro• 
vi<le<l ,;oocl results wlll'n it was tP,tf'd with nppliratio11~ surl1 as 111ntio11 det11 rtio11, sp••••ch ff'COtr;• 
nitic>n, .'\rul 11ignat ur1' vcrificnti1111. Thi• w,,rk of B;1rhrad1 ( a, · ) (t;l')f-rcr.urr1•nt output units) and 
~1011•r ( H➔8R) (self ff'ru~rent hiddPn units) rl!pWSPrtl spPcial rases of a general-purpose renirrt>nt 
nr.tv:ork using lt1e dlsrrete•timr. RTRI, algorithm (sl!C srction l.'l.2). 
Pullark ( l!l90a) (foveiopcd a Sl'rn1111-or1ln ff!rtrrtt•nt n1?twnrk, ralleil the C,t..•cadl'd network, using 
a disrrt>tP-time BP algorithm. 'I his network has &iKma-pi w1111f•ctio11s :rn1I li111•ar stMe unit,; that 
determine the wl'ights of th<' 1w1 work. 
Ll'ighton & Conrath (HHll) proposPcl an ,l11torryrcssiuc //Pn,,twork whkh is a t••r11rr••nl uctwurk 
with earh sigmoiclal unit having~· li11Par f,•rclh;ll'k n11111,.,·tio11s frn111 it.i;l'lf wit's own output valu,•. 
S,111rn of the propntil!S of this appro:id1 were illustrat~d with trajrrt111·y pr,•dirtion and sc•cp1cnr1• 
!,,a ming. 
\Vintn ( 1!)91) described a ttain;,l,le i11fne.11rr. 111•two1k (TIN) that IPar111> state transition 111•• 
qnenres of 11. ~cq11l'11tial 111ad:i11P frn111 c:rnrnpl<-s of its l,('havio11r. TIN is rnmpose;I l•f t\\n 
11l'lworks, TIN-1 and TIN-1, hC'th 11:-ing rn11tl1111011s•ti111P Alfi' lc•arning. l>11ri11g trai11i11g TIN-1 
constructs state rt•pre&enta1in11s fr-0111 111ad1irw lll'hl\\'iour 1>Xa111plP:., while• 'I IN-I pmd11u•s liP.• 
q11cnr11s of transitions when gi\'en state r,•prPsrntations. In :111 c•xpninH~nt TIN learnrcl thl' 
behaviour of a marhine that t1Yognitl'S string., ro11tai11i11g e\'1'11 11u111l1l't of hoth l's and 01&. 
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STIJDY I A IH'IIITFC'Tl'l{E 1.1;.\HNINt: ,\l.l~OHITll~I 
[Watrous ,I..· Sl111stri, I ll~ij Sclf-loopin,11; c·o1111cct 1n11s ll1~n••t, .. t1111P. Bl' 
,m ltid<le11~ 11nd outputs --
[Storrwt lll ti 11/, I !11!8) Stlf-looping ro1m1•Cl 1l,11s Drscr1•tP.•l1111c HI' 
on slnw-1J.,rnyi11g 111puts 
[Bachrl\th, I !lA8] 011tp11t.-to-1111t put, la)W D1scr,•t1"-ti11lt' HTHI. 
r,-,·dhark 
[Mozrr, I 9!!X] ll1tl.J1•11•to-l11dd,•11 lay,.r Discr,•tt-..ti11u· RTH L 
frc•dh:ll'k 
[Pullack, I 090] Casra,l,•d nrl work Oi5rrcle-limc Ill' 
(11ig111a•pi ro1111t!rlions) 
(Williaffill & Zipser, 1 !l!lOaJ Output-10-outpnt foi'1lh,vk [)isrrrlt'-lirnr. h) hrili 
.Fl'-BPTT 
[L.-ightou k Conrath, HJ!ll) A uturtgrr.ssi,·e llll'lllury DT Auton ir;relllliVP. HP 
[Winter, 1991] TIN llt>lwork C'n11ti1111ous-t1111t! AH.T 
[Banzhaf, l 9!11 a] C'oupl,·il \\'TA , Tl~! , an,I ( '.011ti1111011s-1i111,. I.atf'ral 
WT,\ 111'1 works lnhihitio11 -
[Hot'kstra !..• Kooijmlln, lti9 I] ,\ilaplivr p;r11,.ral dl'layed Discrrte-time Ill' 
(Hoekstra l!192] l111ka; 
[Die<ft.rich, I Oll2] Stokk,• lll'IWtJrk Oisc,t'tc-t11nt! BP with 
W,-i,li nl'twork fixc,1 or a1lapt.ahl .. 
lt>,1ruing r11tr.1 
(Kohaya.shi &:. !Iara, I !)[13) Outp11t-to-011t put D1srrcle•lllllt' DI' 
fre.tb:irk 
[Ryeu & Tak, 1!JO;lJ Output-to-Output fr"tf • Discrt'lt!,-l1111;, Perr.•1Hr,m 
l,11rk, no hidd!'11 lny«'r 
TahlP. 2.:J: Otlwr ASHNNs (stu<liP.S i11 rl1ro11oln~ical orilf'r) 
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lla11zhaf ( I fl(I J a) a11cl Ba,11.l,.,f X.· Ky11111.i { I !l'I I h, I 11'1:.! / I'' "i'" ,, ,I ,, l1yl1111! 111•1 v. 111 I,. , 1111~1"111111, 111 
a \\'i11n1•r-'hkr•-AII (\\!'I',\), 'I i1111• l111,.11,Jly t\l,11,pi1111, ('I I~!), ,1111111111111111 \\'IA 11, 11w111k 1111 tl11 
pror<'ssin11; rif ~pati11,t1•11q,,,r;il p:tll••11111 ' I Ii,· 111~1 \\' IA 11rlw111k 1- ,, , ,I 1,, 1•••11p11l1, 111 l1111t11 
ll"'"'s sp:tlial pat1••rns :,11,I t,1 :,, I•·• I n wi1111•·1 111Hl v, .. , .. 11111111,,11 111111• J.,1, 1,1I 1uh1l,1tt1111 I lu 
t••111poral 1,1•q111•1,,., ,,f p,111,·111•, t ll1otfll''''I 11111, 1111, 011•111,. 1ol ,J,,. I ll,I 111.11 1,.- .,,,11,.,., ti,, 1,,1, 
t1Jn••d 1,, &fH•cifw it1t•·11'>ilv r,att••rn,; ,,( ' I IM 111 tl .,11.f 1,v u1.1111y lot• 1,,I 1,1!111,11)111, 1,I, 111.r,, II,, 
1.1•:1r,•st of tli•• known t•·111p,11:1) p:1ll1•rru1 1111 ,,i,1,1•111• I, w111, l• I• ,I v,1tl1 1, ,,,,,1,1, 111 ,,f ,, , ••111111111, 
diff,•r1•11L lra11si••nl PfjlJl'lil:f''i ,,r I• ll•·r~. I 1•,a.1;1l,lr· ,. 11h11 :,,,,I fw•• IIJ'fll rnl1111l1•1h "'' ,, 1,l,1,,11 ',, 
Ho"kstra !~ Kor~ijllllill ( l!J!JJ) ,f,. usl11•1J 11 V! 11••1al i.1,,,,,,.t, I, ,,f ,,., ,,,,, 11•, w,tl, 11•lnp1itl,I• ,j, l11y, ,t 
links in muhila;. ,., ,.,.t vmr ki; for J1f1J1, , 11,v, , 1111••1,i,.,I ,~ ,11,. I , lib t It, ~l, ,, • 111, l,,t,, 1,, ,, ,,f 
Jord;.u and F,lman r1•:tv.1,rb,, ,, , urr••ul 11,1,,,1111,,,,. 11, t) 
layers ilnd in all du•'Ctaon, llor•h• tci /,• I{,,., Jm,.,1 rl• f r, .. ,/, /,1u• ,I /11,I t,, !,,. 11 11,111 ,y I 1•,11 
bf't11,•, ... ,:, t11.·o uriitt iu 11,·},irL lf,. <JIJtput ,,f ti, "••H•• 111,,t lll ll,•• 1,,, ,,,, n 11111• 11.• 1, 11 ful •f11,, ,,1, 11 
adaptablP v,~i~}1t tv tt.,. d•-5 mAho1 ,t ,t .at tt.•·, ,,,,.,,1 l,11.•• ,t, l• ·11 , u y) •• 11f di "'' •f 1,,,h til' 
XOR_ 11::qa,.utial er,u_;rl,,r • H 1,htn. I/. •~•n !!!.if.I. I 'I, I. ,1t.i1 u,. ,., ,r If,,, u1, 11 l'i'II i,,,,t, , 111t 
Fa: ,t; ... bu.et p:obr.:. d.a r:. x.~ A~P. ', •,· ,,_t~,..,f•,w •~ ,i,.. f'J11 •. u f;#' , .• ,,~ 
D:,...CeridJ 17.J2 ta·~ J •,-: -!.l., f_ ....... . ' ,, '-. -: ..-.. I ~· I I ., ,,,, t,,, av: ... ., ,,. . ~, 
·tciu..'!S. n- # .,. ·u• A R', ; :., ' T.;: -., ,, • .. ➔• . ( flA'1 I .. #' ., '• ~ r, I • ; •t I I . 
~~Ll~ .. ~ . ·1 ,t.• ~ ,. .. _ ... 111 4,.- ,.#. .... 
--




t!P If ·r.: .!J" ... ~A-7 
... .. 
~-i.::. Iii ·:i .II • "1: '- ~ ... <-, • ,. - ... L ~ ,_ J i • ,....--,, ,. 
:i,::. "'b!,J, ,.-.. -,L, >~ ., , -~~'----' " ~ ' f ., .. :,/.,. • -:.,. .. ~ .... ~ Y;le-. •..ll" bv---: . • . ~-t ,. ~ 
~_.. .i:" ft. . ~ ' . . v~ ( ' ,# • 
-.,--.& L,_"'JT j C?:. .... •T ....... .. .,. ,. • ~ I . ,, ... .. "' 
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rlisrretP-ti11u• DP and was found lo pPrform almost 'imilar rc>1·og11itio11 as thos(' ohtained by 
l111111an bPin~s. Hyr.u k Tak ( lD!J:I) propm,1•d an output-to-011tp111 fPPdhark ASRNN without a 
hiilclP11 layer to rrrogniw KorPan ~pokl'11 di~its. Th(! 111'1w01k was trained with a i'l'rreptron-typ~ 
J,.;m1i11g al)!;orithm and ;,t')ii .. wd !I:.!% .:1rc1m1ry 1111 GOO trai11ing <li~its. 
2.2 Discussion and Suggestions 
It is evident from the ovPn"if'w uf th,• ,\SRNN r,• l'arch litl'raturr thnr altlt1111gh tlll' field i still 
in itt- infanry, ASlli'<Ns h:t\'e 1,..1•11 11st•d for a broad range tlf appliratio11s, a variety of 1lifforc>nl 
arrl1itrrt11rf!:-. ancl IP:trning al~orithms ha\"C• h"PII intro<lurecl, and they hav"slwwu \'NY promising 
J><•rforma11re. Al'rnrding to Scn~<ln•Srl1 r••ilH'r r I al ( lfl!I I). ASH N ;-; , sltoul,J 111• s<..-en as a new entry 
into the taxonomy of co111putati11r1al 11rnd1inPs (being morP powerful in intert•~ting ways than 
traditional finite statP a11to111ala) and rould pro\'e ~uffiri,,nt fnr natural la11guag" pron•:.sing. 
ThP main advantages of architcrt urr-sperifk rccnrrt•nt nrnral 11«-tv.orks inr;udf': 
• rornputationally IPss expensive than general-purpose recurrent net works: 
• lr.ss romplr.x local interro1111N:tio11 strurtur•• titan ~cr,cral-purpose 11etw11 . • , . 
• more St'lhle than gcncral-purposl' recurrent 11t>tworks; 
• Pasicr to study than other typr•s of rPrurrt>nl ur.tworks; 
• alt hough simpler, they retain mnrh of tht> power of genr>ral-purpo"" r1•rurrent networks; 
• tnud1 rnore flownfol than ti111e-dr>lay approadll's, sinrc> they do not suffn from f'XJIC>nen-
tially growing training sets and fixed time window~. 
ThP following an• some lta,-,i1• ilrnwharks of ard1itertur,.•spet•ific rt>rnrrcnt networks: 
• restricted arrhitf'1'ture: 
• not general; 
• compute error-gradient approxirnat1•ly; 
• relative slow learning ronvc•rg1 c'f' .ind do Mmll'timrs not r1,n\·n~1•; 
• and biologically unrealistic. if BP allll ib varianb are employed. 
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In this study w11 ,m' ronc11rnrd with ASH.~Ns that use Ilic disnf'IP•timr, BP algorithm. Th,• 
fnr11s, in particular, b to <'.xplon• th,• lraiuiug, dy11a111ic, ancl romplmcily uf tllf' Ellllan, .Jordan, 
:rnd Temporal A11toa.~sociatio11 ASRN:-;'s, .~i,uP tli11 first two ll«'twurks art> th" mo I wid,•ly used 
ASHNNs and the lattl'r i~ a pw111i,i11)!; 1•.xt('11,-in1t of tl1f• El111a11 ASHN~. 111 ndditiou. we suggest 
thr1•f' ,dtl'tnatiw ard1itl' tur:\I dt>,ie;11s for ASH;l;Ns (i.PP l~i11,1ac ~ .. t): (a) J\11 011tp11t •lo-llicld,·n 
llidd"n-to-Hidcl,,n ASHN~: (Ii) au 011tp11t -tn-011lp11t llid1h•11-lo- llill1J.-.11 :\~HNN; aud (c) a11 
011tp11t-to-llid<IPn TA ASlt!\'N. Tti,,,., ti1r11f' .irchiiPctllrl' l'0111bi11P cac.h in an uniqul' way the 
pro111i!;iu~ foal ures of a11 Elman { I Ill' ronl<'Xt Jay.-.r). a .ltJrdan (th" stat,• lnyN ). and a 1'.\ AS R.N N 
(the output units ••stimating th,• i11put r.nd contl'Xt valu1•s). Tl11• Output-to-fliddf'!i llid.!P11-to-
Jliddf'11 ASRNN is an l'Xpausiou uf thr> 1111l'-hiddc11-layn Ill' 11t•l\1.11rk to indudc a li111iar state 
layP.r with one-to,one rr>i-urrf'11t ronnert it 115 ftum t l;e signwid~J out p111 s anti a linear rontl'Xt layN 
with one-to•on~ recurrf'nt conul'rtions frnm li1i. :-.igmoidal hi,ldl'11s. ft is df'_signf'tl to incorporatf' 
both thP intnnal repn'st•ntation and out put . ,· tory as input to lh" rwtwork, e11,\hli11g it tu li!arn 
tPmporal !nput and/or output seq11t'llft'S. For th••(." t1 ,11t- tu-0111p111 1Liddt'11-to-lliddl't1 ASRNi\' 
the lit,Par st:i.te layer is uot insf'tted ar th"; 1p111 Jr>,·d i.:.t ;it the hi,1,lt>Jt le~1•l, so as to incorporatr 
the intt'rnal network states a.s input and c · p•1t hist01:• at thP hiclden level. T~w 011tp11t-to• 
Hidden TA ASRNN is a Temporal A11toassori,.~ m; ,'SltNi\ tc whirh n linear :;tale l,1yer is added 
that rerciv<>s one-to-one ren:rrcnl ronnf'ctions :10111 tho,,-. s1g:111oidal output uniti; not invol\'oo 
in learning the inverse appro.ximatinn (not th,• o 1tp1t uni !s i11vnh·ed in f'stimating the i11p11t 
and context values - see FigurP V1). It is designed 1 0 give a ' I'/.,. •work th,. add1tio, al bl'nrfit 
nf heing struct 1rn,( to deal with lhP prod11ctio11 oi c111t 1l·!l Sl'c1uPt1r••~ These ASHNNs along 
with the Elman, Jon!an, and TA ASHNSs are romparcu i11 t he 111•xl rhaptt>r using,. varit>,y 
of experimt>nts. \\'<' also investig1t,. the uscfoln•!ss of ouq I tt. out put fc.,,l11:H:k 1un11,1nio11s hy 
evaluating the training strate~ics for an Output-to-Output AJRN1'. 
The contributions of thill study to the c\.rrent ASRNN rn1,Ntrcl1 literature. which is fairly cx1wr• 
imental in nature. fir.stly start with tl1r 11ni11ue da.ssification ;.ud uvervil'w given of the dl'velo11• 
rnf'nt and state of the art. In the next chaptf'r a variety uf AS R ~ Ns are 111111 ually rnmpMr.:«i. 
aud our of our suggested ard,itrl't un•s, the (hJI :111 t-tn-llidd,•11 Hidd!'n-to• llidclen AS RN:'\, Jtt!r• 
fornwd bf'tter than the Elman, Jordan, and T,\ 11,,twork for a partir.ular appliratinn. lfrgarding 
t hl• classification dynamics analyi.is nf ASH~ ~:s, only 1fit'T,1rr.l1ical C'lu!-l1't A 11alysis ( II C,\) and 
Principal Componr.nt A nalysi;; ( PCA} Wl'Tc u~r>d in a fow inst; nrrs. \\',• do nut only U.SI' ii<',\ 
extensively for a vari<'ty •Jf applications. hut also p;"Sl'llt Sa111mo11 Transformatior, Analyt,;,. 
(Sammon, 1969] as a. i;upcriur clustering terhniq111• as cippo "d to PCA. WP forthn dl•lt•rmii'·• 
the rr,rrespondcncc hetwel'n the finitr state machinr that is sim11lat1•d b/ l 11~ nt>tworJ.. and the 
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Figure 2.-t: Suggestf'd archill•ctural clcstgns for ASIL'-;N:i (a) An OutJHJt-to-lliddPn llidden-
to-Hiclden ASRNN· (bJ An Output-to-Output llidclrn-to-H:,lclf'n A'iRNN; (r) An Output-to• 
lliclden TA AS '.1 
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rnurh treatment. We rPspond by analyzing tlte cvolut:l)n of cluster~ formed during learnin~ 
and visualizing hidden activation timr trarns. Our i:omplexity analysis of the capabilitil-s, the 
n11mbrr of hidden units, and capacity of ASRNXs i:; a pioneering effort to obtain theorf'tira) 
H",ults in this Tl'J?;ard. Sinn• training strat11gif's tl1u:. far did uot rereiw• much attention in th•! 
11r>ura.l nrtw<Jrk literaturl' in ge11n.tl, thnsf' SIIAA•'Stf'd in the next d1aptPr would not only alll'viate 





~luch attc>ntion has bN•u ~iv(•t1 In i111provi11g the lr.arning time of llf'Hra.1 1wtwork:; trained with 
thr popular hark propagation algorithm. Tiu.• reaso11 is that bl'ca11sc> BP is a ,-ariation ofSteerwst 
Dr>srent thr inht.-rent ill,condi:ion of thr :,lgorithm 111ak1>-: it :,(nw or protl!' to 11011-conn•rgenre. 
Previous investigations rnnsi1l1!r'!J thP i11itial \Tduc, and rhangt•s tu various paramett'TS and 
variabll':; of a neural network <luring trainiug, :such as the le;.rning Telle. 1110111e11tu111 and w,•ights 
[Silva & Almeicla, !!)90], to spf'e<l up learning. However, training stratpgies have mo~tly b~u 
overlooked as a possible method to address the probJ1•111,- of UP. For ASHNNs tl11'.Sr. 1lr•fid,'llcies 
arc more pronounced. The purpo. e of this chapter is fir tly to develop training strategie, for 
ASRNNs and fee<lfurwarcl networks that do not only alleviatr thrse problems, but also lead to 
ronsiderablc improvement in training ti1111•. Th«· serond goal is 1,, ev,1l11ate different ASHNNs 
with the training strategit!.'i hy c:omparing the trainin)?; pc>rformancr of f.lmau, Jordan, and 
'li>mporal Autoasrnciation ASRNNs as well a.<; other ll""dy rnnstructt•d ASR!'-Ns (see sertion 
'2 . .1). H(':.idl's the problems with BP. the thir<l goal b to addrP_<;s problems surh a.'l the rffccl 
of multiple attractor basins, the siz,• of the initial subset. the brr1•mc•nt m the subset size, 
the t<>rminalinn criteria for c:i.rh suhsrqnPnt sul;set, and th,· 11111111,er of examples required for 
good generalization. The fourth goal is to examine tl11• training strategies ancl ASRNNs with 
different applications, \'aryi1111; in complexity and ranginJ?; from :;equenre r1>cog11ition to sequrnce 
~P1teration. Thr final go;d is tC1 i11vPs1igat,, th,• upernti,111 uf1hl' training strategii!S and d,•tPrrnine 
why and how they !Pad to i111provPcl pcrfor111,11111•. 
Ju this rhapter we have <ievelopcd /ncn ar,td Complaity frtJi1,111g, two i11t'N'lllt utal training 
st:-ategies and six tle./ta training strategies, and showf'd that tlll'y improrn training performanrr 
significantly and abate the DP problems for dilfereut A~RNXs a.s wPll a.5 feedforward networks. 
We have also t1sed the training strategies to compare different ASRNNs and found one of our SUI!'· 
:r, 
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J!/!litc>d archit1•ct11rflS, the Output-to-llidt!en Hiddeu-lo-Hi,ldf'n A. H.N:-;, to l,p the mo~t rffirirnt 
011c. Tl1r incrNnental training str.11.,gi«'s also ,,ffocti\'£•ly addr«'ss the proltlt>ms mf'nlioncd in ioal 
tl1rl'P, Thr trai11ing stratPgiflS rtnd ,\Sll.'iN, MP l'valuated with ta,,.ks inmh·in.1t only inrrnt · "· 
q11e11cf'S { Gou ntin,;). i11p11t ;111d out put Sf'<J1H'nr;,, (Addition). sr>q11r1trl' g••n<•ration ( Digital Morsf' 
r1Jd" ge11natio11). ancl :.1'1111,.nc,• r• c11g11ilion (TP111poral li"ll<"r rr!<ognition). Thi> fe('dforward net-
worki; ,HP 1'xa111inf'tl nsi:1g a ('lnsli>t drtPrtiou and l)i~it recog11ition task. Thf' opi>ration of the 
training ),tratr.gies arP invcstiJ?;:tt1•d hy visuali1.ing the 111ow111ent of hyperplanes and w,•iglits. 
The visualization graplts ,dtoWP<l how the new t rainiug st rall'•gics ,-.flici,-,nt I) rPd uc" the wPight 
a,·tivity and obtain faster rou,·ergPIH"P. 
3.1 A Taxonomy of Training Strategies 
For orientation purpoM•.s, a ta.xo110111y of existing au<l newly suggPstf'II training strategiP,S is 
pres<>nted. Examples of existing training :;tratPgies include Cot lrell I.:.. Ts11n11: ( 1991 )'s Combined 
Subsr.t Trninir.g ( CST) and Elman ( l!)!) 1 )'s strat<'gy ( discussed in section :U.11 ). CST first 
entails selecting randomly a manageahle suhsPt of trainini1, pattPrns tot rain the net-.,.;ork initially. 
Thett v•hen the network ha.,; learned this .-;Pt fairly well, select randomly auothPr subset of t•qual 
c;ize ,ultl add it to tltl' first. Train the n<'twork furtlwr with tlw c11111hiunl . ,•t. H,•peat thi~ 
procedure 1111til the whole training SPt is i11cl11dPd, or until thf' n••t"'ork is ahlt~ to geur.ralize to 
tl1e rei>t of the original traini1111; set. In tt•is rhaptf'r w,• introduce various trainin,r; strategiP.S and 
iUm,ttate exprrimentally that with all other uetwork paramch'rS identical. the training strategy 
alone can speed up learning timP ronsiderably. 
in the conventional f'irt.d Sr.t Tmi11i11g ( FST) the same Sf't oft rainine: paltf'rns are repeatedly 
ptcsented during BP training until a :rnc:cess rritericrn is met. Our proposed tl'aining strategies 
investigate sc,·e,al point for variation of the t r~i11i11g :.rhC'd11IP: ( l / rnn~truction of t.-a.ining 
subsets of the fix<>d set; (2) orclerin~ of suhsrts arrording to a particular nitPriou; (:J) termination 
criteria for ea.ch training subset; and (4) wht>n weight updates orrur. \\'e briefly disrus,; these 
::,sues in turn, before elaborating on them in subs<>qnenl S£'ctions. 
( I & 2) Construction and ordering of sub:;et,;: ThPre arP many possible wa:·i. to constri1ct and 
order subsets of the fixed training ,et. Wl• ha\'P firstly propused /rJ,·n,1.-t'.Jl Cmnpluity Irr.ming 
(ICT) [Cloete & Ludik. 199:l. Ludik 1.: Cloete. J!W:t] in which tlw f1x••cl Pt Wt\S partition"d into 
su b;;ets and rank.-.d, earh :,;uhset bPing rnur!! romp lex I han the pw\'ious. The corn pll'..xity mr;c;urf 
was problem-depenrlent. e.g. the numher of output units :;witched on by patlerns rn a subset for 
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a rn1111ti11g problem, or suhiwts of 0111•. two and thrf'e rnl1111 •11 exn111p!cs for a11 addition pwl,lr.111. 
Tl11• nf'twork is first trainf'd 011 th1• lr:1-..t rompJ.•x :-uhsct. Thrn th•• 51'rcmd ulmit is ran,lomly 
mer~1•d with thP fin,!, and thP 111•1,~ork trai111'd agaiu 1111til surcl';-.Sful. This prorr.s ... is repeated 
1111til the l"ntire fixed Sl"t lia.-, ln•l'ft u:,,•J. Tu rirrulll\'l'lll the prohlE>111-Jrpl'11lfo11t rrtmple.xity m<'.a-
S lllf', Wt' ha,!' also propo-..NI lh /ta Sub,, I Tmiui11g ( DST) strategiPS [Cl11ete ,r...• Luilik. 1!19 lh] in 
wl, irh example;; an• nrdncd arrcmlin11; to inti.'r•pat I Pru <lista11rP. dP!llllf'd by tlrltn. \\'e haw in-
\'l'StigatPd tltrPe di frrr.ut orders of rxa111ple pre~P11tatio11 11,iug thi~ ~r1ie<lul1•: S11111litst ditfen1 11cl! 
l11•twl'rn patterns ( Sm11/l1 st lh Ila Sub. ti Trui11wg ( SDST) ). wlacrl' patterns :irP. urdn~l from thf' 
11111st tliflkult tu the 1•asi,1 -..t tu disni111i11at,•; / 111y1 st dilkn•11c,• ( /,11ry,·1 st /), /ta Subut Troi11in9 
I J.IJST) ), wlwre pat tf>r11s ar .. ordn<'d fr11111 t h1• Pa~j,-.st tu th,• nwst diffic-ult to discriminate: and 
1tltrmatir1g (i:ITerenrl' (Alt,.,1111/111y [),lt,1 Sub.,, I Tn1111111g (ADST)). whPre the first pattern has 









cm : ""' 
JSOSF.T 11.nsirr IAOSl-;'f 
Figl>re :3.1: DevrlopmPnt of Training Strat<'gies 
We furthN investigate i,1cn:111c11tal n,nslruction of subsf'ts. whethc>r rnmplexity cmJered or not. 
In thfl incN:mental training srhedul1·s, c.p:. /rirn:1,:,;1ual Sub.~tt 1inm1119 (IS'I') 
[Clof"te &l Ludik, 19!>-ta], till' u, rr sperifie:- an inrrement (a 1111mbPT of examples) with whirh 
each subsequent training suhsPt is Ptdarged hy rand,m1ly merging th<' new training patterns. 
Th•• initial subset rontain:. thl' sa1111• n1 .. 11lwr l f pat •nns a.. ~••~ 111rte1:1ent. Training occurs 
ua the initia.l subs!'t of training par tf'fll!, until a suu:· ss n i'Nl.,n i, mt•!, i.hrn 011 thf' rat 
inrrement:11~ constructt•d :;ubset, etr. For ('_~ample, when inrremcntaJ lr~.'ning L l'1 ,r,_blne<l with 
ICT, denotca by Incremental lncrt:as<d Complcrity Training(IICT) [I udik & Cloele, Hl94J. IIPW 
3; 
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patterns to be mcrgPd arc Sllffl'ssivf'I)' taken from thf' romple.xity ra11~a•d !->llbi..-.ti; in m11hiples of 
the i11cr1)11H•1tt, and similarly for DST ::.trat~if'_-;, which lci,d to i11c:w111.-11tal extensions of SDST, 
I.DST, aud ADST. For i11!->ta11r.e. ISDST t!P11otes lruTt:111,·ri/a/ ',11wll1•.,t Ddta Suli5,.I 77mi11i11g. 
(:I) TPrmination rritPria: \\'h,•11 tr:lillllll!, urrnrs on suh~et.:, of the fiXPd :.l'l, tr;u11in11; each 1,ubsct 
to the :;a1111• ~trirt precbion ;u, TPquirf'd for tl1f' fixr.tl srt, rn:1y raus" thf' network to ,c_lect a 
"loral" solutiou in.-tPad of correctly grueralizin~ to a ~l,,bal solutinn. To i,rcwut this from 
happr11i11g we sugge.:,t llla.t the· initial nror \"alt. )htaiuc<l for th,• 11ntrain1>d network l,e linearly 
iJ..,r,ra.,,!<l, or dcrri•:is1•<l in proportion to tlu• size of the subset :u1d tl1f' fixed "'"t, w}1c11 calr.u)l!.fing 
a rrq11ired error vclue for t1•rmi11atio11 of trai11ing 011 a particular subsrtt. In this way tht> n«?twork 
is ~ndua.lly rf'strir~e.! to fi11d solutious uf higl1rr arc:11ran·. 
Furthermore, it is possible that a 1wtwurk ran find a good ,-olutiun without rf'«Juirin,: training 
on lhe e,1tire fix<'d set, i.t!. a good suhset of examvles may r.xist within thf' fixed set. Therefore 
we adder! an outer training loop tu the training schedule w}1ir.h tr.rminates further training (and 
thui; su hset rnnstruct ion) when the surrl:'$S perrf'ntage on a represe11 tative test set read1t'.S a user-
specified value, thus indicating good gt'nrra.lizati, n and sim11lta11('()l1Sly prevf'nting overfitting of 
the data. Testing thf' network i1! fr.edforwanl mmle is usually a c1uirk opl'ration which will not 
advNselv affect the training ,ime, and which ha~ the aclvantag•• of dt>ll'cting when a good sel of 
training palterns ha.s b11e11 found by ter111i11ating trai11i11g at that point. 
(4) Updating of wdghts: \\'hf'II using th" ro11\·entional fixed Sf!t training, weights are usually 
updated 3.fter every single pattern, often r,~ferred to as "stochastic"' weight update, or after 
presentation of all training patterns in the fixrd st•t, known as updating after an "epoch" (also 
cnlled .. batch updating"). With the formn typ" of"' •ight up<lal(', the trained network rnay 
be sk1>wed towards the most recent paltl'rns in the l'poch. Eporh tipd,ning counteracts this 
problem, although it may havf! an averagin11; efT1>ct on the training (Znrada, l!.l!nj. Thus for each 
of the training strategie::. a.lrf'ady disru:ised an •'epoch update" variation was also investigated in 
which weights are only updatt>d after prrM•ntation cf the training subset. !'or instance, !ICET 
dMotes lncrtmental Tnc.rraM:d Comple.rity Epoch Trai11i,1g. 
In Figure 3.1 the hierarchy of training strati:-giPs are fhowu diagr.uumatically. ~ew strategies 
are to the right of thl' vertical dot tee! li11P. Tl1c eouve11tional lt•vel denot,.,s weight upclalt•s after 
e\'e1y single pattl'rn, ,rw cpuch lev(') refN::. to II pd ate aflN a subst>t. whil" I he incrmnenta.l ll'\·1•1 
denotes the incrt'menta.l con st rurtion uf su h:s,.ts. 
:J8 
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3.2 Increased Complexity Training 
Tl1c idNi. of lnrnllsffl Cm1111l1•.nty Tmi11111y is .,imply that it shnuld "" q11kkPT lo J,,aru thr N1S)' 
part of a prohll'•ll fir.;t, ;.11«1 1 h,.11 gradually i11cr1•,1.•" t lw r"11q1l11 \'.ity of tlll' prohlvrn to bl' lf':1rn('d 
hy givin)!, "11tor•• tlillirnlt" t1,1ining p,1lll'fllS i11 addition tu tho,.,· that tlar nl'twork ha·.e ;iln•:,,ly 
l1•;m1ed. That m"aus that thr Ii xi•d t rni11i11g set hr split i 11111 :-11 lisf't:. of "in( u•asing rumpll'.xity .. , 
and having ]f',trll•!d the initial .-.11h~1•1. th1• llf'Xl 111on• romp' 'C suhwt i~ addPd tn ti,., first for 
l'lt1h;;1•(p1P,1t training. This prurt'"~ i~ rept>at .. cI until th1• whole training . ,•t is lt>arrwd. So rathrr 
than i;,•Jp1•ti11g, pattPrns randomly, patt,•rns arc :.elt•rt,•d ''i111elli~••11tly" l,y (Parning easier tasks 
first. This is rf!111i11isr1•11t of hum:111 Ira ming for instr.nrr.. first J,•a111 to, 1111111 111 !.lllall 1111111bns. 
heforf' procf'f)di11~ to l:irgN numb rs. 
In tl1is ~1•rt.io11 Wf' de111onstrnt!' 1•x111•ri1111•11t.1lly tliat trai1,it11Z, 011 inrri>asiugly more complex n>111• 
hi11cd subsets reduces clrastically thr 111 rihrr of wc-ight updates to rc-ach a giv1•11 Root Mean 
Square (RMS) error criterion, sugge:,ting that ea.sif'r subtasks should be learnf'd first and thf' 
co111ple'<ity of the task to be lt•arned gradually incrcascJ. Training in this way much reduces 
the m,,n!lcr of attractor hasius (possihle sol11lio11!1) thus if'acliug to faster convergencP, Conver-
gence time is rrlatetl to the romplexity of the problem, ther1•for1> lt•arning easier suhprohlt>ms 
first con.,trains the solution hy eliminating many possibilities, causing faster convergenn•. For 
ICT and CST, we investigat1~ ,-ad,rns srht>1l111Ps of HMS error vah1l's to SPrve as termination 
criteria. for each suhsequ.-nt suhsrt. \\'P co111parn these two training stratf'gies with FST for six 
diffr.rent ASRNNs and a ff'edforwar<l nr.twork using three applications. For ASRNNs we 1listin-
guish between single paltf'rns, prnsente<l at car.h time step, and ll'mporal patterns ro11sisting of 
an entire sequencl' of single patterus which has to hP learned. For all w111parisons the initial 
cni,clitions and parametrrs were identiral for each network, i.e. llw :.ame initial w,•ights and thn 
saml' learning and momf'ntnm rates arr used. In sections :L'l.l t,, :J.2.G cliffer1•11t ASRN'Ns are 
evaluated with the Counting application and tJi,-.11 wntpan•d i11 sl"ctinn :J.2.i for f'Mh training 
1-tratcgy. 
3.2.1 Elman ASRNN COUNTING 
Fur thl' nrnnti11g al)plicat ion [llm•kstra, I !1!12] an AS RN N scq111!ntially )f!arns to rm111t puls"s 
from zero to 15. The ahsenre of a pubt> i~ repri>sPnted hy a zno, a111l r♦-sets tl1e rn1111tl'r. Th" 
network receives one input at a time, ;u1<l outputs the hi11ary rt1presm1tatio11 of tho 111111tt>r, i.e. 
four bits. The counting task and Elman ASHN N, with one input unit, ei~ht hidden and eight 
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contc.xt units, and four output units. an, illustratPd in Figurl" :t.2. 
Output 
0 0 0 0 
!liftor:,, Rncadi"• 
f.,r O · IS 
Hidden --________ _. ________ ..,,.,.,,,, ............. 
0 0 0 0 0 0 0 0 ',~ 
' 




I : 2 : , I : 2 
tim, 
Fif{me :i.2: El111a11 ASllNN for the ( '01111ting applirati•>n 
fi;i ICT f,•1, tra.ininl( l"ts, numlwred 011" lo four of i11rrl'a~i11g complexity. WPre genNatl'd as 
foll(l'.111,, The firnt set r<intains two Sf'quentia.l patterns ll'arning to rount frnm O to I. i.e. four 
single pal terns, which req1ircs only the firlit output unit to ,·ary; tht> remaiuing three output a 
0. The nc•xt training SPl i11dudes the first in ra11ilo111 order and contains sequentin.l JH\tterns to 
count fro 11 0 to 3, i.e. vary both the first and scco11d output •1nits, and so on for the ne..xt two 
training tels as illustrated in Fig11rn :3.2. Tlw fixt>d lif'l ,onr.tius all 16 temporal patterns (i.e. 
t:l7 sing),: patterns) in random ordt>r. Four rnndo111 comhined i;uhwtli containing 2, t, 8 and 16 
temporal patterns earh were g1111erntl'cl for ex11ni111e11tation using C.<,"/'. 
For our initial experimPnts, tr:u1.i11~ was rontinu<'d for Ni.ch 1,ubsct until either a 100% suc.-crss 
ratio on the training set was r(•arltl'd, or the training pcrfortii.! lll't> did not improve. Weights were 
upd;\t<'d after every input and thP optinllll IP-aruing and mo11w11tum rate wa., detem1i11e<I on tbe 
fixed tr.:.ining set and then used for all P-xperiments. ,\lthou~h ICT arhie"Jed a 2!i% impr<Wf'ment 
c-ompamd lo FST, it appears from 'l'nblc B.1 (whir.It rontains a s111t1111ary of simulation rPsult5 
- :.N' A1:penclix 8) that there is a dtereasf! in the 1111111her of 1•porl1s for JCT from thP first to 
tlw seccnd more rnmpll'.X suhsPt. This i11dirat11:. that the ltl'twork is ••rroneously trying to adapt 
the wei~:hts to forcP the high<'r•ordn 3 tligit~ of c.11tp11t to ZPTO - a. result hat would have lo l11• 
"unleartPd" when more romplc'x training seti; arf'! us,•cl. 'l'lw a11swN is th.-refur1! to terminate 
training earlier by requiring a lower :.un:P-ss ratio on the trai11i11g s<:t, and gratlually increase this 
termination criterion. Thu11 the expcri111P11t wa.s rept•atcd and training wa.s terminated whern a 
sufrrs!! ratio of gr<.'atr.r than or equal to 70%, 8.5%, ~5% anJ 100% for thf' respf'ctive !luh~rts 
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wrr,'. uhlaint?d (thl' rl"snhs ar1• giveu in TahlP B.:l). In this r,l.,e ICT ,mproved training tinir hy 
W% (3.1 eporhs vs. 7 I) romparc•J to traiuinK on a fixP<J sf'll. and hy :M% (:15 epurl1s \'6 5:1) 
ovn its previous val11P wlwn an i1wn •w 11tal .<IH'N'.,s mtfo ( i.,,·) is usPcl . For CST ro111parison 
\dth its pr1•vious fl!Slllt (not 11:..ing i.-,·) s hnws a :lfio/o :1111•ro\·111111•11t, lint again the total 11u111hPr 
of Pporl1s n•1111ir.,d i:,, 111111'!1 11111r•· t h:i11 that 11~i11ii; I< 'T. SPP I< ltlf'te ,r;,. Lu.t:k. lfl!'l:l! fur a 111or1• 
detailed <lbcus~iu11 011 th••s<• c.xpcri111,•11ts. 
\\'l• tl11•n p11rsurll a 1110r1• •·lfe,·tiw• way of the d,•terr11i11i11g the t1•r111i11tlli11n aitPrion for !!ad1 
suhs<>quenl subsPl by i11vPstig,lting \ 'iHiou11 srlwdules of Root ~!Pall Squ:ue '.!trur vahws fur ICT 
aud CST. Sinn! the sizP of the trai11i11g sets vary, tlw numher of l'pud1s would be an unfair 1111.'il• 
StHP for convergence time. The trai11ing progress was tltn,-.forP 11wa.~11recl in tNms of nutnht•r 
of weight updates (i.e. single patt1•rn prc.,entatious) requirl•cl to read1 thr tequin•d R~1S ter-
mination value. The opti111u111 HMS ln111i11ation vahu•s ohtain,•d for JCT and CST respertively 
ani 0.55 - 0.45 - 0.35 - 0.15 a.nd 0.fii> - 0./i.5 - 0.45 - 0.15, Wbl'TI' a dash :;i>parates thl' R~tS 
termination values of each suhserucnt training sul,set. Tlwsr. HMS \.'alllPS were obtained •mt of 
rornhina.tions tried from 0.·10 to J.70 for the first subsl't. 0.35 to 0.60 for tl1I' scrond, anrl 0.25 
to 0.4.5 for thP third. In every srhedull' the HMS tPrmination triteriou for a part1rular 1,11hsct 
influencc!i the convNgflnce of subseqm•ut training suhsctli. 
For earh training stratf'gy, tr,n simulations WPre p1•rfor111e,l with th" sn111e initial conditions, 
except for differ,•nt initial :.els of WPights, Th11 rweragc and ~tandard deviatio11 (S11I. l>.) of the 
number of updates, as well as thP avrrngP and standard deviation of the sum of tl,e Eudidt>:u1 
distanre of all the wl'ight. chiu111:cs (inJica.tPd hy }: D,1) were dc•ler111i11etl . The summary of the 
simulation res11lts appears in TahlP a. I. 
Training Averag11 Std D. Av,.rage Std. D Rest # % improve111,.11t. 
Strat<'gies # updates # uptlatto,s Z:E,1 I: ni updates compare to FST 
JCT 17620 tifl78 56R 37 I !(4 05 !J4fi!i 44.:1% 
CST 18260 121 I ti tit1:1 5:J 590 15 7878 42.2% 
FST :ll60ti :101fi2 H-15 fj)! i34 17 !H94 -
Table 3, 1: A comparison o:the a,·nagc 1'111mt111y1,i11111latio11 results for the Elman ASH~N 
From Ta hie a. I it is Pvident that ICT ar11l CST oulpe:-forms FST 011 avnage by respcr.tivcly 
-M.3% and 42.2%, with JCT b<'ing the most rnnsistent hy having the luwl'St standard deviation. 
The worst case n·~ ults for FST. CST and ICT w1•rf' respPr.tiv1•ly 90968, r,:1174, aud :lfi487. 
c•xpla.ining the large standard dP\'iation for FST. ICT also arhieverl the lnwl'st tntal s11m of 
Stellenbosch University https://scholar.sun.ac.za
E11rlid1•an \'-'f•ight changes and th1• l,1w1•st 1111ml..-•r of updates on an•ragP. '!"hf' grapl1 in Figure 3.3 
highlights tl,f' resnlt:; ofa parlirular simulat ion for thr l'o11J1ti11g, whNf' !CT imprOVf'S tlal' numbPr 
of npdatl'S hy 1:1% comparPd to ( 'ST. a11d by , % for tlaf' FST. The jumps on the error curves in 
Figure :J.:! roughly rorrPspo11d to tlaP inrrr11w11l:d 111o<lilkatio11 of the tr;uning subsets, i.t>. the 
additior, of new tim1pornl patterns. 
·~ .-----.----- .--------.-- --~ 
• .__ ____ ,__ ___ __..__ ___ ___. ____ ._J 
• .... ..... .. ... -Nw•••••• .... ••• e.,COVN1NG It.•••) 
Fignre 3.:!: ThP pnfor111:u1r" of the Elman ASHNN for Counting 
3.2.2 Temporal Autoassociation ASRNN : COUNTING 
The second ASRNN for which the training strategies was evaluated, is tbP 1emporal Autoas-
sociation ASR NN [Ghahramani & Allen, 1991) (presf'nted in section 2.1 ), which is Jesigned to 
reproduce the current input :incl rontext units as additional f"IUtputs. 1 ht> sarne ,counting ex-
periment was repeated fur tlae T,\ ASRN X with idP11tical training sets and parametrrs usNI 
for the Elman ASRNN. The TA network rousi ted ,if one input unit, eight hidden and cight 
context units, and 13 output units (-4 for rt~prescnting the binary sum of inputs and tht> rest for 
reproducing the inverse mapping). 
The optimum RMS termination valurs obtained for l(;T and <;ST were respe<"'tively, 0.50-0.40-
0.:J0-0.15 and 0.6,j-0.55-0.4.'i-0. l!i. The RMS criterion for l'ach sulisPl for ICT was more strict 
in every case compared to those for the rnrrespo11di11g CST subsets. This is attrihutccl to the 
more complex earlier suhscts of CST wll!'rt• sets are not i11rrt>:L.Si11g in rompl"xity, hut ranclom. 
For each training strategy, tC'll si111ulatio11s w,~r1• pNfornwd with thf! samf! initial conditions, 
except for different initial sets of wl'ights. Again the avna,;f' and i,ta111lard <leviatbn of the 
number of updates, as well as the a\'erage and standard deviation of the sum of the Euclidean 
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distance of all the W<'ight d1an11,cs w .. r,i cfolt-rr11i111•d. 
Training A,rrag1• Std . n. ,\ ,·1•ra1<•' Std D. llcsl # % improverm•nt 
Strategies # updiltCS # up,hl,'$ Lf-'A r:r. .. up,:atr::- co111part• to FST 
ICT i7il5 1.!·11 :1 rn 1>~ fi2 ,:l:.? r,nlG •lfi .9% 
CST 1.! I :I I :i:r.12 [1 I I ,tf> 108 L~ jjfi6 Ii 21J. 
FST l-t6•lf1 lli 1r,:1 1 4:lti .Sl 12:1.Pi 5£06 -
Table :J.'2: A comparison of the avnag1• cmmli11g simulation n·~nlts for the Tf>mJ>oral ,\utoas o, 
ci;ition ASRNN 
The simulation r<'sults (inc.liratC'd in 'l'ahl1• :t2) l>hnw au irnprrssive pcrformancf' for ICT. Al• 
I hough CST in.1,rovPd performa11rn hy 17 .27' rnmp:ired tu FST. its total sum of Euclidran wright. 
changes arP. higher than FST. This i~ attrihut<'<l to the increm•mtal ac.ldition of llf'W temporal 
pattens which roughly rorrnspon<ls with the largf' jumps on thr RMS Nror curve ii1ustrated in 
Figure 3.4. The graph in this figure a.bo highlights thP results of a particular simulation, where 
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Figure :t4: The 1wrfon11a11rc of TA for Counting 
Ju spite of the largN network for TA as well a.~ ! he additional task of lt>arniug an iii. 'J t'!;C mapping 
of thP current input and context 1111its, JCT improved performan('f' by 56% (i778 versus 17620) 
c<Jmpared to ICT for the Elman ASRNN. WP elaborate 011 this in S<'ction :J.1.7, where WP. <:om pare 
morP thoroughly the performanr•!S of the different ASRNNs for ruuntin~. 
-t3 
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3.2.3 Jordan ASRNN COUNTING 
ICT, CST and FST w1>re also i>\-:tl11at.-1I for the Jordan ASR:'-:N I.Jordan, I!JSfi] (prese11tl'd in 
~eC'.tion 2.1) with iclr'tltic-al trainin~ ~•'ls and parametPrs 11s.,d for thP r01111ting ta.~k as in the 
Elman and TA ASRNNs. Th,• .Jordan 1.ctw,,rk rn11:-.i~tf'd of 01tf' input unit, eight hi<lclPn unilli, 
four output units, and arrordi1,ii;ly four stat ◄• units. 
Th" RMS termination l ◄ ,r th(' final suh,-tt \,',t:. again 0. t.1, with th,, optimum RMS tt•ru1i11ation 
values obtained for the first tltr:·e snhsets ,if JCT aud CST rP!lpcdi\'ely, 0.70 - 0.G.'i - 0.60 a11d 
0.70 -- 0.60 - 0.50. I'he Jl1JS rrit1•ria. for JCT and CST "'l'r" !PSS strict rnmpam.l to those 
for the Elman and TA ASRNNs, indirating that the Jordan ASRNN found the counting ta...k 
more diffirult to lf'arn. Tht' graph in FigurP. B. I illustrat£'$ the re,,ults of a simulation where 
JCT improved performanre by 21.:lo/. (3/'>675 versus 45:H7) compart•d to FST 11.nd 12.4% (35675 
versus •10720) to C~T. The learning rnn'(' for Pach strategy Pmphasizes tltP network's diffirulty 
with the task, where thl'y :uitially sta.rt smoothly before lowering the R~fS value in a fairly 
"chaotic" manner. The c\\'eragP sim11la.tio11 r, .. ,uJts is summarized in Table 3.3. 
Training Averl\ge Std. D. Avera,: .. Std. D. Best# CJ{ irnpro,·, ment 
Strategies # uprlatezi # updates zr:,. LE,. updat~ compared to FST 
ICT 72391 :1sss:i 2618.98 1411.10 34162 20.7% 
CST i9858 359i5 2818 54 1141.37 2~596 12.5% 
FST 01283 38568 2:JGf,.41 918 .34 -1534, -
Table 3.3: A comparison of the ;t\'Nagt> ru1111t111g simulation results for the Jordan ASRNN 
The much larger average number of updates obt.un1i<l for the Jordan ASRNN compared lo the 
Elman and TA ASRNN is atlributt><l to the former having only fm;r stat" units as opposed 
to the eight c.o!ltext units of the latter (implying a l(>ss powerful lll"IJIO·_,) as well as having 
only an output history at its disposal. JCT showed that although • ! Jordan ASRNN is not 
suited to perform well for Counting (this application in\'Ol\'P.S lwuni11g i1 .., ,t sequi?nres and not 




3.2.4 Output-to-Hidden Hidden-to-Hidden ASRNN COUNTING 
The training stratl'giei; wer" also 1?valua.l(•d with the Output -to-llidti<>n Hidd<>11-to-llidden AS-
H!'{N (one of the new ASR!',;Ns prupo~l'll in sf'r. tion 2.2), whirli is desij!;Ll'd to inr.orporat P. Loth 
intl'rnal TP.prciwntation and out put liistory d'- i11p11t to th" uetwork. The> rnunting expc•ri1111•11t 
was t<·pl'ated fur this ASRN1"' with id<>ntica.l tra.i11ing Sl'lS and paramPtrri; Ueed for th,· previous 
111•tworks. The ASRNN consistf',l of our. input unit, Pi~ht hiddr>n a11d ei~ht contPXl units, and 
four outpnt nnd four :.tall' units, ,\·ith tl11• ,1rnll•Xl a11d statr 11ttits opPratini 011 the sa,11,• (f'\' t~ 
as the input. 
Tlw opli111um RMS ter111i11ation val111?s ohta.ined for IGT and CST were respN·tiwly, 0.50 -
OA.5 - 0.40- 0.15 and 0.6/'i - 0.55 - 0..t ,5 - 0.1 ,5. Again tht• RMS c:riterion for l'afh suhsct for 
ICT was more strict in evt>ry case compared to those for the corresponding CST subsets. The 
summary of the av('rage simulation n•sults apµ1>ar:. in 'I'nble :t-1. 
Training Avt>rage Std . D. Awrage Sld . 0 . Hei.t# % improve111e11l 
Strategics # update-.,, # 11pdatr.s LE.~ LEA updates compared to fST 
JCT 5593 1190 244.55 08.14 4012 12.9% 
CST 6069 199.! 262.68 I Bi.OS 442i 5.5% 
FST 6425 1541 271.33 66.88 4110 . --
Table 3.4: A comparisou vf i. hc avt>rage rnunting simulation re:sults for th~ Output-to-Hiddeu 
Bidden to-Hidden f.SRNN 
ICT needed the lowest total sum uf E11clidl'a11 wr.•~hl rhangt•s to ad1!eve tl1e lowes·. number of 
updates on average. It also attained the hest number of up<latl's for a parLirular simulation 
(4012), although the other strategic:, also faired well in thir. respect. The graph in Figure 3.5 
highlights the results of a particular simulation. where ICT improves the number of uµdates 
by 51.2% (4012 versus 8'l20) companid to FST, and by 25.1% (•W12 versus 5360) to the CST. 
Note the three dear jumps 011 the error curve of ICT, whir~ rnrrnspond to the thr.-e subsets 
of inrreasing complexity being introduced to th,• network. Thi' vny good Eimulation results 
obtained with n.11 th(' trru11i11g stratPgiPs show that thr. Output-to-lliJden llid<lrn-to-Hidden 
network is indeed a VP.ry promising ASkNN. This perfor111ancr. is attributed tc thP netw-:>rk's 
ability to <lE>a.l effl'ctivcly with input sequenc.e1- by having a rontext la.yn on the input le•1fll 
(similar to the Elman ASRNN). 
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Fig1m~ :I.fl: ThP prrforma11rn of th<• Output- to-Hidden lfiddPn-to-llidden ASR~X for Counting 
3.2.5 Output-to-Output Hidden-to-Hidden ASRNN : COUNTING 
Another newly proposed ASllNN, the Outvut-lo Output Hidden-to•lli<l<len ASRNN (section 
2.2), designed to inrorporate internal renresentatio11 hi~tnry 11t tlie input lc·:c! :ind output hi .. -
tory at the hidden levf'l, was alrn employed to 1•\-.JuatP th,. training strategies. The counting 
r.xperiment was repPate<l for this ASH:-;'~ with i•IPntir.al trainin11; sets and parameters 11 eel for 
the previous networks. The ,\SRN ~ ro11siste<l of onP input unit, eight hi<ldrn units, eight con-
text unit,; at the input level. four outrrnt units, and four state units operating at the hidden 
level. 
From M ASRNN point of view, it wa.~ also intcrr ting to determine what the effcc:t of insertinp; 
output history at the l1i<l<le11 level would ha,e 011 the uclw<>rk performance for t•ach training 
strategy. From the simulation result.:; it were evident that tht! network found tl11! couutin~ task 
very difficult lo learn and seldom reacl1Pd thl' d,!Sirt.>d }{~fS value for 0. l.'i. After using ;. RMS 
termination value of 0.:15 for the fin,11 suh~rt, \H' have obtainetl optim11m HMS termination 
v-ci.lues of 0 .. 55 - 0.50 - 0.-15 and 0. ,0 - 0.60 - 0.4/i for the first thre" su hsets of ICT and CST 
respt>ctively. Again the RMS criteria for ICT were more strict than those for CST. The average 
simulation result!. are summarized in Tabll' 3.5. 
It follows from Tahlt> 3.5 that ICT and CST outperforms FST on average. where ICT ad,ieved 
thP best number of updates (8077) for a partir.u)ar simulation The graph in Figure B.2 highlig}1ts 
the results of a simulation, where )(''I' i111pruw~ the 11u111her of updates by :35.io/c compared to 
FST, and by 19.5% to the CST. The n•latively bad pnformanre of this network compa.rc>d to 
the other ASRNNs is attributed to the former having sta.e units operating at the hiddPn level, 
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'I rarninll, ,\,,•rag•• Srd () ,\ verage ~td I) Best# '7i irnpro,crnt.!Hl 
.-c, ratcg;i~ # 11pd11h".li # updates LE,1 L E,1 up,htes c,m1p.1n•d to FST 
IGT 2703,t 1:u:w !j~l(j :?1 ,1;;:1 {ii .'.10ii 21l 1% 
c .. ..,~r 29812 123~2 12:1:,.-li -1:l:I «1'2 11:1-10 l~.5% 
FST :m,;u ·10125 I f1fi(l.1U I :;;i 1.-Hl 116,1:i . 
Tai,),. :l.5: ,\ comparison of tht> a\'era,:!;P rou11ti,1g imulation rP.Suhs for thr Output-to-Out put 
Jli,lrJ,,11-to-lliddf'11 ASHNX 
whid, rorr11p1 the intnnal rf'prt>s1•11tatio11 heinl!; fed forward tu the outputs, i.inre the output 
history is not usclul in remrmherin~ tl11• previous t,•mporal i11pul of counting. w~ ronjectur(' 
that all ASRN Xs with this type of ron11.-rtio11 would fair poorly fur tasks havin,r; a tf'mporal 
input such a.s counting. 
3.2.6 Outpvt-to-Output ASRNN COUNTING 
The training strategif'_-; were abo f'Valuatfld with th" 011tp11t-to-011tput ASRNN (serti<ln 2.2), 
which is designed to incorporate ouly output history at the hiddPJ1 lrvel. \\'e also tPst our 
conjecture that ASRNNs with output-to-output connections would fair badly for ta..sks lia\·ing 
temporal input as opposed to temporal output. The counting experiment was repeatrd for 
this ASRNN with identir.'\l trainin~ sets and parameters used for tl11• previou& networks. The 
ASRNN ronsistf'd of one input unit, eight hid<lf'n units, four output units. and four btalr units 
opr.rntin~ at thP hi<ld"n !Pvcl. 
Tl1e i; mulation re~nlts in Figure :J fi :.howed tliat this ASR.N ~ was unable to J,.,arn the counting 
task. thereby confirming our rnnj£'cture that the ASRr-;X would perform poorly. Frorn thP fiJ,?;ure 
it is interesting to note that with IC'l' au<l CST, the ASRNN it•itialJy tri"d to learn the earlier 
suhsels. For example, for ICT, t1te R~fS \-alue was d1>rrea.~ed for the first s11hset from 0.89 to 
0..17, for the second subset from 0.71 to 0.49, for the thin! from 0.79 to 0.47, and the fourth Crom 
0.82 to 0. 71. Although output-to-output connections did not pro\'e to be usi>ful for tasks with 
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Ho1•lll•1 .. ...... , •• .., COUN'lPIG 100 tll.NN~ 
Figure 3.6: The performanr.- of the 011tput-to-011tput ASHX:-; for Counting 
3.2. 7 Comparison of different ASRNNs for COUNTING 
In this section we compare the performanre of rliffereut ASRN~s for the rounting task. The 
training strategies are rompared in terms of the number of weight updatPs ti,e. single pattern 
presentations). However. this measure would be an unfair measure to rompare different AS-
RNNs, since the number of weights per network varies. For a •uore fair rnmparison we have lo 
multiply the averaJ?;e number of update~ by the 1111mber of weights in each network to obtain the 
total numbr.r of weights updatPd. 'i'hi~ n11•a.~ure is related to the ac:tual ronver,:enre time and 
tlie number of computations performed hy each network. For each r,P,\\ork thP optimal nrtwork 
1;ize was experimentally detnmined. Therefore the total number of weights up-'ated represent 
the best performanre for earh particular network. Sinre tlie des:.r1>d RMS termination valul' 
for the final subset of the Output-to-Output Hidden-to-Hidden ASHNN wao not the !;ame as 
the one used for the other ASRNNs and the 1,imulations for the Output-to-Output ASRNN did 
riot converge, we only wmpare the Elman, Temporal ,\utoassoriation. Jordan, and Output-\.o-
Hidden Hidden-to-Hidden ASR~~s 'or l'ar.h training stratrr,y, The c11mpariscm results appear 
i11 Table 3.6. 
It follnws from Table 3.G that thP Outp•1t-to-Hiddcn llid1l1 n-to-Hid<len (0-H ll-H) ASRNN 
outperforms the Jordan, Elman, and TA ASRNNs for FST hy respectively 86.irt 73.4%. and 
66.1 %. The rnspective p<'rrentages for 0-lf H-H's JCT are 85.4%, 58.5%. and 44.-1%, and for CST 
are 85.6%, 56.5% and 61.3%. Compared to the Jordan A.:iRNN. the 0-11 If.ff ASRN.S improved 
the number of weights updated for all three training :.trat~gie.s consistently by more than 8.5%. 
Although the TA ASRNN improved the performance of FST and JCT when cvmpared to the 
Stellenbosch University https://scholar.sun.ac.za
~ 
ASH~Ns N ""'"" or l ,-,-,. ('ST !CT 
111•twork # \,,.ight ... , 'i, i111pro,·r # wt•1ghts 7o 111\pru,·c # w·eights % impro\·e 
weights 11pd.'\~1•,i {Jnrdn11) updat~,l (Jordan) urdllted (J or<l1ua) ---- --
0-11 11-H I :lfi 87:1800 '1.i,7% 25384 'T, 6% i60648 
T,\ i itl 2rJ i;r.20 nu.,% 21:15056 li2.9<if 136802 
1:1r111m 10·1 .12~;0211 liU 05i ld)!IO IQ Gi .O'ti 18:1~!4 'O 
Jord1m -') I~ G.',7:t:lil1 5il!li76 5212152 
1alili• 3 6: A 10111pariso11 of tlit> iliffer,•111 ASH;\~:, for rounting 
l~lma11 ASHNN, tlw opposi',f' i~ tnl(' for CST. From this rn1111tinl r,..sttlts WC' as~••rt that the newly 
proposf'll Output-to-llidcll'n lli1hl1•n-to-llidclt>n ASRNN indw.d ,listi11g11islwcl it61•lf as the b<'.sl 
ASH.NN. <::inre lllll 0-11 H-IJ .\SHNN iurorporates thl' history oi thf' internal representations 
ns wdl as lhf' output. rausing this !lf'twork to lie able to IParn temporal input and/or output 
seq11r11ri-s, we rnnJrct urr t 11at this gl'ncrnl-purpn&t' ASH N N would ht' able to learn m,.>sl lt'thporal 
tasks of tl1is kind vPry ctlil'i<'11tly. 
Ira ser-''.011 :.;,2.8 to :1.:UU lltf• most wid.,Jy 11:-Ptl ASRNN,, Uman, .lorJan. and TA ASR~Ns 
.Hf' t!valuatcd with th,. mMc ,·or11pliratl'<l Addition pplicn1io11 (input and output Pqucnccs) for 
car.h training strategy. 
3,2.8 Elmnu ASRNN ADDITION 
0· ilplll linlll -----.n,, ~•"7 ant ,Mt, ruvl, 
0 0 0 0 00 
,,,-----...... , 
, ' 
lfi.U.■ ... ,u . ' 









lll, HI,._ 4••• 0000000000000000 ,,,i. • .,ij ... Coatru wait.a 
figure a.7: U11rn11 ASH N N tor t hl' .\«lditio11 applin,tion 
Stellenbosch University https://scholar.sun.ac.za
for tht- addition PXpPrimP11t ICotttdl k 'f'sung, l!l!JJ) t]1e aim is to !flam to Sf 111e11tiall_v .l\dd 
two hasP four numlwrs. Ear.h base four 1111wh1•r is gi\"1'1t a IY..:,-digit t.inary r1'1lrnsentatio11. Thf' 
Elm au ASH N N. illusl ralr>,I in Fi!!1m• :i. 7. is rnnfinC'cl to n11•• rnl11m11 of digits at a timi.'. It has 
fiv" i11p11t:;. four r1!ptPi,e11ting thl' one rol11mn of digits ancl one indicating tht> eno of the inp11t, 
lfi hiddrn aud lfl rontr.xt 1111ils. an<! ,ix 011tp11t units rPpres1·nti11g th" snm (two units) ,lf thr 
orw rol1111111 of digit:; a11tl tlw four possihlr r,cti111tli (fuur u11itr.). ,\ction:,, ,Ht' to writ1• th<> s11111, 
\, tt'lllf'J11ber or 1111tput th.- rarry, shift LO thP nexL 1·0!1111111 of Jigits. and indkat, .. if done. The 
additiou Lask is \'Pf) compl,·x. l11•rl.lus1• 110L unly •nust it ),-.arn a seq11.,11c"' of inputs, l;,111 for earh 
input a cliffn<•nt St>qU£111r(• of outpuli; is rP11uir11cl. S1>e Fig11r•' B.:l for thi! pro,;ram ,o,:" and an 


















Figure a.8: 'fhl• pt•rformnuc:r uf the Elman J\SH~N for Addition 
For one-, two- and thrf!C-column addition there are •l09G different tt!lltpnral patterns. The 
training set for FS'I' rnnsisted of 8% of this set, constituting :no ll'mporal patltirns, whNeas the 
inclependeut te$t set ronsislr.cl of the othn 92% of the total i;l'l. For ICT three trainin~ s11ln1cts 
uf inr.rt>a.sing complexity werP. generatr,l, rnrrrspor111i11g t,) I%. 4% noel 8% oft he total training 
set, and l'arh st•l 1·u11tai11i11g patlt!rns for adding, rPSJwrtivl'i\", 1111,• rnl1111111 of figurffll, two and 
thr,-c col11111ns. F11r CST thr thtf't' s1tlrs11ts co11tai11,-,d tl1 .. s:11111' 111111il11•r of tc•mporal paltl'rns as 
Pach ICT subset, but r,111do111ly rl1os,.11. Again all m•twork initial rnmliti,111s for e:1d1 experinwnt 
were iJc•ntic:ll. For ro111paris1111 purposl'S. tl11• final s11ho;Ni; of ll "l' and CST wcr{• tltc 1m1111• onf' 
11s«>d fur FST. 
The following two tt>rminatio11 r.-it,ria -....cm usctl: A HMS ..rror ,-a.Ju'! of~ U.15 for lht! li•1al 
sul,s1•t, and a surrt>ss pern•nta~•• on d11~ i1,dcp1•111!P.11l t.-st ~•.>I of 2:: !l7%. Thi• optimutu RMS 
termination valuPs obtai111•tl fnr H'T nut! CST -...·"rr' both 0.1,~1 - 0..lf> - 0.1~. '!'en ~i111ulatio11s 
.'i(J 
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w1•re performed for earh traininJ?, stratPII,)' \\ilh the s.1111e irdti,d roi,Ji~iC'rrs. rxrPpt for different 
iuitial weights. For a particular sim11lati1111. illustrated i11 Fi~iu,,· ~.:-i. IC"I ,mprov,.,1 thl' numbt>r 
of updatP.s hy 46\X rc,111par1!tl tu ~ST and hy ~~{ co111parf'd to CST. ,-1'r:tini•,g ,\\'t'ra 
::trat1•1!1~ # IIJII 
-
ge ~tel I) •• vpr:,gr St,I l) n,~, # <ii- 1rnprovemrnl 
!arcs # u1,d,11t"1; E 1-:,4 Et:,,. 11p1l1,1,-,; compart>d to 'FST 
!<"'T 3G :sr 11:1 ~ J:!:!4 If> 2r.:1 'Iii 1:!i35 21 l'J'r 
('ST 3flli· :.!:. p-\ q I!!• i . I 2i0 jj :!:,7.!G 13 !}~ 
FST -10-., C) I '. I l:i 10 (12 :leO ii5 :.mom; . - . - -
Tahle 3.7: A comparison of thr avc•ragl' wl,:itwn simulatic,n re~•Jlts for thP Eh,,arr ASRNN 
Frum Table :S.7 it is apparent that l<'T 011tpl'rfor111s F~T :i11J C'ST 1111 a\'f'rag" by re1-pe·1hdy 
21.1% and x.:J%. with ICT arrnrdiugly lu•ing tht• 111ost n,usistt•nt !•y h1h·:nl!i thr lowr.st ,tnrdarcl 
deviation (9:J8X updatf's). Tlw hf'st numh,•r uf updat,•s for rad, stratrgy is propurtionat,• to .ht> 
average number of updates ohtai1•1•tl for l'ach l•IIP of th<·lll, ·,i:itli !CT achir\'ing the hei;t res!!lt of 
22i:l,5 updates. Hoth !CT and CST ri•duce tht• laq;•' 1111111b,•r r:f o:fff'r,•nt attrartor lrn.sina lim• to 
multi1 ;e solution.,, thus !csscui1,g till' "w:u1,i.•ri11g ab:;ut" i11 ·It,• soluriuu lipnrf' •liscusaed by Kolf'n 
& PtJUack ( 19!H ). Gonvcq_~e1:n· time i~ r"'lntPd 111 t.hP rompl,•.Alty •Jf tlu~ 1,rohlem !Judd, 1988], 
therefore le.ming easi..,, ,mbprohle:us fin;t ton-.traius t! r solut~on i;pa.c:e by diminating many 
possibilities, c ,using faster r.011verg••11rc. fhe Plin,i:1a ".:u of many possihilitie· also f(•dures 
unne<"essary weight changes. This ran he visualizf'd in Figure 3 fl wher,. th<' weigt,t 1:h::inJ;"'• (1f a 
particular weight during training (saml' simulatio11 a.~ in Figure 3.~) art' pl, turt'•I for FS'I', I<'T 
and CST. Note how quirkly IC'T's WPight rha11~es stahiliz .. ns op•,osf'1! to tltn~ of J'ST 211rl CST 
The Euclidean distance of weight rhangcs per update for ead1 strategy. ilh1str:11 .. d ~II 1-'i~ure £! \ 
further emphasize.s the rt'dur.tion in Wf'ight artivity for ICT and CST. 
3.2.9 Temporal Autoassociation ASRNN : ADDITION 
The training i.trategies were abo l'\'l\)uatt•d with the Temporal Aulol\$ oriation ASRNN for 
addition, The 1'/l network rnni;ist,•d nf five input 1111its, Iii hicltl,•n n11d Iii 1·011tPXl u11iti,, and 2i 
output units (six units reprcsPnting tll(' sum anti actions, and the ri•st for r••11ro1luri11g tl1e lnw•rsr 
mapping). The addition experiment was rPpratNI for this ASRNN with iclf'ntkal training srts 
and p;.rameter11 used for the I::lrnan ASRN N. The simulation results in Figur,• H.4 &howrd that 
the addiL:on e;tpt>rimenl for the TA ASRNN never rnnvcrged, 110 math.'r what training strau•1~Y 
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rigure :J.!J: Visualization of thf' wl'ight d1a11gcs of a particular y.,•ight during FST, ICT and CST 
training for Addition ( Elman ASRNN) 
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subs,•t. 1'111 l'.'\,llltplc, for IC r, t hi' Hits rnllll' was initially dt•c-r,•ased from U.01 to O.!'iS, lJl'fore it 
st:\hili11•d aro1111cl 0.8:",. Tt11• TA ,\SHN:-; is a11 u11:,11it~1lil" architr•rtun• fur thl' nddititJn prohlrm, 
sinn• it < onstro1ins tl11• s11l11tir111 ~p:HP to thnsf' solutio11s for whid1 a ldnd uf i11\'Cf.SP 111~1ppi11g 
Pxists. For ndditio11 111a11y 11if1,•n•11t 1111tt1b"r:, s11111 to ti,,• sa111•' 1,•.sult. thu~ hl'ing r1 many t,, 011.--. 
11i.q,pi11~. 
3.2.10 Jordnn ASRNN ADDITION 
]( ''I', <'ST and FST w1•r" :1l~o r\'altrnr,·d fur tl1" .J,ml.,11 ,\SHSN witl1 id,.11tkal training Pt6 and 
p:ua111P\Prs 11~1'<1 for !Ill' ad1liti,111 tn~k in till' l.1111:rn ;wd 'I',\ J\5!!NSs. Th" .Jordan 11Nwork 
rnusbtf'd of li\'f' i11p11t 1111i1s, IG hiddP11 ttuiti., si .x 011tput :i.11«1 :.ix stat£' 1111it:... Tl11• l{;\IS lPri11i-
11.itio11 for tlu• final suhset w,1s a11,:1i11 0. 1;,, with tit" 11pti11111111 H;\IS tnrni11ati1111 \0:il111?S uhtain,.,I 
for I he firi.t two su bsPts of ICT and CST r«!SJwrt ivdy, O.!ifi - 0.-15 a.11d 0.'15 - 0. 15. ThP averag,! 
simulation n!Sults are summarizNI iu Tab],. :J.S. 
Traininic; Averagf" Std . D. A \'Cfll,11;~ Std. D B,~t # % i1t1prow111rnt 
Strategies # updates # up,lates LE-4 LE,. updates co111p11re,I to FST 
lCT 12wnx :.!Hl:11 :H~I I I :1 •102.il fiif.91 ~.ti% 
CST 1:1r,:.!-n 17:.!•I :.!tHli r, 1 2:11 ./io I 1:1rir,:! ll.i% 
FST 1:36226 l!-ii71! .,-~, r, :.! I :Jli I .A I 1U:1;2s . 
Tahle 3.~: A co111parison of lh•• av••rag" mldili<m simulation Tesults for the .Jordau ASRNN 
It follow~ from Table :LS that !CT outperforn1s FST am! CST 011 avPragr by respectively 9.~I~ 
and 9.:l%, but also pr0\e1l to hi' !Pss ronsi~t,•111 hy having the higli('st standard deviation. Tl1•' 
rPason for the latter is pa1tly du,• tu IC''I''s lwst 111111tlu~r uf upclates IH'ing a rPlatj\•p low value 
of G7!i91. Again the .Jordan ASHNN, havi11g only six slat11 1111it:, as opposl'fl to W, ol,tainl1 d 
a. murh largt•r awrage 11umbn of updates n,11q1,1r .. J lu th,• El111a11 ASH!':N. llowt•vcr, lo put 
these results in a fair pnspective, we haw to apply the sa1111• ted111iq11e a,i, in bl!<'tion ;t2.7 (i.e. 
multiply thr. aVNl\gr. nurnbrr of 11pclatrs hy th,• 1111111hl'r of w.--.ighu in carh ut>twork to ohtai11 
thP total numbrr of wei1~hti; updatNl). We then obtain improw!lllf'lll!i for the Elman ASRNN of 
•tli..1%, 53.6%, and 5:l.2% for rr.sp,..rli\'dy F "f, CST, and JCT. wl11·11 wmparc<l to thr. Jordan 
ASH N N. This again i11dir:1t1!s the E\111:111 AS RN~•:, 1,u JH•riority m·,•r t !,,, Jo, t! .. 11 ,\ C:J? N N fw tasks 
havin~ ,,.111pural input M!q111•11rP~ hP graph in Fiturf' 11 . .'i illustrat,!S ti. • . •0111~ ,, i a i-1mulatio11 
where !CT imprO\"f'd prrforrnancP hy :1t1,tl% { 10:12:: I vers11. I li:Hi.i;1) c, rnprued to FST ,rncl '.l-t.8% 
(1032~1 versus 137:.?00) compared to CST. Tl1e exponential naturn oi ~he learning curve for each 
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:.tratPgy i>mphasizPs thP. IIPtwork's relntive quirk rna~tcring of tlw initi:d .. a:.i,•r snbsr:ts bf'f1 -~ 
1•x1writ>ttci11g 111urh <lilliculty witl1 thP l:,rger (in !('T's r.ast> also 111or" romple.x) suhsf'ts. 
To illustratf' that lr1rn•M;Pd ( \,mpl,,xity 'lhLinin~ is 11111 011ly .-•!l(•rtivP for ASH~~s. tit,, m•x. 
sPction 1iv:duatP~ \hi' tr;Lini11c, :..t rat,•gi"s f11r a ff'edforward Ill' 111'\'ll.urk. 





.. ·.:] D C . Cius 0 
[;:;] Cl11u J I • • 
. • • • • • . • • 
y I • • A • • • • . • • B c,,,,,,.,, Ct.11 • • • • • 
A J • • • • 
• • • 8 0 
C 0 D 
D 0 
Jt 
Figure :J.10: The ClustPr 0 .. 1 .. ction f'Xperiment: Drt1>cting two class<'s in four clu'-tcrs of i111,ut 
The t;aining strategil's are Pvaluated her" for ,\ foeMorward UP 111•twork using tl11• Cl11stn d1•• 
tPction expPriment, where tllf' a.im is to detl'rt two dasses in four clusters nf input, as illustrated 
in figure :uo. The fccdforward BP network consisted of t\\o inputs, rPflT<':..enting the x and y 
roonlina.t cs of a point in lh!! irqrnt spam, thrtit' hidd1•u !!nils, and two output unit-;, represl'nting 
a das~ of type ZNO or ont•. A total set of 1:mo point, wne gr>neratNl fro111 tlw four du ters in 
t hP input space. The training set for FST rn11si,a,,d uf 211% uf this ""'. roust it II ti11g ',WO irqrnt 
patterns (1301•altrrns from rarh da~s). wl1f'rN1,- tlt1• i11d!'Jw11dl'ut IC's t sl'l 1'011si:;lt•cl of the othf'r 
80% of the total set ( 1010 sing!!' pattPrus). for ICT tlirPt• trai11i11g i;u l,sl'ls of irH r"a_~ing com• 
plPxity WPre gl'neratC'd, corre:.po11di11g to d11stPrs A& H (9·l sing)" pntt,•rus), dusters AldJ!.:C 
( 1 i6 single patterns) and clustr.rs A,f..:./Ud'k D (2ti0 single patternN). For CST the thm• :;uhsNs 
rnuta.inetl 1.h~ ,;ame nurnher ~fsiuglt> p;lttt>rns a.~ rarh IGT subset, r,111 randu111ly cho:;en from th" 
four rluslNs. All network initial ro111liti1>11~ for P:u·h e.xperi11ll'11t \l.1•n• id,•ntirnl. Fur n1111pariso11 
purposr.s, the final s11hs1•ts of IC'I' ,ind ('~ I' ,1•r" t lw ·: 1111' 1111i' that WPre 11s11d for FS'I' . 
The following two lt•rinination rrit~ri:t wt•: •• 11 u:· ' H!-.1S error vahw '$ 0.'10 fur ll1e final subset, 
ti-1 
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Training Av,•rage Std. D .,\ v,·rag~ I Sld D. n,~t # % 1rnpro\erncnt 
Strat1•gi,•s # up<lalr.~ # up1h1t-s EB11 r:1~·,,. updntes ro111 r•ar,·d to FST 
IGT :\O 1 !l!l :l!)t5 ,n.s1 ,1; o~ '..!5:1 l ·1 •tti.6'1. 
CST :11:1u:i ,t:!Oli 7ll~ :!ti 1:rn 0-1 '..!ti7:H ~Ill '..!% 
FST f1f,f1f,O 10:130 I'..! 14 Ii/I :S~l() •HI 31:WO . 
Tahle :ui: A comparison of thl! avl'r:,g,· l'lustN l),,tl'ction :.i11111latiu11 rPsuh:- for 1hr r,,,,tJforwanl 
IIP 11Nwork 
and a 1rnrr .. ss percentag,, 1111 111dPpl'111lr11t t{'St S{'t of ~ !l0%. Sinn· <'porl1 updating si!<'ms to 
pnfor111 Vl'T)' wPII for fpp<fforwanl 1111twnrk:. in practirt•, we h;lvt• ali;o l'\~lluatl'd ICET, CSET, 
and FSET. \\'e notP th,lt PJJ11rh updating dor.s not pro\'£' to I,,, that ctfPl'liVP ft1r ,\SR~Ns in 
prnrtirc [Di,idNirh. IH!l.!J, P.Xplai11i11~ wli_v WI' did 11ot l'\~iluat,, thl'rn for ASHNNs. Th" opti11111111 
H ~tS terminal ion val11P..s uht ai11Pd for IC'l' ( abo ICET) and CST ( Riso CS ET) were respeniv,,ly 
U.fi5 - 0.-15 - 0.20 an.I 0.70 - 0.50 - O.:W. Tl11' i;i11111lation r•• ults of !CT, CST and FST art> 
i;urnmarized in Ta.bl•• :Ul . 
.. ----------~------~----






I • I •• \ i ... .. 
.. 
II l-__ _._ __ _,._ _ ___._ __ .._ __ .._ __ ~__, 
• HHI :HM •toN •-t•~ •••·•-• ._, ClU11lA.C 
Froio Table :I ,!) it is apparf'11t r hat JCT 1111tpPrf11rn1s !'ST and { 'ST un avt'rag,• n111I ;,lsu att:u11NI 
1 h" lw11t 1111111her of updates fnr a partir11lar i;i11111lnti1111 (2;,:JJ,1). Fur a particular sim11lati1111, 
ilh1stratPd ir, Figure :u I. ICT i111prnvcd th•• 111i111bn of updates 1,y li0.:J% (1!j:Jl4 VPrsus fi:J700) 
ro111parf'd to FST and hy 2s.,;;% (25:11 I \WtillS :Jfi55!'1) rn111par1•d to CST. :,iotl' tlic thr,lf' rlN,r 
jumps on the error run·e uf l(''I', whirli rorri•:.p1111J to tlir. 1l1rrf' suhr,,•ts c,f inr:rP:1.Sing n,111plt·.xity 
hl'i11g iutrod 1n•d lu th1• 111'1" ,,rk. 
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Trai11i11g ,\vnage .St,I. l) Average Std . 11 fl•~l # 9( impro\'l'lllo"lll 
Strategies # p:1t•n11~ # p;,ttcru~ Lr:~ Le,. upt!11te,, c:om1,ar,•d to F!->~r 
IC~:T 22.i:1:; 11J7~:1 G:i :1:1 I I 59 ),1!j~li 6LU% 
('SET I :lG!JOll I 71i01i &1 :1r, 9 ll!l '20:196 3•1.7% 
FSt;T :1s; 10 ,fl~O 7:.? ·10 i fill :/~ltHJU :11.r.% 
Talih• :t 10: ;\ r,1111 parisn11 oft J,,. an•rng,· <'lu st "r I l,_• t 1•1·tiu11 si111ul;.tiu11 results for th,, Fi.•Pdf11rwnnl 
111' 11etwurk - Ppnd1 11pdati11g 
Tl11• ~i111ula.tiu11 rl'~nlls for ICl:T. CSET, anti FSET app,•ar in Tahh• :uo, wl1er{' tlie i111pro\"{'lllf'1tl 
111•rn!lllall,es showl•d in thi~ I ah]P i11diralf' earh t rainin.-i; st ralt>gy's improwmwnt cnmparPd tn FST. 
Fru111 this tahle it i~ evidl'11l that l11•tt1•r t1•s1ilb ;rn• obtaint•tl with 1•porh updatin~ as op(lOSe1l 
to upclat.ing after 11\.'11ry paltPfll. IC'E'l i111prnvl'd 1wrfor111ann• l'11111parl"d to !CT by 27.0%, and 
FSET rnmpan•d lCI FST hy ;!!.,5%. llowPv1•r, ('SET\ pt>rfort11,111cr w•ai; H. % wors,. than CST. 
Abo note that the a\'(•ra~Pi; and sta11dard d1•viatio11 of lht> sum c,f th" Eudid,•an dist:111rl' of all 
th,• weight rha.ngci. j,, much k,wer than those i11 TahlP :1.n. This is aitrihuted to tl11• :;ma.lln 
11111111,. ( of weight up<lat1•s ohtaint>d fur ,•pod, 11pd1Lting. 
\\'c ha\l' vi$ualizcd the muvcrncnt or tli" hypPrplarll'S in the input spari> for l('F,T. Figure :t.12 
ill11strat1•.!, the position of tl11· thrt•c ltyp1•rplarws aft,•r rf'arhi11g tl11• !Prminatiou nitNia for nach 
rt>.spective subset of inrn•asing ro11q1l,.xity. For thP first :,t•b Pt (points from dustr-rs ,t&IJ), all 
t hn~ hyperplanl'.~ ll\UVI' quickly i11 11 positio11 whcr!' dus ;,rs A ant! ll cau roughly he licparated 
(aftf'r IG92 updatr~). 'I'hP IU[S critnion uf U.G5 1,rr ,,•11l1•tl tlar 11Ptwork from lcarni11g a local 
i;olutio11, whPre the two cluslN:; would havt.> hceu clearly i;t•paratP<l hy the hYr>erplancs. For tlae 
wrnnil subsf't (points from dusters .4&Hk( '), orH' hyp1~1pli1rt1• mm·Pc) into a b1•ttP.r position to 
S<'parate rlust,•rs A and H, when•as tlw uthr.r two hyp•?rplarH•s movr.il into a position to Sl"para!e 
du~tpn; .,t an<l C (aftN 6092 11pdah•.s arul a HMS tc-rmination vain" of0.15). For thr. final :.uhsct, 
two hypr.rplaTH'.li only i111prov1•d t hr.ir re.spf'.-tive posit ions for ~i•parat in~ lwt Wl'f'fl cl11st1!rs Jt.f.:. IJ 
and AkC, whNeas tlw third hypnpfa111• 11wv,•d i11tu a position to M'!Mrilt•• dustNs ,\ 1u,d I) 
(aftPr 2:.?-172 updatPs a11d HMS tn111i11atio11 v.dut> "f ll.~O). 
\\',, have also visualiz1•d the 111ml'1111•11t uf partirular v."igl1ts in a 61·h•rtiw weight space ( th,• 
weighb aud hia., for Oil" hicl1ll'11 1111it) for earh lr,,inir:)I; strategy. Figure :u:1 sl1ows how th1? 
particular Wl"ights wancll"r ahuut i11 tlt1• Wf'i~ht spare for FSET h1•forf' ohtaiuing th1• d~iri•d \'alu,• 
(i11tlicatl"cl in the figurn hy th,• point. n11111Prtrtl to the ,ixial plane ). Figure :u,t illustrates how 
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Figu re 3. 12: \'isu:i.liuti,)ll oi hyperpl.1.11•!!: an.J input p~1tt11rns in th•· i11J1 11 t Si' .. ( •• aft,' r rr.ad1i11g 
thr. termi nruion criteria for r.ar h s,d,~t>L of If' l~T t ·Just,•r [l,!tf!ction 
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which is d111! to multiple solu•ions. The mo\·,~nH'llt of thP weight.. for th!' tl,r,•e :,uh ets o( 
increasing comp!P,Xity is dearly vbiblc. Tightly spal'ed dl)ts indicat(' slo"'"r ntO\"C'meut in the 
WPight spare, wher('a..:; spar~<'iy spac••d dots indkat,• faster mo\·r,m,mt. :,;ote th• initi,J fastN 
movPm,mt of the weights for the first t•.,.·o Pasicr .,ubs1>ts an,t the slo'Aer movement for thr, more 
comple.x final subsPt. Figure B.tl shows how CSl-~T also l••SSf'IIS the 'Aand.,rin • about in th" 
weight :space. "xhibited by FSET. 
c:FST 
Figure 3.13: Visualiz:-1tio11 of the mO\emenl of w1>ights in the weight space during f.poch FST 
for Cluster Detection 
3.2.12 Comparison with Incremental Learning 
In this section we compare lncrPmcntal I.earning (II.) {Elma.11. 1991 J with I nrreascd Compkx.ity 
Training and show that. although both organizl? the training s~t into sets of incrN1sing complex• 
ity, they differ substantially in several of way:;. IL w;is dbcovNed aft••r all PUr training stra.t('gics 
were developed and !CT was reported in {Cloctfl ,v, Ludik, 1 f193}. Elman ( lfl9 I) trai1wd a simplf' 
recurrent network on ser.tenc:es which v.,~re g1>11Prated by a grammar lhat all,)w multiple 1>mb'!<i-
dings in the form of relati\'e rlauses. Th~ network wa.s trained on i", pass,•s through ea<:b of th•· 
following IL phases: (I) in tlw lirst phase th~ training input cc.ns1s1ed of 10000 simplEi s1>ntenrns: 
('2) in the 11ext phas1> th•! llf'twork was trnined on i.:iOO simple and "2=j00 compl"x sentences; 
(:l) the trai11ing input consisted of a mixtt,re 1)f 50011 simpJ,, and ~000 compl•·x seutenr.1!5: (4) 
the training set <0n~i~ted of '.!500 simpll! and 7500 comµle:< sent,•nces; a1 .I (5) the network was 
trained on 10000 complex s,mtences. Th.: first o::~-:r•~nc•! betwccu the two training strategiP.S 
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Figur<> 3.1•1: Visualization of th" 1110\Plllf'nt of \\rights i11 the ',\;:,ight sp,,ce during ICET for 
I 'lust•'r )),,, ••rti,m 
occur in the way th•• training input i or"anizcd into ets of incr{'asing complexjty. II.' subsets 
hav.- l hr .~mm, fi:ud /, rag th aud ar" nut gro,\ ing iu size, wh•--r<'as If',.. su bst-ts grow in size as 
wrll as r.omplexity. Although th,, romplexity i.~\<'ls of training input rnuld not always be deter• 
miaPd prt:rL,•lv and it difft•rs frurn appliration to application, 1 •• I' for our applications has more 
compl,..xity lr\'rls (for Addition dt1d <'111.,tN dNPctaon, tb<'rr, rr 3 l<'veh., and for Counting. there 
nre 4 l"wls) corup;u{'d to 11.'s ens" wh,•re only two \\ere dNermin,-.d. \\',, conjecture that more 
comple.xhy IC'vels can t,e dt'tPrmi11Pd from IL':. grammar lrarning training input. For example, 
sirnpJ,-., mf'dium, ..rid c, mpli•x srnt..,11c, s. \\hrr" 011ly simplt-. and (ornpl,-.x w .. r,, usPd. 
An,>thcr difference occurs in the training of tl11• subsets its •If. In th<' 11.'s case <>ach subs t was 
trai,wd with the same, J7x,d arrwunt uf tpoch~. \\'ith I T, trainiug ocurs on combtnrd larger and 
mor" complex suhsNs, t'ach one ha\ing a tPrmination nit.-.non. \\'e Ji.we ill\'£>.StiRated \'arious 
sch11rlules of ltMS Prror v-alurs as t;:,rmination crit••ria for each subset. Thr,rcfore our approach 
is much mnr,• fl, xibl,• in that it do, s not us.-. t lw same fixe,l amoum of "POrhs for every subset. 
lnslf•.,d. w" stan with a high Pr IU,I ~ "rror crah rion for thr, first simple su bsct, and then decrease 
thi~ \alur progr" 51\rl~ for tlw uLsC"quc,nt u1L Ns. fh,• amount of ••paths traine,I is th~rcfore 
dc•1wnJ<>nt M1 tlu• II ~IS t,•rm111,,11011 rrat,•rion 11 , d For, xampl<', with 11. •·arh suhs•!t (sam,. fixed 
l••ngth) is trnincd on fi\•' t'poch~ 111 "grammar J,-.. min• "xperim,·nt. for Addition, v.c had two 
t, rminatio11 crit,·ri,, c1 HM - 4'rror \,,1111 of sm,,11.,r or rqual to O 15 and a succ('s p••rcPntae:" on 
the i11dependc1u test set of !!realer or equal to Oi~. as \\Cll as ,,1rious schedules of R~lS ,-alues: 
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subset I (0.40-0.70). subset 'l. (0.:i0-0.60), aud snbscl :i (0.1.'i). This w:u. also the ,ase for thr. 
lwo other applications, Counting aud C'lust,•r d,•tertio11. 
\\'e ha\e not only tt'~ted WT witl1 thl' Elman A 'l'NN. hut alt,,g,•thr-r with six diffn,.nt ASltN.Ns 
as WC'JI as focdfurw<1.rd llf'twurk:., nod ir1 all c,,,.,•~ ubtahll'cl i;11pc•rior r.-. ults for IC~T. ll 11,•ns lso 
rnmpar,-.d with convP11tio11al training :.tr.11rgi,• using thr,;>,-, diffr•rrut applications. \Ve haw• al~o 
l'Xten<lecl !CT to l11crr111f'1tt:U l11rr('a ed I '11111plrxity Trainmg, which i;honld not b(' confusf'd 
with IucrPmenta.i Ll"aruing. sirm! it differs e\'1_•11 mut'.? fundamt'nta!ly as we show in the following 
.,rrtion. \\'e .;uggrst that J{''f :ind IL 111• regard,•d as diff,,rent training strategiei;, since l 1' 
1imploys a flexible termination c.ntniou for f'ilrh s1•l 0 t, whcre.\S IL hr\S none. Also, JCT' 
~uhsl'ts are combined laq1;er and mr,re comple.x. wherf'a.~ fncre111e11taJ Learning m,es only su1i5'!ts 
oft hr same fix"d !Pngtl1. 
3.3 Incremental Training Strategies 
In this .~ection we elaboratf' on the two new incrrmrntal training strategiP.S, /nrrcmerital Subset 
'Jmiriing and Incremental /nrrrasrd Cumpkxitg Tmining (proposed in c,:tion 3.J ). 1ST also 
caters for the fact that not all training sets can be partitioned into increas!.'d complexity i;ub.seu. 
These strategies are rompared with IC'T, C'ST, and fST for ASRNNs and FN>aforv.·ard DP 
Mtworks using the Addition and ClustPr detPrti1111 applicatil)ns. A theorf'tical lower bound ; 
given for the least number of updat£>s wlien folio~ in~ an incrl'm,,nlal t, aining schcdul,•. For th• 
correct increment in sul,set size the number c,f npd.iw, requirPd for ,\ddilio,. almost attaiucd 
the predictrd lower bound. 
Tiu~ training schedules of ICT ;,,nd CST leave room for much \"ariation in the size of the ini-
tial subsf't, the incre:ncnt in .:.ubset size. termination criteria for <'a.ch ~uhsequent suhsPt, and 
whet her training can be term;uatP.J earlier witltuut learning on thf' entir.- fiKed set. This lut 
point is 1lesirable since good genrralization m~y be uhtainN' ,1n a .,uh "' of the fixed set. We 
thl!refore investiJ?,atetl the following i11r.r,•me11t;.I training d1cdule, also illustratPd in Figure :1.15: 
/\:;. success rriterion on a ,;ub~t of PXa111pll'.s lhe R.!\1S Prror valuP is 11sPd to take into ar.count 
that subset sizes inrrease. Th" user spi:-cifies thr desired final HM::, error ,.uue ( RMSdr."lr'f'd in 
Figur:? :1.15} which signifies sucn•s~ful training, as well as lhP. incrmnPnl in suh el size (Sl!Hincrt;-
1ucnt). i.e. the number of single or tPmporaJ patlPrns (for respectively feetlforward n,at11.orks an•J 
ASRNNs) to be randomly ad<led to tht> tra.iuini 6uhs,,ts. If. n intlept>u<lent ll!St act is availat,le, 
the u:;er sr cities the pPrrentag,• of test e)(ampt.--.~ whirh shoul1I hP correctly gh·en hy th,• fully 
iiO 
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• ln.-:,emenlal Sub■e1 T,einrn1 ()ST} 
• h:cr-emcntal lnc.,~■aefj Cumrle-.1ty Traina, I (llt:TJ 
Th11:•• •tot•&••• lnc.r.-m•t'll•lh ,n1.:r-•••• ■ub••l 111• U\J cvn•l•I of l•u h .. os,• 
J,.,.,, /t,ftp .Sec,..nan1• lh• ll'-1S lumtnal)un ._•lw•• h• • l.:,n_,., fHh•~ 
fo, th« tnu•m•nt.el 11i..bu~• (U'l,"uioa ,n 1lie) ·d lh• 
o .. ,,, loop n·p•.t• "1nl •ucc.••.S1,1,I K••1•ut1.,•uon an th• 1nil•o--n,,ho.t 
lll•I 1et 
A:MSatan 
Pl\'Tlou,I J SUUioc:N•eN 
'fut,..,,., nuMbitr 
train<'d 1w·work in fe"dforwarcl m,1dl'. 'l'liis nllows t!a,ll trni11i11g, lo1• IN111i11ated a:, s-1011 as th1• 
lll'twork li:ls ~cnPrafo:rd sultiriently. Tt11• initi 1! subs11t sizr• is t hf' saml' as th" ... ubset i11crl'llll'lll. 
'J'i11• traiuing srl1e<l11le the11 co11si&ts 1,f two 11<>:,ted loop:,: Tit(\ oult•r loop r,•pl'at:; until <;1H·cc.-;sful 
t1,•'11Prali1.atio11 is ohtain<'<i 011 thP tPSl 1,111, whiln thP i1111rr loop r"flNllS tr:uning 011 tht> suhsPt 
1•11til tli,. rNp1ired H.\IS ••rror vahu for 1:iat traini11g snli,Pt is ohtai11Ptl. The H.\lS tcrminatior, 
\'alue:- lor r•adt trnit1i11e, :-11li~Pl i::, d,•1 re111Pnt,•d lin,,:uly (hy Ji.\/Sr/,cr, mrul) fnrn1 that ohtaincd 
for .he initia! suhsPI ( ll.\lSstm·t) to the fiual u.,•r-~p••rifi,,,f val11e ( U \tSdt.-rrrd) di\'ided by the 
1111r11hPr of Ht\lS ,f,,rrern.,111:,, thus gradually requiring strkl<'I lC'rmimtlhrn rritl'ria. Tlib prP,Pnts 
training t,., a too l1igh &.cc-11rary on a small sN of ,.xampl,•s. whkh may rairsl• an inf,· .. ior solution 
t,. lw f.1•ledf'd i11~tl'a1! of gcnr>rali1.i11g suHit-ic11\ly. \\'hen thf' desired H~IS \"aluf' tor a partirul1tr 
u!Js.,t 1:ns hl'C11 rcacl1NI. tlu.• rtf'Xt ~11loset is r,111strur.tP1l. tlw :1f'w Rt>.tS val11r> is compul<"I and 
th,, pttlf'f'S,; rcpealt1d. The 11111nl11'r of i11cre111c11tal subsets (r1111I 1,u111l"'r of IC\tS d1>nP111••11ls) 
. ,, rN111uhl'r of trainin >tlltl'rl,S ia fi;ced set P,t ?'total l I" \S''R .. ,,, /' I J't I 1· . I 
lb ~ - - - -- ~.--..-------'r'>,r.,-~----.----- . 'or , • 1~ :, S I O n IS l ll' Suhs,•l 1111·rel!lPlll ,. I Jrnrn u11 nl 
1111mhPr uf ~1>mp11rnl tr;•ining pallPrll ir· he iix,•d SPl, \\IIPf••ni. for f,,Nlfnrw,;nd ll••l\\1>rks it is 
tit,, 11u111bl1r ofsir:gl<! patt,,rns. l11 Fi~ur•• ,I 1r1. /{,\f 1:,'1•ur1n1/ dP11ut1•i; tlir> 1·urri.>nt H~IS nrm valuP 
,iht.tit1l'tl hy thl' ncl'.\'nrk .,ftrr :•, ~- n1 i. 6 t!w rnrrP11t suhsPt (Sf",k11rn.11t). The clei.iri•d IL\IS 
\'alu.- f,1r the c-11rrP11I suhr,!'l It- llJ\/.'>'.,tr.rt • ((,', /1/Jrur'n': . • • I)• HMSd,r,, me, 1). JS'l nmsLruc-ts 
s11h,.,q11••11 t i11n••1,iP11tal tra.r.in)I; su!Jsp~-; hr ranci.:imlv adding trnining pattr-rns. wht>tl'as IICT 
r,111~tn,1 tt- the ;;ul,-:.-ts hy adding, r 1U1•rn1:, i; 1c, Pssivels fr,Hn th•• co111pll·xity ran~f'ti suosl'lS i11 
1111,ltiplPs of thr> 1 f'lllC!Ol. 
Ii l 
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,111<1 AS R ~N s, lel us de11otl' t hf' 1rn l,srl i11rr,1 111.i11t for siugl,• nnd tern por:d pat terns rPsper.tiwiy 
liy I, and [1• I.I'! us furtliPr a<;i;urn" I hat w,,ighls :.rP upcbt"cl aftn P\'PrY sing!,• p;,~t<>rr•. If 
training i::; 1101 ff'JJPalfld c,11 :.ny snh,-t,l \\ !i,•11 :,i11gl" patt£>rns are U~l'd, tlll'II th(.> lowt•r hound for 
the 1111111lwr nf WPigl1t updatP:s 011 tlw P11tin• traiuinl-!; sc•t is l,~'>'(S + 1)/'l. sinr" the i11rrf'111r11tnl 
suhsPl i;i,:,.s arP J,.'21., ... ,S !,. llo\\"t•vn. whPII tJi,, traiuiug s..t fl'>nsi:.ts of t1•111po~al patll•rns ancl 
the s:u111• .iss11111ptio11s !mid, th•i lowf'r bound fur tl1P 11ut11hl•r uf updatC'S on tltP f!lllire 1raini11g 
f.Pl i" L/1.'i(S + 1)/'l., wiaNP /, dP11otf>,; the :\\,•mg,• IPngth d th•• lcmp,,ral pallcrns and the 
incremental :iuh~Pt sizi~ ,HP 11.'.!.!1, .... S/1• l11 th .. foll,iwing s,·ction WP slaow how the lo\\'i'T ho1111d 
for11111la for L••11111ornl patterns could J,., 11,;ed to pr,.dicl the luwPSl 1111111l11•r of updntt>S '\'l1P11 only 
;1 p<Jrtio11 of th,. i11cre1111•11tal suhsets an• tll'PdPtl to reacli tliP dPsir,•d tn111iuatio11 critNia. 
111 s,irtiuus :i.:l.l to :i.:1.:J thc Elr11a1t. T,\ ;,nrl .lurdan :\SICN~s an• 1•v;Ll11at,~d with the diflir.uh 
Addition "lJ'J,lir.;1tio11 for !Ill' inrr1•111e11tal trai11i11g :.lrat,•gies. SPrtiun :1.:i.4 shows that thei.e 
:,lrntf'gies ar,i also effrrtiv,• for a fp1•dforwartl 11Pt\\nrk usi11g th,• ('Justn d,•tectio11 application. 




l~ f .. '\ ; ~ i •• 
., 




Fignn' :t.Jfi• Tl,,• 1•••rfor111n1111• of t),,. lurri',rwtital Trai11i11~ S, ratt>gt"S for Additi,m with t ti,, 
El111a11 ASHNN 
The i11rr<'11,,'11tal 11,1i11i11t~ str,1tq~i" \\'"f'' flp;t ,•valuatl'd wit la tl1P r:l111a11 ASHNN fur th~ ActrJ;.ion 
ta:,k. 'l'ho;..same l'l't\\11rk as 11r1'.)('lltC'd :n ""rti,1n .1.2.s \\ilh i,:,•11tkal trainiugsf'ls a11d parP.11Jf'tPr;; 
w,•,e usl.'d. E:q,,..: irn •ntt WPte rPpl'ntPd w,tl1 i:,r:P111e11t:, 11f I, '.!, 4, 8, Iii and :r.1 ll'J11j111ral 
p •t,, ,,~ with rnrr,•sponding li;war IH,IS d1•('rt•111•~111::. Figure :1.16 shr,ws th,• jwrformanC'e of tlH' 
iurn•,11<·1,t;,I tr.ii11i11g .~:ratcgie:. witl, tlir sa111,• i11i1i;J 1•011d:1iu11:;. IS'l (with uoti11111m inrr,..meut 
of four temporal pattrrr.s) i111pro\·r-,11,c•rfo11u1111r,, hy 5:17«: romparec! to l!if' FS'l' (,UtHlO), by 1lo/c 
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rnrnp,trrd to CST (.!.~1~i0), aud hy l•l'li r11111pt1rrd to II 'T {:!til-111). IIC'J' (agr1i11 with optimum 
i1,cr,•111p11t ,A fonr) i111pro•;pd prrf .. r111,111, ,, l,y ·,2~~ r'n111pr1n•d to tl11• }-:-, I'. hy )'1'7c_ rurnpar<'cl t11 
('ST, a111l t 1% r111nprtrPd lo )l 'T. 'J');,~ r,1s1.l1i; uf t('11 si11111l,1tinus i11r 1•:1d1 trai11i11g strati'~_\" with 
thP sa111" i11itial roudition~. ,·x,·,·pl f .. r difl,·ri•11t initial \l.rigl,t s, ,Ui' l'llllllll:\ri21•d iu Table :l. 11. 
Trai11ing ,\ \'C'Iltge Sid D ,\ ,·,•r,,gr Std I) ll•~t # % lllli'fO\t'lll•'lll 
Stratt•g1u, # 1111dlltt-s # upd,,~t·s LD.,. LE,◄ updr,tl'S cor1111ar,•rl tt• FST 
IIC'T :t2,o:1 l lH:il 1291 ~.2 :1ir1 ,r, 162112 ".18 7t;/ 
IS'I 31700 l l".1:!U I :l( I t, i ~:!{]'i :l"i ~158:! :!-I 1'1c 
lf"I :lli l~ti !):l>i8 1:111 l(i '..!5:1 jlil -i·•;:v, 21 1% 
CST :1!117~ 20[,7:I t:ltii •11 '2i£1 77 :!5i2ti i:! ti% 
FST -l!"iS70 I n:1 I ".I 1r, 10 O'..! :1so 65 '..!!JDt15 -
Table :J.11: ,\ rnmparison of thf' avflra!;" Addition simulation rr:.ults for thf' Elman ASH:-;N 
From Tahl" :1.11 it is ap1>:H1•11t that II( ''I' 1111 t prrf~irn1s FST, ('ST. a11d IC"T 1111 :,v,.raie hy 
n?.Sp,ictively '!., .7%, 17.'!.% a11d !l.!i%. with Ill 'T Hrt ordi11gly obtni11i11g tl11• hPSl 11111,.lwr ofupdrtlf'S 
( IU'.l!J'!.). 1ST i111pru\'Pd the .t\Pr,,g,• 1111rnl11•r uf 11pda1 .. s 1m11par,.,d to !'ST, ('' .,._ and IC'I by 
n•s111•rtivdy '21.1%. 12.1%, and ,I.J~L 
Since the lower bound for the nurnlwr of updates on the total numb.-.r of sut~:-ts Si$ 
/, !1 S ( S + I ) / 2, thr rorrt'Spondiug lov. ♦-r bound for tlw 1111111hr of updates on a port.inn 
of the :..11bsc•t'-, says,,. is L /1 Sp ( S,, + I ) / 2. For i111·rP111"rats I,.!, 11 a.11,l 8th,• 1111111bf'r of 
updates requirl'll almost atlai1wd th1! opti11111111 lnwn luP111d. Tire 1111111h,,r of updat1•s rf'quir,•d 
for 1ST {with inrr1·1111•nt four) was l2[1S'!., wlwrt>as th,• ralrulal"d lower bound was 224fi•1 for an 
av,•ragf' temporal pattern l!'n~th nf 7.2. a11d H',1ui1ing ouly 15G of the .no t1•111por,d pattnns r:rn 
1mhs11ts out nf a 110. slh!P SO). Wll('u this sN of lfdi w111i>r11s \\Pf•• used for l·S I', -153GU 11pda!l'S 
WPre hl'fcss;uy c11mp:uP1i to tlw '..tl.'1~l of 1ST to al~o n•arlr !17% ~un·('ss 011 ti,,• test set. For 
i11rn•111P11ts 16 and :32 more up<lall's \\NP rt•quircd d,l!' to tht• fP!H'liti•>ll of tli,•ir final subsets to 
ri•ad1 thr. <!!'sired lll\tS rritPria and ~P.11Pralozatio11. Tahiti :1.1 '.l rn11tains th" detailed results for 
1ST and FST. 
For !'CT we h:n·p ~dso i11n.stigat1•d tlrP ,H:.tribution of tcmp,>r,d pallrrm, frn111 ••:tcl1 cou•pl,•xity 
rlass. For tllf' PXJ>Niu1••11ti- inrr•'trll'llt:- ,.f I.:/, ,1, .', 1G ,,wl :l'.l t1't11poral patt('rllS ,rn four dilfPr••nt 
fi Xfld sc>ts 11 nm hncd A to I) w,•r" usl'd . I 'hr dist rihu t 1011 of t •·111 poi al p.i llrrns 1Jf I·, ~- and 
;j.rol ll 11;11 add it io11s WNP 6-1 :Ofi: I (j(l for St'l A. :i2:!JG: I !I:! for B. I f.i:u I :~MC' fur ( ·, atu1 :m: I 22: I [1(1 for 
D. An increment of -1 temporal pattnns iu all r_xpcri111P11ts produrPd thf' lt•a:;t 11u111her of w"igl1t 
f,3 
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1ST: / 1 ;:; Update<; .... ·,. l'ilttem~ 1.,,"cr 1101111u 
I ~i20 141G:!I 197 I !Ji It." .:.!2 
:l IGO 2:1075 /ili I I:! :.!'l!JX2 
I ;,ill 2'.!/i~'l ;\\) 15G 22-111·1 
to 1(1 :rnmu :1'i I 2 (I :mi," 
I tl 20 '.!:.<!l7i'i :!U I 321l 21 ltl'l :'12 10 ti 1•1:.!U 10 :110 l'.!Gi2 
l'ST I 4810;, I :120 -
'I'ahl,i :1.12: Trai11in~ rl'sult.; for 1ST an<l FST 
11 pt!at •'S, ff'!\J>Prlivl.'ly 2:1:110 fnr Sl'I A. :!,I.Sim for II. 2;,51 f,,r ( '. and :!(j~71 for n. Tlw error ('UT\'i' 
f11r Ii XPd i,111 A is \ <>111 par"d in Fi~11 rr> '.!.11, for t l1P v:-1 iiu11:, Ir,, i ui ng st rat,•gih. An i :i rrl'1111•nt of 2 
IP111poral pattern,, p,.rfor111,0 d :,,•r1111tl lu•sl for S•'lb A. B nnil (', whilr tht> '.'\ inc:-e.1w11t W,l;; s.-roud 
hc.~t for D. From these fC'Sults w,• ronjPrlllrP that th<' di,.tril.utiuu nf ll'lll)lOral patt,•rns from 
PMh romplC'xity cla.~s should not assign tou small i111porta11n• to the !PSS cur:rplex rlassei,, iu; 
doPS s,:t C. llowcn•r, ,•xactly how thi.' lPlllporal pall11 rus slwnld bl' distributed 11111st h11 ftirth11r 
investi~ated. \\'e :;imply nnlt' that the ,1:ws dilfor<•ut tl'mporal pat.tern:i for 1- to 3-c.olumn 
:uldit:..,n ar,• <lor11inatt,,I hy additions •>fa rulumns, t l1Prt>forl' if ,,at l••rns w.-r1• d10S<'II rar,domly 
,1rrorili11g tu this di:.trihutiou tht> p!ft,ct of i11rrC',1S<•d rurnpl<'xlty urd,0 ring would he nullifi,·<1. 
Tiu• f'Trntic lll'h:\\'iour of tlit• Prror cur\'t> f,ir Bl' le:1111i11g pr"rnptr:cl tlrP i,1,·f'stigation leading to 
Liu• ro11d11si1111 that Ill' is st•n~itive to initial conditions (Kolen f..· Pollack, 1!191). Th" prnpo~cd 
inrn•1111•11tal training stralt•girs rcdun• tire 11ff,•ct of many attmctor 1,asins whir.Ir raus<' tlrP erratic 
l11•h;wi1111r of th1• Nror rurv,, thus l,1 tuJing to faster ro11\'Ng1111cP. This fastl·r c1111v.,rgenc,• ran 
lu• visuali:wil in Figure :l.li(a), when• tlr,• y.,•i~ht vali11:s of :1 partkular w1•ight during training 
(sanw si r1111lation as in Fi~ure :J. lf3) ar" pir.tur1•d for 1ST. 11("1', aml FS'J'. N11tl' how q11kkly IS'l 
and llCT's WPij!,lrt val11Ps stahilile as opp11~ed 1,1 that of FST. l'ig11r;,s :1 li{b) aud (c) show tlir• 
i, .. iglrt cl1a11g"s of tire :-a111P w,·ight ,luring tlri- lirsr IOOIJ 11pda1r, ,.f trnining for IICT :u1t! FS'I'. 
Th11 IICT 11,r~wl, show initially larg~·r w .. ig.ltt d1:111gt•c; whPn ,.,,111part'd to tloP FST 11,raph, hefor" 
q11irkly ~tahilizing as oppnsr,I to thP cu11ti11uous w"ight cha11gi11g of FS'J'. Th .• E11cli1iP:t11 distanri• 
nf weight .. ia11g1-s for Pi ·h stralf'g)' (s1•1• Fi~1rr1• B.i}, furthPt illuo:trnt,•s th" r, Jt11r co11v1"Tgc11r11 
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Figure :3.li: (a) Visuali1.ation of a WPight's \~.i.iues for IS1, ll<'T. nud FST (_:l,dciition). (h)&(q 
\'i:,;ualization of :t W<.'ight changPs of a p:Lrtirnla.r \\right for F:iT and llCT. 
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3.3.2 Temporal Autoassociation ASRNN ADO{TJON 
Tl,e Additio11 PXpt-ri1111•11t A'itli th•• i11rr 1•rn,1111:t! rr ,l::,1111, :,tr:,tt•girs was rPp••atrd for tilt' Trmpo• 
ral Autuassoriatiun :'.SH'.\X Wllll j(!,.ut:, •• i :nrhit,'rtun•. tr,1i11i11g :,PtS and paranll'tl'rs as \\'NP 
pn•,,.rotPd in !>f'Cl;ou :i:.UI. J'h,. si11111lati,m rt>:,ults in J'ig11r" IL I ~1inwl'd, aftPr iU000 \\·11ight up-
dat"s, t h:.t t 111• a,ldit io11 t>Xp,•rinH'.il fnr t lw T1•111p11ral ,\ 11 l11associ;i.tio11 AS UN N 11rvn ron,·ergPd. 
110 lll:tllN what training s1rate~y was 11sl'd. From thP figun• it is .,,id<>ul thnt tlir two inrr,1111,•11 -
tal tr:Lini11~ strat,-.gir:, p1•rfnr1111•d thl' 1110s1 n•spr-rta.hlr• und('r tliP drcurn,;tanc<'s. \\',, 110111 that 
fnr ll<'T. tlie i\Sl!NN initially trird to l,•;iru tl,P r•:trl11·r !1':,S rnmpl,•x ~ubs,,ts hy d,,rr,•asin~ its 
!DIS val11,• frurn I. I [l to a \ 'Pf)' low 0.J j. h,•ftw• it ('\'l'llt u.11ly i;tahilit.Pd art11111d 11.fia. F,1r 1ST 
tl11• TA A'-RSN luw,•rl•d it:, IDIS ,· . .1111• \ 'f'r} slowly, h1°t'ur,, stabilizing aruuucl th" low~c;t , .. Ir<', 
ronq1,rn•<l to the olh<'r tra.inin)!. btrnt,·gi£>s, ol O :i:J. \\'.-. ag;u11 a.,,1•r1 th;1l th•• TA ASHXN i, not a 
snitahle arrl•itrl't11re for lit•' additio11 JHobJ.,111. since ll11• lattPr r,•quires a many tu one mapping 
to tu_. lt';uned, wl1t>reas th,• TA 111•tw11rk dt>111,11uls 1111i1pn· i11tn11al rt'J.1r"se11latiu11s for ll1e ditforrnl 
inputs. 
3.3.3 Jordan ASRNN ADDITION 
IS'!' c1i1d IICT wen• ali.o !.'\':l)uated for the .l,mlau ASHNN wit!, i<i"nti,·al architecture, trai11111g 
~els a11d para111Plt•rs used for lhr addition task ctS prf'se11t1•d in SPrtio11 3.2.1ll. The upti111u111 
:.uhset inrremenl ohtainP<l for IICT a11cl 1ST wer<' w::pP.ct iv,•ly four and six. Tht! s111111lation 
re$11)ts of l\!11 simulations for ,.acl1 strate~y ar" summarized in Tal,11' :1.1:i. with the avera~e ant! 
staudaril de\·iation of tlil' 11,1111lu!r oi updatPS and the su1:1 of the Curh,lcan dii;t:1.nre of all thr 
· •. : .... i ., cnanges ,letem1ined. 
'l'rainiug ,\,wra.r,,• Std Ii .\verug,. Std I) Jlt'l>l # 'X i1111,ro 'Clllf'lll 
Strategics #· updates # updl\lc,. ~= ,.: ~ L 1-:.1 updr,,,,, cu111paretl lo FS'I' 
IICT fi20 It !l~:I I !J 12r, I 51 b:.!:1.70 ti 191 61.87c 
!ST 1'lii116 200()1- 21if1fi 43 2~4.04 OGOlli r, i'li 
IGT l21tiU 201:11 2,1:11.13 I02.il lii/i9 I !1.0% 
CST 1:15241 li:.!llo; 269i.r.4 2:14 .50 l 131j!'i2 0.i% 
FST I :16226 lb6i:- 2i f,.~1 ~fil ~ I I l1:.l725 -
Tah\1• :1.1:i: ,\ rn111paris,111 of tilt' nwragl' ,11/d1l1m1 imu1atiu11 result:. tor tit" Jnrda11 ASHN.S' 
Tahir :uo sltows IICT pt'rfor mine; rr•markt1hly WPII on aw•rag" v. li,.u rornpar,·d to FST. C~T, 
(it, 
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IS'l', am! JCT. It imµron•d thP ,l\'c-r;ig" nu111h('r of ',\Pight 11pdatrs hy n•sp,.rtiv,•I) lil.8%, til.5%. 
i!J.5o/c and 57.(io/«', but also pro\'('<l to he ll1 SS rn11sisll'lll liy having thf' higl1P;.t st:uulanl ,lP\'iation. 
Tltf' rPason for thP l;.aN is d11P t" ll<'T 's lu1.~t and w,n:.t 11unil•11 r ol uptlalt>S hf'in11; resp.,rtiv,,(y 
l 71!)4 and 1265:l-t. Thi' i111port,H1CP of trainiug ~ith subs.-ts that iucr.-.as,, in rnmpl••xity is 
not only Pmphasizl'd by lH ·rs pPrform;u1rl', hut also hy th" fad that ""''fl JCT outperformed 
1ST by •1.5%. \\'h1111 nrn1parinJ1; the Elrnau :mil .Jurcbu ASH:-.'N's perfor111a11cP. for 1ST and 
ll<'T (with t1u· 11c•twork wl'ights takPn into a1ro1111t), we ohtai11 r,1sperth-c impro\·ern,1 nts fur th,• 
t:lm,,r, ,\SHN:-. of 57.1% and 1111ly (I:!%, furthf>f a1'Cfl!ltuati11g IJ('T'i; .,.,,,•1lt•1,t perfur111;;11(1• lor 
th,. .l11rda11 ASHN:,..;. TIii' graph iu I ig11rf' 3.1' illustralPS tht> rL•sults r,f a particular si11111latiot1 
wlt<1re llC'l' i111prnvPd perforn1:111<.:P wli,•11 ,•1111q,;u-,.d tu l t' ('. ( 'S'I. l<''I'. anti 1ST hy tt'SpP<'tiwly 
~L~%. 70.5%, 72.7%, a11d 70.i5L .i'iotin• tl11• JUIIIJIS 011 IIC'l"s t,~arning curve, whirl, rorrcspond 
to tllf' inrremPntal addition of lllorP rompiPX tP111poral pattnns, a:. oppo~NI to the smooth and 












cu , .. 
NOH HOH •~1100 1.10000 110000 
No1•••• •I o1'4a1u .. , •OOl1t0"'1 IJ•"'•" A&~ltllll) 
Figur~ :J.IS: Th,• pc•rforman,·£> nf the !11cro•11w11ti1l Tr,li11ing StratPgirs for Additi,m with tlw 
.lor,1..n AS RN N 
3.3.4 Feedforward BP Cluster Oetertion 
The i11rr.,111ental training strntPgies w.-.r,• abc Pv,,luat,•,I for tlic ('lust(•r ,l ♦>lr>ction task using 
a foedforward Ill' n,1 twurk \\ith idPnti<',al ,,r, hitt>cture. trnining srts nu<l param,•l••rs as WPn1 
ptt':-.Pnt•·d i11 :.erti1111 :J.~.l I. Ag,1i11 c-purh up•lating \\i\S .,lso ,,, .. !uat,•d. am! th,• optimum &uhs•·t 
inr.r1•11w11t obtai11t>,I fo, 1ST, !SET. ll<'T, 11<'1: r WNP ri·~tH'l'liVPh' twc,, two, 011(', and six. Th~ 
avcragP simulation r"s1,lts nf 1.-11 si m11latio116 for 1S'1' ,111d IICT (n1111par .. ,I with ICT, CST :ind 
FST) are summarizi>d in Table :i. 14. 
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Tr,\ining Avc:ra~•• Sid. D. . A v,•ra.gt" 
Stratc·p;ws # 111,drll•·,- # 11pd,1t,•i, LE1 
IICT :su~1i..i :Hu1, ,:n .:1"' 
1ST :i I li:.1 I •llli:1 ,5,.61 
H :-r :rn 1!m 
lr 
1 712 !ll 
I 
l'ST :1 l:J!JG 20fi ,!1 ..... :rn 
l'ST ;jfj!jfj() :mi I I 21 I.I~-" 
Std. D . 13,.,.1 # 
LE~ 11pdr1IPS 
iG.n l ~Gfl!.lt, 
r,:u l\ W•l16 
iii.!•'- 2;,:n .. 
1:m o,i :iG,'i~ 
I ~!!JO ,HI :nwu 






Of'1p,1r,.d to FS'I' 
:; 4o/i 





Tahir• a.J.I: A rornpari~on ufthP av,•rat?;•' C'Ju.;tN dPtPrtio11 si111ulatin11 n 1 .. ls for the Fl,, clfon,. .. rd 
llP nPIWork 
Fro111 Tal,J,. :i.1,1 it a pp••a f), I Ila t I h" ,1\·,,rag" p•·r fonu;, un of tlir inrrn11<'11t:il trafoiug slratl'gil's 
an• on par 14.lh that of JCT, a11d al~o 011tpcrfor111<'d rsT a11J C'S I: ll('T i111prove<l pNfor111a1•r" 
by resrH•ctivdy ,1.'iA% aud 10.:io/c, a11<l !ST hy •'141/f and 8%. IICT's aH•r,.g.., numl11•r uf upd:1l<•s 
is 1he lllO'>l ronsistrnt by h:,vi11g thf! luw..,st i.ta11clanl deviation (:1108). 
Trajnini Av'!rage Std. D. 
StratC'gw.s # patterns # p!ltlt'flJS 
IIGET 2fl:l8fi G5l1 
IS£T :J2071 1700,, 
lCET 220:.JS 107t!:l 
CSET 36909 171.lO/J 
FSET :187•10 7920 
., \' ,mg, Std D 








11 5 1 
0 GJ 
7 60 
Rrs[# % irupwv.,m,·nt 
up,lates compared lO ts·, 
:l I 36fi r,3 !'i% 
20020 •l:l :~'X 
14526 ljJ.Q% 
20196 :l·l 7~ 
~!9000 31.5~ 
'fahl" :J.15: A coJ11parison oftli,• avPr:1~" Cl11ster d, cction si111 I, tw11 rnsults for the l°P.C'dforwarll 
nr uetwork - "f>Odt 11p1latin~ 
Fro111 'fabl" 3.l;i it is r\'id.-.111 that lw1t,•r H Its ar<' uhtni11,d with ,,p.,,h updatmg whl'.'11 l 
pattern~ .lfl' urdNi>cl iu au itu·r .. a,l'.'d c11111plPJ..:Jl\ fashion a.s, opJHJ)<'d to ra11dornl1 ordl'r,,d. h1r 
C'_,mmplt•, IGF.T .111cl rICET, improvrd pC't fnn11a11u• cmnpan·d to IC'T aud IIC r hy re>s1u•c·thdy 
27% and 14.8'7r. w!tnra:, CST and 1ST o•JtpNfortllt'd f'SF I a11i.l l~ET by resp~cth·..,fy G.Ro/r and 
I .. l'X . 
f',ir IIC~:T ,rnd 1sgT, ¼P lta\'c .US•) visualil<'il tl11• 11!0\'t!llll'lll 01 p rtin1Jar Wf'igbt:; i11 li \\Nglat 
,-parr ro11si~ti11g uf the Wt'igl1ts and hi,,s fnr onr ltidcll'!l u111l Figur(' :uc11 luf.lr.1t,,., how Ill l~T 
rt•ducf's th,• 1nrtlklf'nl nu1\'1•111P11l uf :h,• v., b.ht i11 th" F'il T V.C'r~hl sJMC,. (pirlur,•d 111 Fig-
ure J.L:1). Nole that for the· t:,rlit•r lhs rn111pl1•x t,•mporal pattrrui, ti•" IIIO\'l!111c11t of the v.,•i~hl 
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Fi~urc 3.19: Visualizati11n of th•• 111ovf'ment of w,•ights rn ,1..- .,..Pight spar(' during IICl:T for 
Cluster detecti<ln 
is fast (indica.teJ by sparsrly 5paced dots) and straight in the <lir<'r.tiou of the destined "'eight 
value. A ~imilar vis11aliza.tio11 is illustrat~d for ISJ:T in Figur.-. II.'. 
3.4 Delta Training Str<ltcgics 
In this section v.e c!cscribe and e,·alu,Ltc> a group f.lf U, /ta 1mining Stmlrgia. ,.. hich is dP\'C'l• pr 
independently •Jf thP problem's complexhy, smce th<' ordPr oi its trnini11~ palt£'rt1S is b:i,wd 011 
intPr-pattcrn dist:incP., 1l1?noted hy d,.lta. Any s11itabl1• distance mctri,:. i,ucl• a.s Hamming o• 
Euclidean distanc", can b,• used. A pattrrn, in this r,111l••xt, can h,? a s111gle or t1•mpor:J inp it 
pattern. We employ a mf!thocl, called the Dtlta Rm1kmg Mdho,: (DH.M), w},ich detcrrni11" tL" 
,omplexity relation hrtween thl' input pattf'rns by obtainin~ their 111ter-patt.,ru distauces .i.r.il 
then ranking thflm arco•ding to ~omc scheme. W" PXplain thl' rnNhud 1,y u:.ing the exarr,p!C' 
illustrated in Figure :t20 wlH'r" cacl1 on,, of thr digits O ... 9 is displayr-d :.s a S"Wn•;Jit single 
input pattrrn. The first ~lep b to detNmi11, the minimum distanc,., bC'tv:cen all the input 
patt,~rns in th;, set. For f'X, mpit>. the minimum dist::.nc., h••lWE'tll th,, dig,ts 2 and tis five, sinr" 
thC'ir input pattNn diff.-.r h,> fin• hits. \\'.-. thrn ol,tam .1 ~l! ,re• symml'tr,c m,trix (\\oith diago,,:J 
corflici,~111s ui 1.rro) .,.. hich consists of drlt, wdur-; a• ~lu:.trat,~d 111 tlw fi f\l'l' 1 h•• Sf'cond S~•'P 
i~ tv compute the Dll.\f sNm. wi1ich is tlw sum uf ,1!1 the miuimurn dist-1!.lccs !or each input 
pattern. This is a1 hie\·ed by adding up lh•.! delta •,-a]ue1, m caL11 row or column. The third step 
G'J 
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is il1t•11 to ra11k tli,• input 1rnll•·rns arror<ling to ,;ome rauking sd1,'IIH', 1rnch as from easiest to 
must diffirult to disr.rin1inatP. For PX~1111plP, si11r1• we lia\•p obtamed tlu• lare;est ~11111 of minimum 
di:.t a11CPS ( :Hi) for digit I, il irnpli,•s that t Iii~ i11p11l pattnn i, th" <•asirst to di!.c£•ru. 
DELTA llA ,'l;Kl .,c: ~IF.THOD (ORM). an uampl• 
:Fl--- 'ou•,.·,··"·2-3·,-y s 5 7 ,1 9 
-- u1•u1 ••-.. 1et11u .. ,,,11 , 111••• 11,, .. , •••uu o-•• ,1111u •U•••• , 
IITEP I I 
,,.,.,...;,. ....... , .. ,,..,,.. ,,.,.,.. 
,,,.,,.,.. "''.,_•~• (II•,,_)·•'•••• 
•II Ill• 1,.,,11, ,_,,.,... ,,. ,.~ ,,c. 
• I 1 ) 4 s , , • • 
0 0 • '.3 .) 3 ] 1 ) I 3 
I ◄ • • J 1 • • I s l 
2 J • • 1 J 1 3 < 1 • 
l l ., 1 • 4 4 3 l 1 3 
4 , :z • • • • 4 l ] I s J • l • 4 • I 4 J 1 • l • J J 4 I • s I l 
1 J I ◄ 1 J 4 t • 4 1 
I I 5 l 1 , 2 1 4 • 1 • > J 4 :J 1 2 J l l • 
STl:P l: 
C~ltt/'•I• •·· UaU •~oN• 
L••• tlu ._,.. •f •11 tlu 








• 21 , 21 
• 11 • 2J 
•... ,, ... ,.,, ,._,..,., 
er,.,rtll•• •• ••••• ,.. •• , •• • c, ..... ,, .. , ,,.,., ....... , , .•.. , 
111,1/f~ .. 11 •• 111u~n., ..... 
rapiill palt•ra el"d•r 
l 
4 





figure :J.20: Illustratiou uf Di!lta H:i11ki11g ~tcthotl for Delta Training Stat~ie.~ 
\\'chaw im·esliga.tcd three <litf1•rc>11l ordi>rs of prPsentin~ th" trai11i11g patterns using thr Delta 
Hanking Mtthod. The first training strat"g}', railed Smal/,.,t LJeltn Sllb.,t Troi11in9 (SDST}, 
ord,0 rs tbC' input pat terns arcordiug tlw 1muJlesl DH !II sc11r1• l,pt WP<'ll input pattnns, i.P. pattPrns 
a,,. orckr<'d from th,-. most dillirnlt lo th,• PaSiP:,l to discriminate. Figurn :'1.21 shows a,1 exarnp!P 
nf suh el ron lruction for ::iDST wl1i>rc tl1P initial s11hsel rn11tai11s th,• most difficult pat Lem lo 
disrr>r, ( cligit ) and the casie~l p:itt,•rn ( digit l) is only prc,,•ntc<l as part of the final suhsel. 
fhe 1, xt strategy, u11·ye~t Delta Sub~, t Tnmiiuq ( LDST), invoh·es au order presentdtion of 
pattr ns ~ith largest DH11 sror1• pm·entl'li first. i.e. patt1•rns are ordrred from tlat> Pasi,•sl to 
the most d1r:ic11lt to disrrimi11ale. 'l'he Ii rial strat,,gy is calll•d th" Alt• matmg Ot:lta Subset 
71u111i11g (ADST). wlwn• th,• first paltPrn bas th,, smalle!->t liH~I sroH•. tlw :.f"t'o11d patll'rn till' 
l,,rgl'St DHM score, third patl,•rn thl' ,t>,0 1>11d s111allcs1. ,itc. figure :t:n also illustrat,.._s cxampl,..s 
o( subset construdion for I.DST and A DST. 
\\'(' hav,• furthPr ir,v,•stigatnd tlw incn•mr•nta.l PXIP11si1111s uf SUST. LDS"l, and ,\ PST. whicl1 
<'mpl11y the .:;am•' trainings, lird11le :as l~T and IICT, :1nd r<'sp,•rti\'P.ly lr-d tu for.n ,w rital S/J','J' 
(JSllST), /rwn. 11u:11tnl I.DST ill.I>ST). a,,<l /urn. mrntal A JJS'J' (IA DST). Tlu:-s" iucw111ental 
<l"1tr1 lraiuin~ stratPg,ie!, con:-truct the imh~Ns hy adtli11g p,,tt••rus ::.1;rn•5sivrly from thP DRM 
1,,or1> ra11k,..d i,alis2ts in multiples of tti,, inn.-•111,•nt ,1111! ar, ordi11g lO one nf tlw prupn ••d ra11ki11,; 
sd11•1111!:,. l 'or fee<lfor\\ard 11Nwurk, w,, han! alsu P\'aluatc,l th,• cpod1 upd:itiug vnsions of all 
iO 
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SDST LDST A.DST 
,s •• u.,, u,1,- ,,..,, ... ,,.,,. " ........ ,,, ..... .s .... , ,,.,.,,.,, s ••• , ,,.,., .. ,, ... ,,. ..... , 
,., .. , .. ,., I 
89 I l I I 
BO I 2 • 112 
8 , 0) I 2 4 S I 8 2 9 
R 9 0 ) 1 I 'l 4 S 6 II' 'I 4 
'903H l24S67 1&2940 
1'101561 .,,,,,,) l129 ◄ 0S 
890)5674 12456130 11294053 
190JS6142 1'24567309 1129405)6 
/ful•lnl 1403567421 124S67J0 1H ll29C0SJ6 '7 
FigurP :i.:ll: Illustration of suhi.,.l 1'or1i.lrurtio11 for SllS'I. I.DST. :rnd A DST 
Tiu• Delta Ranking ~fothod ran also bP aµplied to tm11pora.J patterns, v.here a DRM srorP is then 
rnmputf'd for each different l:!rnporal pattern in tlie traiu:ng set. \\'e illustratP snr.h a r.ase in a 
s11hsecp1ent &1•cti1,n when thl• dl.'lta training stratf•giPs are evaluated for the Elman ASHNN using 
the Temporal l.1•1ter Recognition application. The OHM can i11 gr11Pral be applir.<l to any set of 
1Hli111,•11sional rPal valued i11p11l pattrrns. sinr1• the hasir co111putat1on only in\·oh·es 1lctrr111ining 
tlie minimum dista111·e bf'lWf'l'I, ;1 pui11t X = (x,,.c.1,•• · •x,,) and Y = (Y1,Y?•···•Yn)- AssumC' 
wr. h .. ve N training input pattPrns. Th., computational complexity for the 'first step of DRM 
is then ,\'(N - 1)/2. since thne ari• I+:!+ ... + (N - 1) c:omputntiuns in Jcterminlng the 
,11i11i11111m distances bctv.een tlic .\' input patterns. The c•omple.xity of rornputing the c-r.ond 
step is N ( N - I), sine" t h1•rn an! N i111,11 t patterns. for which a I) R?. I :.core, consist i11g of N - I 
a<l,litio11s, must he ro111J111tr<l. 
111 sections a.,l.l and :!.•I.'.! the d,•lta trai11i11g stratf'~i,~:. ar•• .,,-alu:-ltl',! v.ith the Elman ASH~N 
11si11g r••s1wrti\'dy a sr1111r.11rP gr11,•1,1ti1111 ( l>igit:il ~!or Pt 'odP ~' JH'rdtion) aud se<jllf'UCe r,~c,,g-
nition appliration l'l<•mpural Lett,•r r,•Mgnitiou). Sc-rtion :t 1 3 shows that tl11'SI' :.trat,.giPs ran 
al:,ll lw succcsfully applied tu f,•t>d~orwanl nr>twmks. 
3.4.1 Elman ASRNN Digital ~lorse Code Generation 
\\'e fin,t .,,-aluatt•,I till' drlta training str;,t.,~i.,s for th,, l~l111a11 ASH~N using tlw l>igitaJ ~fom• 
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FigurP 3.1:.!: Ehmu: :\SHNN used for th,, Digital ~Ion,,. C'odf' Generation appliration 
for <'arh of the 10 dedmal dig;ts, preseutPd ,L~ a sev1•n-hit input paltPrn. The nf!twork. il111strn1e<l 
in Figure 3.'21, 11:;..,; sf!n:n i11p11t 1u1its. 11i1w hidd,•11 •n<I uiw• contPXl unit,, (upti111111,1 numh"r 
p_,qwrimentally de1er111inrd). arid thn'I• lii11:iry output,, r1•s111•1·tiw•ly indicating dot, ,lasl, and a 
1lm1t: hit which ic; on ouly whP1t th•• la.st dot or daslt is out.put. 
For surres:;ful training a IU.tS error value oflr..ss that 0.15 f,,r tht- training sfll and a )i1J<:cess ratio 
greater than !>8% on \1,e tei.t set Wl'TP rl'quirc•<l. For SLJST, I.DST, a11d AJ>S'l' four subsets wer<' 
ronstructed ac-ording to lhf• ranking srlt,mics illustratetl in Fir,ure 3.'21. Thi! optimum RMS 
termination \'alues for these titre!'.' t. ,lining stratl'~ies wen! rt'SJH'CI h•dy, 0.'i/i - 0,fi5 - 0.5!i - 0. lf>, 
n.55 - 0.50- 0.1!0- 0.15, and O.lifi - 0J,5 - 0.4:i - ll.15. Thes1' \'all!•' make s;,nsc. since tht'y W<'re 
IP~• strict to arrorn1Jdat" tlw 111orl' compl;,x subsets of .SDST. ,,-.ry strict for tf1;, .,a.,t•'r sul, l'ls "f 
Ll)<:;T, and in between for thP altPrnati11g patt.,rns of ADS7. 'Ila,• op1i111u111 H~fS t.-r111i11ation 
,-alue,; for C'ST WP.re 0.6!i-0 . .55-0..t5-0. 1.·1. ThP. opt:murn suh-et ini-tPlllPnt ohtaim~l for ISDST, 
ILD~T, IADST, ;,,1d IST were tt>spectivPI.}' two. thrC"e, five. and om•. Tl,e average simulatio1t 
results of te1• ,moulations for f',11·h training strategy are s1J111111ari.-1•d i11 Table J. Hi. 
Frnm Table 3. IO I LDST aud ISDST 011tp1•rf11rm,-,«J all l ht> ol l1o>r training stratPgiPs 1111 av,•rage, 
iurluilin~ 1ST. IL DST f'.onq,arecl to fST. I 'ST. SDS'l', LDST. 1ST. a11tl ISJ>S'I yielded improvt• 
llll'nls of 58. I%, fi5. 7%. 53.1 %. 41. ,o/c. :12. I%. :.nil 5.1c;;. ISDS' I ad1i(•\1•d tl11• lowr l avPrilgn s11111 
uf Euclidean t.!istances of all t l,1• w, ight c-har g••s ( I I '2 I. I 0) a• WPII as I 11" 1,,. t 1111mlil'r of update:. 
( 11li!>0). LOST and SDST Jso provPtl u~••ful tr:i.i11i11~ stralPgir~. 011lpf'Tforr11i11g t!tP ruJ1\'t>lllio11al 
strategies, CST (21% and 6%) and FST (2~.1% au<l llo/r). Only Al>ST 1,r.rfor1111>d WMS•! that, 
FST for 1 '1:s partkular application. Sinn, tht• Alwrnating Ddta Training Strategil'i pcrf,mucd 
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Tr,1ining ,\ n'rage Std. IJ. Avera~!' Std [) R!'St # % improwmeut 
St r11tegi1$ # npclate~ # updat,-s EE.-t 1:1-;,. 11pd:11t'8 c-mnpare<l to FST 
II.OST :101'170 H7:ll 115•1 91 633.87 15-165 511.! 9; 
ISDST :12tl40 207tl!) 112-1 10 3:1-1.6 I 1:!tH:l0 j !i5.7% 
IADST ,IG,~2 :! 12~,2 :.!OG:.!.:{Q XIO '-:.! 2qr;o I •> •t;< 
I tjlO .'i I I • I ' 1ST .,r,:i-. • 2,)~1~'2 l!i:iO ,r, IGD'iO J .u<ro 
SJ>S'l' tff,r>MI :11 l'l2 I 6:1 3 1 t;2., 04 '.?-ltiOO 11 .0% 
I.IJST n:.!!JGII 2\J:l!l!I Ii~~ f,7 !!2:l :, 7 14~10fl 2/U ';) 
ADST 89380 ·18ti0 21r,G.O~ .'illtLI'(:.! 74!i00 -
CST li9730 Wtl!l2 1860.1/i ,Hi:l.:i:! Wli,'>O 5.4% 
FS i' I 1:1100 21:w~ 2:1:,:1 ·11 925 27 14500 -
Tahir :J. JG : A ro111p:uiso11 of th,• average [J1yit11/ Mnr. 1 (",></1 <:,11truti,,,, si1111il11tilln rf'snlt t< for 
th" Elman ASRi\i\ 
very w,•11 for applit'atinns withnut a 11y IP111po1al output 6f'<)lll'll•·Ps (st>1• the next two srrtions) 
and poor for this applirntion, WI' ran 011ly dPd11rP that tlrt' rhan~e in romplr.xity from pattnn 
to pattern for thr.se type of taskt< in an Elman ASRNN should be ~railual and not contrasting. 
However. for a Jordan ASl.~N. whir li ~pc•cializes in tasks that re11uire sequenre production, this 
alt<'rnatiug presen•,ation of input patterns wonld not Mcessary be a problrm. Table 8 .3 presents 
the results for a particular i;irnulation, wh,,n•as J'ig11re :l .:n hiJ?.lrlights only th•• lnrremcntal Df"lta 
Training Strategies rPsults con1p;irpd to FST: ISDST yif'ldiug an i111prm•e111r.11t of711.:J%, followl'd 
hy ILDST with 71.1%. and l,\DST with 1i.i%. 
•011 
•• II.Oil• -lllOIT ,., 
! -~ I •• • . . 
i I J . 




' . .__ __ __._ __ ......., ___ ..._ ___ .._ __ __._  _, 
• tt... fttN HOM •--- -•.-t.• .. .......... , o .... .... _ , ..... _,.,.. 
Figure 3.23: Performanre of tlif' lnrr1>111ental l),,lta Training Strategit>s compared to FST for the 
Digital .~lorse Code Ge11emti,m 
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ThP optimum incr"ment in pattern~ for ILDST. ISDST. aud 1ST \I.We small (respectively 3. 
2, and I), sugg1•:-.ting in ge11Nal tli,1t s111.ill i11rrl'111P11ts pt>rforru hPttN. This is 1111pport"•' hy 
t hr ohsrn,tt ion that ~ingli· pat trrn updat i11g rn thr>r than "J>orh updatin~ usually causPs fa!ltrr 
rn11vergP11cr for ASRNNs. \\',, rnnjr1·t1HP that th" lnc.rr111P11t;J Dc•lla Training stratr~il.'s (which 
st ,irl with a small s<•t c,f rxamples) allow wPhd1t:-. to fi11d a good position in wPight spac:I! 1111irkly, 
tl111s requiring less WPight 1110V<'IIH'11t tba11 th;it s11~t;1'StPd \dll'n th" "ntir,· trainirig ~cl is prPsP11t1•d 
at ,Jncf'. Fig11r1•s :1.:n illustrates this faf'I 1,y comparing llll' w,•ighl r.h,111Jl;PS of the sanw WPi11,h1 
for ISD3T, TI.DST, and FST. 'rli,. ISDST graph .sh<,ws initial J.,rgp w,.i~lit d1:-11grs hd,ire rapidly 
stabilizing, indicatiug that a ,l!.Ood p11siti1111 has lw,111 fo1111cl qnirkly in w1-ight ~p,u-r. l11 mntrnst, 
1111' FST graph shows larg" Wl'ight dia11i1;",; rn11linually. Orderiug of training patt,•rns arrnrding 
to uur proposr?d ranking sd1f'111r~. rsp<'ci;llly whl'l1 prl'::-f'nted in au incrrmental foshion, thus 
forc,~d the network to discri111inal1' lwtw""" r.la...;sps N\rly in tllf' traiuing proces-;, lradi1111: to 
reduced training timl?. 
3.4.2 Elman ASRNN Temporal Letter Recognition 
In this sr,tion the Drlta Ranking ~1Nl1od h. applii•<l to ti•mporal input patterns for th" Elman 
ASRNN usin11; the Trmpora.l Letter H<'rngnitiu11 appli,atiuu, wlrrre thf' task is to recog11iz,, 
temporal lt!tter spquence.'i, each consisti1111; of s1•\"Pll sin~lc input pattN11s whirh rrprrsnnts ~, 
a letter from A to J . The network has two input units. 011e rereivi11g one bit of the tP111p11,IIJ 
~equenrc at a time and 011c clun<' hit. which indir:ll 1•:, wl11•11 the last input pat te1 n of the secp1rnrt> 
is presentPd. Six hiddrn and six rnnt1•.xt units pro\l•d PXpl'ri11111 11t-1lly to he s11ffirie11t. Four output 
units reprcse1tted a. hinary rodil'g rorrP:;ponding lt• Parlt of th" tPmporal lrttn seqttC'nc.Ps. 
\\'e have app)iPd the Delta Hanking Mc•~!•od to tire SPl of temporal lc1 • er ,•t;i?, .~s: A square 
symmetric matrix was ohtainPd containing thr mini111um distanrns hct 1\cc11 all ~he temporal 
input pattN11s: the ORM score for earh different tf>mporal pattern wa~ tl,c•n co111put1?<l. for n 
ranking schPme of easi«>st tu most <liflil.:ult to discriminate, the t,·mporal )Pttcr scql.!t'IHCS Wl'r" 
ordered as follows: I. J, C, r. E, II. D. A. c;, 11 . The R~IS ll'fminatio11 \·al11" f.,r tlw final 
subset was 0.28 for the training set and a sun,,s~ J>PrCPfltag" <,f 111on• than !)0% ou th,• t,ist Sfll 
were requirl.'d. For S DST. L DST. A DST thrPP su h~rtl> Wl'rt' rnnl>lrnrtr<l a<T0rding to th" thret_• 
ranking schemes. Th" optimum R!\fS tN111ination \-aluPs for thesP thrl'f' training stratrgir.s W'PrP 
respectively, 0.4,5 - 0.40 - 0.21<, 0..10 - O.:J5 - 0 . .!8. and 0.40 - 0.3!'! - 0 .18. The optimum RMS 
termination values for CST wl.'re 0..l.1 - 0.35 - 0.28. The optimum !'lllhset inrrem,-nt ohtai11ecl 
for ISDST, and ILDST was tlir~, whcrea5 it was four for l,\DST and 1ST. \VP. 11011• that thr 
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Figure 3.21: Visu,•lization of a weii?;ht rh:tng•~'> for !ql}ST, ILDST, and FS'l' ( Digital Morse ('odi> 
Generation) 
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rnm pl"xity r.hanging from pa It Pru t II pat ll"tll is mori• gradual for th<' first two st rai..~if's1 than 
th" last two for which it b rnntra.,ting ur random, :rnggl'!iling why si111il11r optimum i11rrf'1111•11tli 
Wl'rl' ri•~p .. ctiVl•ly ohtainf'1I. Tlw av1•rag" simulation rPs11lts arP su11111i:uiz11d in T:,hl" ;1, I 7. 
Traiu111g A \'t:r.ig,• '-td. () j 1\\crag,. Std ll. u,,~1 # % i111prov,·n11•11t 
St rat,-g1,•,- # 11p,ht1_>s :# 11pd:i1,•, ! L ,,·. }:E., 11pdat.ei; cornparcd to F~ I 
IADST :.!tllil!O ·11111 I -ir,r, ,1:1 '(1 :.I '.!01~:.! r.7.S% 
II.DST '.!!HJ 1IJ 8;,!HI 
I 
IG7 8U l:.!li tlli 17171 !i•I.OS{ 
,s~,sT :IOGUI 8 I 17 !i I t1 77 lfl!U!!i :.1:151.1 r,1 ,m 
l~'I' :n~wo 0~1~ !i82 11 l tu.02 228:.!0 117,1% 
t\DST ,10:wo 11 ti ·a l)!l:Uii :.!OU R\I 172(1() ;16.1 'A, 
SDST ·1&215 l:.!lril iGi ~fir, 'lO!i Ii I 2r,11:w 18 •I'¼ 
LllST !il(.)02 l!ll:IO U7fi !')r, :l!IG U:, 'ic :trio 17.8% 
C'S'!' ii!i,1f1f1 :.?:l lflJ 1008 \l:l 1110.!l!i :wo7!i I :.! .:.!'II., 
I 
~'I' fi:117f> 280'ili 108ii ,2 1:.!ll.:.!7 21.'iOU . 
Tal1l1• :J.17: ,\ r01n1,;1riso11 of th,• a\'t'fag1• /'t 111pt1ml /,dl1 r U, coy11itior1 si111u1ation rt>sults for the 
Elman J\SHNN 
'l'his tin•r IADST prow•il to lw th1• bt•st training stratt>gy, improving the avf'rage updatPS r..(lm• 
par.-<l to FS'I', CST, LOST, '-DST, ,\ DS'l', 1ST, ISDST, and ILllST hy resp1•r.tively ni. %, 
51.!1%, 48.fi%, 41 %, a:t!:%. I !J.~%. IV<%, a11cl 8. I%. It was al. 11 tl•c most rnr1siste11t hy tiaviny, 
the lmw~st 1,tandartl 1lt•viatir>11 a11cl i11 lii,,w .. J thl• low,•st 11,·1•rage sum ,,f Euclid,•an dista11ce5 of all 
tht> wPight dmng"s (•tfi5.,t:J) Alth1111gh ILDST ohtaiued th" !wst 1111111llf'r of updalt~ I lilil), 
it is intl'1esti11g to note tl•at n 11011-in,•rfl1111•11tal iJ,.lta i;lralflgj', ADS'!', ra1111! do C! with 17:lHO 
updates. The very good perfnrmnnn• of 1hc altr.rnating deltn strat,•gi,!.~ ran he attrihutrtl to the 
network hcing forrcd by thr. alternating pattnn~ to clisrri111i11i1IC lwtw1•(•n routrru;tlng romplt•xity 
dass,•~ early in the training prorf'ss. F1,r tl1is application, having t"mporal i11put 1,att<'rn!l, all thr> 
drlt ,1 training 11tratPgi1•i. uul pnfnrm,•d I lit• 1·1111 v,•nt ioual FST :-ind ( 'S'l' :.tr:i t1:gif's, ,uul all thre1• 
t111·n•1t1l'ntal df'lta training str;it,•gif's yi,•ldl'd i111pr11\',,111f'11ls n1111p11r"d tri l!-T. Figurr. 3.:n, illus-
trates thP r"sults for a partirular simulation, highlighti11g ADST, lt\l>ST, ISllST, and ILOST's 
rr~p,•rtive improvf'me_r1ts of 7!l.:11i{, 71.9%, i0.ll%, :uacl fi/-1, I% romp,trt><l tu FST. Note th" i11:.ta-
hility of thP. FST rurv,.• as opposf'd t1> th<' ri•httivi• s111ooth111~:; of the error r1irw,s of the delta 
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Fiµ;url! :J.25: Performance of thf' l11rn•111ent;tl llPlta Training StratPgiP~ rompared to FST for tlw 
Te1111JOml L,•ttFr Ut n1911ili1111 prnhll'lll 
3.4.3 Feedforward BP : Digit Recognition 
The delta training stratrgiPs wPre fitHllly ll'StPd on a Digit ltl'rognition applkation for a foe<l-
forward BP network. Th.- la;,k compri:-1':, thr. recognition uf hinary patterns rl'pr1?M1 ntin,; th" 
10 df'dmal digits enco<ll'cl for a SP\'l'IH•<'l!;llll'nt display. Tl11• input pa.ttnus were ~imilar to the 
input of tltt• Digital Morse CcHle (;,,1wrntio11 ta. k, cxrept th.it at most trnP lit of a pattern was 
randomly corrupted with IOo/. prohahility. The 11ctwork, illustratl'<l in Figure• U.9, has SC\'<!n in-
put units, ll'n hidden units (the optinium valu<"! cxpl'ri111Pntally d11tcn11i11t>d ), ,,u<l one rral valued 
output. For 1rnccessful tnining a RMS error valllf~ of less than 0.185 for th,. training st•t and a 
sucrcss percentage greatt>r than RO% on the tr.st set Wf're rPquirccl. Tht• fixe,I training set liatl 
:M!l patterns and the test set 151. 
'!'hf' optimum HMS tcrrni11atio11 val111•:,, wcrn 11~ai11 ohtain1.•,I for tlw four subsets of SI>ST (SD-
SET}, LD''T ( l,DSET). A DST ( A DSET), and CST ( CSET). '!'hr opt:mum ,aihs1-t inrremenl 
obtained for ISDST, ISDSET, II.DST, 11.DSET, IA [)ST, IADSl·:•r. 1ST, a11,J ISCT were rcsp,.r-
tiveJy 2, 5, I, ,j, 11, 12, 3, and .5. \\'e not I'! t hal the optimum su h ct increnu•nt is always larger 
for the t'poch version of a particular training str:itegy, suggf'sting that for Pporh updating to h,, 
e!f<.'ctive the subset must rather bP largPr than i;malltir. Figure :J.W shows th~ three inrremen• 
ta.I epoch delta training strategirs, ISDSET, 11,l>Sf.'l', and IADS~;T for a partin•lar simulation 
compared to FST, yit>lding rPsp11rtiv1! imprm·l'11w11ts of 5:l.1 %, 2:l.1 ~{. and 'l'l.3%. Note that 
although thP. RMS -..-aJu,.s for ILDSE'l' and IADSET werP aJr,,;uJy lu•low the <l1•sired 0.185 f'arly 
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Figure :J.16: PNformancf' of tlw lru-r1•111P11t :ii f'.podr Delta Training Strategi"~ 111111!1,,r.,.J to rST 
for Digit llfrognition 
low RMS values for II.DST are attrihutrd to pattrrns lH'ing onlN1•tl from the 1•a.si1•st tn th•• 1110~1 
clifficult to discriminate (i,P. thosP with tlw 1:irgr~t Dl<:\1 S<"urPs am pn•H•tlled first). Tahir H..t 
gives more det,ul rc•garding ea<'h trai11i1111, !'lrat,'g)' for thb simulation. 'l'lrt> avnage simulati1111 
results for each 11011-eporh updating trairii11g st rat,•gy ar" su111111:iriwd itt Table :1.18. 
"I 
Training Average Std . 0 . Avnag,• Std. 0 . (lt'jjt # % i111provl'111f'11t I 
Strall'gies # upuatcs # updates L E,1 LE.,. u11datt-s romµart'd to FST 
ISDST 21274 5fl6A 220 i;3 63.0-1 I •1524 64 &% 
IADST 29149 10-157 WI 12 ris .0:1 1ll45:1 51 3% 
II.DST :12!J51 ,t ti I Fi 273 3~! .l!J.37 24531 45 0% 
1ST 21-rn:1 riwo '.!~ I .fi'.! 60 (12 20343 54 1% 
ADST 30260 55'.!2 :11 1.fii !i~ .•15 1002:1 49 5% 
LOST :13848 ll!li :137 61 3!l /i2 272li 13.5% 
SOST :16562 7438 :1tiG.llfi i!l .16 262(17 38.9% 
CST 53607 11135 liW.66 107.44 :10251 10.5% 
F'ST 50888 15274 562.93 133.8:l 33[,04 - -
Table :J.18: A comparii.on of thr nvl'ragr Diyit Rl'rog11itio11 si11111latiu11 resull~ for the Elman 
ASRNN 
For thiR application ISDST pNfnr111r<l t hr! hPSl among I lrP non-Pporh training strategir::s, im-
proving the average 11p<lates comparr>d to !-'ST, CST, LOST, SUST, ADST, 1ST, IADST, ancl 
ILDST by respectively 64.5%, 51.9%, -1X.6%. ,11%, 3:J.H%, l!l.t(o/c,, 12.N~(. and 8.1%. lt achieved 
the lowest average sum of Eudidean di~lanrl'~-; of all the weight changes (220.83) as well as ~ht> 
7S 
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bPst number of updatPs ( l•l.'>2·1). Th" ,·,.r;· gund p1~rforrn:111rP of th" ISDST can IJP attrihutt>< 
to thr! .e;ood <li ;;rrimi11;iti11g pmiti un i11 wPiuht ,p,tr" ;irhiM'•·cl hy prt'S<'11ting thr> nr>twnrk initi,,lly 
with a. f,.w cump]l"x p:,tt<•rns i11 an i1t<' 11 •111r>11t;il f,1sh111n. \\'i• 11111,• that ADST as a 11n11-i1Krr>11t<'nlal 
r!Plta str<tli'gy. ohtainPd 1!11• ~,.,,rnd lwst nurnlirr uf 1q11late .. ~. Tlw nun -i11ne111P-11t;d d!>lta traiu-
in~ ~tratc•giPs, ADST a11<l Ll)ST, ,dsn fai.." rf'l,ilively rltJM' to thP a\/n,111,P 111111tlwr of t1[Hl;1t,,,, 
11[ tlwir in<:rP!lll'lltal vrrsion,. For tliis application ,ul th .. 11011 -••porh drlta tra.iuin~ :,trat"fdt> 
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l •I 11 I 6(i. i ~c 
2 UJ 13 51 67. 
lfi6i5 4.! .9'7t 
16630 58.Ho/i 
:.!IH:.! 50.:,% 
26fl )!) 46,6% 
'27-1:.!7 -17 i'X, 
1.111:1 :.!!J n 
'2101'11 17.97. 
Table :Ll9: A comparison of the average Digit Rrcognilio,1 simulation results for thP Elman 
ASHNN - epoch updating 
From Table 3.19 it is evident that bt>tt<'r r<>sults are obtai11Pd with epoch upda ti"I! (the re-
s11lts are romparNl to FST). 1SDSE1 imp, ,,~d :wrformanre rnmpar!'ll to FST. F~l:. T, CSF.T, 
SDSET, LDSET, AOSET. ISCT, lADSET. and ILDSET hy rP!ipcrtivc' j· fiG.7%, !i9A~. !i:1%, 
:JG.3%, 37.7%, 32.8%, 19.3%, 11.7%, and 26.6%. It also ohtaine<l the bPst 1111111hN of 11pdates, 
namely 14111. Again the lnc·n•mentaJ DPlta tra.iniug stratPgii>s performed bPtter than their non-
incremental versions, exrept for A DSET, which obta.i11<'d a hcttcr average number of updales 
than IADSET. To put this r<'sult in a hetter pi-rspective, we note that IADSET ohtained a much 
higher standard deviation on the a.verage number of upclatPs, as well as an improvPd best numbf'r 
of updates compared to ADSET ( J.5(;7.5 versus 21742) . ,\gain all thP Delta training strategies 
µMvcd to he vny effi•ctivr• ir. r<'d11ring till-' training timr. Pspecially when rornpar11ci with thP 
couventional strategies CSET and FSET. Thus thP ordering of tra.iniug pattPTns arrnriling to 
the propost!d srhenws, espr•r.ially in an inrr<'mental fashion, allows that a good discriminating 




In tl,is drnptl'r WI' haw· sh11wPd tltat th•• \:,riatio11 1,f :1 lt,1i11i11g :.t r:11,.gy is a ..-irih)C' alt!'rrrntin• 
111PI Ii.id to prrnlu,·" au .-,ff,,ctivl' soluti,,u {11r t rai11i11g ASIL~;'\i: a111I f('(>clforward nNwork, within a 
f,•,,sihli• tim ... \\',. lir1vC'd,.vrlop••1) /111·1Yn.~1d Cm,111/crity 'fmi,1111g(ICT J. two irir"111r11ta/trai1•i11,; 
stratPgiC's (lICT and 1ST) and -ix d, It,, training ~tratf'gi1•s (SDST. I.DST • .\DST. IS DST, II.DST, 
a11d IADST). a11d showed that th,•y )-,ad to ronsirlnahle imprr>V('lll"nt in training time and 
:dkvi;1IP prohl.--.ms swh as a ton larg•• trainin~ sl'l awl a Imig 1rai11i1111, tim,•. Training stratl'~ies 
a11d .\SHN:-;s Wl'f<' P\'alnatetl si11111lta11rou ly for dilf,•r••ut ,1pplira1io11s, \'arying in cmupl.--.xily 
:uHI ranging frn111 Sl'tJll!'llfP n•rr,gnit io11 to S.l'<tU••:,r" gl'llf>fat1cm. 
It wa.~ demonstrated with ~ix diff,.rP11t ,\:,){N~~, and f1'f'«lfurw:trd 11,•t,,orki; th:it for SC\'Pral appli• 
cations, ICT oulperformn<l tl1P rnu,·1•11tional ('Cj'[' nud FST. Tlw iacrrmental trai11in11. strategies 
( including the incrf'mental \'l1rsio11:; of the d1•1t a :;t rategies) aho cffer •ivf'ly addrri;st>d further 
problems with the size of the initial subset, tlu. ,·,r.rement in the suhs('t 11ize, tht> tNmination 
r.ritrria. for ra~h 1mbseqne11l suhsf't, anti tllf' numher o: CX:\lllf>li>..s 1equirrd for ,;ood ,;enera.liza-
tion. 1ST and IJCT showed fur Addi ion tl1at • good tra: :-ing :-.Pt mu be tJUite !illlllll to provide 
very good gencrali1ation. 1ST, fur f'Xa111plc. foi • i•,Hti, uh,· ~i11111!ation JIC('d,.d only half of the 
training set to dou hie the perfor111anrn of t cainin! -. :-. 'fix,•d S"l. It also improved pt>rfotmance 
hy .">0% cc,,nparPd to FST on the sa1m• half of th, tr.1i11ing ,,t•l. For the corrf.'d inrrement in 
subset size the number of updates re,p1irecl for acidit,on aim:,.,: altrun••d the theoretirnl lov.-er 
lmund, 
The delta training strategii?s employ the Delta Ranking !vf~• twcl, wl1kh Jetnminf;... the rom• 
plexity relation hetwren the input patterns b) obtaining thP;r inte~ pattern distanc~ anti tl1en 
ranking tl1em according to somf' sd1('III"· 'l h,:,,• ba,-ic r,lnkinJi; sd:rmn,; were 1 11trod11r.e<l that led 
to the different delta training strategies. l11rr1•rne11tal delta trai111ng istrat,.gies pNforml'd the 
best overall. signalling that the ordl'liug of training patterns accorclinR to (llJr propo51'd delta 
rar,king scheme:., e,spedally ·..-.·hen prPsented in an incrN11eutal fashion, forres thP. nPtwork to 
discriminate betw,·en classes early in the training process, leadin11: tc, redurrd training time. 
The operation of the training stratc>gies were inv('stigatetl by visualizing the movement of hy-
perplanl'll in the input spare, the movement of 1>articular WPights in th" wei~ht spae1•, and 
the Euclidean sum of weight rhanges. The visualization graphs shvWl.'<l how the new training 
strategies efficiently reduce the wright acti\'ity :11111 ohtain lastPT 1•011,·ergence. 
We have also evaluated Elman, Jordan, TA and other nPwly construe:'-"! ASRNNs for the 
80 
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Counting and Addition tasks, and found the Output-to-Hi<ldf'n Hidrlen-to•Hidden ASRNN to 
hr thl' brst simp!P rP.rnrrf'nt llf'f\\ork ard1itrrl11rt•, 011tp••rforrni11g the otliPr Asa:-;Ns hetw~n 
.J4% an<l Si% for the trai11i11g -.tratPgi<'s, 'I his n••l\\ork romhiu"s tl1,• best foaturns of the Elman 
ltll(I Jorclau ASRNN. ra11si11g it to bf' aLle tu lram input and/or output ,Pqnences. The Elman, 
TA, and Outpnt-lo•llidcl"n lli<lden-to-llid(!Pn ASHNN's have a rontt•xt layl'r 011 the input level 
and i:,, ther<•for~ ec111i:>ped to rlf,·rtivPly <!Pal with input sequen,:C's. 1 hey at·rordingly perforrnP.d 
vi:ry \\rll for t}w <'onnting application with its .,.ariab)P input srqu"nces. The Jordan ASRNN is 
TPStrictr,I in not !wing ahlc to rc•11u•11thPr input not r,•!lPrted din•ctly in its output. whereas the TA 
ASR.NN ran only d1•al with tasks thnt allow li•arriing au inwrsc 111appi11g of thr current inp11t 
:u11l rontt>xt units. ASRNNs with 1111lp11t-t11,1111lp11t fc·edhack, surh as the Output-to,011tp11t 
lliclden-to-lli<ldrn .:.nd 011Lput-to-011tp11t networks. did not prove to Le nsrful fur task£' with 
temporal input. The ru•xt chapter lll\'1~stigatcs ASRNNs further in terms of their classification 
capabilities and dynamici;. 
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Chapter 4 
Classification Capabilities and 
Dynamics Analysis 
In l his chapter t hfl classification capahililirs anti dynamics of arrhitrrt urc-sprcific recurrent neu-
ral nrt works are analyzed. )11, analysis c>ntails ru111plexity iss111•s. :-urh as thdr classific:ation 
capabilities, as well as th<'ir clas:;ifiration and l"arning dyuamirs. Uy in\·Pstigating the dassi• 
firation capabilities of ASR N Ns. we exam int> thl' hPhaviour of thrse networks in terms of the 
numh<!r and possiblP. typi>s of r<'gions the network is rapah)t'.' <,, ,orming in the input and hidden 
activation spares during the dasi;ifirntiou ptlll"CSS. \\'e also explore the <lynamic.s of the clas• 
sification proc<'~<;s by analyzing the int,,rnal r<'pre~e'ltation ( clusti>rs formf'd by th<' hiil<len unit 
activation values) of thP. network. It is shown that an ASRNN ean 1 .. arn tu mimic closely a 
finite state machine ( FS~1), both in ;ts behaviour and in its state repri>_.St'l1tation. We obtain 
the intl'.rnal n•presl'ntation nf th" nt>t\ nrk by \'isualizing the input :icti\-ation space and u,;ing 
clustering tl'chniques, surh as llierarrhic:il Cluster Analysis, Principal Component Anal.} sis, and 
the unfamiliar Sammon Transformation Analysis. Th(• lahl'll'l.i clusters ubtainNI by these ted1-
li;i1u rr then rcpresl'nt the states of the :simulated FS~I. The lll'twork dynamics is dPpirtf'd hy 
d, .. trbt1-litions bPtWel'n :states. The rorr,,spo11cle11re between thf' simulated FSM and t}1e one 
initially constructed for the AdditiCln trainini,:; data is then detem1ined. ThP dynamics of thP 
learning proce~s in ASRNNs is then explorl'd by visualizi11g the evolution of dusters formed 
during th<! !Pa.ming process. It i~ also shown that tlw 1111t\l.ork's pnformance improves witli 
largf', temporal window ~iZPS. 
For t},e theoretical analysis, we ccnsidcr IIPlworks wiH're the unit nonlinf'aritif'_iJ are thrc-.sholcl 
Piements with binary outputs, i.e. units with a step threshold activation function (see Appendix 
Stellenbosch University https://scholar.sun.ac.za
A fl•r ,i Ul'Srript1011 of tlm•i;huld arth,1t1<rn funrtions). A tlm.,1,~tr; ,mit lm\'ine; au 11-dim,-11sional 
i11p11t with Wl'ight VPftor \V = (1111, •• , Wn) a11d a threshold_, gh'P.!> au 1111tput nne for au input 
\'f'(lor X = (71, .. . , .Tn) if IV · X - w = Z:
1 
w,.:-1 -w ~ 0 an1I z,•ro if H' • X - ~• < 0, whcrP 
ll' -X i~ tlal' inner prcJdt•rt. Thf' furn, is to investigate the capahiliti<'s a11d ilyn;imirs of tlw thr•~' 
m;1in ard1ilccturc-:-pedtk recurr,•nt thrrosl1olcl HPtworb ( ASHT~s), nam"IY 1:t111au, Jorda 11, and 
T,•111poraJ A11tc.1.Ssoriati11n t!1rt>sl1nld 1wtwnrks. Tlw hiddPu and output layers of tht>SP t'.ctw1,rk:, 
ha\'P thrrsllllld 1111its, wherr:1s tht> co11t,.xt u11its (for Cl111a11 or T.\ ,\'JHTNs) and state •111its 
(fnr ,Jordan ASHTNs) ar" liw•.1t, "imihr to tl,c· 111put units. < 'i•utr,d to tl1i analysi,, is that 
ntcl1iler-llHP•SJWdfic tPcurrenl thn•shold n••twork ,·;iu hi' vicwr•tl as a fP.t'Jfor\\ard thwshold 
11l'!work with i;pnial a1lditio11al inputs, th•• ront('Xt or :,tat,. units, "'ho~" \'alurs ar•• prO\ itJ,-d 
liy thr nPlwork ilM•lf {spPcifir.ally hy the Jlff'Vious hidd,•n or ou tput 11111ts via fix1•1l onP-•to-one 
con11Prtions}. Th1•se sp('cial nmtPXt or i;tatf! input:,, which op,-ratP ou tit" sa1111• 11'\'t>I as th•• 
input layl!r, giv1: th" 11c>twurk th" rapahility to store tPmporal patlPrus (or to predict tlir. next 
input). The ronrlusions of this analysis cau h,• extPtHled to networks with tlrn wf'll-knnwn 
sigmoid activati,111 fonctiun . Th:s ca11 l11• acro111plish..,,I hy a 5igmoid funrtio11 that appro:<imate 
a thres hold function or just hy 111111,ipl_ying all th,! w1•igl,ts and thw5holds in thP 11f!twork hy n 
sufficil'ntly large coustant. forcing tlae outputs to he clos1• to one ur ZPru (the :,igmoid function 
is in the ~1tigh-ga.in limit", i.e. the gain param"ti>r is large). 
4.1 Classification Capabilities 
\\'e f'.Xamine the number <1.nd po,;c:ihl,• typ"s of cells (scl' ,h•finition 4 l) in thn input and hi<lcku 
activation space (see s1>ction I. l ) for ch1ssifiration as a function of the number of nPlwork units. 
The basic functioning of a n111ltilayPr 11cural nPtwork is that the first hidden layer 11scs hypN• 
planes lo partition the input space- into a numhn of cells. The main function of the additional 
layers, in particular the output layC'r. is then to group these cells into larger regions. 
Deftnjtion 4.1: 
A rtll[Makhoul et al, 19, 9] i:; a polyheclric n·giou iu thP input acth-ation s parP, which are labf'')plf 
hy the hidden arti\'ation valuP:, that ~p,•cify 011 wl1ich sid,, of ,~ach hyperplane thf! points in that 
region lie. 
A ceU in the input space has a corr<'spundin~ rd! in the hiddt•u .space, both which arf' labelt'd by 
the same hidden acti\-ation values. Figure 4.1 illustrates, for exampl.-, a feedforward threshold 
network ( FFTN) with two cells, labeled O and l, in its input and hidden space. The cella formed 
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in tltr input .:.p,H'P mu he divided int<, ow•u and dose<l rl'lls. 
Definition '1.2: 
,\11 0,,01 nil i11 thr input SJl,lfl' has i11p11t \"ariah)P whirh are unbuund,•d. 
Definition 4.3: 
,\ d".,cd n // in tllf' i11p111 ,pa1,. has iupul \-aria tit,, wl1irh are always bounded. 
Fi~1JrP L:l pr<,vidr•s 1111 ••xat11J1II' of a l'FT.N' input par, h:wing two open rdl,;, labeled 00 and 
11, a11cl on•• close1I c1•1l, lab"l"d 10. 
Definition 4.4: 
Au imaginary cdli labeled l,y hidden activatiou \'alues ti.at liave 110 rnrrt>~pon,ling input \"alul!S 
and appl•ars as a. r1>II in the hirltlt•n s pa.re. hut nc,l in the input spac11. 
The FFTN's hicl<ll'n spare, ilh1stratPd in Fi11;urf' 4.2, contains an imaginary cell, labf'led 01, which 
has no corresponding valuPs iu tl1e input space. To clistin~uish between c1>Jls that are formed 
i:1 the input -;pare and those that ar1• i111aginary. Wf' introtlure the term rm/ cell.~ to dP11ote the 
former. T!te number of real cPlls is tlie sum of the C>pi>u and r.losPd rclls. Wt.en th•• tPrnt cell is 
m,ed on its own, it indicates a real <"ell. 
~finitior, 4,5: 
/'. re~ion or a set of points is c()rmcrlfd if it C'annot be split into parts that are not adherent lo 
one another, that is, no parts contain at least 011e neighborhood point of the other. 
Definition 4.6: 
A set of N vectors is in go,cml 7HJs1t1<m in ri-dirnensionaJ spnc1• if "very suhsPl of n or fewer 
vectors is linearly independent [Cov1>r, 19fl5]. 
In the following S('Ctions we discuss thP. number and types of CPlls for Elman, Jordan, ami 
Temporal Autoassociati0n ASRTNs, compare the results with feedforward thrP-~hold networks. 
illustrate them with a few example., a11d intPrpret the rquation:. ohtai11e1l. 
4.2 Elman ASRTNs 
We denote a feedforward threshold n'!twork (FFTN) v.·ith r1 input units, a single hidden layer 
of h threshold units: ands output thrf>liholci units by n:h:11 FFT~. Whens= I, the network is 
denoted by n:h:l FFTN. 
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.-\n Elman ard1itN·turf'-sperifir. rerum•nt thn!Shol<l 1wtwork (A ·nTN) with n input units, a 
single hiddPn layer of h thre.,l1old units. a singlr rnntext layer of Ii litwar units, t>arh rout.uning 
a ropy of a rorrP:,poruling hidden thrhhnld unit vaJu•' on the prPvious time step, and.~ output 
tlirPshold units. is df'notPd hy 11:h:., r:l11um ,18R'J'.V. \\'he11 ., = I, WP cit '"!nte the netw,1rk by 
11:h:J /:111,ari ,tSRTN. ,\11 1d1:., El111,111 ASH'J':o; cau lw \'i,•wNI as :ir1 (11+/i):h:.~ FF'TN having h 
spPrial additional i11p•1ts. tlw rnnt.-xt units. 
•1.2.1 Numbtr of Cells 
\\'c assume .hat th" Ii hypPq,lan••s iu th" first hi1ldl'11 layn arl' in genPral position (<lefinitioa 
-1.fi ). This implies that none oft lu· hypNpl,u1Ps arc paralld to 1'l1c:h ol hN ( that i~. all hyperplanPS 
intersect each other) and no more tl1a11 ;i hyperplan<'s intersert at a point. The purpMe of this 
a.ss11,nptio11 is to assure that no snh~rt of thr l,yperplanes de!!;er;erate.s, which is a ne<r.ssa.ry 
rf'quin"!i~nt in obtaining "<111ations for the nurubf'r of cells. Let C(/1, m) be th" numher of 
crlls formed by h planes in m-dimcn:.ional sp~ce, where 111 = n + h is the expandf'<l input 
dimension m = n + h of an n:h:., Elman ASRTN. The numhl'f of rf'lb formrd by an n:h:s FFTN 
[M akhoul et al, l 9R9] is 




a!(/1 - i)! 
h 5 11 
Ii > fl 
Since h < m = n + h, the number of cPlls formed liy an n:l,:s Elman ASHTN is 
m1•1(h,m) 
cu,. mi = L <~i 
•=-0 
h h! 




Thus the number of cell:; formed by /, h_yper;,lanes in m-dimensional spare is indepf'nd1•nt of the 
expander! mput <limension m of an Elma11 .ASHTN. 
Adding on input or contt:rl unit: 
For au Elman ASRTN increa.:;ing the input Jimension by one impli.,s either adding a u!lit ,., 
the input layer (which '1as 110 effect on the number of cells C(h, m) = 2'1 ), or adding a unit to 
8'i 
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llif" cuntr_xt layer ( whirh im;iliP~ adcli11~ a uuit to thl' hiduf'11 layer leadi11g to an incre.ue of thf' 
1111111IH'r of rPlls to •.1P•+1l ). 
A riding a hitlrlt n unit: 
:\ddiu~ a hiclclru unit implies adding a hyperplaur, wliirli incr,•a.<;e:, tl1,• n11111lwr 1lf rrlb to 2(11+1), 
havin~ t!tr rfTN:t oi' douhliug thr 1111111h"r of rc>lls. 
4.2.2 Open and Closed Cells 
Tiu• rdls forn11°d in the input sp.irP ra11 be <lividPd into opl?n anti rinsed cP..!ls (definitions 4.2 
a11tl •1.:i). In genernl C(h, 111) = C0 (h, m) + Cc{h. m ), wl1erc C0 (1,, rn) is thf' number of open cells 
anti G'c{h. m) the numbN of do,;ed cf'll!:. The uumhcr of open n•lls formed hy an 11:h:.~ FfT~ 
[ ~tak houl et al, 19, 9] is 
'Ihe numbPr of closed cells formed hy an n:h:s FFTN [Makhoul rt al, 1989] is 
Cc(h, n) = { O (li-lJ! 
,dt 1.- 1-n)! 
h 5. n 
h > 11 
(4.3) 
( 4.4) 
For an Elman ASRTN the expande·I input dimension m is alwayi; lar~er than the numbrr 
.,f hyperplanes h, i.e. h < m. Thus applyin~ equation, (4.J) and (·1.4) to Elman ASRTNs, 
Co(h, m) = 211 and Cc(h, m) = 0. Thus for an Elman A$RTN th,ire ran hP no dosed o'lls and 
all of them arf' opP.n. 
4.2.3 Imaginary Cells and Disconnected Regions 
According to Makhoul e.t al the numlwr of irnagin:iry cf'IIS (definition 4.4) for a FFTN is equal 
to 
( ' I 211 ''(' ' ~,(1.m)= -( ., , mJ. (4.5) 
Since h < m for an Elman ASRTN, C(/i, m) = 2". Thus G'i(li, m) = -ih - 2" = 0. Th1>r0 fore 
Elman ASRTNs cannot havp any imaginary rells. D11cision r.:-gions in the input space consist of 
connected cells. Makhoul d al show,.•d that nne hidden layPr threshold gates are also capable 
of forming disconnected decision regions, whirh arP. cnnnertt>d ( definition 4.:'!) together through 
a set of imaginary cells. But Elman ASRT~s do not have any imaginary cells in their input 
86 
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sparr; thus it can bP ronrl11dt•d that d"ci,i,>11 regions fornrnd by au 1:Ir11a11 .\SR1 N ar,. C'ither 
ronvex decision regions c,r 11on-1:011VPX hut con11PrtPd r1•gions. Tht>ri>fort• Elma11 ASUTNs a,e not 










0 .,. ....• 
••• 
• I • h.idden lhruhnl" 
,., 
al 
0 .,.,. ... ,, 
12 • outp.,,t l.hruhol4 
••I 
h•I 
-alwl • a2w2 + cl•l • ll • O 
,1 
.,. ...• 
Figure 1.1: Example 1: Arrhitecture, input and hi<hlf'n sparn for f:1:1 FFTN and Elman 
ASRTN. 
ln thi" section we com part! 11:li:s FFTNs with tl11:ir correspo11iling 11:h:s Elman ASRTNs in terms 
of till' nuni~er and types of rells fornlt'd. \\'c pwrl'Ccl with exa111plr~ illustrating the two r:ascs, 
h ~ 11 and h > 11. 
Example 1: Let 11 = 2, h = 1, and s = 1. Figure .t. l illustratPs a 2: I: I FFTN and the rorre-
sponding f:t:1 Elman ASRTN in tern1,; of network architPrture, input and hidden span•. For 
ronvenienre, we ref PT to the Elman AS RT N's input-confr:rt nc:tfrati,m spnc~ ( the spare df'fined 
l>y Lhe input and rontext unit artivations) :\lsu as input spar~. To avoid visualization clutter, 
('Inly the positive quadrant of the input spare i5 shown. Each rell is labeled with a binary 
numbt•r y1 that sperifif'.s 1111 ,, hich si<l•• of t lie h) per plane ( r 1 w 1 + .r2 w1 - t1 = 0 for the FFTN 
and :.c1 w1 + z 2u•2 + c1w3 - t 1 = 0 for tho ASHTN) the points in that cell lie. In this e.xamp)I' 
the weights anc! thresholds of the FFTN are w, = 0.9. wi = 0.8. ti == 0.6, t'1 ~ 0.5, anti 
t2 = 0.25. The corresponding values for the ASRTN are w1 = 0.3. w2 -= 0.:1.s. W3 = 0.4, t 1 = 0.5, 
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"1 = 0.5, and t1 = 0.2.5. For th" FFTN the number of rdls i~ C( h, 11) = 2\ sinre I, $ n. 
Thus C(l,2) = 11 = 'I.. for the Elman ASRTN the n11111brr of rrlb is C(/i,m) = 2", sinr(' 
Ii m = 11 + h. Thus C:( I. :l) = 11 = 2. Thn,•f,m• I )ip numlwr of op1•11 crlls for both 1,1itworks 
is 2'• :· !: • 1 anti thr 1111mhN 11f rlo•;,•d n•lls z,.ro, Tiu• 1\\11 11pP11 rrlls iu th•• two-di111e11sional 
input !>r,•r• ,,, th" FF1N and th" tw,1 i11 thP thrPe-di111P11sio11al input spare of thr ASH'l'N ,H,, 
ill11~lr,1\Pll 111 Fi~I!•(' •I.I. Tiu• t~pr of a r£1!1 i11 the hiddrn ~p,Hl' is detPrtninl'd hy thl' typ!! ,>fit~ 
wrr,.spo11di-ig r1•1l in tl1" input span•. Tlw type of the n•lls in the hid<l,•n sp,lre of the FFT~ 
and ASRTN is I 11cr1•f, ir,• 11p1•11 . SinrP the nu111h11r of imaginary n•lls is C,( Ii, 11) = 1'1 - C(h, 11) for 
th" FFTN and C,(11,m) = '2'• - C(h,m) for the ASHTN, it is lero for both types of networks. 
This f!Xarnple shows tlHll wlll!n Ii:$ 11 and Ii mute.xi units nre a<fcll'd to the input layn (as long 
,1s th1• 1111111lwr of inputs is not PXr••t>dPd ), then• b 110 inrr"a~e or <lecr.-,..sc i11 th" numh<1r of open, 
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Figuri• 4.2: Exa111pl1• 2: 1\ rd1ilt•rl ur•-. i11p11t :ind hicldf'11 space for I ': I FFTN an<l Elman 
,\SRT ~-
F:xample 2: Let n = I, II = 2, and.~ = I. Figun• ,1.2 illustrates a /:~:/ FFTN and the cor• 
responding 1:2:1 Elman ASRTN in terms of n<'twork architerture, input and hidd<'n 6pace. Jn 
this example, ear.h cell is labelrd with a binary 1111mhPr y1 v, that &Jwriftes on whid1 side nf 
the hyperplanes (for tlu~ fT'l'N, y1 's hyperplane rq11atio11 is r1 u•1 - t11 = 0 and Yl 11! f'qu:ition is 
Xi u,2-t,1 = 0) the point::, in that n•II lie•. The w••ight~ illlU tl,r1shohls of the fr'l'N art• m1 = O.i, 
u••i = O.<i, t 11 = 0.2, t 12 = o.r,, 111 = -0.i, ''l = 0.8, and t, = -0.:.1. The corresponding values 
8 
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for the Elman ASRTN are u•11 = 0. 'i, urn = 0.8. w11 = 0.4, 111 = 0.6, t1•11 :: 0.5, w 11 = 0.6, 
1111:i = -0.R. 1,t = -0.:l, "1 = 0.~. t•2 = 0.!J, and 1, = 0.G Siun• /, > "· tht> numhrr of cells 
fnr th" l:t: I ITTN is r;(1., I)= r::~u ;rrl~,1• = :J. Althou~h /, > "•/,is al~ays smal)Pr than 
m = 11 th. ThPrf'forP the 1111111l,n uf rells for tlae /:!!:/ 1:1111,111 ,\SRI N is<'( I. I+ 2) = 22 = •t. 
Th,, 111111tlwr of open rPII~ fur tl11• I'~ I'~ is <'..,(:.!, I) 'J. Z:?:::o ;,/}::1
1!.:1, = :.!. for thP ASHTN 
it is '2h = '2 1 = ,I. Tli1• numlll'r of rl,)s,.rl c,•tls foru11•d hy thr hyp1•:pla111•~ of th•• /:~:/ FFTN 
is Ce('2, I )= Trf}::112\ 1, = l. For th•• .\~RTN l11P 111111ilwr of r.lu~rd rl'!ls j.; z,•r,,. ThP 1111mhrr 
nf imaginary rf'lls for thr FFTN is (',('J.. I)= 1. 1 -<'('L, I)= 4-:1 = I, whih• for the A ' H1'N 
it is G',(2, :J) = 22 - G'(2, :I)= •I - 4 ;: 0. 'l'wo •>f thf' thrPr rPIIS i11 th" one-dimrnsional input 
spare of tlw FFTN art> opP11 (latwl1•1l 00 and 11 in Figure 4.21, whilt> the othrr rcll's input 
varia.hlrs are bounded hy tl1t• two hYJH'rpla11•~~ (the clos<>d rPIJ is lahcJ,,d 10). Ho.,..evcr. In the 
hicld1•n spare or th.- FFTN four diffN<'''' n'lls PXist. The rPII lalH•l1•d 01 i:; 0111• whirh is lal,cled 
by a hiddr.n activation ml111• that l1as rtCJ rnrrPSpo11ding input v,ducs, thus lieing an imae;inary 
cell. The fu11ctio11 of this p;irtirul,lr n•ll i:. lo w1111ect tlw two oprn n•lls in thi_ c~e to form a 
disconnectNI decision ri•gio11 (ronsisti11g of thP u11io11 of the rrlls labf'lt•d 00 and i I). Figure 4.2 
illustratP.s the four opN1 cells in the thm•,dime11sirn1al input spacP of the 1:2:I ASRTN aud the 
two-dirnenliional hidden spare containing zero closed and imaginary c.ells and four op1•n rells (as 
opposecl to only two op<'n rells for FFTN). This example shows that when h > n and h context 
units arf' added to the input layer, the 1111111her of rrUs and op1•11 rrlls incrf'asf>s lo 2h, whe!~as 
thP numher of closed ancl i111aginary n•lls d1•crP.1S•"?S tu ;wro. 
111 ordN tu uhtain a sen~e of n11111cricaJ ,·ahu•s im·olvl'd, Table 4.1 1•1111111erates the numher of 
opm,, dosed, and imaginary ,·c•lls for rd,: Fl:"J'Ns aud ASll'J Ns, wit It small va.lue.s of hand"· 
4.2.5 Interpretation of equations 
When h S n, the number of ,dis for an n:li:s FFTX and ils f()Trl'Spo11di11g n:li:.~ Elmi\n A.SRTN 
is 'J.h = L~=o ,!(f~,)I• In this ras1• thl' I, :idcliti11111ll i11puts (rontC'Xt units) of lhP ASRTN are not 
pl.1yi11g any roh• in the forma1io11 of r"lls, i;iurn thr 111axi111urn n11111her of cells h45 alrPacly h~u 
form<'d in the 11-dimensiona.l input spar", 11~1111!ly i•. The FFT7'\ dor~<; not l,ave ?.ny rlo cd or 
imaginary cells, so the addition of ront<'xt units to the input lay,•r r.aunot df'r.rea.se the number 
of closed and imaginary cells any further. 
However, when h > n, the rnntext units have a VC'ry definite effect on thl! n11mber and type of 
c<'lls formed, and we can detcr111i111• the effert arcurately. Sinn• the 11u111IH'r of cells formed by 
the FFTN is E~=O ,l(li~,)l, whirh rquals I he n11111b<'r of open cl'lls plus tl:e number of closed cells, 
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FrfN ASRT~ 
ll Ii m G(h, n) G'0 (h,n) C,(11, n) ('.(11, 11) ('(h, n) C0 (h, n) C,(h,n) C,(h, n) 
I I 2 2 2 0 0 2 2 0 0 
~ l 3 2 'J. 0 0 'J. 2 0 0 
3 I 4 2 'Z () 0 2 2 0 0 
I 2 3 3 '2 I I •I 4 0 0 
l 3 4 ,1 'l '2 4 l:I 8 0 0 
2 2 4 -1 I 0 u 4 1 0 0 
2 3 5 7 6 I I 8 8 0 0 
3 2 5 4 4 0 0 4 4 0 0 
3 3 0 8 H 0 0 I( M 0 0 
Tabll.! 4.1: The number of open, dosrcl, ancl imaginary c·1>lh for n:h:.~ I'FTNs and ASRTNs, with 
small values of n and /1. 
the following equation holds 
C(h, n) 
" h! 
= ~ i!(/, - i)! 
2
"-1 (h-1)! (h-1)! 
= ~ i!(h - l - i)! + n!(/1 - 1 - 11)! (•1,6) 
The f:rst term is the number of open cells (,t.:J), whC'reas the second term ii; the number of C'losc<l 
cells ( 4.4 ). The number of i111agi11ary cells for a. rFTN is ••qua! tn 
C,(h,n) = 'l."-C(h,n) 




L i!(h - i)! 
•=ntl 
= ( 4.7) 
The number of cells formed hy a rnrr,•spondi11g ASRTN ran now he determin,.J in terms of 
equations (4.6) and (•1.7): 
,. Ii! 
C(h,n+h) = '--~ i!(/1 - i)! 
" h! " h! 
= E i!(/i - i)! + E i!(h - i)! 
1:0 1=n+I 
n-t (I, - I)! (Ii - I)! h. h! 




Tlii~ rq11atin11 givr,, ;,11 c•xar.t a< rnu111 of tltP ••lfprt of a.ddin11, Ii rnntP_Xt units to the input layN of 
a ITTN: thr first tf'fm 'lL:':.1 ,,,:.•-/_\ ! wa.,, tlw number of open C<'IIS in the FFTN ca~e. whicli 
h, 1111w still open rclls in the ASftTN n,s.-; tl1P seco11d tPr111 .. /~_:-/~ wa.~ the number of closrd 
n•lls for tit!' FFTN, which i~ nnw tl(l♦'II c-Plls for tht> ASRTN; thP d1ircl term L~=n+I ,!(1."~i)! was 
I hr• 11n111her of i111,lginary rl'lls for t!tf' FFTN, now also IH•iir~ <•Jll'll rl'lls for tl11• ASHTN. Thr 
FFTN's i11rnginary rl'lb i11rrP,,~" th" 1111111IH•r ofnr11•11 rrlls in tl,e ASHTN's i11p•1l. spare, which in 
L11111 IP;1il!i to Jinn disni111inatio11 IJPIW1•Pfl dnt,1 poinh. Th,• a,1,laion of routext. 11,1its thl'r<'forl' 
r•xt,•nd, th" "1,1ssi1kati1111 rapahilitir• 11f ;, l·TT;";. 
4.2.6 Classification Oynnmics 
111 this section the form; is on lhf' dynamics of th~ cla~bificatinn process in Elman ASRNNs. 
'I he dynamics is "~'<plored by a11alyzi11g thr nPtwork's intnnal represe11tatio11, i.e. the ::histcrs 
fo1 m<'d by the hi<ldr11 unit acti\·ation va!i11•:, of thP m•t work. \\'r investigate problems that can be 
rl-'prl".sented as finite state 111arhi1w.,. The rlustl'rs fornwd Ly t hl' hidden unit activations do not 
only represPnt a distributed representation of th,! network's internal i,tates, hut also represent the 
11tatcs of a finite state machine that is simulatPd by the Elman ASHNN. Tht> network dynamirJt 
is dP.pictt•d by the transitions betW(!('ll the statP:.. To analyze the dynamics we have used four 
difforent applications, whirh vary in romplr.xity. They are the more familiar tempura! X?J7i. 
prohlf'm, the detection of two wnserutive t,m•i., tlti> Je1,,ctir,11 of three cons~cutive onrs, ancl the 
morn complPX addition task (prns,.11tPd in sec tion 3.-t.G). \\'e :-tart hy ronstructing a transition 
diagram for each of tl1e four applir.atious to ch11ra.clerizf' tlu• training data, For the addition 
ta.ska FSM was af,;o rnnstrurted for trainin11; data, which in turn enaLled us to identify non• 
deterministic elements in the training data. As a spin-off e.xprrinwnt we investi:;at,•d thr training 
pNformanre of different training strategies (see Chapter 3) for training with nc.n-deterministic 
data. versus trai11i11g with dett•r111ini!>tir data. 'l'he next slPp in identifying the i.imulated FSM, is 
to analyzti the internal reprl'sentl\l inn of the Elman AS RN N. To obtain a. 1-tatic represt!nlation of 
the nrtwork dynamics WI' USP llinarchiral Cl11,.;tt'f Analysis. If the ASRNNs arc i;n• JI e11ou;1h, 
i.t'. le~s than four input and rontP:<t units for tlw input-rontr."tl artiva1io11 space, we can vi:.i.alize 
the dusters formed in thi:, spare. The temporal XOR and two pattern detection applications 
only require rwtworks that fall in tht• above-mf'11tio11rd catP~ory, called l'isualizablt networks. 
For these experinu'nts, W(' use the i;ame visualizahll• ASRNN, having one input and output, 
two context, and two hiddl'n units. For thin Elman ASRNN. which has 21' = 4 opf'n cells in 
tbt> input-context activation space, WP visualize the du:.lers formt>d in tbf'.Sf' rells. However, for 
the addition task, which ret1uirt>s a more complicated ASllNN. we reduce the dimensionality by 
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usi11,• h.JI ,,nly Prinripal l'omponP11t Analysis, but al,o apply a fairly unfamiliar t >1 l111iqui> railed 
Sammon Transformation Analysis [Sammo11, l!IG!l}. Aftn identifying thl' simulated FSM from 
the clusters form<'d by thcsf' tP<:h11iq11PS, \\f' dl'tPrn1in1• the rorn•spondeuc,, betwt>en the idflntifie<l 
FSM and the one initially rnn~trurt"tl for th<' training data. 








Figure 4.3: Elman ASJlNN with 011t: input, two ro11text units. two hidden units, and one output. 
In this section we analyze the riassification dynamics of an Elmau ASRNN with one input, 
two context, two hidden, and une output unit (aec Figure 4.:1) for thP. familiar temporal~ 
( notX OR) application. \\'e nrst ror11;tr•1ct a transition diagram to characterize the training 
data and to assist in identifying the f'SM that is simulated by the network. The network is 
small enough so that we can ,·isur..lize the :J-di111ensio11al input-context spar.e and 2-dimensionaJ 
hidden activation space. Since we expcc: that the clusters formed by the hidden uuil activations 
over time will indicate the statl'.S of the finite state rnarhiue of the uetwork dynamir.s, we use 
Hierarchical Cluster Analysis to obtain these clusters. We then identify a Moore marhine that 
corresponds to the internal representation!> of the network. 
In the temporal XOR application tht! network must learn to detect two , o'l&• ,t1tive zeros or 
ones in a bit i;tream having 011ly a. one-bit input window (one input unit) . l'he •arget valuf' of 
the output unit ii- one wh<'n the jHPvious a.nd current input., are identical an, iero otherwise. 
For example, if the input stream is 000101 I (wherl! the rightmost hit is the cum.-r.t input), then 
the corresponding output stream i:, 0110001 (where the rightmost bit i:; t, :- , u, r.~ outpJl). 
Figurf' 4.4 shows the transition diagram conftructed for th,? trmpora! TI " , il"alion to 
characterize the training input and output vf the application. There arP focr b .. , • .1nsi\ions 
as indicated by A, D, B, and C. where the fir!lt two repr~.9ent transitions with ndput. one. and 
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Tran'lition Previous Current Output 
ln Ul In ut 
A 0 0 1 
B 0 1 0 
C 1 0 0 
D 1 1 1 
Figure 4.4: Tran~ition diagram for Tempor~1l XO fl application 
the la.st two repres<'nt transitions with output zero. 
(a} V1s11ali1.a.tion of Input-Context Spilce 
CONTEXT2 
INPUT 
Figure -4.5: Visualization of input-rnnt •xt i-pan• of the Elm;,n ASH N N for Temporal XOR 
classification 
The smaJ Elman ASRNN, which was trained with 100 single input patterns, found the task 
difficult to learn and reachecl an optimum of 74% accuracy on tht> tei,t set ( with no re!et of 
context units). We then extracted the three input-context activation values (input anJ ceintext 
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1111it activc1,lio11s) as wrlJ as 1111' two hidJ,,11 1111 it actin u io:ts 1)\"N 1i1••1•, as t}1f' nPtwork JltorPssed 
the classification data, which rn11sistt>d of :.!;1 siuglr• i11p11t palln11s. Sinr(' the context unib 
opera.I" 011 the s;,me levPI a.,; t)1t> inpu~ unit s, "'" l1a,·r, lo visuulill' th" spac" df'line<l by the input 
au<l context unit activations, called the input-contrrt actfraticm spal'1 . FigurP •Ui illustrates a 
\'isualization of the cl,L-;sificati1m clara and thi- two hyp,•rplaues (associatf'<l with tli1• two hhldE'n 
units) in tht> input-contPXt arti,~diou s1,:u·r. ill'lin,•<l l,y INPUT ( tl11• input unit acth·atiou ). 
C07"TEXTI and CONTEXT2 (th" tw<,ront,•xt unit acti\'alious). To a\'oid vis11ali1.atinn clutter. 
thf' hypnplanes arr r, tlirPshnld approxi111at ion nf thPir origin:ll a -dimf'nsional sigmoid shap••· 
Only thrPP of the four Ofll.!11 cdls ( '..11' = •I) a, .. visihl,•, si111 e the l\\o hyperpla11f', inlPfS('Ct outside 
the figure . It is also appare11t fr11111 th" figur1• that hcJtli byprrpla11c are uceded tu Sl'parate 
the• four clusters rorrert ly, causing it to bl' th<' smallest nct·,1.ork to learn the task. The two 
clui,ters A an<l D, representing au output of 011e, .irl.! capturrd in th" ~anw open rl'll (io ht>twPen 
the two hyp1!rplanes) and loc;1tN1 at oppositl" corner,; of the hypf'rcube. Clusters B and C are 
located on thP outside of th" hypcrplarlf'.s in different open rPlls, tht> former to the left of the 
left hyperplane and the latter to thP right of the right. hyp('rplanf'. Siuce thcrr is no reset of the 
context unit activations duriu~ an epoch. all the previouc; input values influence the position of 
the current data points in the input-rontPXt • pare. For PXaruple, say Wf? ha\'e an input history 
of three time steps, then the top data poi11t in cluster D is labeled 0011 (where the right mos, 
hit is the current input) and the bottom data poi11t labeled 101 l. Both points have the same 
current and previous input {therefore bdng in the same cluster}, but siui-e their input two and 
tlm~e time steps back dilfer, they are situated at diff Prei1t locations in the inpul-contP.xt space. 
By visualizing the input-context acth·ztion .~pare, four 1 • u~ters werr i,lentified that correspond 
to the four main transitions of the Tt!tnporal Yoii. pro!JI,,m. 
( b) Hierarchical Cluster A naly:;is 
Hierarchiral Cluster Analysis (HCA) is a method of finding the optimal partition of training 
vectors accrrdio;; to some similarity measure, such as Euclidean distance. 'Ibe algorithm works 
by iteratively merging smaller clusterb into larger ones. It starts with one data point per duster, 
and then looks for the smallest distance between any two clusters. Those two clusters are 
merged so that they form a new clu!.tN with tht> two earlier OUPS as suhdnsters, which gives 
rise to a branrh in the dustt•r tr<'"• Tlie mt>rging is 1t>peated until one cluster is left. The 
results in th,~ previous section were cnnfirmed by a HCA of the hidden ac.tivation values as the 
network processed the 100 single patterns U!if'd for training. The hidden activation ve<:turi. along 
with their transition labels ( which were determined by their currrsponding inputs and outputs 
according to Figure 4.4), served as input to a cluster analysis program. The objective wu to 
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cl"tcrmine whether the hiddrn artivatiori~ flH ' clu1>lt>reJ a, ronliug to the four main transitions 
of the transition diagram. In the grap!1iral rt· ults of HC,\, illustratt•d in Figun• C.:l (,\ppendix 
G ). each l1>af ·; l lie tree rorrr,pouds to 0111• of th,. four transit ions. The fi11:un• reflects the 
network's performance on tile t1>st sl't, siun• thrrP an) a fow mi~dassifirations in ear.h of tbe 
clusters. Thne are, for example, a f"w A's in thr r dust"r whirl, iutlicatl' thr,t tl1c nf'twork 
struggles to rememhPr the pn•vinns i11p11t when it, current input is t('ro. This i also the case 
for cluster 8, wherr a few V's illustratr the nf'lwork's confusion with the pr<'vious input whrn 
its r.urrent input is one. A f,·w A\ appPar in clustrr D. indiratin,r: that tlie Elman ASllNN hn.s 
J,..arn,..<l the corr,..ct output, liut ronfu~es its i11J•ul. NotY.ith. tandin~, rlw hidd1•11 acti\'ations ar" 
grouprd arrnrding to the four 111ai11 trausitiuns. 
(c) ldl'ntification of ~1oorl' ~tarhine 
Figure 4 6: Moore mar.hine of the Elman network dynamics for Temporal XoR 
In this secti 1n we identify th!'! FS~l that the netY.ork simula.tPs. The \'i,,ualization and HCA 
results indicate that the Elman ASRNN learns the four main transitions in Figure -1.4. The 
clusters obtained with these tf'chniques corr" pond to tltt~ states of a Moore machine. A Moo'f'f: 
marhine. ill a quintuple ( S, A, T, 0, /), where S i.s a finite set whose elements are rallrd states, 
A is a finite set called an input alphabet, T ; S x A - S is the tran1;ition function, 0 is the 
output alphabet, and J : S - 0 is the output function. Figure 4.6 presenti- the graphical 
repr<'.sentation of the Moore machine, which describes the hirldt>n hyer dynamics. The set of 
states is S = { ,l, B. C, D}, where IJ and C arn the start states ( denoted by the drdes with a 
dash edge), and A and D the final states (drnutrd by tl1e rircl,.~ 1"ilh two r.olirl edges). The 
rf'maining task Wllb to determine the Moore machine's tmnsition and 0 11tpnt functions {indicatPd 
in the figure by respectively the labdeJ arrows and !dbe)ed squares}, well as the input an<l 
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output alphabet, respertiw•ly A = {O, I} and O = {0, I}. An Elman ..\SH~:-. ,·an therPiore lr.arn 
lo mimic closely a ~toor!' marhi11c for the temporal X OH application. 
4.:>.6.2 Detection of Two Consecutive Patterns 
In this SPction wr 115e an applir',1tio11 for which tl1" rwt"ork nlll!-t ll':irn to d,·t<>rt two conseruth•p 
001'~ in a bit stream, to idl'utify tlaP rsr-., that b imul:ttl'd hy an El111a11 ,\SRNN with one 
iuput, two context, two hidden. and llllf' u11tput unit. The target \'alu,• of the output unit is 
11111! when the pn•vious an,l currl'.!nt inputs are one, and zero other~ise. This application, being 
less romplex than temporal XOR (<l1•tection of not only runsr - 1li\'e oue.c;, but also consecutivr. 
7.cros), should provide for brtter simulation results than the latter, wltirh in tum should lead 
to better visualization in terms of clearly .;ro1H-~d dustNs. It al-.o gives the opportunity to 
ill\'PStigatf> th<' use of two hyperplanei. (two hiJ<len units) in a problem for which only one 
~,'f!ms to! e suffice. For temporal XOR two hyp11rplan<'.s were necessary to separate the four 
dusters in the input-c:ontcxt space. Again we start hy constructing a transition diagram for the 
,raining data, which is illustrat!'d in Figur<> 4.7. There art- four basic transitions as indicated 
by A, H, C. an<l D, where only the last one represf'nts a transition with output one and the 
r<'.st transitions with output zero. We proc.-ed to vi~ua.lize the input-context space and to use 
Hierarchical Cluster Analysis to obtain the clu!'•ers for1111>d hy the hhlden activation ,·alucs ovf>r 
time. Finally, we identify a Moore machine that correspo'lds to tl1e Elman ASRNN's dynamic.s. 
Transition Previous Current Output 
Input Input 
A 0 0 0 
B 0 1 0 
C 1 0 0 
D 1 1 1 
Figure 4.7: Transition <.':~ram for the detection of two consecutive ones 
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Pigur" 4.R: Visua!izatiun of i11put-co11text. spar" o: tlll' Elma11 ASRNr-; for the ilf'lt>ction of lwn 
ro11sr.cutivc oue5 
'!'ht• Elma,: ASRNN was lra.iu,•d ,,ith JOO ~iu~h• irq,111 patt,•m~ ancl reached an optimum of 
100% arruracy 011 th,i test wt. l'igur<> •1. ill11strr1tl'S a vi6ualization of lht• rlassificalion data 
(2:i single input patterns) an,! the two hyJ>erpla11es in thf' inrut-cont.-...xt space with a network 
perform an re of 94 % a.curacy on ,he rlassifiration set. From the ligur" it npJ11•ars that one of tht• 
two l1ypr.rplanes is superfluous in :separating the two grour,s of cl11stcrs. 'fhus on1y two ope11 cf'lls 
(of the four possihle rells) arc used, wlicrc dustns 4, N, aud C ,( r<'pres,•Htin~ ,rn output of zero) 
are loratccl in tht• nu,• <'<'II and d.ister J.l (rf'pre:sc•11ting nn outpu• of l)llt') in the otlier urw. From 
this li11..11rl' a 111isda.,;sifir;itio11 ,·a11 Ii,• visualiz,~rl i1: tft,, following 111a1,:1n: 'f the lt•ft hypPrplane 
f1111,·tio11~ ~ the rnilin i;r.paratur. tllf' ri~htrnost data polllt of rln t1•r /) L 111isr1assifit'1I: if tht• 
right hyp .. rplaue fuurtions a.- tl•r• main ~"parnt<.,r. the leftmost <lata poiut of cluster 8 was a 
wroug dassifiration. \\'hen tlic rlass1ficatio11 1latn for l00~ aaur:u·y was visualized, thNc were 
II'> data pr,iuts lo,·ated iu twt\\,~{'ll tlH• two hnwrplanl'S. The• proximity of dusters fJ and C to 
thl' riglit hnwrpla1lt' ran br attrilwt,•d to, rr>spcrtivdy, a r.urrent and previous input of value 
ol'f!, Agaiu, sin," there ar;, rw rontf'Xl 11nit nrth-ntion rcsr•ls during an cpoc.h, all tl1e prr\'iot.s 
i11p.1t. \'lLlllPS inttu,•nc., 'th•• 111> ition nf the I urr nt data poi11t iu 1111• i11put-r,111tP.Xt Sparr. For 
f'Xa11q1IP, say wr. h1',1• nu irq111t Jti5t11ry nf two ti1111• :stf•J1s, tl11'11 tlw to11 d~1ta point iu rl11ster JJ 








Figure ·LO: fli..,r;irchica.1 Clu~t•'r Analysi~ of th:.- Elm:in ,\ SHXS for th•• d1•1,,nion of two ron,ec-
9S 
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of the l~!'t hyperplane, lal,"J"d 011. Uoth points have the same currcr,1 anJ p1ti1 ious input. 
but sinre t!1eir input two time stq,~ hark dirft•r, t:H'y arr. sit11att•1! nt diffNent lor.a:it,ns in ti1c 
lnput-rout<•xt :-part• 1 ;.lt'1<,11gh !wing in I h1• sa111P dust!'r). 
'1'}1P results i11 thf' 11rP\''CJ1,., ,crticn ,,,.rt .-onfi med hy :i. ~liPrarrhical ClustPr ,\11alysis oftl1r 100 
singl1• patl<'rns us"d for train111g. r l .-, g1; •,h, ;.: tl'<iulti. of HCA, illustrated iu Figure al.ti, refi,.et 
the llPl\\.ork's performann• of lfll:~• .i,•u;,.:n , i th, lP t &Pt, i.ince ll:c fo:ir d11slt>r6 fornw1t arc, 
dose to hein~ rompletPly ho111ogem•o11s. 'I llf'fl n • 1.,,,lr tw,) mii;d:,ssificadon. in r.lustf'>f [}, au,I 
th.- coupli• of C's next lo duster A rould lt•ad 11> St.Jilli' roufusiou. Prom thi5 figure it is c,·i 1,0 11l 
that rlustrrs reprPSP11ti11g an ou: p11t nf 1111,• :,r, wt>ll srparat<'d from thos1• r~pr<-sc>11ti11g a zero, 
a11d that the hiildrn activatious ;n,• gw11111•d :wrordi11g to th•• four maiu transit: 1:H1. 
(,) ldentifiration of Moort• Mnchi1111 
Figure -l. lO: Moo rt> marhini> nf tl1P l:l111a11 llf't work dy:na111i1·s fnr il{'t "rtiug two c1111secutiv" on, s 
From the graphs of thl• ,·is1rnliza1i11n ,1f th" inp111-rn11t.-,x1 spar,-. ,incl }l("A, it follows 1111\t th•• 
Elman ASRNN learns tb" 1011r main tra11siti1111s iu Figurf' 4.7. 'lh" rlust(•rs oht:unrd t"Orr!.!Spond 
to the states of a ~lnore 111achi111•, illustrnl<'tl i11 rigurr 11.10. '1'111• i;1•t of i;tat£>s (rcprt'!H'lll(•d hy 
lahC'lcd cirrlt>s) j, S = {A, IJ,(', LJ}, whrn• A is th«• st:ut stat,• (,l1•1111t1•d 1,y a drd•• with a dar;h 
,,d,.e) and all 11( thPm are li11,l: states. ,\g:lill, the r••111ai11i11g task was tu 1IPtr•r111i11;, tilt' Moor,• 
111ar.hiM's transiti, .,, and uutp11t functious (rr:.pertiwly i11dk.itC'd hy l,dJl'lrd, rruws :111il l,,1,,,J.,d 
squru«>.s), as wdl :'IS 111p11t autl 1111tp11t nlph,d>t•I . Only t ht> statt• lalwl,•d I) hu an 11111)1111 of 11111• 
al>sociatrd with it. wlll'rt•~i.., tlw ntht•r, I.a,,• t1ll uutpul ul 21•ro, 
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4.2.6.3 Detection of ThrPf.> Con!'ecutive Patterns 
111 this S<'r:ion WI' aualyze tl11• rlassilkation dy11:u11k:s of the s:unc- Elmnn ASH~i\ • s in tlw 
prnviou~ ~wo s(•clions, hut I hi~ ti111,• 11si11g a 111or1• ill\ol\Pd application for which the nrtwork 
11111st lt•arn tu dl'tf'Ct thrrt> ro11$1·r11ti\'P out', iu a bit .~lrPt1111 \\ith only a onr-hit input window 
(one input unit). Tlw targPt \/due uf thP n11tp11t 1111it h uni' wlirn tlw i11p11t two time Sll'!Hi had.:, 
t hP prt•vious input :rnd the c11rr1•nt input ar,• all e_,11 1•, and zr>ro ot hnwise. Thr comph•xity of this 
applirntinn i:. clue to lht> fart that thl' 111•rnork is .:.upposPd tu rt•111r111hrr i11pul two ti1111• steps 
bark. Ag,J11 tht> 11••tw11rk is smalf .,1101111,h 60 that we r,111 visualize th" :J,di11u•11sio11al i11put-ro11ll!Xl 
parr :in<l :l•di111c11 ional l1i<ld,•11 sp;11 ,, (th ,• rfld11c-ti1111 uf di1111•11sio11s is th,•r••for,• not 11erPssary). 
This 1>nahll'1l us tu visualiz., 1Ji,, statt•s of a mun• rn111pli.-atP1l liuit,• statr- 11111chine \\ith t>igl11 
possihl., transition:, as oppos"d lo tit,, four of the pr .. virnts two applirations. FigurP 4. 11 shows 
thP transition diagram rnt1hlrt1r.tPd for this appliratioa. 'l'hr,.,• an• 1•ight liasit transitions as 
inclicatf'd hy ,t t Ii rough lo JI, wlu•rp unly tht• last ont• rl'prest•nts ,, transition with output one 
and the r1•:.t transition!> with nutpul Zf!ro. 
'l'ran111tlon Jnput Input tn11ut Output 
(t- 2) (l - 1) (1) (1) 
A () () C) 0 
13 0 0 () 
C () l 0 () 
D 0 1 u 
E l 0 () ,0 
F 1 0 1 0 
G l () 0 
II 1 l 
Figurf' •1,11 : Transition diagram for the detection of thn•e conscr.uti\'c nn<'s 
Th,! Elman ,\SHNN was trai11«'il \loith 100 itqrnt pallerr s ;111d n•arl11•,I .i11 11ptim11111 of IOOo/. 
al'<'llrac_v 011 tlic t,•s t ~,., . rigurt' 1.1'2 illu trntr•i. a \'isu.dirnti1111 nf tlw cl sifkatiun data (:lr, sing!" 
input patt1•111s) and the• l\\o hyp1>rpl;,1wi, in tit,, i11pu1•r1111 lPXt &paC'C' witl1 a n1•tw11rk perforrna11r1> 
of !10% accurary 1111 the rlas&ifil'ation 1,t'l, l"rorn th,• figur,· ii c1ppPar11 th:11 the right hypt"rplan" 
funrtions aa the 111;,i11 wparator, eparating duster // corrPttly from tlw rest of the dusters. 
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Only two open r<>Us am usPcl, whPre duster // (rcprf'Ji('nting ;,11 uutpul of om•) appears in the 
one> cell aud the uthPr dustPrs (rPj>rl'sPnting an output of z.-ro) in the oth~r rdl. Sinn• thi> 
transitions lJ :incl F arl' r.l11S1•ly ,i;ronpPd to ••.ich 11thn. tlll'y forru ,l 1rnt11ral cl11stl'r, lnhelrd lJ-P. 
Thi,-, is also lh1• ra1,1• for thr 11- J; c l:1stn. Tlt .. y gi\'1• suitably lt z,.ru a.:. output for a nirr1•11t 
input of rcsru•rti\'Ply one and :i'Pro as WPII as for ,1 pwvious input uf z,~r,, (Sf~I' Figur,• 11.11 ). The 
!Pftmost data. point iu dui;lN 11-Cwas th" starting point of this dassilkation (anti thus having 
no prrviuus vr.!ue ), (•xplaining ..., liy it is lorat,•d su far apart from r1•:.t oft he poi11ts in t l,c d11st1•r. 
'l'hP distanrl' hetWPl'n the data points in du IN// ran lw attril111t1•d to the 9J% arrnracy a..~ w,•11 
;1s thPir input history thn•1• ti1111• ~ll'ps hack, IH'ing 1111 anti 01 I I for Tl' pt'rtivdy the l,.ftmust 
aud tllf' ri11:ht11111st data point . Tli" r1•:.t of 1l111 rlu stt•r,- ttrl' d1•arly groupP.d. Sinrc d11slPr I) 
rnnt.tim, clat,1 poiuh lalwh•cl 011 (wli.,,,, tliP riglit11111~t hit is tlll' r11rr1•11t i11p11t) and dui;tn JJ./' 
routains points lalH1 llld 001 aud IOI. tlwir proximity to tlw right SPJl,Lratiug liyp1•rpl:u11• i11diratr~ 
tilf'm acting as a thoro11ghfat1• iu tl11• p,1th from tlif' ti6ht111ost rlustPrs, having a rnrrr.nl input 
of zero, to clustN II, rcprf's('nting tltrl'<' rnlls<'rutivl' Olll'S as input. Consider, for example, the 
path of migration pictured in Figure -1.12. It ntarts in dustrr A-Ewith da.~a pv:nt 000, proref.'ds 
to rlu~ter IJ-Fwith point 001, then 111oves to 011 iu cluster D, and finally ('t1ds with <lata point 
111 in clt1stn II. 
COSTEXT2 
INPUT 
figure •1.11: Vbualization of i11p11t-r1111t1~x1 pa<" of th•· L.1111111 ASH~N for li11• d1•t;><th.,n uf 
thre1' conser.uti\'e uues 
IOI 
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(h) llinarchiral Clm,tN Analysis 
A~ain thr. n•:.ults i11 tliP previous s1>dion Wf'n• ro11firr11ed hy a lliPr.irrl1iral Cluster Analysis of 
tlw 100 si11gl1• pattf'fns usP<I for training. Tiu· graphinll r•!!illlts of HCA, illustratr.<l in rigun• 
(', t (i11 Ap1w111lix ('), n•IIP<'t tlw llill\\<Jl'k's Jl"rfor111:u1r,• 011 tl1c, test i;t't, ~i11n• there arr. only a 
fP\\ mi!-dassifirati1111s i11 th•· h dusH•rs f11r11,,.d , Si11,,. tli,•rP ar" 1111ly t\\O tr.in iti1111» ,,f typt' JI 
in tlu• training data. it s11,1,g,-.:,t:, why t lw ll<'lwork has difficulty Y.ith d:,~sif_\';11g tlwm and why 
t h.-y ari• lorat,,,I at tJjff,.rP11t p1J~itio11s in the tr<•e. Frn111 lite IPftmost hrn11chi11g i11 thl' gr;,ph it ji; 
cvi,h•nt that dustNS rPptl'M'nti11g au output nf one ,HI' w,•11 ~Pparate<l from those n•prPsenting a 
wro, and the n•st of the hraurhing indicates that the hid<l,•n ar.ti\-:tlio11:. at<' gro111wd arror<ling 
to tl,c six main transitions. 
( c) frl;,n tifirat ion of Moor,• ~t ad1irw 
Fig11rn 4.13: Moort• ruarhirrn of till' Elman ASl!NN dynarnirs for the <lr.tenion of thrPe ronsec-
utivr. ones 
The vib11alizati1111 graphs i11 Figure •l.12 tog .. thn with the graphkal results of thP HCA, show 
dearly how the hid<len arti\.ttions rla.ssify six 111ai11 transitions. The d11stNll nbt~in,,cI id<.'n• 
1ify thf' Moore mnchinP's stat1•s (<l"nolcd hy lalH'li'd rirrlc:. in Figure 4.13). S = {,1-£,/J. 
f',C:,[),(;,11 }, wh.-re A-Ei:. th<' ;.tart l.ltf! (d1>11otPd hy a rirdP with a <lash edge). The transition 
"1111 output 'anrtions an• n·prescnte.l r,'spertivdy hy lal,<>led arrowi, and lahPl<•<l squar•'S. An 
Elman ASRNN can tlwrefore l,•arn lo simulate 11 ~toorn 111ad1in~ for thf' df•tection of thn-e ronset·• 
utive patterns, hoth in its hd1av, iur (th,• ~.mu' input and output) and in its sta' representation 
( I he six i<lf'!1tifiecl stall's). 
10:! 
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4.2.6.4 Applications using '2h open cells 
111 tltis f.ection W<' analfl" the i11p11t-r11nt1•xt ;11·1iv:ltio11 i;parr uf ;rn Elman ,\SHN:-: (SN.' Fil(• 
urr> ,1.:q for an application tlt:1t ran l>1• lranlf'd by usi11~ all f011r op!'II ct>lli. and one that nc-cds 
fivP 01w11 rf'lls. For thr first applirati,111 t l1f' 11l't\\1Hk 11111~1 l,•aru tn :tSl>ol"i:iti• fnur dil!Prcnt output 
v;d11Ps lo tllP pus:-iliJ,.. co11tl,i11,,ti1,11s of prPvi,111s and , urr,•11I input \,du,•:; in a hit slr<'a111. ThP 
targl't output vah1,•s app••:1r in th,• tr:111~iti1111 diagram shn"n in riguro~ 4.11. I'm thi:; applirnti11n 
tl11• n!'lwork rt•a1'1Pd an opti11111111 of !I~% ,1r.ntr,1r.y 1111 tl11• ti' t Pl. In 1!11• \'is11ali1.ati1111 nf th1• 
i11put-ro11tl'XI ~parn • illu;,trat .. ,I i11 figur" •1.1·1 • l'ach of th,• rlassrs A. /J, <'. and /) app"nr in a 
SPparate n•II, th1m•hy orrupyi11~ thP 'l." = •I pn,.,,,ihlf' open rPlls. Thi! lll'XI applir., tion illustrate• 
a r,ls1• wh,•re the four opPn rdl~ of thi, El111:tn rwtw,,rk ,HP not l'IHHl~lt to rorri•ttly learn tl1r tai;k 
at hand. 
co:,.;nxn 
c ... ,.,., ,.,., o ... , ,., 
A 0 0 0.10 
B 0 0.3S 




Fi11;11re 4. 1-1: Vis11ali1.atio:1 of i11p11t-!:r,11lf•Xt ~p!lcP of tlu• El111a11 A!'iH NN for a11 application I hat 
11s1•:, all four 11pe11 1 .-lit, 
For the Sf'roud nppliratiou tliP 11,•tw11rk must IParn to 11ss11cia1,, ti,.- dilf•·Tt•nt output \'ah11 111 
Pad1 of the possihl1• rombi11atiu11s of input \·altll's .wro, 0111• ancl tw11 ti11w ''"PS hack i11 a hit 
stream (61'«' tl11~ transition diagram i11 Figurl' 1.15). Transitions /J and r bfli11n,r; to tlw i;aml' 
rlass, sine«· hoth haw the same targ,~t output \1lluc. J'his is al o th1• 1:L r fur transitions !J and 
f:. as wl'II a~ Fanti (;. Transitiom, , I ;rnd II ••arh 1lrfi11e thrir 11w11 r.la~~. Tiu• Eh111u1 A~RNN 
with one input 1111it. l\\'1> hidden :-ind t,,o n,11tl'Xt 1111ih, and 1111r. 011tp11t unit was 1101 .iblc lo 
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rorrenly lt•arn tlw task, sine" tJ11, ,u I uraey 011 th<• test set flunuat,•<l bl'twcen 42% a!td 66%. In 
thr \'isualization oft hf'! input-rnntP.Xt s1mn• (ill11stratetl in Fii11rl' 4,l!i) all four cells .-re orrupied 
hy dustr.r!'! h<•longing to thr s;u11P class, 1•xn•pt t}w n•ll rn11talni11J1; rlustn~ II, F aud (,', This 
grnnping of rlustns w,,uld only '"' r,,rrl'rl if thl• tnrgPt output value of trantiition JI is l'hang<'d 
lo that of tra11si1io11 ' f' ,llt<I (,' , Il11\\l'\'l'r, to ll'ilrll tht> task nlrfi'llly, one extra rd) j1, llf'f'<!Pd 
fnr dustn II . This rn11ld 011ly 1n• :11 lti1•\'1•d liy nddi11)! a1111th.-.r llidt!P11 1111it, whid1 would iu turn 
i111 rPa~<' t i1r 1u111hPr of op1•11 ,.,.11,, tu ~'3 - , . 
CO~THXTI 
ci. .. ,.,., ,.,.., ,.,, .. , o.,,,., ,., '-' ' 
I A I I I IOI 
l 
I • I us 
C I I • 1.15 
D I I I i .s1 
I 
E I • I I.SI 
~ 
F 1 I 1.75 
G I 1.75 
J R .... 
CONTEXT! 
Figure 4.15: Visualizatiou of i11put-rnnt.ext. i;p:1n• ,;f tl11• Elman ASH~X fM r111 npplicatifltl that 
111'<•,ls fi \'e open cc-11s 
4.2.6.5 ADDITION 
This sertion pre.«(•flt.'.> •hr. rlassificatinn dy11a111il's aualy~is of the Elm:ln ASltNN for th•• aclilition 
task [Lutlik et al, (1}~11;. For tl11• a,ldition task l•••1• s1•c·ti1111 :J.1.fi), whid1 i!i morr. rn111plex than 
th<' pt••vious 01ws. an Elman i\SH~N with flv,. i11put, Ill rn11te.xt. l!i hhldN1, and six 0•1tput 
11 nits i:. 11:.rd. To vi:-i:nlizr. t 111• net \Wrk dy11:1111irs, we red ur•• the tli111e11:,ionality of the hiddf'n 
ar·th·ation spac:r- (in contrary tu th,• 1m•vio11s tasks) hy usit,g twu <lifforeut terhniq11rs, PrincipaJ 
('uu1pont•11t ,\naly!,is aud Sa,11111011 Trau:.formatio11 Analy~is. \\'•• agaiu usf' Jlierarchiral Cluster 
Analy~is to obtain a :.tatic Tt'J)r"st•ntation of the network dynamics and then identify a ~1oore 
machine rnpr••se11ti11g the iu~l•rnal rt>prr:.Putation:. of tlw llt!lwork. 
1().1 
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(a) Con;,! ructiou of l\li>aly ~farhiuP 
Wi> constructed a ~!Paly mocl1ini• lo , harartNiZP tltP addition ta.~k morf' prPri6Ply ,wd tu aid in 
idl'ntifying the finite htate ma.rlti1w of tlir nPlwork dynarnks. Tilt' \IPaly machin,, in figun• 4.16 
dPsrrilws all th!' i11p11t-011tp11t ro111hi11atio11~ of thP four pCJssil,J., at·tious i11 tl1P a<ldition prohlem. 
The ar.tiont1 arP to writ•• tlw 1~0 .,11/t, lu n•1111•111llt'r th,• ,·arry, shift to th" ru:rt column of digit , 
and indiratP if dime(~"" Figure :L, ). A .\l,u/y 11wclii11r is n 5-tuplt• (S, ,I,'/', 0./), whr-rp Sis 
a finitP SPt of stat,•s, A is a fi11itP ,,, call••d ~,: input ,tlplial,ct. 'I' : S x , I - Sis tlll' transition 
fu11rtion, 0 is thP output alplutl,,.t, an,! / : S x ti - <J is t!tP output fur1t·ti11n. ri,r the Elman 
,\SRNN of tlais prohlPlll th" i11put patt,•rns ar" tit,, input alphabPt of the ~lea.Jy 111ad1i11r>, whili;t 
the target output pattern!, ar•• the output alphnhet. Each transition r1'pr1•M•nls a specific group 
of input-outrut trausitions, which is 1>JH'cifiPd in Table~ ,1.2 a11d ,l.:L Thi• top half of the Mr.aly 
mad:ine d,:,scribes the input-output ro111hinatio11s involv~d i11 zero or one o,rry, wht•rf'aS the 
bottom half depicts thosP input-output transition:- invol\'ed in more than one rarry (top ancl 
bottom halves indicated in thr. fignrl'!) , 
' ' .. , : .. , ' 
' ' ' ' I 
' I 
' ' • .. 
111 .. ,, "'"'"·"' 
J.,At,,t;,:.,. 
c _, Id ••---• 
... . ... 
D" I 
' ' 
"CA Rto~'.(li: i :;• 
\. Rc,t , 
' ' "- ~ ! 
' 
}'igurc I. \I): Mr'lly Machir1• for Addition 
The rt-., Jlt input-output cornhinat i,,; ·• are ,lt>•;t1 L"U by R:r, wherP xis the type of result aC"tion 
indicated by N.C.D,C.\', CC, ,U11l l JJ. /1s rPpr,•s!'11l tlw 1.t:.11lt artio11:, that IPad 10 11nt 
,lrlio11s, whl•reas Re ,utiorn, IP:1d to .. 1.: --y at ' icms. h e., • a111l Hee are 1Psult actions, wl11rl1 
incorporate the change:; in ilin rP.sult firlil clue to carr:• actions earlier in tl1P currellt tl'rnpor.J 
pat tnn. Th(>)' represent result action, that respcc:tivcly lead tu tlf'Xl and rarry ac,.ons. R v -1nd 
Rev are the final result actions that i~·ad to du11e art ions, wherP thP formPr is part of a tempornJ 




Tiu• rnrry i11put-011tput comhinations an• dcnot,~d by C'x, wh,•rP ;r is the type of carry action 
indiratc<l hy C and CC. Cc rcprt•!iP11t th" first rarry actions in a temporal pattrrn, whil•• Gee 
iruliratrs thr sucresi.i,•p rarry :irl i1111:,. 
Th£• wrt inp11t-011tp11t cor11hin,1tinn., :tll' d1•11otPd b; Xx, where :r is thP type 11f IIPXl action 
iu<lirat,~d liy N, C, CJ\'. a11,I ('('. N.v n•1m•.w11t r11•xl actions cor.rniu,•d in a tc>111poral pattt!rn 
with 110 1arry lu'tio11s £>arlin i11 1l11• lf111tporal pattr>rn, wlll'rr>as Ne actions indicate onP carry 
11.-tion Parlier in tht> l<'mporal pattf'fri. Ncx aucl Ser arP next artiom; whkh indirate more 
t l1a11 oue rarry action Parli,ir i11 thl' temporal pattnn. ThPy differ in that tllfi latt€'r's preceding 
art ion is a rarry (Gee), whilst in the forrm~r•s case il ii, a. m:,ull action ( HcN ). 
The done input-output combinations ,HP d1>notr.d hy Vr.. wh1>re ;r is the type of done action 
ir,clirnted by N. C, C N, and CC. Vs reprl?Sent dorw artiuus that arP precede<! by a next action 
( N N ), wl1Prea.~ De anions ar1• pren•dPd li_v a result ar.tion (HD) which is cJue to a carry ac.lion. 
Der. represent done artions whic:h ar.-. perforu11•d aftn more than 1111c l'arry and preceded by a 
result action (Rev), DcN reprf'.sf'nt don~ actions whirh are pnformed aftl'r at least one carry 
and pr('cedcd by a n•~t action ( .\'cN ). 
lnpul Output 
R11 /Ir N,; Cc Ne f)N Ro De 
0000 100000 001000 000100 
0001 lllOOIU 001,,00 000100 
0010 IOOUIU 00 I 000 000100 
0011 ll)(JOOO 010000 \101000 100001 000100 
0100 100..Xll UIJIIJOO 000100 
OIUI 100011 0011)00 000100 
0110 100011 001000 00011)0 
01 II 100001 • n I 11000 001000 I 0000 I • OOOIOC 
1000 !WOOi 001()(1() IIIKJIUO 
1001 100011 001(1()0 UOUIOO 
1010 100011 ()(JJ(ll,NJ 000100 
1011 lliOOOI • 010000 001000 HlOOOI" (J(J(J){)(J II 
11IJO )l)(J(JIIJ 001000 1100100 ! 
1101 100000 OHJOOU 001000 100001 000100 
1110 1()(.100(1 010000 00 I ()(lll IU00111 (.IU(}I 00 
1111 IOOOlll 01 ()(JOO OUllNIO I OCkJOI 000111() 
Table 4.1: Mealy marhiue tr:uu;itions for z.-ro or uul' carry. The • iudicatPs a non-deterministic 
transition. 
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'fable 1.2 specifies the ~lt>:dy machi11e tra11-,itio11s fur tempural pattern~ thfll inrlud,• .tno or 
0111• rarry anion, wlierN1s tlte l1>111pc1r:t.l pattPrns of Table 1.:1 includP 111ure tha.n one carry. Iu 
hotl1 tahlcs only the one rPlumn of di~it ( tlw top aud hot tom digits) am .shown as i11p11t. The 
1 wl-of-inpul bit of the input i:- not s hown , hPrause it h, zno for all artilln, PXCPpt for the donr 
~rlions ( DN, De , Des and Dec) wJ1,.11 its ,·alu,• i~ oue. The otl11•r four :nput bit5 indicate the 
bottom a11d top digit ( two hits ••ad1 ). Th" six uutput bit s i u<li ratt• tlll' four actions (on,· bit 
Par.Ii) .ind t hr lown ortl,•r n,sult of tl11• sum ( two bits). For illus I ration pu:-pos~ tl1e example in 
Figure B.:J (Appe11dix B) i, usf'tl. On th,• firs t time s tPp thP input is 1111 ( representing II as 
th£' hollurn and 11 as the top digit ) artd tl1" corrP~poruling output is 100010 ( representing the 
write of the loww orr!Pr re1rnh 10). whi, h corr,,(at,·s to th" He action in Tahle ,t .2 . !ii nee thf.' bum 
produrl"<l a carry, the actiou 011 tl11! Sf'ro11d time strµ is th~ Cc ,·arry action (010000) for tlte 
same input l J 11. On time 5ll'p thrt!<.', the shift to the n1•xt column of di11;its is indfratcJ by the 
S c next action (00l00Cj. On the fourth time steµ. the sum of the new bottom a11d l<>p digits, 
respectively 0 l aud 00, plu:. t loe carry of the previous rol11mn is 0 I +oo+o I= 10. Since thP sum 
did not produrr. a ra.rry, tli" corrPsponding 011tp11t action f11r tlit> 01()0 input is th,.rcfore Rc N 
( 100010), indicating a rPsult action that IPads to a n••xt artirn1 and incorporates the changes 
in thP result field due to a rarry a1 tion earli1>r in the LPmporal pattern (see Table 4.3). The 
thrPe-rolumn addition i:. complNed with a 0 cc doue action for whir.h the end-of-input bit is 
one, 
(b) Training: Non-determinism versus DetPrminism 
AIi the Mealy machine transitions in T,\h(,,J; •1.2 and 11.:l ar" determinis tic. P.JCCt>pt those marl.,·d 
with an asterisk. In Tablt! '1 .2 thcr,• b a nu11-di>t,~rministir rl1oir.c ( th" 11cxl state cannot b(! 
detPrmin<'ci from the c11rrP11t .,, tau, and rnrr<'11l input) lwtwcPn tl1" rt:sult actious He and fin 
whrn the input is O 111 and IO I I, i.P. ident iral out put pattPrllS rorrc>spouding to diffor1•11t result 
actions exist for a. specific input. In Table •t.3 the non,deterministir rlwire i1 hPtWf'f'II th" 
rei.ult actions Rec and Ren when the input is 0011, I IOI, and 1110. fhese non-<let11rministk 
transitions were not evidPnt from the tr.uning data a11d were ,tly detertl"J after the con1,truction 
of thr. ~fealy marhine. Sinn• it is .-ru;i,•r to ),•aru detf"r111ini tir. t rnnsitiuub I han non-cleterministir 
011P • we invl'.stigated ways of eliminating 11011-dl"tcrrninistic transitions from ti1c training cfo1 a 
without effer.tillK the top all(! hotto111 digits and thr rorrespondiug output t-cqu••uccs in\'olvt!d 
in tire addition task. One way to 111ake tl1t"'S•• d1oice:. d,•tPrministic b to rhaug., tire end-of-i11pul 
bit into a crne for Rv and Rev iu urder to distinguish tlwm uniq1H'I) from respectively Re anJ 
Rec- Thus e,·cry output patlt:rn rnrrPsponcliu~ tu an action is uniqu<'ly 111app1'd onto a ~pecific 
input pattern. Thi:. is also logically plau:tible, since RD and Rev are the only r~ult actions 
10, 
Stellenbosch University https://scholar.sun.ac.za
1111,111 Ou I put 
il RcN Rc-c Ncr,· <'c c ,\'cc- l)c-t, llc-n Dc-c 
0000 100001 001000 0001{)0 
:I 
()(JI)! 100011 OO!OOJ 000100 
,! 0010 100011 001000 000100 
f..lOl l I OOf.JOI" 01()000 001000 I 00001" 0.:X.1110 
I 
011)0 IOOOIU 001(.IOII 000100 
OJOI 100000 010000 001000 100001 000100 
0110 100000 01()000 001000 100001 000100 
0111 I 000 I!) 010000 {!01000 I0,iOOI ClO'llOO I 
1000 100010 001000 000100 I 
1001 1Ul"~,O UIOOOU 001000 100001 000100 
1010 IOOlOO OIOOOv OOJCOO 100001 000100 
1011 WOOIU 010000 001000 100001 000100 
1100 100011 001000 0001nr1 
!IOI IOIJOOI" OIUOOO 001(,00 IOOOOI" !IOOlOO 
lllO 100001· 010000 00l tJOO IOOQOI" 000100 
IJII JOIIOI I 010000 001000 100001 000100 
Table 4.3: ~foaly machine trau~ition,- for morr than one carry. Th~ • 1-.!kat" a ooo• 
drtnmioistir. lraositio11. 
lea.ding to done actions. The next inter ~,ing step was to determinP tlie differenr..e lrt training 
performance whf'n training with non-deterministic data (not an unique input-output mapping) 
versu~ detrrministic data (an unique input-output mapping). 
Training Average Std. D. Average Std D Best# % improvement 
Strategies # updatt-.s # updates .LEA LEA upd&tcs com11. to FST 
1ST 20858 ti0~2 1059 95 '.!;,6 3 10995 I 5% 
IICT 21470 310-t 11:l0 7i 123 22 17194 161% 
ICT 22274 70-13 10 5 Iii 171 91 15611 l'J.9% 
CST 23337 7523 1090 65 171. 9 16364 J•,( 
FST 25586 10071 1134 36 134 09 ltH35 . 
Tahle 4.4: A comparison of thr a\'erage addition Fimulation results for the deterministic. case 
The trruning performanfP o. tl1r diff,1n'11t trainiug str;:.cegiflS, FST. ('ST, ICT. JICT, r..n,I IS'.I 
wen• investigated for t}ws>' tw,J ras,-..s. for Pach training si.rategy, l('n simulations were prrformed 
with diffNPnt initial set:. of weight.,. Again tlw average anti st:u11l:ml cl,•,·iatiou of the 1111111hn of 
up,lates, as wrll a..~ the avrraR" aud standard dP\'iatiou of 1}1e sum .,ft 1,r Eudidf',UJ distance of all 
the weight changes 11,ere detrrrninNL T!1«- summary of thf' :simulation resu Its fort he deterministic 
case appears in Table 4.4 (percentage improvement is compared to FST}. whereas the simulation 
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rPs11lls f11r t hP 111111-dc•tnministk rr,sf' Wflrc• su111111ariz,,d i11 Tah(,. ,i.11 (sertiou 3.•1.1 J• Th grnph 
i11 Fig.un• t. I 7 higl li~ht!> th1J r,•sult!, of a p:1rticular i;i111ulatio11 f11r th1• <l•1trrminis1;r case, \• ·l11•r• 
IS'J' outpPrformf'd aJI ti11· otltn t1;1ini1111; str,t!Pgi"s with a 177' IIIIJHO\e1n1 ut wl1N1 cou ·,rc>ll 
witli FS :•. The ror;-.,,porulir•~ grapl1 for tla• 11011-dPtPrministir CM••' r.111 h., fo1111,I in Fit;un• 3.IG 
(~1•1•tklfl :! ,•I.I), 1\hC'Ti' all four trni11i11g; strat,•gj.,., impro\NI tl11• 1111mbl'f of updatf': h) mor11 th.ii. 
IO'X ,·omp.irPd tu FS'J', lS'f lwing th,• 1,itk uf th,, .,1rale.i;i1•1, by achh•\ii,g •,:!.:!%. 
''\ 
j, 
·f .. i \ 
\ 
I 
i .. r 
-:I - I- tUIII lltN .............. 
Figurt• ,I.I,: TIF? pl'rfor11ia,,r,. of tlu, Elman i\S:tN;'\ for Adrlitio11 in th•• dc·t<'rministic casf' 
T:,cr,, is :1 s11hMa11tial di!l1•rr11rC' in trai1ti11g 111•rfnrma11c,• dw11 traini11~ with non-d,.tr.rrninistir 
data Vl'TSUS training wit!, cl1•tprmi11is1ic datn. 'I his is cn11firr11r,I by 1l11• rrsuhs in the last col11m11 
of '1;d1li• -1..'l, when' ;,II thf' tiaiuiug strat.--.gir>s perforrn••d 1·:.1ch hettt•r wit'1 tht• 1it-terr11i11i·uc 
data. All of tl1c111 achievrd llOL('Worthy improV<'l!IPnts of hclw<'en 34% and •14%. Wn susprct.--.d 
t tu,! tralni110 would h£• "a:;ier with the d;,termiuist ir data, hut Wl'rC quitP surprisc>d at t. la" vast 
il11prow•l'•r11ts. Orrly u11P hit i11 l ·\9 input plllhirus was change,! out of r1 possible :.!:!05 input 
pallPrllS with a l1•11gt.h ,,i 11 hi Ls (thnt is only ab,,ul 0,Go/.' rh,111gP i1, lht> l•)tal fixed training r,,•I). 
Tl11•s!' rl's11lts shov. how th.-. lluil<. st :,l<' m,H hi11l' uf t I•, ,rai11i11g dat,1 ran b" IIS<'firl i11 di111innting 
IH•-~i bl!' 11011-,1~1 .. rmi II ist ir d~111••11 h,. 
In tlw follirwinJ?, SPrtions 1w n11.ily:,,• the hid,l<-11 111,it :i.rthatio11s '•,• usi11g Sa1111111,11 'l'ta11sfor-
111a1iou J\ualysi~, l'riucipnl (",,11q1011••nt Analysis, and Jli,,rnrc·1ir,d Clustn Aualysi,;, ho\\ t!w .. l' 
lr:-h1t.i11111•s icl1•ntify th<' .,:ates oia ~i,wrt> 111add111• f,,r the n<'tworl. dy11arnic-s, an,! ho.\ it r,1111p:HI':, 
to th1• pnnil)US ~tPaly 111:H:hiu1! ro:istrurtl'<1 hy h:!1111. 
l·'i,r pnrpO!il'" of analyi,is we ltRVi' us, d 1h1• 1\ri~lit matrir,.~ of tit,:, l;e!il trniuing i-1..,.Llf'g,\', IS'I, 
i11 t!1l' d.L.Si::ficatio11 pr,11 .. ss ,if 8· 111 col1111111 additio11 \\'.-. h,1," rxtran,•d tit<' H, hidrl,•1• 1111il 
ar~iqtiom, owr titrtt'. a., •h•• r;h:ia11 :\SH~N Jli'Cll"t'.:i ,,•d thP das:siti•attuu d:Lla. which cuas,ste<I 
10!1 
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ii Trn111i11i Sm1-df'l••r111i111,t ic- Deter111i11i~Lic l111pro\1'IIH.1l of 
, St rnt,·gics Upclat,~ I III pro\,, 1111•11 t I' pdnte:s I 111pru\ e1111•111 l>elt'WIIIIISIII vi, 
co111pnrc,I t<• F!:iT cu111pnrrd to FST Non-deter111i11is111 ,_ .. -
1ST :M,00 ".!·1..1','{, ':!0851' I -~ fio/c •10 09' 
IICT :1:no:1 ".!IU% 21-liU Iii 1% :1 1.3% 
IC'I' :rnHH; :!I.I'/{ l~-l'JO l':!9% 3S 1% 
< 'S'I' :1~117~ I :1.u'it lt-ii6U "'t-'X 40.9% 
FST ,l~d7U - :Willj •14.2(7' ~--· - - - - '-- _b 
'l'al,J,. 4.5· A comparison nf the avrrct,i;P r1dd1ta,111 si111ul,,tio11 re:;ult, fnr the 1w11-dctNt11i11istir 
vrrsus .lfllPr1nlnistir 1,t!-•' 
11f 11•11 tPmporal patterns ronstit11ti11g 2aa ,ini,?;lc input patt••rns. 
( c) Sa111m•111 Tra11sformatin11 Analvsis 








- 1 0 2 
Fig11:t0 •1.18: S,11:11111111 Tra11:.fu1:uati,;n Analysb uf 2:1:l -s tt·p 8-10 rolu1111i 11<ldition 
S,11111111>11 '/'nmsfnr111ntim1 ,11111/ysis (STA) (S:u11111011, l!lfifl] i:-. ,1 1!.1ta I ra11:.forr11at ior, lcrh11i1p1r 
t},at maps 11111ltidi111«-nsi,rn:il \'rctnr.-, nnlo two nr tl•rf'C tli111,'nsioH,il \trtors , wh11~fl i11tf'n1•c-
tor ilist:rnrp,; tP111I '" ,1ppr11(i111atf' lll11•1• ,,f Lin• 11i•tltidi1111•11si,rnal \'• ~t•irs. '! lie, input data uel 
ro11~i,.ts nf N L-dim,•11s1,,11:il \'1•1·11,rs J,. , - I, 2, ..•• S. 1'111• output vc1·tor t,f'l com,ist of ,\ 
,\/-d1ml'1:sio11ril [ \,-: '2 or :1) \'f'I tor., fi,. I: I, '2, • .• , .\'. fhc di:.tarH'P lwtY.,'PII ·:cctors i, nucl ;, 
is d1•,i111•d a:. t1:J' Si111ilarly. tlw di t<\111,• lwt,~rt'II y, atul iiJ is d,•fi11t>d as ,L,1 • C'hnose a r:111dr,111 
initial co11fibura~ iou for ! h" .\/ -~ pn(•• \ 1.•,l111:. anJ ~-"111 pu tc l he d:st a 111·c~ d,, by 11:,j 11g a dii;taucc 
11(] 
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I !1,• distahl<:'S ar.-. usrd l•> J,,fin,,, .1n error \·:l!ur }.'· 
,. 
TIii' v,•,·trirs fj, ,u1• HOY. a.!ju,t.,d. usin!!, a st•·~p• ,t d,,sc.-.nt ali;,irithm. s,1 as to minimize' th,; error 
r:. Th" fin,d n•s1ilt is a s,., •Ji \'\!Ct11r,; ff,. i = I. 2 .... .\' whos" int,•n·••ctor dbtanc:Ps ,.,n,i to 
approxim:\LP th,, i11t,~rv11ctor d1st.,1 nr;,s oft he ~••1 tors i,. 1 - 1, :! •.... .\'. I'or our rxp,•ri1m0nt" t IH• 






J.. -'- _.,L .... .. .. .. .. . 
Figurr 4.l!J: Samm,111 1'ransformati,111 Analysis of 2:l3-stC'p. -10 rolt1rnn addition ~lealy ma 
rhine corrl'rpnndenr.l' 
In :.'igurf'! I.lbw,, show th,:, proj .. ct10, of th" l11dde11 units Vi'Cl•Jrs or:to two diml'11siv11s as tht> 
11ct,rnrk is d,1i11g lltC' 2:1:i :.tC'p additi,,n. Th" du tNs forrnr>ci hy th, projc-rv•d hidden unit 
acti..,.,1tillns rom•sp1J10d , ividly tu tbn diffc>ri•nt typPS of actions that thC' urtwork arc r•~quir,..d 
tu . ·am. Six dust,irs r.an be irltntifi,•d that corri'sp,rn,l to th£> main transitions of lh•· four 
dilfPrr111 acti"ns, namely .VeTt-N,sult(SH), llc.qz/t-Sr:t (US), C'arry-S,rt (C'N). l?csult-Carry 
(l{C), R1•sult-I:om• (lll)}. i 111l J\'at-/Jor11• (.\'DJ. Thi' ahO\"i' rnPntioned transition lab,.ls, !!ach 
rn1•• as~or.i:11 .. d with its rnrre:.po:iding hk11en unit .,rti\alion \P1 t,>r, form;-,,! natural dusters 
,,n·ording, Ill t' · tr,111si1i,rns hetw<'l'II t 11, diff('rcnt .. rtions. Th,• s1 parat1on lwtw.-.en clust,.,rs was 
111Hd,-. 11101•• ohSN\'<lb!C' by ind 1, ,1ti •" t I, ,,,j~,,; uf tl1t' rlust,,rs, v. hid1 \\••rr d..,t, rrr.in"d hy th, 
•>•lt,.mH>st tran.;itiun lat.iris in 0c1rh Li11i-t,.rs Alnug th" x «X,s thr> n• twork is distinguishin~ 
},..tween a Nat that foll<;\\S ;, 1 '11T!/ ((',\' ,,•r•-11<; on" thr1t follov. ,1 Rcs,,lt nrt1011 (US). Along 
th•.! y axis the network is ,!istinguishing hPt\\i'•'ll a /)111,c th~t iullows a /fr;ult ( UD I VNSUS 011.-. 
th,H follow~ a Sf.:-t action (.\'O) 
! 1 I 
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Figur<' -1. I!) Hlur.tra.te.s the rnrrrsponclc•11rP l1f't WPt'll thr S l'A projPrtt•J hidden ar.tivation vt>rtors 
and thl' Mealy marhinf' transit ioni- i11 t hr> prvviu11:; section. The objective was to determinP if 
thr> hi<ldl'n activations arc clt1strrl'<l ac-rnr<li11!!; to tht> transitions of thf' Mraly machinf>. Thi' 
following mapping PXi,-ts bPtwet•11 the trnnsitiou dustns in Fig11t♦> ,1. lM and the Mealy 111ad1i1u• 
transitions: Nil= {R.,·.He.Hn,Hr.:,,·. Hrc. Hcl) }: R.V = {.\',v . .Vcv}: ('N = {.Ve.Nee }; 
!((' = { (:r; J 'rx}; RD = { Oc. ncf'}: and .\' /) = { Us. /Jes}. , \1,,1t lier intPn•stin~ result is th" 
di:..tinc-1 separation Dt'l\A.1'1'11 d11i,tPf:, tl,at n•pn•sPn! .,rtin11., iuvuh·t•d in .i 1·arry ()oratf•d in tl,r• 
top right half of Fi~tm• l.l~l) aud C'lu,t,•rs H'P••'.S"ritin~ uthl•r act inns (lorated in thP lt•ft holtn111 
l1·df ). Tlrt' tigu r•• also si,uws t II,• PXi,tPnn• of t \\ u ~roups uf art iun.s in t hP .\' R clustl'r, 11a1111•ly 
a no-rarry 11,rnnp {U.v, IIG.v} arul a rarry-g;rnup {Hc,Rv.R(T, Hc:v}, Tt,is was not PVi<l<'nt in 
Figure 4.18 where the ruure genPral lr.rnsition label l\'R wa.s usPd to cJ.,notl' transitions frurn llf'Xl 
ilftiot,s to result actions without di)tinguisldn)!; hetWl'l'll ditfNi>nt typei, <>f result artious (which 
art> providc•d by thP t-.tca.ly madrirw l,diPIS). 
t<l) Principal CompmJPnt Analysi), 
Principal Compon£nt Atialy.~is(PCA) is a tl'd1ui4ul' for mapping multidimensional vertors onto 
a Ill'"' set of orthogonal linear \'erturs, wh<>n• the first prindpal component is such that the pro• 
jections of thC' given points onto it hav" maximum varianre among all possiblP lirtPar wordinatt>.s; 
the seroud prinri1 al cnrnpone11t has maximum variaun• subj<'r.t to heing ortl10gonal to thf' first; 
and so on. In FigurP 4.:.W WP i,Jww th,• proj<•ction nf tht> hitld,•11 units wr.tors onto tlu• plan,, 
of the fir~l two principal ,·cmp<JJWlll" as thP rwtwork is doing tlw :.!:S:!-step addition. Th.., fi11:ure 
ilhr:.tratf>i, th,, correspun<lcncc bctw,•t>n the PC:\ data ,,ud tht• Mealr machine transitions. which 
is similar to the STA wrrcsponcfonn•. Th" Ur,,ult actions are g"1ll'rnlly in thr ll'ft half of the 
space, wheras the Nuts and Carrys ar<' in thP rigl1t ha.If. Along thP S<'l"Ol11l principal rnmpon<'nt 
the nPtwork is dii;tinguishing IH•t '\'1'1'11 a Nert that follows a Carry (C:N) VPT!tlls one that follows 
a Rt•sult action. Clusters that repr1'M'1tt artious ir,volw•d in a Carry (k,rati•d in th" lop half of 
t.hP space) ran he lmrnl'ly s,•pMatt•d from rlm,rns rr.prPs11 11ti11~ artio11s 1101 iw:oh·"d (l11ratt>d in 
the hott0m half). 
A graph i;imilar to Fig11n• I.JS was al~o g••m•ratl'1I tu show tlw PC.A pmj,•1·tion of the hirldf'n 
uuits vertors ont•J two di1111•nsio11<. as r Ji., nPI work is doing tllf' :n:J.stcp actdition ( Sef' Figure C.1 
in Appendix C). Ag ... 1,i six clu:;ters • .,.ere idPntifird that rnm~,poud to the main transitions of the 
four actions. We have also obtained :;imilar re:.ults Ly piotting the> first prinripal component at 




, ............ _ ..,.._ ., ... 
., 
'I" 
I .-:------------ -- -. .. ........ ,_, 
Figure 1.20: Prircip;il Compn111•11t ,\nal)sis uf'2:l:'. :,t , ;, c,i1u11111 ,11ldi1iun ~(,.aly nuchi.w 
currespon<lence 
By r.omparing Figur"" I.I!,) anti ,l.10, ;t is P\·id<>nt thr1t STA pro,lurPs 1mp .. rior cl11stcring r••sults 
as opposPd to PCA fur this l'XJJl'rirn,•ut. sinn• SOWi! of th,, dusters in rigur.- 4.20 ari• not v.ell 
se11nr:\ted from ••ach other {for example d1.:;ters {/h·, Iles} an<l { Ds, De,.}) \\",• ronj,.cture 
that this will Im th,• case for oth"r •'XP•'nm, nts as \H'll, s1t1c,• STA attempts to pr,'sen·e the' 
int11r,·cctor <listanc"s, wherra~ PC,\ disc:mls tl1••m. 
(e) llierarchical Cluster Analysis 
The hidden activation vector:; along with th,•ir corresµonding transition lahPcls ( RD. RC CS, 
J'{R, RN. and ;\'lJ) sr.nerl as input to a Hi••rarchical C'lust••r .\nalysb pmnam. The optimal 
partition of th" hidden acti\·ation \t•r.tors was obtained r1ccordmg to the Eurlid"an distanc•• 
hetwecn each pair of the.sf' vectors. Fig111e •l.21 ~hows thP graphical n ults of th;'i analysis. 
where c:i.ch leaf in the tre•· 1.urre::.pl)nJs to a particular transiti,>n from ,me ac~ion to :rnothr-r. 
This fig1Hf' shows huw th11 activati<J11 patt .. rns ar•• gro11p,ti :tccording to lh<' six main transitions 
}Jet \H't!!l the different. ar.tions, as \\ as thr> r.as,, with "I'.\ ( l'igun• 4 . 18 \ and 1' I',\ (I- i~UfP r. I ). \\'" 
have also plotted ;1 gr:.ph illustrnting the rnrresponde11c" hrtWN'll the Ji( 'A dala ar.d thi- ?\J,-.aly 
mar.hine transitions (sl'e Fignr• C'.2), whiLh j5 tcimilar t•J th,, SI A ,111tl !'I 'A corr1>spondrncri.. 
f11., STA. l'CA, arid JI('.\ dushring a11aly:.1s tr•drniqu"s sl,ow th,1t th•· li,d,l,,11 ,1 th,1l no1 O\•'r 
tint\! can be grouped into ~i, dusters that correspond to the main tr.uisit:ons of thr rt:sult. II" t, 
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Fig1m• -L~ I; lli,.rarl hi,'al Clusl"r A nnl_:s is uf 2:1:1-st,·p -10 r.nlu mn additi'>ll 
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rarry anti dour artions. 'J'h,. rluslPrS olitaiill'<l with tl1<•. •• ll"d111iqurs rc,rr•! pnncl to thPstatc~ of 
a. ~Joore marl1im•. whir.Ii i~ graphically prPsrt1tPd iu figurl' •I.'.!:!. Th,• i,jx d11~ters arc the stair, 
S = {.\' U. RC, CN, RS. N LJ, U J>} ( tl11• st atrs ari• d<'1111lt'(I by labPled rirrl,•:.). wlu.•rP .\' R is the 
start ;,latP {indiratPd liy a c-irrh• with a clasl1 "dg(') and /( U and ,\' /J thr final ~t:\l"~ (inoiratt•<l 
by r.i rd"" with two solid t>d~P:, ). The ,\ f c11JrP ;nach i ne 's t r:111si l i1111s ari• r,•prrJ1e11 l<'<I by labelecl 
,,rruws ;wd thP output as~ori.ttl'd wirh ,•ad1 .stair is rrpr1•:,PlltPd by a lahPlrd :,quan•. ThP ir,put 
~~·111lmls of 1}11• i11put alph,d,t-1 :I -= {n,.. 011. I<-, lri} arr, rqir,.w11trd in surh "l manner that O 
or I inclic-alrs rrspPrti\••ly llt1f-,·11d-uf-ill11ul n11tl , 111/•11/-111pul, ,1111I ,. a11,I ,i rl'sp1•ctively ,c,1n-y 
.t11d 1111-n1,-,·y. Th-:? output alphalH't ii; dPfi1wd hy O = {H. r·, ,\', /J}, whl'rr thP 011tput symbol 
r,•..,.µ1•t·tiVf'IY arl' /frsu/t, Carr-y, N, rl, and /)mil. Each st:1t" of till' ~loort> machine rorrPspond,; 
to ~(P;dy 111ad1i11P trnnsitioris, as dbrrib,·d in sertiuu I. I .-1.:1. 
Figure 4.22: Moore rnad1i11P of tl11• l:lrnan 111•l\\111k llyu:ilnirs for Addition 
4.2.7 Learning Dynamics 
In this sertinn we analyze lhr dy11amks of t}1P lr-,:1rni11g proct>ss iu Elman ASl(NNs liy first 
disrussing th,. important rolP. of tl1e 1 <>1tl1•;,l 1111it:. during Jrarning. \\'r prnrr.cd liy visu:uizin~ 
the evolution of rlustPrs forn1t>d by Sammo11 Tr:lllsformation Analysis tl111 ing the h•arning prorrss 
for th,• adcliti,,n task and 111ap th,-, stag,•s in clustN forr11~tti11110111111111iuts 011 ti,,. 1.-,arning CUf\'P. 
The g:oal is 11, ohs,•rv<• how the 11t•tw111k 1,•arns tu distinguish hl•lWPflll llifforPnl a, tions and how 
rl11str~s are forml'd. The vi~ualizion of how ti,,. hiddr11 anh-:Llions r-voh•(• 11\'1•r tirnc for partir11lar 
input of temporal :{ojj, cnahlP 11s to study tP111p11ral paths furn,,.cf i11 tli,• hi<lde11 arthatiou spare 
ti 111i11g 1.-arning. \\'e ,·x1wrt t,> ul1Sl'f\ ,. t lit' ,\SH.~ ~•s learning, hehi\\'iour ( Ira ruing diflirultir>S 
in particular) from the initial position in tit£' hiddcu spnc" (d1•lrm1iucd uy the initial rnttdom 
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WPil!,hls) to tl11! fi11,d po~itio11 (in 11111• of the rlnsteri; of tC-lhJHH,tl NH \d1id1 lul\'c alrPady b1-ic1 
idrmtifif'<l in SPrtion •1.2.fi.l ). \\'p th<'11 1•xa111i11•• llw El111a11 ASHN.\' witli difin1111t l<'IIIJ oral 
window si7t>S, u.;ing tl1P applic;i.tio11 for rlet11rti11g l\\o rowwrutiH) 011Ps, to,,, ;•rn1i•1P how th<· 
reset of the context unit valiws affPrt tliP lll't\\urk\ JH•rfor111:111n•. 
4.2.7.1 Role of the context units 
,\ , WP h:tv1! 111Pntio11rd lwfnw. tt1P i11p11t \,l!UPS to the rontl'Xl unit-. ,1r, pro\'i,I, d by thl' uNworl. 
it:..,·lf, sp1•dfirally hy llil' \'lUUPS of tlw Jlll'\'iou hitidc•11 unit au.I fii-:Pd 0111•-lo orir rm111rctio11~ 
Tlll':.C' spf'd:d rnnt(•Xt i11p11ts, aµn11 from tlir m•rmal input units of lht- inJllll h1y<'r, gin• the 
El111;111 ASHN.N the capnhility to store tr111poral patlNt.~ or pr<'<l1rt thl' nrxt inp11t. Si11c,P thr 
ruutext units togethf'r \\.'ilh the input units artivate tilt' hi<ld••n unit~, LIii' rnntcxt units ca11 lw 
rn11~i1lt>red to be parl of thf' input to thP ASR.NN. 
A ... Ion~ as the Elman ASIU,~ IP:i.rus (cha11g1•s it 1~• ihts), tltt• input (r,)11sisting of th,, input 
and ro11tcxt units) ro11ti1111,dly d1a,,~ .. ;,,. 'l'ltl• litttPr 1 \'a1:r1, 11r<> d1a11ging the weights caus"s 
cliff Prent hi<lot~n :ictivation'- to bP gP1111 ralPd, wl11rl 11nphe continually changing cuntc:-;t unit 
\"alul'.S, Thus, altho11gh tlw inp11t unit vahlf'S do not chr.ng" from f'JlOI h to epoch, the cont<'Xl 
unit va.luPs do change. Iu thr. rlassifkation phase the input-ro Lt•::t v<ctors ar<' constant for eH•ry 
epoch, since the weights do not change. ilmH'\"l'f, for the l1•arning pl1ai;P they co11tinuP to \'ary 
until the weight changes i,ta.bilize. This ha.s the pff<, t that input.-contrxt data points tontinuc lo 
migrate along with the hyperplanes in the input-ronlf'Xl pacf' on e\'PT) ti1111• slC'p, Tiu network 
LPhaviour docs not correspond to tl11• heliaviuur of th£> ftwdfurnard 11ttwork in the input spac", 
sinrc> for the latter the same inputs arl' pr,•s, 1,tcd to th" ll<'l\\urk 111 t'\'C'ry cpoc:h and only dw 
hypNplanes move as the ,wights I ha11g<' . It is i11t"rr-"tmg to notf' that th" migratio!1 of data 
points along \\.'ith hypnplanc~ 1l0 orr.ur in tlir hiddN1 sp,lCf' of h 1th A 'iH N N ar d f,•edfor\\ ar•d 
networks during lf'arning, since the hiddrn ill·ti\'ations wnst.intly d,nngr a th!• \I.E>ights cbnng,·. 
Therefore the migrnti11g behaviour takrs plar" u,1 both input a, I hirldl'n Jevt>ls of th" Elman 
ASRNN. 
From tlw ahove-1111•11ti011NI prrs1u•rtin•, "'"' alrn gains 0111(' iru,ight iu the rolt of th•• tontext 
1111its in thf' weight updating srl1Plll<', whl"t her \\f'ights ~trt• up,lat,-d aftu <'\'Pr~ rnput pat \Pm 
(incremental updating) or aflrr ev,•ry epurh of input patLl'fh ("porh up<latin~). Jor incn•m<'ntal 
11pilatin~. thf' rout .. xt ntlu,.~ ,rn "•" h time stt•p "'ill be cliff"r"ut from thf' ront1•xt ,-alucs g"uer,ltNI 
hy epoch un<lating, siurn for the latll•1 the v., ight rl1angt•s ut1l~ tak•• placr• lil thP l'lld of Litt> 1•po1·h 
and its effect on th!' contPXt un;ts will only bt ,·isihle in thi' following qioch. 
I I Ii 
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\\'p haw• abo invf?i.l igated t ht- init iali1.at io11 of rnntPXt units and dr,termiu1!J t lt11.t t lie part irular 
initializati"n ,·al111• 011ly has <111 ,,ff,.rl if tlw runlt•xt 1111iti; arr- frequ1•11tly hPing r,,_..,,..t d11rini,?; 
tr.iini11J?:. If no r.011ll'Xt n•,;,1'1 t:,k1•:; pl,1n', th•· 111i1:aliz.ati1111 of ,untc•xt unit, is unimportant and 
doPi, w,t i110n('11c" th" llf'lwor k's br>h,,\ i,->111. Similar p,.rfor111a11ce r,•.,,ulti; \l.l'f" achiewd whP11 
1liffN1•nt inili,il routl'Xl \":llut• V.l•rt• 11~••d in thr> ;,d,liti,,r, application .,..ith FS'I' l,•arning. For 
PX,1111p!P, wlt,,n thl' initi;il rnntl'Xt \'alu,•s \1,t•ri· re,;1wc1h1•1y i;et to O and O.!i, both ASH.Si\. 
rParhed ,1i,. 1lrsiri•d Rt.fS rriteri1111 nf 0.15 aft('r 'll 1•prnl1s. with tlwir rl'sprr.tiw l{MS values 
:1,,ing 0.147 and 0.l•tti. Siner tlw rout"xt vain" ar1• uot r1•sl'l fur addition and 011ly a don<! !Jit b 
u~l'<l lo spf'c;fy till' f't1rl of thP. tP111por.,I pall Pm, tli1• initiali1.atio11 \"<Ullf' uf thP n.rntt•xt units does 
11ot have any pffo,·L 011 tlu• rwtwork 's l11•h,1\'i1J1Jr duri1111, tlH· J,,arni11~ 11hasl.'. \\'" "Xpand further 
011 the iss11P of ronlPXt rPsPl i11 S•'rlln11 1.'Li. I. 
SincP th,• input valur•i; lo tht' rnnti'XI units art• \'iPw1•d as part of tlw 111•twork's input. it can also 
lw rnnsidl"wcl a.s part of the ASRN~\ trni11i11g bPl. This pnspPrtive influences llw way iu which 
t}1f! training sets of au ASRNN and a sta11clartl focrlforward Tll'lwnrk are b.-iug viewt>d. The 
training set of a f<'l"<lforward network (rnnsisting of values for thP input and output units) does 
not change and is rep1•ate<l :\l m'NY epoch. llowi>vn, the "training set" of an ASRN ~ ( consisting 
of values for th!! input, ronlPXt. 11d ,111tp111 1111its). rh,rng•• ronti11u.t!ly. i.iun• the vali1es fnr the 
rnntext units change as t hP 11i>t work !Parns. As lraruing proceeds. it,. "training set" 0011st antly 
improves as the network cornt>s rlcsPr tu a solutiou. si11r,• 1 ti .. \-al11f'S uf thP contf'Xt 1111its co111P 
closer to their desirPd \'alues (in the fiual dusters). Th" numlH!r of ~training cxample.s'' increases 
until the weiJ?;ht changes stahilize, herausc> the context uuit value:. dilfN from one weight cliaogP 
lo another. 
4.2.7.2 Evolution or SA?-.lMON Cluster Formation 
In this i;f'ct iou we 1>,..xplrm• the it•arni11J.?, J)"11 .. 111ic~ of ti. .. L1111,11o ASl<SN for addition l,y vis11:1l-
izing lww th" intPrnal reprcsrntation, e\"Oht' mer tun" ,luring tra111i11g. \\'c "bs!'fVc how th,• 
m twork IParns to di~tinguish bPtv ''"" dilf"r"ut actions and h~ w du trrs ar,• formPd. Fer this 
rxploratiou we have selPctr.<l th<' best training strateg, for a,lditiou. namr-ly 15T, and deter-
mined ten inspertio11 points. 011P aftl'f P\'Pr fourth i11creru,•ntal s11lis1•t. F:11;1.r1" 4.13 show~ th,.se 
iuspertion points plotted 011 tlJf• RMS learning curve of 1ST, wliil, .. rah!,.~ t, gh•ps tl11• sim11!r:ion 
results at each inspection poi11t . \\'r tl1,1 n map ... ,rh inspPcti,rn point on tht learning c111 ,.,, to 
th" c:orn~~po1i<li11g internal rPpT•!S1•11t;1tio11 nf thP Elman ASHNX at that JHHtiruh,r tine st"P• 
The network's intnnal reprcs,·nta.ti,rn at e,1rh p.iiut i:. ohtairwd with Sar:imun Tra11sfo:111atio11 
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Fig11r,• •I.~:!: l11spp1•tinn p11i111s 011 HMS rrror rnrn• fur Addition (IS'!') 
Analysis ( sec section -1.2.GA ). \\',, ha\.'!' us<'d thf' Wf'iJl;ht mat rirf's at earh inspection point to 
cla.ssify 2:J;J singlP input paltPrns of 8-10 colu11111 addition. for each poiut Wt> have exlractt•d the 
I Ii hiddPn unit ar.tivatic,ns a.<; thl' Jll'twork proc!':,s1•d the classifiratio11 data. Figure 4.24 shows 
the dusters formed by thC! projected liicldrn 11:iil activations at inspf'Ction points 1-7 and 10. 
Inspection :-;u,nb,·r of Number of HMS % <,orr<~clncss 011 % Correctness 
Point S11bsrts l'pdatei; Vnlu,: Trai11iug S,•t on Tdl Set 
l 4 3u8 0 999 00% O.O'n 
2 8 1103 0.816 28.9% 11.9% 
3 12 232i U.IHM 37 0% 22 7% 
t 16 3!)93 0 591 59i% 49 8% 
~ 20 6099 0.459 i4.2% 44 2% 
6 21 8f3Rl o :w1 Si .07c 60 5% 
7 2' 11 iii 0 235 93 r..<n 01 •I% 
8 32 11i2•13 U 10!.1 01 9'7r 00 i% 
I :o 
3fi 1!1:lG·I 0 I Ii I !)7 I'½ 9:'.J ;c;: 
39 22582 0.!4G 0 .4% 97 .P"' 
Ta.h!P 4 6: Simulation results after 1•a.ch inspt>rtion point during training of tlu~ Elman ASRNN 
for Addition (1ST) 
Although the RMS \'alUI' is still v••ry l1igh (0.!)!)fl) at im,prctiou point 011!"!, Figur•• •l.'.l,I( I) shows 
that tl,e network has aJr.,ady t!istinguisli,•d hPtw,.r11 thf' do11t .-:lu~t,•r (.\ /J"s and HJ)'s) ~nd the 
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Figr,r;, 1.21: Evalt:ti,)11 of Sam.nun lrat torm;,tion ,\nil)sis for Addition ( IS rJ 
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tliffon, more subst:rntially frn111 l11P otl11•rs (f"r tl,c fornwr 1!11• Jo1w bit is :.N to one, whr:tsas 
it is zero for the utl1Pri-): the 11Ptwnrk fir t l1•;tr11i. th1• don" trausitions. BR, th1· R,ym-llrsult 
•rn11s;tion. forms a dustN ,in iti. O\\fl, si11rr it is thr starting tr:,usition },;wing no pre\'iuus \'alue 
(n's locatio11 i!l 1l,•1n·11d,•11t 011 tl1P initial lll'l\\Ork ,,1lut>:--) . ,\t iuspc-rtion poi11t two, it is not only 
1h" t/11111 transition clu~tn tl1,1l b d .. ;,,I! disti11gt1i:,l,111, hut thr> US ,u11l 11 , ,·11 a ll< • r 111~1n 
:,tart 11) i'll\f'f~"· ,\flpr l'L :;u!JsPts ur '.!:J:,i updr11<•s, :.il in pecti,111 p11i111 thtf't', tl1r> Han itions i11 
th,• main clustN start t•J s rrr>ad 11111\rnrd into four fairly di:,t111ct groups rcprl'tentmg S fl, If,'\', 
/{('. :I C'.V. At thb point the d,,m clm,ter splits into two separate clusters. N {) :111d IUi. 
Th" IIPtwork has li•anl!'d lo disting11bh li£>tw••l•t1 a <1011•~ artiun that full,1ws a 111•xt action ( • D) 
anti 011" that folluws a r<'sult a1:tion ( I/ 0), wh,•r<' th1• lattrr is dl!e to a prPvi,ms carry a<"tion. 
Br.twe,•n i11sprrtion poiut tl1rf'e and four, th,1 nel\',ork incrra.,~s its g<'nPralization pl•rforn1a11<"c 
011 the tc;.t s<'t by m<>rt~ thnn ~it;{. rPachir11; alm11st. ."iOo/r ;11 110int four. This r<'snlt ;s ,~mhodird in 
Fi~urP •1.",M(-1), wlt(lrf' tlw 111ai11 duster tart to •!VOi\'" iuto four fairly disti11ct dustPrs. although 
still flawe<l with 111isrlassificatit>11S. \\'f' 11otP that the rotation of dusters clol's •1ot imply anything 
rur>a1ii11i,?;ful aho11t the rluslf'.?r formatio11. ;.nil is only tC1latPcl lo thf! Sammon Tran5for111atio11 
Analysis procedure that applies a ra11d<J111 f11nctiu11 to the fir:;t ve. :)r. At in:-pet:tion point fiw•. 
I hr 111•t work performance SPPms to d!'leriorate as l ra1,sitk111s HC. N R, and C ,\' are again merged 
into ;, 5ingl" clustN. Tl1is is also rdlectr<l in a 1focrna.w of :;'i{ in tliP nf'twork's generalization 
1,erfor111a1 re hf'twNrn point, four and fivf!. llowt>\'er, acrordin~ to tJ,., network's decrease of0.13 
ia its llMS vahw an<l SllfrPSs p1·~"'P11tag•' i111·1e,,SI' uf 15o/t 011 th•• trai11i11g ~N (Table 4.6), tl1•' 
11etwork pPrlormanrn is i111provi11g. i'his ,.l'f'IIIS at lir,t a bit rontradic:tory. hut a clos"r look 
at Figure 4.21l.)J :.hows that 1!11• tra11sitio11:- ;w• artually 11111vi11~ in a more: outwardly clirHtion 
and ::. larger IU,' cluster j;, hcin~ forrued . Tt1e )t1 ,ir11i11g 1·11rw ( Figurt• 4.2:q fiatteus out bctwec:•11 
insp<'ction points li\'e and sc\·1'11, which is rrflt•ctt><l in tLi! <lio/r iu::rca.se in thP gPneraliiation 
performance on thP test sl't {from 1ioi11ts fivr• to sevl:'11). The large jump in the IParni1111; c:urv,, 
hetwl'en poi11ts i,.e ,Lnd six n111 l,c visualiz"'t iu tltP Figure 4.~•11 fi), wl1NP all six rlustPl'S are now 
,lis,·.-rnablP. At inspection point Sf'VPn, whidt ent..rs th,• II.it pllrt .,f the learni11.e; rnrve, the six 
clustPrs are for th,· first tinl" \\I'll SPparat,.d witl,1,11l ;111y 111i,dassifirations iu :Illy uf th,• d11st.,r5 
for the da,...,,.jiitatio1: d .. ta. Fm111 iuspPrtion points se\·1•11 to 11•11 the 11Nwork gradually i!llJ,rovr.s 
its .e;cnPTalizatinn pNf,m11a111 P 1111til it rPar.h~'S fli7c. ri'st1lti11g i11 cli•arly dPlirll'd dui;trrs a:; show:n 
in Figur" 1.'2•1(7). 
111 this S('rtion W(' presr.nt<'d an 1miq111• 1!Xplurnlio11 oftl;,• h~·,rniu~ dynamics oftl1P Elman ASRNN 
for a<lditin11 hy nut 1J11ly vi:;11l\,,.lillj!. tlw rulutinu of rl;;,.lt•rs forme,I liy Samr11on T .usformation 
A !1alysis, hut also discussing it in tN111:. of a. 111ap1,ing. of i11·pPctio11 poi11t:. 1111 t l1P l<·arning rnnc, 
simulation re.~uhs at l'arl, point (n11111liN nf ,11h,11t.; and 11pdat£'-. H ~IS \'ah1f'. an<l th" pl'rrPntaR" 
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u,rrenness on tl11~ traini11g au,l tr>st sPt ), a111l (Paruing rnn·" hr.h:wiour. Tl1is analy~is furtttNPd 
our u11d,•15ta11di11~ of how th,• nf't',•,11rk lr>,,rns to 1li,ti1,!!,t1ish h1>tWf'Ptt diffnPJJt input S"<illf'JIO•s 
and how rlustr.rs arr- for1111•d. 
4.2.7.3 Visualization of Hidden Activntion Time TrtH'<'S 
In this sPrtiou \\1• vis11;tlizr> t ti,, ti1111 l111r1s ,,r t1•111purnl pr,th~ of liidd,~11 111111 a,·ti\'ations for 
partir.ular input of tl'lll)H)tc\l .'\()}{ c~•'l' l><'Cti<111 1.1.fi . l) d11ri11g th,• l,•arning pn,n•~s. \\'c •'X)li'CL 
to ohwrvc thf" )f'aruing Jynamirs of thl' Elrna11 ASRNi\ as tl1e l1iddc11 arth".tlion val11£>s u1m11 
i11 the hicld£>n activation sparl' frwn th,·ir iuitia! positiu11s i11 th,• hidd.-11 spar!' (determined by 
the initial random w,•i~ht,) to thcir final positio11s in thP. dui.tNS nf tl"mporal XOR (whirh 
ltavf' alrf'adf bf'en id•~ntilil'tl i:1 6P1'ti1111 •1.1 Ii . I). rig.irP ,t.1r, ill11stra1,•s for two hidden units, a 
visualization of four cliffl'rt 0 11t tim" tran•, , \\ liirh ••nrresp,rnd lo four input patlPrnS. lah!'led 00, 
Oi, 19, and i.'> (they were randcmrly d1o~Pll fr1111. 100 JMlterns laht>lrd 00 through to !19). Th,• 
dots 011 each time tracl' <lenotl' ti11w-:,1Pp5. 1 hu~ tightly sp:tcPcl riot,; indil'alt> slower r.10vement 
in the hi<ldt>n activation sr,an•, wllf'r('as spars,.Jy spr1r1>d <lots indicate faster movement or more 
substantial cl,anges in the hiddf'n artivations. fl. C, and D are t lie labels of some of the dustPrs 
identifi<'d in Figure 4.5. The hi<ldl'n artivationi; for time trace 00 initially startt•d to move 
quickly in the direr.lion of duster B, bnt then made a slow a11d steady turn away from rlu~tcr 
!J and cvl'ntuaily accPl1>ratPd t1J)\\f1rtls to its t;,rgl'l rlustn ('. This i11tf'tesling h,'.'havlour r.tn !J,. 
attributed to both dusters fl anti C lia\'ing tran~iti1111s with output Zl'ro. Th., hiddf'n activations 
for lime trace 75, also drstint'.'d for cl11stf't r:, hcl,aveJ similarly to tint" tr,\CI! 00, excl'pl for the 
fast moving turn in the direction of cluster D, b"for.- it finally turnw1 to the right :u1cl h1!a.cle1I 
for its target cluster. The hidden activatiou~ for time tra.rl' l!) moved slowly aud dP.liberately 
straight into ch,ster B, bt>fnrr- turning sharply upward:. in the direction of its designated cluster 
n. This movement is due to •.he Elman ASHNN's inability during th" early part r.f :h" lrarniug 
to remember the previous input wlwu thP rnrH•nt input is ont>. Only the hi,l:.le11 a, tivatious for 
ti111e trat:e 07 went straight tn its t;ir~el clustrr .. \II four time lr;;rP~. e111phasilt! the "strong 
altrac:tion" of clust1?r fJ, w!tich repr"s,•nts tra11sitiu11s with a pre\'ious input ul ZNo, curr,.ut input 
of one, an<l output of Zl'TO. This c.in ht" attrihutrcl to tl1" initial random wPights tltat fa\·our 
rl11ster B a.., wf'll as the mon• g1'11eral transitio11 that the rlnstl'r rr.prt•sr.nts, having an 011tp11t 
of zrro The hidden activation valuei; rll:ingrd very ~lowly whPn the ti1111i trares were he1~di11g 
in the wrong dircrtio11, and very tp1irkly wh<>11 on the right track (s,•e time traces 00, 19, and 
if>). This ~low movt>ment ca11 be a.ttrilrnted to W"ights b,•ing trapped in local minima. Th" 
visualization of the hid<l(•n ar~h-a t io11 t im" t rarPs provid"d us wi l Ii ;rn opport u uit y to <Jbscr;e 
l '21 
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Figure 4.2.'i: Visualization of time traces as hiddr.n activations f!\'o!vl' .Jurmg tl1e learning process 
for particular T,imporal XOR inpni 
4.2.7.4 Learning with Varying Temporal \Vindow Sizes 
To counter thP. effPCl of prP\ioas input, that are :1ot really relevant for the current 011tp11L, WI! 
have trained the J::lman A~HN~ with varying trn1p,,ral window sizr.s for th'! dctrrtinn of tY.u 
consecutive ones in a bit stream. !'or this aj•pliratiou the nrtwork only 11ee1ls the prcviou' anti 
current input ::,Jm? to deterrnin., th•! current o-:apu: 'I" trmporal window size is tl,c nu111ber of 
single input pat terns from on,. con t,uet rnset to a not hN. Con tPXt res flt ( s,·c SN:tion ,t .2. i. I) means 
the reset of context unit vali1i:?S and has the elfoct of •i::noving hidden unit activ:-i.ti,111 hi tory. We 
started with an initial temporal window siZ•! uf f,.ur. imph·ing a context rt'..;ct after <l•Cry four 
sing!'! input pa.tterns. After training the network •in w11,d•,·.1.• si2r• four, we incrf'a.se<l the si1.e to 6, 
S, 10, 20 and 50. We finally compared thP simulation rest.Its with Llw Elman ASRNN h:i.ving no 
context Tf'SP.l (see section 1.2.6.2), implying a tPmporal window siw of 100, sine!' thf!f" arc JOO 
:;ingl" patterns in the training set. The same training and tt!St S•'.t as in section 4 .1.2 were u~cil 
in all simulations. The termin,itinn critr.riun was 1:1 all Ca5"-~ :i 100% correct cl&srifirotion on thf' 
te.st set or the highf'sl possible p!:rccntag,. whr11 th,. weight changes staloilizf'. Th,· si11111),ui<>11 
results for the varying wmporal win,low ~izcs are surnmarizo>d in Tahlc •1.7. The tlman ,\SR:-:~ 
with t,:,mporal winJuw size four found it Jillkult to li?arn the t:u.k. and after the weight changes 
stabilized at 2000 updates it only obtained 70% corrtlct classification on th" test set. for th,1 
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rPst ofthr- t,•111pnral wiurlow ~it PS (ht 1 1CU). thP pr,1for111a11rP nf th" HPtwork gr1ul11ally i111prov1·s 
fro111 i~% lo 100% r.orr,.rt I las iti1·.1tic,11 11;1 th1• !PS I :ol'l. 'l'lw Elllta11 ASHN~ <lid not only a.chiPVP 
100% cnrrf'rt classification fu wi11dl)W ~i;,•s ;,o ,wil IIHI, hut also pnfor111ctl the task in the l<•ast 
1111111bn of updatl':o, rnspPcti\.·,.Jy, fiW ~.,,d :l'.li. This is also tit., rn~P for their fina.1 HMS va1ur~  
( rr•ilp"rtiH•ly 0.l!l!J and 0.081 ). Contrary lo 1111r initial Pxp1·rtatio11 th,it ~he shorter thP memory 
oi ti• ~ Ellltan ,\SRNN (whirh implir•s rc•movi11,11; irrdPvant prior inputs from tllf• input hi~tory), 
t h" c;•;;r: is the task, tl1P sim11lati1111 rrsult ~ of Tahl1• •t.i su~~l'Sb that thr convt>rsc. holds: thi-
lar~•:r th" tPll'poral wi11d1,w lht• ,,a,iPr th" El111a11 ASH~~ h•arus th•~ task. It is almost a., if 
the Elman ASRNN mes th!:' lu11gn hidd,•n Mtivation hbtury mor,• df1 rtin•ly 111111 fii11ls it 111or1• 
informativ,i (aL11ut the task at hand} th:111 shurter hiddPn artivation 11istori1•s. Conll•.Xl rrs1•t 
r1•111r•vcs infor111atiu11 which \\Nt' acquired, 111,1ki11g it mort• difficult to Ir.am. 
Temporal Final HMS Prrcentage Numhtr of 
\,\' ir,llu v Viilues on Test S,.l UpdatCi ----
4 020:.! 70c.:{ 2000 
6 o .rn:-i 71'!% 1800 
8 U 2'!7 I ti0% l60U 
I 
10 o :nr, I Sfl% 1400 
20 o.:wo %<' l:.!00 
50 U.19U 100% 620 
100 0 .081 100% ]37 
- _ ___, 
'!able •1.i: A performanrc ro111pariso11 rif the Elman ASH~N with varying temporal winclows ,or 
~he dctl:'clion of two ron1,ccutive <lll"S 
\ \ 'c h~ve visualiz'"d the hidden artivatiun span~ for l'arl, oJ.£1 .if t i,,, varying tPmporal wi11,IL Y .siz, s, 
,,,,e,.i- 1 he space.!! for sizes 4 to 50 arc illust rnt"tl i n Figure C.5 ( Apprn,lix C). For vi!> n!iz·,tion 
p11r; • •' •::.,._..,have med th~ l00 single input training patterns. The f>1•lwurk perfornHmff' t):ol':; 
i0% on t 1.• t(:.t set for window sill' four is retll'rtt:d in tlit• rnupl1: of misclassifirations ill rh,st• l 
/J ,rnd D. f !.>1 ,vindow siw S,'(, dust••~ A is divi1l1>d bPtwM•n dusteri- B ancl C, resu 'tiug in a 
i~o/c pt•rformauce ,.n th;, test nt, Tiu• dusters formt>d in the hiddt>n activation sp~.:c fu window 
1,ize eight also 1,i:l;ers f1 ,1 •11 a f,,w rnisdassilir.,tions. For win,low si11• 10, the d11bt1•,<1 , re wdl 
dl'fined, a·or size 2G even !H!l , ~r ~,•paralf'll. tr>stifying to thP 967o rorrcl't dassifir.ati1)11 1 111 t' r 
test set, and for sizt>~'i 50 and 100 the network Jlf'tforma11,I' c,f I00o/c is reflf'rtf'd in both ch1nte: 
formations. Finally, we have ali:o ubtai,wd graphkaJ results with HiNarchicaJ Clustrr Analysis, 
which confirm the visualization ri:sults for l'arh tP.mporal window ~ize. By examining th~ Elman 
ASRNN with different temporal window tiizes, we have determined that the lo,1ger the hidden 
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artivation histor_v, thr brttrr thr 11rtwork's fll'rformann•. 
4.3 Jordan ASRTNs 
,\ .Jordan arrhitPcture-sp1•cifi1· r1•1·urr1•11t tlirr-sliold 11etwo1k v.itlt "input 1111its, a singlt• liiddP11 
lay,·r of h tl1tl'~hold units,,, r,utput 1hmshold 1111ih. an,I a si11glr st<1te l;1yer of~ linrar units, 
whid1 rnntain a li11early av"rat~rd rupy of pwvio11s output ,·alurs (a prnportiun of its ptr•,·im:s 
valt11':. plus the previou:, out p11l va]1Jl'S }, is clP11ot1•d 1,y ,1:/i:s ./onla11 ASH J'N. When ~ = I, WP 
d1•note the 11etworl,,. hy ri:/1:l Jun/,111 ASR'l'N. An ,i:/1:.~ Jordan ,\SIU'~ ,·an he viewed iLS an 
(111-.~):!1:.~ FFTN ha,·in~., i;pr.ri;J ;.clditio11al inputs, th,• 5tall• units. 
fn this 1wrtion we look iuto the 1111111l11•r a111l type of cPlls fo1m<'d hy a 11:/i:q Jordan ASRTN and 
rompare the rr.:wlls with lh«' rnr,<''-po11di11~ 11:l,:1, FF'l'N and Elman ASHTN . 
4.3.1 Number of Cells 
Wr again as,mme that the h hyp<irplanes in th.- first hi<l<lN1 hyer are i11 gr-neral position. I.et 
C(f,, 111) lH .. ,he numhcr of rclls forn11•d hy h plan"s in m-i;parl', whrre m = 11 +.~is the l'Xp:u1ded 
i11p11l dimension m = 11 +~of tu, 11:h:s .Jordan ASHTN. Tltr munher of er.II~ foT1t1C'd hy lt. Jordan 
ASHTN is 





Ii! - ---i!(/i - i)! 
/1 ~ M = II t, 
"> '11 = ,1 + .. 
(4.9) 
(•LIO) 
'I'h11i- the number of rl'lb forrrll'd by Ii hyperpl.111Ps i11 m•spare is i111lt•pr.11cle11t of the expanded 
input dimension 111 of a ,Jorcl1111 ASHTN only wh••n th11rP :u" )P~S hiclclen units th1rn input and 
output units put togethn. \\'ht>n this n111ditio11 holds, 1111• 1111111lll'r of crll~ forn11•d is l'<[IIIU to 
1.". 
We now consider the case wh"a tht>re are mon• hidJt•n units tha11 the &11111 of input and ,111tp11t 
units, i.e. h > m = n + .1. 
Adding ara input or state uuit: 
From t>quation (4.10) it is dear that adding an input or statr 1111it whilt! keeping the same nutnhl'r 
11·1 
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of hvprrplanes inrrrasP.s I be n11111hN of rPl!s bv ( h ) :: 1 + l'J'' / ))• sinrc • .. fl 6 • 1- n♦6 ,. '? II+ •• 
(4.11) 
' l'h., ahov(••t11P11tion1•d i~ :il~o ri•l1>\'ant wh1>n ;uldi11g an 011tp11t 1111it, siuce this impliPs adding a 
statP uuit (then• i ,.u 0111'-l<J.11111• c111rt•spu11d,•111 P. hrtw1·1•11 thl' outµut ancl stat,• units of a Jordan 
ASilTN). 
Addi11g ,1 Judd, 11 tmtl: 
\\'lu•n w,• acid ;,. hidden unit whilr keeping the 5:\lllf' n11111lwr of inp11t unit:., tl11• follo~iug 1"r1;ult 
is achiPved by rl'writing !'1111ation ( 1.1 I) witl1 h ;cplan•d 1,y Ii - I, finding the <!Xpr,•si;ion for 
C(h - 1, 11 + s - I), and suhstit11ti11g this in e•111atio11 (•Ul), 
C(h,11+.•) = '2('(/,- l,11+ .'-)- ( /,-
1
) 
II t ,q 
= 
2 
u+• (h - I)! _ (}1 - l )! 
~ t!(h - 1 - i)! (u + .-i)!(/1 - l - (11 + a))! 
(4.1'2} 
As long a.sh< n + ·•• C(h, n +.•)doubles eVl'ry time wr ,ulcl a hypnplan", i.e. from 211 to 211+1 
(sl'e equation (4.10)). Howl'vcr, for I, > ,, + "• equation (·l.1'2) shows that hy adding anothf'f 
hyperplane, the number of rrlls inrrcasrs to double tht> :m1oui1t minus ( h ) whirh is 
71 + lJ I 
equal to the number of intNSPrtion points ge11erateil liy I, - I hypP-rplanPS intersecting in fl+ ii 
dimensions. 
Adding a hidden and input unit s1m11ltrmm11sly: 
By substituting (or C(/1 - I, 11 + s) from ( '1.11) into Pc1ualio11 ( 4.9 ), thr number of rells Is now 
( h-1) G'(h, ti + s) = 2r'( I, - I, 11 + .1 - I) t 11 f S (4.L'l) 
4.3.2 Open and Closed Cells 
ThP. number of open cells formed by an n:h:a Jordan ASRTN is 
(4.14) 
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Th" 1111111bN of clos1•d rf'lb fornH•d hy au 11:h:., .Jordan ASR'rN is 
h5111=11+t1 
I, > 111 ;;:; II + S 
(4.15) 
For a .lordau ASHTN thP Pxpa111!Pd i11pu1 di111P11siou 111 is only largN than the numher of 
hy111•rpla111>J. Ii whf'n h < 11 + s. Wh•'n this ,·oncliti<,11 hohls, thn1• lHf' 1111 dosP<I cdls and all 
thP rPlls are ow•11. As th" 11111nhPr uf hidtl1•11 units inc.r1•asPs l11•y11ncl thP n11111hf'f of inputs :uid 
outputs. the 1111111l11•r of dosl'd cells i11rrN1SP~. 
4.3.3 Imaginary Cells nnd Di5connected Regions 
From equation (4.,5) w,• ran dNi\·1• thP numher of imaginary cells for Jordan ASRTNS whe11 
h > 11 + ii, which is 
(4.16) 
When h $ n + ·•• C(h, 11 + .1) = 2'1 , whirh impliPs zero imaginary crll, and thNl'fore no disron• 
nected drrision rPgions (sinrr rPlls in a disconnertP<l region ran only l>P connrrted by imaginary 
cC11ls). However, whf'n Ii > 11 + s, Jordan ASRTNs an• rapablc of forming disronnecled ded-
sion region11 (in contra.,;t to Elman ASRTNs), which are ronnt'rtf'<l togt•ther through a Rel of 
imaginary cells (see Fignrc 4.'.l';'). 
4.3.4 Examples 
In this sf'rtion we compare ri:/1:s FFTN,; with t lu•ir corrf'rlc;po111li11g rt:h:~ Jordan and Elman 
ASRTNs in terms of the 1111111her and typt'S of rrlls formed. \\'e ,r('('d with PXamp)f's illustrating 
the two rasl's, h ~ 11 +.~and It > " + 11, whf'll' h > 11. 
Example I: Let 11 = l, h = 2, and s = I. Figure 4.26 illustrates a 1:2:J FFTN and the 
rorrr.c;ponding / :2:J Jor,:an and Elman ASRTNs in terms of network arrhitecture, input and 
hidden spare. In this exampl" th" wt>ights and thresholds of the FFTN are ui1 = 0.7, u,1 = 0.6, 
t 11 = 0.2. t 12 = 0.5, 111 = -0. 7. ,., = 0.8. and l2 = - 0.:1. The rorrcspondin11: valuP.s for the 
Jordan ASRTN are u·11 ·-= -0.i, Wri = ll,fi, 111 = -0.1. w11 = 0.4, wu = 0.9, t11 = 0.6, 
111 = 0.8, u2 = 0.9, and t'l = 0,G. Th .. wrr",5po11ding valuP:- for the Elman i,SRTN are ui11 = 0.5, 
w12 = 0.8, ui13 = 0.4, t 11 = 0.fi, u••n = 0.5. t1121 = 0.6. ui·u = -0.8. t.,.1 = -0.:1, 1•1 = 0.8, 
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FigurP •1.26: Example 1: Ard1ilccturc, input and hidd"n sparf' for J·; 'FFTN ,,.,d Jordan and 
F.lman ASRTNs. 
h > 11. for the Jordan ASHT~ thr numhcr of Cf'IIS is C(I,, 11 ❖ ~' - 2h, siuce h < m = 11 + s. 
Thu~ C(2, 2) = 22 = •I. For th,- Elman ASRT~ th" n11mhe, of rdls :~ C(h, ,1 + 11) = 2h. 
since h , m = 11 + h. Thus C('2,:J) = ~2 = •1. Th" numlier of open cP!ls for the FFTN is 
C0 {2, 1) = 2 E?:::o ,!(~2_:1
1l!,)! = 2. Thr nurnlwr of ope11 cells for both ASRT.Ns is 211 = '21 = 4 
a.nd thr. number of dosed cells zero. The number of closf'd cells formed by the hyp,,rplancs of 
the 1:2:J FFTN is Cc(2, l) = i!N:i'Xi)! = l. The numlwr of imaginary cells for the FFTN is 
C,(2, I)= 22 -C(2, 1) = ,1-3 = 1, while for hoth ASllTNs it is C,(2, 3) = 21 -C(2, 3) = 4-4 = 0. 
Two of the thrce cells in the om•-<linwnsioual input space of the FFTr-; ar<' open (lahdcd 00 and 
11 in Figure 4.26), while the other c1>1l's in put v.ui11hlr, are bo1111dPd hy the two hypt•rplauf'.s (thr> 
dosed cdl ii- lahc>ll•d 10). Jluwl•ver, i11 the hidden spacP of the FFTN four different celb f'_xist. 
The rel! labeled 01 is Olli' whirh is l:dwlf'<I hy a hidden aetivation value that ha ... no rorrt>spondin11; 
input valu<'s, thus being an imaginary rdl. The function of 1his particular r,,I) is to connect th,, 
two open cells in this case to form a disronnPctt>d derision rt>gion ( consisting of th,• union of thf' 
cells labeled 00 and 11 ). Figure ,t.26 illustratf's the four open n•lls in th,"' three-dimensional input 
spare of both /:2:I ASRTNs and the two,di111c11sio11,ll hidd,•11 space containing zero c!os.-d and 
imaginary r<'lls ancl four open rf'll, ( as oppo,eu (I) only t wn opPII crll~ for FFTN ). This example 
shuws that wh<'n Ii= 11 + I, and 0111> ~\ate unit is added to th,• input layer. the 11ulllb<'r of cells 
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Figure 4.27: Example 2: Ard11:•• t.111>, i111n t a11.l hidden spare for /:,'/: I FFTN and Jordan and 
Elman ASRTNs. 
Example 2: The small<'st .Jordan A.~H !' N that wo 'd l1avP w~t only -.,11r11 rrlls, hut also clos .. d 
;i.nJ i111aginary cells (ancl therefor" <liscc1111ertc<I r.-,,:iow,) is an A~H.TN with one input, t}m!f' 
hi<idens, one output, and accordi11gly ,,,,. •at,• n11it . Thus let 11 - I, h = :1, ann ,1 = I. 
Figure 4.27 illuslratf'.S a J:S:J FFTN :-ind •' ,, n rrespowh 1g 1:$:J Jordan and Elman l.SlrI N<1 
in terms of network arrhitPrturc, input an<l hi'1t1t>11 .,J,:ice. Tl111 hyperplane equa.lion in thr 
hidden space for rarh network is y1 t,1 + y2 t12 + y3 t'3 - I = 0 with weight and thr1>.shold v;"-\)Ues 
of t•1 = 0.3, v1 = 0.:J,1, ,,1 = OA, t = 0.5. Sinrc Ii > n, 1hP. nurnher of rf'al cells for •he l:S:I 
FFTN L; C(:1, 1) = L~=O ;•/a1~,)! = 4. Si11c" Ii > n -l .•, the numbN of ,e,ll rf'll!, for tl1~ J:.'J:J 
Jorclan ASRTN is C(h, n + .~) = C(:l, I + I) = L~=o ,!(i~t)! = 7. Th,• numhn •Jf rf'al celb 
for lh1• / :3: I £Iman ASRl'N i~ C:(/1, 11 + h) = C( :i, l + :! ) = 2·1 = s. Thr. n111a1hN of npf'l1 
rPII~ for the FFT.N is C 0 (3, I) = 2 }::1=0 ,,g:111:f! = 'l.. For the JClfd1111 ASRTN t1l" 1111mhN 
of open cells ii; C0 (h, 11 + .•) = C0 (:i, I + I) = 2 E~=O ,,g:1•~!111 = 6. for lhe r:lman ASlffN, 
hnwc\'cr, it is :i• = 23 = 8. Thi' n11111bf>r of dus1•d rrlls formed by l he h) w•rplant'li of thf' 
/:,'I:/ FFTN is C0 (J, 1) = ,!g:11l\}! = .!. Fur the Jordan ASRTN Lh!'! 1111mbP1 of closed rl'lls i. 
C 0 {3, 1 + 1) = l!g:1lX1)! = 1. For the Elrnl\11 ASRTN 1::1• numbn of dosrd 1:dls j,; Zf'JO. The 
number of imaginary n•lls f111 the FFT~ j,. C,(3, I) = 211 - (,'(:i, I) = 8 - t = •1. \' l:i:,, for the 
Jordan ASRTN it is C:,{3, I+ 1) = 'i' - G(3,1) = 8 - 1 = I, and for thr Elman. !'TN it is 
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C,(3.1 + 3) = 21 - C(3,4) = 8 - 8 = 0. Two of thP four cdls in the one-dimensional input 
space nf the FFTN an• opeu (laheletl 000 anil 111 in Figur<> •l.27), while thr. othn two rr.11'.s 
:11p11t \',uial,11~ art' bound"cl by thl' lltrf'I' hypPrpl:111.,s (ti," dosC'il c<>ll:. arc lahelPci 100 and I !OJ. 
Howfl\'f'f, in tliP hidclf'n SJlilf" uf tl1P rFT~ Pight dil!l'll'lll mils l'Xi!H. Thi' rd!, lalwh•d 001, 010, 
I! 11. aud IO I <1,re r:c>lls which ar,• l:di,•le<l hy a hiddeu artivatio11 \'ah1P that has 110 rorn•spontling 
i11p11l \':\IHP:i, tl111s lif'ing ima~inary <"Plls. UnC' of tl1e functions of these cdls are to cnnnPr.t 
rl'-al c"lls in l he hicld1•n spare form in~ di~111111u•1•t1•d tle<'isiou regic,ns. l11 this case imaginary c"ll 
IO I ronnPcts t hP rlosptf cdl I OCl aud "JIC!U cell 111 forming a clisconnecteil dr.cision rl'gion that 
rnrr;,sponds to : 1 = I. On t hP ot hrr hand. t lw imaginary n•ll O ICi rourwcts the open rd! 000 
and dosed cell 1 l{J, both corrPspondi11g to :rn unlput : 1 = il. There are seven Cf'~ls fo the input 
spa.re, six of them up4"11 and 0111• dosPd. The ~tatr uuil of the .lordan ASRTN ha.<1 the t>ffect of 
inrreasing the nurubcr of OJH'II rl'lls frn111 two to six. thn~ rl'!dncing the clos~cl and imll~iuary cells 
to one cac:h. In this ca5P. the rm!.,· imaginary n•ll IOI conn<'r's tlic thrt'I' open n'lls 001, JOO, and 
111 ( all of then1 ~m respon<1ing tu ::1 = l ). ( '"!! 010. whir Ii was i111aginary in tt,e FFTX's case. 
is now open 3n<l joins the rells corn";ponding to z1 = 0. The thrcP context units of the Elman 
ASRTN rtidnce the number of dosed and 1:nagir,ary r.ells to zc.•o anci inrrease tht> number of 
open ce!l<i to eight. Note that cell HH, ~:hich in the l'F'T'!~ aucl J r.r-lan ASRTN's casr. wa.. an 
imagir,ary cell ro11necti.1g real cells, is 110 ·, op<'n and join:- 1;,!" otltC'r 1l•re(' opPn 1,.ells Q() I, I 00. 
ancl 111 to form a conn1>r.trd deci5io11 regb1t that cc-;resp'l:lcl~ to : 1 = ! Thi:. example shows 
~I~: 1,1.-hPn h > n + I and a state 1init is ac.ldccl to till' i1:p11t l· J••r of the ,1:h:J Jordan ASRTN, 
!.1:e n11mber of real ct>lls anci ~:wn r111s increases at the e,qlf>m, ,f dosl'!d and imaginary rdls. 
With a c-:>rre~ponding r.:h: 1 Elm111 .\ ~RTN the number of open rells increase:. even further \o 
2h. whereas t},f' 11 1mber of c1ose1I a1u1 imaginary rell;; decreases to Zf'fO. 
l-~:icamplP 3: In .,this cxamplr- !•·' -~ ~u .1sic.ler a r.a.se wh1•re the .Jordnn and Elman l~SRTNs bave 
ar, 'dentica.l n11mher of st tt 
Fiii;nr~ •t.28 iltustrnt,•s a / :,?.: , 
.,_ rt,-:..t units, respediwly. Let 1: -= l, h = 3, and , = 3. 
:~ a111I thP rorresponding J:.i •S .lorda11 and F.hna:i 1\S~TNs 
in term:; of network: r\·,. ecture, iupat and hidden span?. For tht> rFTN the number oi urlli. 
is C(:J, I) = L::o ,!d~,)! = ·I, sine~ Ii : 11. Fur the Jordan ASRTN the numhPr of cells is 
C(:J. I+ :JJ = 23 = 8, !>turn Ii < ,.i = n + ,\ For the Elman ASRT~ the number of CPlls 
is C(3, I + 3) = 23 = 8, sinn• Ji < m = n + ,►,. Th,, number of open rPJls for the FFTN is 
Co(3, I) = 2 l::?::o ,!la3:11li.,i_ = ~. Tiu· numh«>r of open cells for hoth ASRTNs is 211 = i 1 = 8 
and tltr rnm1bn of dos,.d cells Zl'rO. The n•1111l.1•r of rinsed reUs form(•d by the hyperplanP.s 
of tt.~ ~ ~N is Cc(J,I):::: 1,g:1•~11), = 'l. The 1111111bc>r of imaginary cells for the FFTN is 
C,(.,, • 1 =- ?·
1 -C(3, I) = H-4 = •I, while for both ASHTN:. it is<,\(:!, ,t) = 'l 1-C(3, 4) = 8-R = 0. 
Two 01 • ,,;,ur rells in the onP-dime11sional input spare of thf' FFT~ art• open (l&bflll"d 000 &nd 
119 
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111 ), whilr thP othrr crll\ input variahlP!> an• bounded by the two hyperplanes (the closr.d crlls 
100 and 110). Iu the hidc!Pn ,parr of th•• FFTN eight diffl'rcnt cl'lls f-'Xist. four of them being 
imagh1ary. Figurl' 4.2s illus tr.it,., th,• eight OJWII rl"lls in the thr""•dimenshl11aJ hiddf'n ~parr of 
l,nth 1:,1:.Y ,\SRTNs. This PXa111pl,• ,l1ows ti.at wh," 11 I, $ 11 f- .~and., slate unit:. are added to 
1 hr inp11t lay,•r. the 1111ml11'r nr rrlls and opt>n ,·dis inrrt>asr>s to 2 11 , whNNlS th,• 1111111h!'r of rlosPrl 
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Fi,;ure 4.28: Exa- nle 3: Architecture, input au<l hidden 5pare for 1:3:,'I FFTN and Jordan nu.I 
Elman ASRTNs. 
4.3.5 Interpretation of equntions 
When h S n, the nutnber of cells for an 11:h:,, FFTN and it:. corn•spondinp; r1:h:.'I Jordan ASRTN 
is 2" == E~o ,!(ll,.~i)!· In this ra.c;e the ,q additional inputs (stat£ 11,.it:;) uf the Jordan ASRTN 
are not playing any role iu the formation of uew cdls, since the maximum number of cells has 
alrf'ady been fornu•d in the ri-dimeusional input space< f the FFTN, namely 211 • The f'FTN does 
not have any closed or imaginary c.ells, su the addition of state units to the input units cannot 
decrease the number of closed aud illlaginary cells any furthf'r. 
However, when h > n, the i;tate units have a definite effoct on the nurnhf'r and type of cells 
formed. and we ran determine the dfl'ct .acrurately whl'n /, S ri + ,,. \\'e nr_x:t discus:. four 
different cases: h > n + 1, h :: 1l t 1, h > n + .,, and h S 11 + .,, Let ui, first consider a11 n:h: I 
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Jordan ASRTN when f1 > n + l. Sinn' tlw numher of real rPlls formed by the ASHTN in this 
ca.~e is }:~d ,!d'~,)! :t:id al~o e11ual to the number of open r('lls plus the number of doseJ cells, 
tl1r following 1•quntio11s hol<I 
n+I I 1 
C(/1, 11 + I) = '°' ' · 
~ 1!(11 - 1)! 
" h' II! 
= ~~/1 - 1)!+(11+l)!(h fl-I)! 
, ~ ( h - 1 )! (/1 - I)! (/1 - 1 )! 
= 2 ~ i!('. - I - i)! + n!(h - 1 - n)! + n!(li- l - n)! 
+ (h-1)! 
(11+!)!(/i-11-'2)! (4.17) 
n- I (Ji - I)! ( Ii - I)! th - 1 )! 
= 'l~ . +2----+ --------- (4.1 ) 
~,!(h - 1-r)! 11!(/i-l-ri)! (n+l)!(h-11-:l)! 
Tl.e last two terms of PlJUation ( 1.17) arr> dr:riw,d from 
( 
'1 ) = ( h - I ) + ( h - I ) 
n+l n n+l 
The numbt>r of closed and/or imaginary cells in the FFTN that have bec:ome open and rlosrd 
cells in the Jord;.11 ASRTN is ln+t)!(~!-n-t)!" Since the last term of equation {•t.18) is tht> number 
of closed cells in an ri:h: I Jordan ASRTN. the s11111 of the first t·,m terms of that r-quation is the 
number of open cl!lls in the Jordan ASR'l'N. ThP numher of imaginary r~lls for s11d1 an ASRTN 
. . al 'lh C{h + I) - ._.,, h! 
1s equ to - , n - L.,==n+2 ~ 






" /1! ,. h! 
= ~ i!(/, - 1)! +?; n!(/1 - i)! 
n /1! h! 
= ~i!(h-i)!+(n+l)!(/1-11 -l)! 
n Ii! 
= ~l:\h-i)!+l 
n-l (h - I)! (h - l)! 
= 2'°'. . +__,...,.-,------e+l 
~ 1!{h - 1 - 1)! n!(h - 1 - n)! 
( 4.19) 
With this special network the only imaginary cdl in the FFT'.\' case i:; turned into an open cell 
for the ASRTN. The term n!i~":1•~!n)! gave the number of rlosPd cell:- for thr. FFTN. which i~ 
now also opt.>n cells for the AS RTN. 
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Ld 11~ 110w consider .i.11 n:li:s JC1rcla11 ASIU'N wht•IJ /, > 11 + ~- The rn11nlwr of rca.1 cells for surh 
a n,•twork is 
ti+• Ii! , ___ 
~ •'(!, - 1)' ,:u . . 
,, /,! 11+• /,! 
= )--+) 
;;:; 1!(/1 - 1)! •=~I (r, t l )!(/1 - 11 - I)! 
= .,~ 1 (h-1)! + (h-1)! + n+• h! 
---:!(h-1-i)! 11!(/t-!-11)! L i!(/1-i)! 
,:0 •=n+I 
( •1.20) 
Thi' terrn }:~,;;,:_.., ,!(~•~•)! is thP 111111ilwr of rlos!'d and imaginary rells in th" F'FTN rasP, which 
arc turn"<l into real cells in th" Jord:111 ASHT~. 
Thr nun,her of rells formed hy an ,i:J,:s ,Jordan t. SHTX wlw11 I, ~ 11 + s jc; 
C(I, , 11 + s) = 
h h'. 
~ i!(h - i)! 
ft h! h /1! 
= L 'I(/ - ') ' + L ''(h- ')1 ,:...) I. I t . t=n+l J. t • 
. ;•-I (h- l)! (/1 - I)! h h! 
= -~ i!(/1 - 1 - i)! + 11!(/1 -- l - u)! + •=~t i!(h - i)! ( 4.21) 
This equation gives an exact acrount of tlw effort of adding ., stat•• units to the input layer 
of a FFTN: the first term 2 }:;';J ,'(~":i'_!, ! v·as the number of oprn cells in the FFTN case. 
v. hich is now still open C(~lls in the Jordan AS HT N case; the second term 
11
,~h::1'~~)! was the 
number of closed cells for the FFTi'\ , which is now 0pen cf'lts for Lhe ASRTN; tlu• third term 
L~=n+I i!(h"~,)t wa.s the numn'!r of imaginary cells for the FFTN, now also being open cells for 
the Jordan ASRTN. 
4.3.6 Capability: Jordan versus Elman ASRTNs 
As we have already n1entio11t'd, tht' ,Jurd,tn ASRTN pet forms wdl wht't1 thr nt>twork is supp•Jsed 
to ,;enerate output s1?quenc"s for a con~ta11t iuput, and not £O ~ou<l with tasks where the input 
is not reft1>ctl•d dire1 tly in thP output. This inability is due to the recurrent co11nectio11s coming 
from the output units and not from the hidden units (whirb is the case with the Elman ASRTN ). 
Thr Jordan ASRTN thrrPforc has accf'ss to only the rurrE>nt input and the output history. lt 
keeps no record of previo11s iupul: or thf' internal state of the network. This deficiency of thP 
.Jordan network was illustratt>d by Cottrdl aud Ts1111g (19!)1) when thf'y rhang,.,I tht' original 
output sequence of the addition task (sertion -L1.6.4) from ~,.c,•n1ll • carry• 111:zf' to ~rr.sttlt • 
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,,, rt - rarr,(. Tl1I' .lorrla11 ,wt work wa" Hul abl" to :-oh-., till' adtlitivn task with the )alter output 
~,!cp,,.nr", sine♦' aftPr Y-riti1111: th,, rt.~ult, tJ1,. 11nt acti11n fetd1P~, tl1c rH•xt JM.ir of Jiiits a.s input, 
so that it i~ 11ot pos;,ihl" for tiat' ,lurda11 .'SHT~ to dN11r111ir11, whf'tliPT the rwxt SlE'p shoulJ 
llf' a. rnrry or not. ThP Elman ,\SHTN ....-~-. ahle to solv,· this pruht.•111 1 ,inre it ran rcn11•111hN 
input th,-\t b not refl1•rtPil in its 011tp11t l,y h;l'.'i11g hidden unit acth-ation vahws, which are a 
tran"formPtl version of tlu• input, 1Pryf1,·d at Pach tit11P i;t1•p. Is tlti,- defici,•ncy or the .Jordan 
11l'lw11rk rdatrd to th,. 1111111hPr and lYJ>"S nf rrll~ (esp,•cially rlo '-''' aud imaginary rt>lb) or is it 
11111y rd:ill't' tut ltP r1'<· 11rrP111 rim11rniu11s ro111i11g fr11111 thP 011 puts, i.P, tlir output uuit \'a)urs 
ri•pr1•:;enti11~ tlit' union of rr.lb in tli(' ltiddl'n !>Jlll.cP.? \\',. arguP that 0,11}' th1• lattN is rdrva11t, 
sinn• by just acldinl( stat,• units until t hr• 11111nlwr of liid<l .. ns arr smaller or equal to the nnmhr.r 
1,f inputs plus thP stat<' units, tJi,. 11111111!,,r or rlosr<l and imaginary rt>ll.- ran be redure<l to zero 
(and tl,e opPn rells i11rrea.sPd to 2"). '!'lie .slatr unit,. will ~till record the output history and tl:f' 
nrtwo;k will stiil have diffirirlty re111e111hi-ring inputs not reflened in it.s output. The outputs 
will still have •:alues rcpn•sPnting 1111io115 of ,·,.lls, inclcpC"11dr11t of how many or type o, rells. 
Tlinefore the .lnrclan nrlwnrk's t!Pfici,·11r)' r.an11,)l hr> rrlat1•<l to lhr> 1111111IH!r of rdb or thr types 
of re!ls, espl'!cially rlosPd and irn;iginary rells. 
However, for a. specific problPrn with a fixed number of input and output variable.s (i.e. a. fixed 
n and a) and h > n + .~, an 11:h:s Elman ASRTN always ha.~ more cells in the input spar,, 
thl\n an n:li:., Jordan network (see Figure 4.25 for a.n example). Even if the number of hidd • 
units is inrrementt'd with one for both uetworks, the number of cells for the Elman network 
clouhles, whereas th11 numbrr of rl'!ls for th" J,mlan lll'lWurk increa"es to double tl1e amount 
minus ( h ) (s,~ Pquation (·l.12)). 
n + .~ 
4.4 Temporal Autoassociation ASRTNs 
A Temporal A·•toassociation arrhitert11r!'•i;perific recurrent ihr,•shol,l network with n input 
units, a single hidden layer of h t ltreshoid unitl>. a single rn11t~t lap•r of h linear unit.;, r:irh 
rontaining a copy of a corresponding hi<ldPn thrc~hold unit \'alue on th•• pr,!vious time step, 
and 11+h+s output threshold units, ro11~iliti11g of n 1i11tp11t ur1ib rnmputing ti,., estimatP<l input 
,-alu«-.s, h output u11its rurnputing the csti111atl'd rontf'JCl v-.tl,11•~. and "output units computing 
the estimated target of the ru~twork. is d1•11utrd hy 11:h:s Tr.mp,,ml At1lcxusociation ASRTN. This 
ASRTN can be vie\\·ed as a (11+h):h:(n+h+s) ff TS h:i.vii•r. !: • µccia.l a.<l~litional inputs 11tl 11 +h 
;;pecial additional outputs ( which approxim;\t" th<' ., ir.puts aud ;, vrev1cu; Wd,lt•n valut>.s ). 
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Although the ~:Iman ASRT:'\ cillll its rorre pnndini,s Tempoll\l Autoa.ssora.tion ASRTN have a 
,lifferc11t nnmbi•r of output-. ( d11r to tit" addition of output units rt!prest>nting th.- e:,timated :npul 
a11d lOntext valtlf'~). they sliar .. th,• same inp,1t-c11111,,xt an,! hi,lden la.yn struct11re, aud have l\ 
similar number of input. contrxt aud hitldcu uuit~. i.e. tlll'y l·av,: si111il1.r i11put snares. 'f'l,t.s 
the ,apahility results tJht;Lin"d fur tl11• Elr11au J\SHTN, i.1'. the u11111ber of rf'a.l, open, cloiif'd, an,J 
imaginary rells, and disci,n11,ir t"d r,•gi,Jns. al~o !111lt! for th,• Tl'mporal Autoassociation ASRTN. 
llowevPr, sinn• tl1Ne are 11 + la mon• outp,.,s in tl1e l)Ulj,ut lay<-r compared tn an 11:li :.~ !::Iman 
,\SRT.~. then:• are 11 + Ii f?."<lr,l l1nwrpl:i11£>.:, i11 th" hidden spam to assist in grouping lhf' n•lls 
in t 111• ::,put spacf' into rP~ion:,, Th:s wo11l1I re::.ult i11 finer regi1111s hei11g for111!'d, yi"lcling a fin,.r 
rlassificat ion. 
4.5 Summary 
In this cnapter WI' ha.ve investigated the cla..c:sifir..'.ltion capabilities and dynamics of the three 
main arrhite,·tnre-spi!cific rcn1rre,1t ll'1tY:orks, namely Elna:rn, Jord:111. a11•J Temporal A11toas-
~:;ciation networks. Tl11! capability analysis w~ ron,luctetl for the thrnshold version of these 
networks (threshold a.ul\-ation fitnctions for the hid<lm1 and 011tput m1its). It was indiratrd that 
an a.rchitecturc-spr.cific r••current U1rr.shold r:!twork ran be vif'wed as a foedforward threshold 
network with special additional i!ipnts, the context or state units, whose va.lues are prm·idcd 
hy the network itself. The necessary terminology was defined, and for each nf'twork thP possi-
ble types and number of cells in the input and hidden unit activation space were determinP.d. 
Table 4.8 summarises some of the classification c.-pability results of n:h:s Elmau, Jordan, and 
Temporal Autoassodatiorr A5RTNs. \\',, have also giv1•11 acro:wt of tl11' ••tfN:t of adding context 
and :;ta.le units by comparing n:l,:s FFT'.':s with their corresponding ,i:l,:s ASRTNs in tNrns of 
variouli examples and intrrpreti11g th!? t'qua•ions for the number of cells. It wa1; also inclirated 
that the conclusions of this analysis can bt• ('\'.tl!nded to networks with the well-knuwn sigmoid 
arth·ation function when the gain parameter is largl', 
We have also explored thP dyn:m1ies of tlH; rlasi-ifi, a.tion process hy analyzing the clusters formed 
hy the hidden unit ;utivations of th" network. It ,,..ru; shown th:\t an Elr11a11 ASRNN ran 
learn to simulate a finite stale 111arhine, wl,irh was dPTiwd from thl'SP dustns. Th<! intf'rna.l 
representation of the network Wt•rn obtainf'd hy \'bualizing th" input activation space anti using 
clustering techniques, surh as Hinarchical Ctu~ter Analysis. Principal Component Aualysis, and 
Sammon Transformation Analysi:.. '!'hi' rorrt>spond1'nre betwP,Cn th" simulated FSM and the 
one initially constructed for the AdcJtion training data wai. aliu determined. For Addition the 
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Classifi~1.1ion Elrnan .. nd T,•11,pornl Jordan 
Gapahiliti,·s Auloass(lc:n1io11 .\SHT.'.\', .\SRT~s 
~umber of rrll~ C(l1,11+h)='l.h ('(11, 11 + .,) = 2~ 1f Ii$ IJ + ., 
--. h } Ln+' ~• ' f h (, ( ,Pl+., = ,:O ~ I > 11 +& 
Op,·n r.-lls Co(h, 11 +Ii)= '2~ C'o( n + s) = 'l.h 1f Ii S 11 + 1> 
r· (h · 21= 11 ••-1 111 - 1>· ·r h • ,11+s):::: ,:o •'lX-1-,i'' >n+, 
( ·1011,.d cells C,(11,u + h) = 0 C',(h, :, +- .~) = 0 if Ii $,. +" 
c (I > <11-n• ·r' , 1,11 + & = (n+•)'(4-i-ti-•J' 1 1 > n+ a 
lmllgin.uy Cl'lls C, 01, r1 + Ii ) = 0 <'.(11, n + ... ) -= 0 if h::: ,, +, 
(',(Ji, II+.,)= '2h - L~:n+•+I ,.,t~I)' If h > II+,' 
Oi~r01, 11.-.r1 eel IIUIIC )I'S, through a 1w1 of 
region" imaginary cells 
'l'ahle •1.8: Cla.ssifiration cap:-..hilitif?)i of ri:/1.s Elman, Jordan aut! 'I'<'mporal A 11toassociatin11 
ASRTNs 
ronstruction of the Mealy mar.laine a.ho enabled 11i. to identify 11011-detPrministic elemf'nts in th.~ 
training data. We ha\'C ciemonstratPd with five> training :,tratr,;i••~ that tra.inin~ is murh casit?r 
(all of them betweer. ;}.!% and •M%) with detPrministir data as opposed to non•det<'rministir. 
data, even though th<> difference in the two training sets was only 0.6% (perrtntage of hits 
flipped). The dy11amir.s of the learning pru<·e~s iu ASRN.Ns was thrn t!:<plorcd by visualizi:ig 
thr- e\'olntion of rl11st1>rs fornwd during thP 1-.,arning process. It furthered our understanding of 
how the network learns to distinguish between <liffen'nl input sPq1wnrrs 1\lld how clusters are 
formed. Th,! visualization of the hiddf'n auivation timt> trares provi1IPd us with an op port unity 
to observe t lie network's Ir.a ming difficultiPs and how i•. event ua.lly overcomes thr.se difficultiP.s. 
It was also shown that the network's performance improves with )r;ng,•r hi1ldcn unit activation 
hhtories. \Ve ha\'e further rnmparrd th" capability of .Jordan itnd Elm1ur t1f'tworks. It was 
concluded th,,l the formcr'c: inability to dca.l with tasks wlicre tlic inp1.t is not reflertf'd dirt!ftly 
iu thr output. r.a.nnot he related to the number <:r the typrs of rrlls. For th!? rase whPn h > n+_., 
1u1 11:h:s Elman ASRTN ha.-. always morf' n'lls in tlw iupnt sp;u•e than an n:h:11 Jordan ASRTN. 
\\'1• h:'i\"f? finally incliratcd that tlae capability rPsults ol,tain~<l for the F.lman net\l.,'lrk al <> holtl 
for the Temporal Alltoassoriation nPtwork. 
In th,, ne..xt chapter we deri\'e hounds for the rapacity ;111d 1111mlif'r of hidtl"n units of ASl<TN's, 




Bol1nds for Capacity and Number 
of Hidden Units 
J.1 :.his chapter the, omplexity analysis of arrhit.erture•spf'cifk rerurrt•nt n«'ural netw1Jrks is con• 
tinued Ly proving upper and lower hounds for tlirir rapacity and numbPr of hidden units. The 
focus is again on the three ma.ill arrhitPrturr.•specific rpcurrent tlwcslwld nr.tworki-, namely El• 
man, Jordan, ancl T"mporal Autoa.s,;odation ASl!TNs. By iletcr111ini11g bounds for the capacity 
aud the number of hidden units uf th, se netwm~s. 11u••stio11s are a.frcslied such as how many i'X• 
amples a network can rememlll'r and how many hidden units am n~d••d to compute an arbitrary 
mappiug. The capacity of an ASHT~ is computed as a function of the network architecture, 
whrrras the number of l1icldt-" units is ohtl\ined ns a function of the number of exarnpl('JI as well 
as thP. number of input and output units. Bounds for tht• nu111h1!r of bid<l1'11 units is important 
for the optimal df'sign of an ASRTN arrhilectur(', sinr.e tl1i' 1111111bn of hidden units is in practir.e 
chosen exp~rimentally. In partirular, for Elman and 'l'f'n,:)(Jral Autoassocia.tion ASRTNs the 
number of contc.xt units i~ Ol'Jl<'ntlenl on the 1111111Lr,r uf hidclPn units. We do not only prove 
upper and lower bounds for n:li:J and r,:/i:s ASHTNs, hut also rnm:iim• rcl:,tr•I boundR and givf' 
some examples. Since an ,\SHTN ran he vif'wed ns a f,•edfor\\.artl threshold 111•twork with rpe-
rial additional inputs, we detcrn1i1rn the ASRTN bounds from a. fN>dforward pcrsptirtive. Apart 
from proving ASltTN hounds, we havl' tlisruverc<l son11i mistakes in I-TT~ proof11 and made the 
appropriate corrections. Agiun the rnnrlusions of this analysis can he e.'<ten<led to nl.'tworks with 




l11 thi:. srrtion th" focus is on thf' romputatior.al capacity of an ASRTN a..-. a property of the 
111>twork arrhitPcturn only, that is i11ilPpP11dr.11t of the lr.arniug ,dJ!;orithm. Thr rapacity 0f a 
""twork is a mrasurr of how n1111 l1 a IIPtwork ran lt>arn . l>iff,•n•11t mrasurP:.. of rapacily coulll 
hf' USf'(), s11rh as tht• nu111lwr of f'XarnplPs in gl'11Pra( position (dr-finition t ,G) that r:rn h,, !:ilor,.t] 
hy tl1•~ nPtwork. the 11111nl1t•r of ex.u11pJ,,:, that thl' ,wt work r;111 store IJPfore tlw vrohahility of 
error 011 rrrn.11 rP:u·h,•s 1/2, and th,• \'ap11ik-Ch11rvon1'11kis clim•'nsio11 nf thf' cla.~11 of fu11rtions 
(dC'finition 5.5) realizahlt• by thP network. The main rnnrern in this &N'.lion is with the first 
l wo types of raparit v, whirh arc rcspt'rtiv<'ly rnllf'd dde.rministir. and probabi/i$lii: rapacity. For 
the probabilistic capacity the 1•xamples are chosen r;,.ndornly and an output of zero or one i!i 
ranoomly assignc-c! lo earh l'Xampll'. llowi>w:.-1-, for the detPrministk rapacity the weiglitt- and 
thresholds of the network art> ohtainr,l «lf'tt·1111i11istically frn!t1 r_xamplf'-.,, in g .. neral position. The 
detl•rministic capacity ,V for a particular type of ASRTN is dcfi11ed as follows: N is the number 
of r..xamples in gen<'ral J>Ohition if for ;wy a:.~ignr.wnt of output,; thrre e.xists ?. set of weightli 
and thresholds that reali1.es thf' input/011tput n•lation and for a set of N+I r.xampl,•s in genPral 
position surh a. set of weighh and thresholds rannot be found. We next Jefine :. dichotomy, 
which is used for determining the prohabili!,tk capacity of n:li: I ASHTNs. 
Definition 5.1: 
I.et P he a.class of {O, l}-valurd fonr.tions 011 R." and (,.t S lw a set of N points in R." (ISi = N). 
A cli<'f1t1tomy of S induced by f E F ls a i;et of assignnlf'nt:. nf O or I to ear.la poiut in S 
!Baum k Hausler, I 989]. 
In the foUowing definition for 11:li:.'i ASRTNi; (whirh is an extension of the pr•?vious definition), 
an If-bit categorizatiori of a set i!i definrtl, whr.re tl11: uumher of r.ategoric?S formed by th€'!~ output 
units (having binary valuf'.s) is 2'. 
Definition 6.2: 
,\set.of assignments of 0111• of {O, l, ... ,"l.' - I} to rarl1 point in a set S (ISi = N), is railed 
an s-bil rategnrization of S, wber" t lit! ratPJ?,orie$ are tl1•11oted hy i11tf'g£>rs lll't ween O and 2' - I 
inrlusive !Sakurai, 19!}3). 
We proreed by proving upper and lower hounds for the deterministic and probabilistic rapac-
ity of n:h: I and n:h:~ Elman, Jordan, and 'fomporal Autoassoriation ASRTNs. The bounds 
ohta.ined for these networks along with the rorrl'.sponding hounc!s for ff't'dforward networks are 
summarizl'd in the final !iertion of this rhapt<'r. 
I :3 i' 
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5.1.1 Elman ASRTNs 
Definition 5.3: 
A11 n: l1 : I Elmm1 ~SllTNis :said ton uli:,• ,\ fonrti1111 F : g_n+~ - {O. l} if. for any n-dinum~ional 
r xtrrnal input a11d h-tli1111•11sional rn11IPXI input corr1•spo11di11g tu a point .r. of 'R.11+A, the 11 :h: 1 
l:lman ASRTN outputs a valt1<' 1•q11:il to F(:r) , 
Definition 5.4: 
An n:h:., Elman ASRTN ii; !>aid to ,., 11/1:1• au .•-hit r.at11gurizatio,1 F : 'R"+" - {O .... , 1.• - 1} if, 
for any 11-dimensinnal external input and /i-dimen~ional c-ontPxt i11put rnrresponding to a point 
x of R.'1+", the ri:h:.~ Elman ,\SRTN out puts a valuP rqual to F(:.r ). 
Consider au Elman ASRTN wilh n inputs, a single hidden layer of h thre:,l.old units, a single 
rontcxt layer of Ii unit:, (<'ach co11tai11ing a copy ,lf the corresponding pn•vious hiddP.11 state 
value), and ,1 011tp11t units. TltP. rontext units oprratP on thf' s;u11P level as the input units and 
receive their valu<!S via one-to,one fixed ro1111er.tio11s from thl' hiclt!Pu l.\yer. Ou a specific time 
step th,•y ar.t as additional inputs and to~rth••r with the inp11t units activate the hidden units. 
Thu!i the 11:h:s Elman ASRTN opcratP.s si111ilarl} to a11 (u-1-h}:h:/i fppcJforwa.rd thr~hold network, 
having an a11g111P.11ted input tlim1>11sio11 of Ill= ,1 + h . 
In order to determine bounds for the deterministic rapacity of fcedforward thrnshold networks, 
Sakurai ( 1992) assumed that the N in put vcct ors arc in g,!nPtal position. Arrording to dl'finition 
•1.6, a set of N vectors is in ge11rrnl positiou in n-dimensional space if eve.ry &uhset of fl or fewer 
vectors is linearly independent. To <ll'termine the dPterministic rapadty of Elman ASHTNs the 
,'ll input-context vectors must also bl' in gPneral po~itio11 in (n+/i)-<limen~ioniJ space, since an 
n:h:.• Elman ASRTN operates simil;irly to an (n +h):li:.~ fe<-<lforward thrP$hold network whert• 
the input-context vectors are the augmented (11+h)-1limensional input vectors. We prove this 
precondition by assuming that the N input vectors are in genNal position and then proving that 
th11 input-rontext vectors are in general po!.ition iu (n+/i)-<limensional i>J>a.re. The following 
!Pmma is used to prove that au 11:l1:t Elman ASHTN with a set of N n-dimensional input 
vectors in general position has any II or fl'WPr (ri+/i)-dimt>n,ional i11p11t-rnntext ve1·tors linr.arly 
in<lepeudi>:.t. This result will rnahJ,, 11, to pro\'e th:,t thr N input-rnntPxt vrrtnrs are also in 
general position in (n+li)-<li11wnsional sparP. 
Lemma 5.1: 
If an n:h:s 1-:lman ASRTN ha.s a set of,\' 11-<li1111•nsional input vectors i11 gl!neral position, then 
any n or fewer (n+h}-dimensional input-context vectors are linrarly independent. 
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Proof: 
Since then-dimensional input Vl'ctors of an n:h:.~ Elman ASRTN are in g('neral pos:tion, e\'ery 
subset of n or fowc-r \'ectors is lin<'arly indcp1•ndeut (see definition 4.G). Suppose we ha\"e the 
following rct of ,V i11p11t vl'rtors: 
I~ = ( <I 11, 111 J, • • •, Cl I ,1), 
(5. I) 
whnc a,J ( i = 1 .•. N an<l j = I ... 11) b a sralar and t\ is a vector, thrn an ri:h:s Elman ASRTN 
has tlw folJowing Sf'l of (n+h)-ditnP11sional inp11t-rn11IPXI vectors: 
(5.2) 
wh,re ,., = { ~ ( i = I. .. N and I = I .•• h) ••d ,r, is a mtm. We ha" to p,o,e 11,,1 """' 
subset of nor feY.w vectors from tht> s1•t { ui1, •.. , u(,·} is linearly in<lependent. Siurl' any :;ubsct 
of a. linearly i11<lepe11d(•11t M•I i:. liuearly inclepe11de11l [Lipsrhutz, 1968), we only nl'ed to prov" 
tha.t any subs<'t of n vectors from thP set { u-:1, •••• uij\'} is linearly indep1rnclent. 
By using the principle of mathematical incluc:tion, we hcgiu by proving for h = I that every 
subset of n vectors from the set 
uG; = ( ,i,v1 , ••• , 11,, ,., rs,) 
is linearly independent. For any :-eh~ction of 11 vectors yj, ...• y";. where y; E A ( i = I ... n ), it 
must he proved that p1 = p2 = ... :::: ,,,. = 0 for the following equati01. 
(5.3) 




whiC'h is n equa.ti<m~ in P unknown~, a11d the following equati<Jn 
Equations (5.4) and ( ,5.!'i) arl' t 111•11 a hm1c,g<'1wo11s systPm of 11+ I eq uatio11s in n unknowns, which 
has only the trivial solution (p1 = Pi = ... = Pn = 0) or infinitely many nontrivial solutions 
solutions in addition to the trivial solution. The homogeneous system of linear equations can 
he solved by Gauss-Jordan elimination and h.u; the following augmPnted matrix 
r11 r•n ... c,., 0 
Since every subset of n vectors from the set (.5.1) is linearly independent, the first n rows of the 
augmented matrix can be reduced to row-Pchelon form to prodnce the following matrix 
0 0 0 0 
0 I O O 0 
0 0 0 I 0 
S;nn, eve,y nonzero value of ,., = { O ( i = I •.. N and I = I) can be ,educed to mo by 
subtracting the (n+l)'th row from one of the first 11 rows, we obtain 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 0 
for any of the 2"' possible combinations of bi11ary value!i for ~,. 1,. • . rn1. This matrix only 
produces the trivial solution pi = Pl = ... = p,. = O. 
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Assume now for h = k that ,•,·ery ~ubsl't of 11 vectors from thr St>t 
is linearly indl'pendf'l1t. That is, for any sl')crtiou of II V('r.tors thP fullowing homogeneous ~ystem 
of linr.ar e1p1ations, 
(5.6) 
only produc~ P1 = Pl = ... = p,. = 0 as a solution. 
\\'e now need to prove for h = ~· + I that the followi11g homo,;eneou~ :.yst,•111 of linear e<1uatio11s 
P1U1n + P2U2n + • • • + PnUnn = 0 
Pt c11 + p;c21 + ... + p,.r-n1 = 0 
which is n+k equations in n unknowM, and the following equation 
only produe;e P1 =Pl= ... = Pn = 0 as a solution. 
(5.7} 
(5.8) 
Eq11ations (5.7) and (5.8) are a humogeueou!I system of n+k+l equations inn unknowns, which 
ha.~ only the trivial solution (p1 = p1 = ... = p,. = 0) Pr infinitely m;,,ny nontrivial solutions 
solutions in addition to the trivial sol11tio11. n.l• homo~e111>0us sy~t<>111 of linear equations can 
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be solved by Gauss-Jordan elimination a'.1d ltas the following auJi!;mentr.d matrix 
(I 11 a,1 1J,.1 0 
ll J,. IIJ,. ., .... II 
C11 r.11 c .. , 0 
1:11: r1k r,.k 0 
r:lfk+l) rl(.l+l)•··"n(k+l) 0 
Since the f:quations ( 5.(i) of I hf' i11cl11ctio11 stl'p. which ha\'e an augm1!nted mat:ix consisting nf 
the first n+k rows of the forrnn matrix, ouly produce p 1 = p1 = ... = l'n = 0 uS a solution, the 
first n+k rows can be reduced to row-echl'!on form to produce the following matrix 
0 0 0 0 
0 1 0 0 0 
0 0 0 l 0 
0 0 0 0 0 
0 0 0 0 0 
Ct(k+l, ~(l:+1) ••• Cn(k+J) 0 
s;nce every nonze,o ,-.Ju, of c ,{ •+ 1) = { O c; = I ..• n) can be red 11ced lo mo by ou bt ract;ng 
the (n+k+ !}'th row from one of the first n rows, we obtain 
0 0 0 0 
0 0 0 0 
o o n o 
0 0 0 0 0 
0 0 0 0 0 
for any of the 2" possible combinations of binary· alues for r'IHI)• ••. , r.,.(l,+I)• This matrix only 
produce the trivial solution p1 = p1 = ... = p,. = 0. By the principle of mathematical ir11iuction, 
it follows that every subset of n vectors from the set { ui1, ••• 1 u-:V} ii; lint> .rly independent for a1l 
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h ~ 1. Therefore an n:h:.\ Elman ,\SIU':-,' h~ any " or fewPr (n+/i)-dimensional input-conte.xt 
vectors linearly in<lt!pen<lent. 6 
The prPvious lemma showf'd that if an 11 :h.s Elr11an ASRTN h~ a )let of S input ve.;tors in 
gP1wral position, it also ha..c; auy •1 or fpw,•r input-context vector:. linearly independent. Tiu• 
IIPXt lemma 11 ·es this n•s1ilt to pron• that the N input-n>utPXl wctor arr in gen,.ral posilion in 
(11+li)-dime11:-ional spare. Suppose we have any s1,hsrt A1 of 11 {11+ /i)-dimeu:.ional input-roulcxt 
vN·tor;. a.nd a disjoint ~nh,11t A' of I, {11+lt)-<li111f'nsional i11pnt-co11text wctors. where n + I, S N 
anti h ~ 11. Thu!' A' n ..-11 = 0. Sime LP111ma :i.l shov.••d that .. v11ry suh;.et of 11 or fowcr 
input-rontPxt vPrtors am iir11•,1rly inclr•pr>11d1•11l. /, has to be smaller than or equal ton for tht> 
disjoint sub!let A' of h input-contP_xt \'l'rtors to be linear iu<l, p~n<lent. By 1noving that the./\' 
input-rnntext vectors so obtainf'd arl' also in general position iu (n+h)-dimensional space, the 
rf'sult can he applir.d to Sakurni's ( 1!}91) detPrministic rapacity bound to obtain a correspondin~ 
hound for Elman ASRTNs. 
Lemma 5.2: 
Suppose an n:h:s Elman ASRTN has a 1wl of S input vectors in ge11cral position in r1-dimensional 
spare. For any subset of n input-context vectors an<l a disjoint subset of Ii input-context vectors 
where n + h $ ,\' and h $ n, the N input-contrxt vertors are also in general position in 
(n+h)-dimensional space. 
Proof: 
If an n:h:s Elman ASRTN has a set of N n-<limensional input vector:. in general position in n-
dirnensional spare, then arrording to l.«'111111a5.l auy r1 C'IT fewer (11+h)-dime11sional input-context 
vectors are linearly independent. Suppose wt• havP tl1H following .set of N (n+h} dimensional 
input-context vectors 
(5.9) 
whm ,,1 = { ~ c; = I. .. .\' aud I = I. .. I,) aud ,,;, i, a ,,..,v,. Thu, any ,ubset of u o, 
fewer (n+h}-dimt-nsional vt>ctors from t bf> set { uT1, .... u:;..•} is linearly independent. Since /1 $ 11, 
every subset of h (n+ii)-dimensional vr:ctors is also lint-arly indepPndent. Suppose we have any 
selection of n (n+h}-dimensional vectors yj, . .• , y-;. and h (n+/1)-dimeusional vectors .:j •••. , zj. 
from the st>t (5.9), where A1 = {yj, ... ,y-;.}, ,\1 = {.:j, .. . ,.:f.}, A,nA' = 0 and (n+h) ~ S. Let 
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A2 = A, IJ A'. A2 is thrn a sf't of 11+'1 (11+h)-<liml'n. ional i11p11t-ro11tPxt vectors. Since A1 C A2• 
thr union A2 = '1 1 UA' of liul'ar!y incll'pe11dc11t sf'ls is also lin1•arly i11dl'pe11de11t (Lipschutz, 1968J. 
Since any subsl't of a linearly indcp<>ndent sPt is liur.arly indt!pcnt!ent [Lipschutz. 196 ), every 
subset of t1 + h or fown i11p11t-contl'Xt ,·ertors from th" sl"t { u71, ... , u•;.•} is linearly independeut. 
Tlirrefore an 11:h:s Elman ASRT~ has it:- (11+/:)-dimi>nsicmal input-coutl'.Xt \'('('tors in 11:"neraJ 
position in (n+/i}-di111P1 ~ional spacl'. b. 
5.1.1.1 n:h:l Lower bound 
Sakurai ( I 992) show«>d that a 11 11:h: I feed forward threshold network can store rnrrectly at lea.st 
,1h + 1 1'..Xamplcs in genen. po•·• don in n-dimensional spare. This lowrr bound for the drtermin-
istic capacity is proved in a coustructi\·e manner so that the weights and thresholds are obtained 
deterministically from examples. In order lo obtain a lower bound for the deterministic cap...city 
of an n:h:J Elman ASRTN we apply the previous lemma to Sakurai's FFTN bound. 
Theorem 5.1: 
An Elman ASRTN with n i11p11ts. a :;ingle hidden lay"r of Ii thn•shold units. a single conte.xt layer 
of h previous hidden layer val111>s, anrl 0111' output threshold 1111it ran store at least (n + /,)h + l 
examples in general positioa, where h '5 n. 
Proof: 
From Lemma 5.2 it follows that an 11:h: I Elman ASRTN has its .V input-context vectors in 
genrral positior, in (n+h)-dimensioual space if the N input vectors are in general position in 
n-dimensional space, where h ~ ,,. Sakurai (1992) proved that N = 11h+I is a lower bound for 
the capacity of an n:h:J FFTN if it is assuml'd that the input Vf'ctors a.re in general position 
in n-dimensional space. Thus. by using similar ar~11mf'nts as Sakurai. a lowPr bound for the 
capacity of an n:h: 1 Elman ASRTN can be provPd :,y regarding it as an (n+h):h: J FFTN with 
the augmented input-context n•ctor5 as its (n+h)-dimensional input vectors. Therefore, by 
substituting n with n+h in Sakurai's proof, a capacit_v lower bound of (n + h)h + I examples in 
general position is obtained for n:h: I Elman ASRTNs. Thus an ri:h: I Elrnan ASH.TN can store 
at least (n + h)h-+ 1 examples in gennal position in (n-'-h)-dimPnsional .,pare. 6 
For the tt>mporal X?'fR example 1i11 Chapter -1), an Elman ASRTN with 2 input units, a single 
hidden layer of 2 threshold units and 2 context units, and one output threshold 1n1it rn,. store 
at least (2 + 2)2 + I = 9 examples in general position. 
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5.1.1.·~ n:h:l Upper bound 
l11 11rclPr to ,1 .,terrnint.> an uppn hound for tli,. 111vbab1li,,li<' ,·a1>i-1r11y of 1i:l1: I f:lnu,11 ASHTNs. lt't 
u:, first nhtain a11 upJH'r hound for 1l11• prob, hilistic c:,parity of a siugl,• threshold unit. Supposi' 
thPr,• ar•• N rn,11l0111 i11p11t ,·,•rtun, in i"n••ral pm,ition, l':ich randomly assignl'd an outpul U>ru 
o .. Olli', Tlw:.i' r .. 11 I,__. r••F,arill'd ,u; a ~,•t S of 1--.xarnplPs Si, .... S,, in 11-clinw11 ion:J ~pare. l'o\'cr 
( l!!f1!'1) ohta:1,"•' ,111 upp"r hound by co1111 ti11g th" uumbl'r of \\:1ys of dividing .'i i11tu l\\'O subsets 
hy ,, hy1wrpla111• and using lhi, t II df>tt'fmi,w th__. proh.ability of an ,irhit rary di\'i1,io11 of.,· hdu~ 
indudhlt• by a hyp1>rpla1w A 1lirhnt1m1y (d..finition 5.1) is a dh·hio11 of Sh\ a hyp•'rpla11,•, wi: h 
t t,.--. ror1w•11t : .. n t Ian t I \Hl It) P•'rpl,111,•i, wh irh di\ 111 .. t ht• PX<1111 plPs int u t 1,,, i;,1111•• su llsrt:, i 11ch11" lllf' 
~:1111<' dir'lioto:1,y :wd tlw ilirl1oto111iC',. :w• mi(•11tt•il (1.i' tl1i' urd,•r of h\•1 i.1101',._ts 1li'li114:'d hy th,• 
dirhot,.111y ia tak••n ir1to ,,ccnunt ). 1.1'1 D( .1\'. 11) clruole thr n11111lwr of dirhotomir!i of.\' t>xampltis 
of a Sflt Sin n clinwnsionf., \i.h••r1• the• total J111hn of divisions of S i11to l\i.o suh·ets is 2N. 
TIii' pr ,liahility of au arbitrary di\'is:on 11f S ,.1r a tlirnsliold unit having a non•Zl'ro thu!Shold 
is /)(N. n t 1 )/'J.N (wlll'r<• \h<' 111111 z,•rn thri-sliold giw•s au ,•xtrn dimc11si1111) . The proliahilistic 
r:i.parity for a r.ingl" thr".shold unit is that S for whirh tl11• prohn!lility JJ( , '. 11 + I )/'/.N = 1/2 
whirh 111rnr.s whc.11 S - '.l(u + I). Cmw l l'lG5) 1111d Mitrhi on~• Durbin ( HI, 9) show('d lhat 
(5.10) 
Tht'rcfore th,· proliahility I)( N. u + 1 )/'i. !\' ran lie• rxpr,·ssrd as tl1e um or thl"' binomial ex pan ion 
of (1/2+ 1/'J.)N-i up to the t1•lh l••r111, whid1 bt'co111l'i; a11 1/2 whc11 N - 2(11 + I). Mitcbison 
k l>11rhi11 usf!d this prohahility w11clitio11 111 pru,·c an uppt>r hound uf O(· h log2 la) l'Xampl('S for 
an u:h: r rJ."TN \\'i t~ threshold units ha\'ing a tlin•s holcl of r.no. 
'I !tr• numhcr of clir'1otc111i.-s ul .'.' l'X,11111,h• ii: S"t1t•r11l p11sitio11 in r1 + Ii di111P11sions lor a single• 
thr1~holt1 hid,li-•11 ,1nit with a 11011 z,,ro thr,•shold in au rl'/1·/ Elman ASlfl ~ is th,•ri•fon, D(N, u+ 
h + I), whcrt• u -t Ii $ N rmd h $ Tl. 111 1rd,•r lo ohtaiu an 1:ppl'r bound for th" prohahilistir 
.-a parity of ,a;h: I Elman ASHTNs we count the 1111mhrr of distin•· t ways of &l'IJarating e.xa•uJ>les 
~y &<!ts of h hypcarplanrs in 11+/i 1ii111t>11&io11s. ,\uy si:•t of Ii hy1wrpla11cs will induce a partition and 
I hrrl' is P. unique partition indurcd hy 1•arh et of h ,tid1ot.omi,•s. '1 herl' ar" I)( N, T1 + h-t I)" 1rncl1 
s,•ts llut not :ill th1• partitions in this 11nu111, r ohtaiu"d will he• distinrt , sinr,, it is possibh• (or 
dirfNt>nt set!, of di, hotornit-s tu yit•ld thl' i.amc partiti,111. 1 hus th•· N for -,.·hid1 IJ{N,•;t"+ •Jh = 
1/'l nr f)(N,11-t Ii+ 1)11 = :!(.V-I) gin•:. a11 11pp1•r liuun.J fnr tliesl' AS:1TNs. fly using this 
prol,ahility rontlitil)II iu :, similar fashi1111 as Mitrhisun ~• D11rl,in, PXn pt fnr t'n1111lluit; tlw 1111111bn 
of dirhotomiP.S for Ii hyperplanes in 11 + Ii dirnt•usious where the threshllld unill> have 11011-zeru 
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tl1r"shol<li;, an upper hound f<Jr ,lll 11:l.:J Elman ,\SR I'~ ii: obtain•i<l 11e.xl. 
Theorem 5.2: 
Th" pmbabilij;tic- ColjHll"lf!J of au Clman ASHTN with n inputs, a singlt• hidd"n layer of 11 t hn•shold 
1111it,; , a ,ing!P r1111ff'Xt la,yi•r of I, pwvion hirldr>n layer val111•s a11d unt> thr('.shold output unit 
is at most 0(( 11 -t Ii + I )/iloi;2 I, ) ••xampl" in g"ueral position . wlwn• 11 + h ~ ,Y, h ~ 11 and 
S ~ (2 + ✓iHn +Ii+ I ) +~-
Pr'()()/: 
The ohjl'rtivc in this proof i:. to ohlain that N for wl1ich O(.V,, .. + h + 1)11 = 2(N-t) gives 
au upp"r boun«I capacity for an rd,:/ etman ASRTN. Similar to Mitchison k D11rhi11, we 
r«'place D( N, n + I, + I) h) largc-r expressiom, to P\'cnt ually ,, tal11 an upper hllund for which 
l)(N,11+/t +I)~ 2N-I. This will al~,, h,. an ,:ppn houud for a 11uh: t:,H1 to D(J\',n+h + 1)11 = 
2s-i, si11re for small N, D( .\'. 11 + Ii + I}'"· > 2 r-,• - 1• fly :,pplying ~t itrhiso11 k Durbin ·s st,,ps to 
/J(N,11 +Ii+ 1), whic:h :ue 011tli1wd i11 ,\pp,.11dix D.l.l(a). we ohtrliu 
D( N," t /, + I) < ( ,V ) . 
11+11+1 
(5. 1 I) 
( 
N ) The nc~t step is to rewrite . as au e.xprc,-sio11 without any factorials and to prow• 
n+h+I 
the followin~ in .. quality (se<' App.-ndic D. I.l(h)) 
• {( , 1 + h + l)n+h+I • (l _ (n +Ji+ 1 )/,V)N-n-h-1} (5.12) 
Since -i-1111 > c1117 • ( N /('l:rr( 11 + Ii + l )( .'\' - ,1 - /, - l)) l/l a 1d applying inec111ality ( !'i.l '2 ), the 
following result holds, 
Since D(N, n + h + 1 )11 = 2N-t and it was proved that D(N, 11 +I,+ I)< 
nr.xt in.-quicity ho ,.1:; (~ollowiug the steps outlint><l in Appendix D.l.l(r.)) 
( 
N ) , the 
n+h+I 
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(N/(11+h+ l)h)lo~i < log,(,'\'/(11 r/1+ I)) 
-(S/(,,+l1+ 1)- l)lug,(l- i/(X/(11+/i+ I)) (5.1-1) 
By 10l:11wir11~ the ;u:-umP11is iu ,\ppl'11dix U.l.l( d) rhu iur-triality (5.1'1) an hi' rf'w:itt,•u a" 
tj = d, lov;2(rj), wlinc J ,=: N/(n + t. + 11. Th ••quati,,11 ')=,I, log1(,J) has thf' olution <'J = 
,•/1\11~i1.li og2 (c/, ,.,j l, th,• J1PSt111~ h1'ir1g infinitl' (~titrhi 011 d 11/, J0,9]. !>1t1r•• ;=S/(11+/i+J) 
,.,. Ch • •t 1:, :ll' I h" M,lut,1111 ,,s ,\' = ( ,, + Ii + I )l1 h)g2( dilog2( rli •• • ) ). whid1 leads to N = 
t' t ,, r 1• i ! ;.', ;,,~l /q. Tit" lll'Stcd •·.xprPs:;io11 1·011 \'Nft•s , l11•cause tlw 61•qn1•11ce {b,.} «l1•fi11cd 
hy b,.+I = ~. •~2 u, i11rr1•as£'s allll ,i. hnr,ndl'd alion• 1, •. x2 if r > 11 (~titchisnn <I u/, l!189). 
The wntlitio11 N ~ (2 + ,/1)(11 f- / 4- l 1 +'.!is satisfi ·,!. providC'd that Ii ~ 2. Thus N = 
0({11 +h + l)h log2 /1) is an IIJIJ>f'f hound for a solntion t,, D(.V.,. +I,+ l)1' = 1N-1• 6 
Elman ASHTNs. 
r,.l.i.3 n:11:l VC Dimen11inn 
The Vap11:k-Ctwn·o111•11kis ,,i111l'!lsi1111 r~ th" rlMs of f111i.·tions rt•alizahli· by an ASHTN Is also 
11~ed a., a IIICdSllrl! or r.a11:-u1y. 
Definition Mi 
,\ rla.ss F of {O, l}-valuecl function,; \l,.firll'd on .. <'l Sis t.l'icl t.1 .~hnttu n fini set.' c; S If, 
fur t•ad1 of tl11i 2IXI dassiticnti,)us oft hP j1oi111s in X. lher~ is ii functicu i" P th, l co•.q,:!lP..S t !l,· 
rlassifiration. The Va1mik-Cltrn•,111t·11A:is (\f(~ d1mtr1/:IOl1 or F, dl1 IIOTPJ 1iy ,·r .,fim(f',, is lh<· 
size (rardirality) of ttw largest subset X of S that F shatters (Vapn:k. IU~2]. 
Only loose hounds ,.f 1l111 VC 11i1111•11siu11 ,)f Fl'TNs am k11ow11. I.cl F h,• thl• dass of :,JI fo•,,·tiom 
romputrd by FFT~s wi1h II i11p11ls, u• \\,•igl,ti; a11d thr,•shol,ls, arul ii hirldcn thr••shold •1 • .s. 
Thi!n l'C-dim(F) is lo\loer houndC'd by 11h+ I (Sakurni, l!_lfl~i] aucl upp1•r hu,mde,I hy 21111og2(,·h) 
[Baum k Hausler. l!IS\I]. Similarly, let (,' Ill' the class of all fonrtions ro:rq,11ted by Elma,, 
ASRTNs with ,1 inputs, 111 w,•ights and thr,•sholds, a11d h hiLJd,.11 anJ /, ro1:lt"Xl units. The:, 
( 11 + h )h + I 5 l'C-dim(C~) ~ 111' lngi( c/1 ), where the lowc•r hound follows frc,m 1 hoor",1' '1.1. 
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5.1.1.4 u:h:s Upper bounds 
111 this i: .. r1i1111 ~11 11ppN h111111d fnr th,• t1,•t•'r111iniHk raparity 111 nu 11./1:.:. rFT~ is lurrcrtrd, 
hrlrm• 11p1u•r hn1111ds fort Iii• dPt1'rt11in:stit- ~111tl prol,ahilbtk rapal'ity of au 11:h:., El111a11 ASHTN 
.\ti' d,•tPrntin<'d. 
S11k11r.li ,i: Ynrn.-1:;aki ( ltl!l2) prm,•d th(• f11ll111\ ing IIJl(ll'f huw11I fc,, 1}1P dr!Pr111i11i tir capadty or 
11:h:s l'F l'Ss: 
I)/ ( /) (5.1,'i) 
w:i .. ,,. /'( $ :l') is th•• 111i11it1111111 1111111l11'r of tldh•rl'llt kiutls of :,ss,11·i:i1.-d output \'PCtor Unfor• 
t 1111,,t,.ly, w1• disri1,·1•rPd ~n111r ,1rr11111,uus s1a1r111,,nts a11J mistakPs i · t.!if' proof and p11i111ed it 0111 
i11 (IPri;onal ni111munirati1111 to S.d.;ur;,i. Th.- 11pp◄ -r l111111,cl sh111Jld lJ.:-
(ri.lti) 
wber,. the right haud sid" of th•• i1tP1p111lity l111lds for I, ~ 2/'. \\',. prori>r<l hy briefly tiketrhing 
S,1k111ai k Yamasaki's proof and ,d1111g, th•• \\,,y poi11ti11g u11l mistnk,~ ancl making thr approprial•! 
1'11JT1•ctin11s. Tire• firsl part 11f thr> JHrn•f 11111sists of fi11di11g hyp .. q,l,1111•s and ddining wPiglits a11tl 
t l11 ••:..holds fur thr.111 in a 1 1111st ruct i\l• w:iy: Ass1111w Ii b l!\'(111 and set h' = h/2. Th<' SC't 
ol P.xa111plt>s is dh·it!Pil into /' e-11hsPtS lNtd, l'unsisti1111, 11( rxamples with thr. same assodatmt 
11Htp11t wrtor). whirh i11 turn is divic!Pd into i;uh-subscts (car.It r11111;isti11g of II rxamples), PXr.t>pl 
for thP largPst s11hi;N, whid1 is trN1t1•d :,i. a liarkgro11n<l subset. For each subs(•l a hyperplane is 
(111111d 1111 which t h••ir PXampt,,s lit•, and thl'II l¼u 11cw hyp11rplat11's rinse and parallel to tlu• ol,I 
hyp,•rplanf' and 1111i1111"IY u11 jt:, p11~itin• :;id,•. 'l'hr> wPights and tlirPshulcl:. of the hiddPn threshold 
1111its 11n• Jt,fi111•1l to d1•sig1rntP 'th•• 11,•w hy1wrpla11,-,s. Tiu' rwxt strp is tu find for Phrl1 011tpt1l unit 
!lll tht> s11b-s11hsf'l11 corr,•:..pmn1inv_ ln till' targl'l 1,utp11t vectors \\'hnsc 1•IP111t1nt 1·orr1'SJI01111i11g 
to thl' output unit is ot,f', rinally. th,• weights and thr1·sliolci of l'ar!, Plllput threshold unit 
arc dl•lilw,I, cnkulatir.g the majority f1111(tio11 ,,• hidden thri'shold 1111il \'allll!S corresponding to 
tht• :.uh-suhscts, and rh,• minority fn111 tiuu for tht' r~xdudet! harkground t.nhset. The 1,n111l•er 1,f 
1•xamplPs is a mi11irnu111 wh,•11 onf' nf the rr111aini11g I' - I suhs,.ls has a. 11111ltipl<' of n exa111plr$ and 
c•arh of the r1•mai11i11~ J' -· :l :,11lisct:s h;u; 11111• phi!- a multipl(• of 11 examples. Sakurai I: Yamasaki 
statNI inappropriatl'ly that th,. rP111:.i11i11g / 1 - 'J. suh f'tS r•:i1h has ouly 0111• Px:unple. Tht> total 
n11111b,•1 of cxamplc•s in 11011-li:1rkgro1111d s11bs1•t:, is n( Ii' - I/' - 2))-+ ( /' - :l). i;inrr thf' 1111111h"r 
uf nu11-h::.rkF;round 11 •1•.xc1111ple :,uli-tiul,set:, (lhos1• rnntaining 11 1•xa111ph•s ,•:uh) is (h' •• ( /' - 2)), 
the number of e.xa111ple& in 11-ex:u11ple i,11h -1iuhl>cts is therefore i,imply 11(h1 - (P - 2)), and the 
number of one-cxaruple 6ub-su bset6 (those containing u11c cxa 111ple euch) i11 ( !-' - 2). 'I he number 
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of examples is also a 111ini11111111 whf!n thf' mininrnm of the rardinalitv of thf> harkground ~11hs1•t 
is the maximum of lht! rardinality of thP 11011-harkground ~ubsets wl11•11 lhf' lattf'f is sN as small 
as pnssihlf!. The mi11i11111111 b attni1wtl whrn all thP "mullipll'S of 11" ar•• 1listributed as evenly as 
pos~ihlP among 11011-hnrkgrmrn,l s11b•;,•ts. J..,t X 111• tl,e small,•st i11t1•gflr gri•ater or e1p1al to thP 
lllltllliN of 11-1•x:u11p)p suh-sults,•ts ppr 111111-lt;1Ck11.ru1111d r,uhsf't, .\" = ru,' - (P - 2))/( f'- t)l. 
Sakurai ,(.• Yama!'aki's statPJ11l•11t "tlil' 1111mlwr of ex.1111pl••s i11 tlw h;irkgrnund i;ul,set i nt )f!ast 
f(h' - ( /' - '2))/(/' - I)] = ru,' - !)/( /' - I )1 t I" ii; \\rot1g. 'I h<' numlll'r of t•xiunples in tl1•• 
hark.v,ro1111d suhsPt should hP 11f(/1' - ( /' - 2))/( /' - t)l + I = 11(f(l1' + 1)/{/' - 1)1- I)+ I. 
t\l11llipliratio11 hy 11 and additiun of I Wl'f1' droppt>d and + I and -1 \\'Prt• TPVCtM•d hy rnistakP. 
Tl11• minim11111 b tlirr<•furl' attaii11•d wh1•11 fm tlw 11011-harkgrou11d subset:-: 
• l' - 'l suhsets l1avf' ,,.\"+I or 11(.\" - I)+ I f'Xa111pll's 
Tlwrpforp tl11• harkground s11h~r.t ha:. 
• 11.\" + I exan1plP.s when X + X + ( /'-:i )( X - I)+ (J'-2) $ h': X fur a multiplt•-ofn-,:xnmp/c 
s\lbsct, :i.nothf'r X for a larg•• I multipl1•-of-11-plus-J-am1111lc subset, ( I' - :l)(.\" - I) for 
other multiplt•-of- 11-p/11.~-t-rrm11pl1 subsets, and (/'-2) for the l•t•rnmp/c suh-suh els. Th" 
sum of thes1i terms is l,•ss than ur Pqtral lo Ii' tn arrount for thr rasP wh,.n more than n11e 
of thP J' - 2 r.11hseii, havr t•ach 11.\" + I PXamplt>s (in the llbov1'-111entio111•d it is assumed 
that l' - :I suhs1•t.s him~ each '11(.\' - I)+ I examplr•s) . 
• nX exampll•s when.\" t(.\' - l)+(f'-:J)(X -1)+(/'-:.?) = Ii'; th" second term (X-1) 
is for " largrst multi11lc-of-11-plus- I-, :r11111plt• su hrmt, while the ol hN tNms have liimllar 
mf'aning as in th" first rase. 
Wlwn the first rase applit>s an uppPr hound fur th" r.iparity i!i thPr,•forP th1• sum of 11(/i'-(/1 -2)) 
ancl 11.\" + I, whirh is rqual to ,,(l;J - (P- 2) + mtJ + 1)/(l' - Ill - I)+ (P- I). Wlll'II 
tl11• .;ernnd rase appli1•s, which was ov .. rluok,•d hy Saku1ru .v \'a111asaki, an upprr hm111cl for the 
rapacity ji, thf' sum of••{/, ' - 1 /' - .!)) 111icl 'II.\", "hid, is 11ip1;,) lo 
Sak•irai & Yamasaki also inrnrrectly !ilatP<I that tl11• i,•ft hand side of (5.15) is "grPater than or 
e<p1al to" the right hand side. This should only b" "~realer than··, 6it re for Ii ~ 'J.P the following 
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e<Jlialions and iru•qualit irs hold for thr fi n,t. l'I\$••: 
h • l1 
n(l 2 J - ( I> - 1) + f ( L 1 J + I ) / ( P - I )1 - I ) + ( /' - I ) 
ti 
= II l :I J - II,, 'i :i II ·! I' - I 
" llll1J- /' )+:i11+ /' -1 
> ,,(L~l - I' )+ ,. (5.17) 
If Ii ~ 'l./', the value n( L1J-/')+ /' is i11 huth rases an uppPr ho1111d of tlll' 1lrtrr111i11i. tit- rapadty 
of ri:h:.~ FFTNs. 
In order to obtain a relatf'<l H•s11lt for au uppPr ho1111.! 011 , Iii• ti, t1•n11 i ,1istir rnpflrily of 11:h:~ 
Elman ASHTNs, wt• us,, similar arguuwnts as i11 the fPellfnrw,ml ms,•, pr,l\'Pd hy Sakurai l,.• 
Ya111asaki ( 1!192). 
Theorem 5.3: 
An tlrnan ASHTN with II inputs , a single hiddr,11 layPr of/, thre:.hold units, a single r.ont1•xt 
laj-'f'f of h previous hidd,•11 lay1•r valur•s, u11d .~ output tlu,•sholii units can rnrroctly store at lt•.u.t 
••Xillllph!S in g1•11r.ra.J position, wlwn• J. $ 11, /'($ 2i) is 1hr. minimum 1111111ht>r of diffrrrnl kinds 
of assodatcd output vectors, 1111d tit,• ri~lit hnuil f.idl' of the inequality lh)lds for /1 ~ 1./', 
l'ro<>/: 
Arrnrdin~ to definition !'i.4, au n:h:.~ Elman ASHTN realizes an .,.bit ralt,r;orization f': 'Rn+Ja -
{O, ... • 'l' - 1} if, for :tny r1-dimf'11Sill11al f'Xl..r1,al input auJ h-<li1111>11sio11al rontflJCl input corre-
i,pon<ling to a point z of R"+h , lhfl n:li :.~ Elman ASHTN outputs a valt11> equal to F(x) , Fr<,111 
I r mma ,1.2 it f111lows that an r,:lt:s Elman ASH l'N has its N input -rnnlcxt ve<ton, in genfltal pu• 
i,i tion in (ri+h)-di11wnsio11al i;pare if th1• J\" input v,,t·tors ar,. i11 gcu,•ral position in r1-di1111•11sional 
spare. whf'n• h $ ,1. Sakurai F,,,• Yaunsaki ( l !l!n ) 1iro,·t>d n lowl'f hound (ol whirh the rorrPr.tPd 
\'t•rsion is (!i.16)) for tlw capadty of an n:li:I FFTN if it is assu1111•.J that thr. i11put v,•r.tors are 
in gPt1cral position in n-dim<'nsional ~pare. Thus, by using similar arguments a.s Sakurai k Ya-
masaki (with thP appropri,\te r d' •: •. ms as btatl.'d a.hove), a low1>r bound for the rapacity of an 
,1:h:.~ Elman ASRTN can he 1,:-,,.·rn 1,:. n•g11rdi11g it a.~ a11 (n+h):h :.~ ffTN with the augmented 
input-context vectori; as it.~ :1i+l,)-Jinw11sional input vecturs. Th(in•fon•, by ri>pl~dng II with 
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n+h in the Sakurai & Y11,111asaki's proof, a rapacity )own bound nf 
l'Xa111ph•:. in f:"nf'ral position is obtainrJ for 11:h:, L:l111a11 ,\SH'l':'\s, wlif'ft' I, $ 11 and f'( :S 2•) 1s 
thf' 111i11imu111 numhN uf difft•rP11t hind~ of ;L~~ociatf'd output \'1•rtor~. 6 
S1q>[H1sf' wr havP fur tlw ;ulditio11 appli,•,ttion :in 8; ":,Y l:lman ,\::iHT:-: with /' = :t. Sinrl' 
Ii~ '21' = fi, thr upJwr ho111ul of l hl' dt>t1•1111inistk rapat·ity of this ll<'tY.ork is( , f ~)I+ I=- '2ll 
t>Xatnplcs i11 g"111•ral positic,11, 
~titd1iso11 f.· Dnrbiu ( l!lX!J) provt•1l that U(11l I+ /if.~) log2( I+ /if-,) b an uppPr houud for tlw 
prohabilii,tir rapacity of ri: li:., FFTNs. \\'1• now prove, i11 a ~i111ilar 111,rnuer, ~n uppPr ho1111rl 
whirh h ;111 ordn t•:.li111atinn of tit<• prnbahili tic'. cap;trity of ri:h:,\ £1111a11 ,\Sl!TNs. 
Theorem 5.4: 
The ,,,..rJbabilisti,· rupa,·ity of an Elman ,\SHTN with 11 inputs. a si11gle lti1ldPn layn of h thrPshold 
uni tis, a singlP co11t1•xt layPr of It previous hidd<>u layn valu,,s, a.1111 rn11 (Jlll thr · !told units is 
at most N = 0((11 + h + 1)(1 + h/.~)h,g2( I+/,/.~) PXample~ in jl;Pllf'ral position, where Ii$ 11, 
Proof; 
Frnm M~ction ,'>.1.1.2, it follows that lite outputs of the Ii thrl'~holcl hiddrn units associated with 
carh of the J\' (n+/1),<linwnsional i11p11t vectors for 111 a vcr.1,or "it It l1 ro111 poneut s, and I h"TC nr" 
at most D( N, I, + I) clirhoio111iP..s of t hr-si> J\' h-dimcnsionrd \t•rtorfi, l~ach of t hes .. 1lichuto111il's 
delinPs a poi:.siblc output fu11rtiu•1 fort he ri:li:s Elman ASHTN. Sinn' thNP are., output threshold 
unit!., the number of combinations of output fu11ctio111> are at most D(N,h + l)". There• art• 
thrreforp at most D(N, h + I)' ways a.,sig11i11g outpu1 funrtion~ for t'arh JHLrtition defined hy 
the hidden units. Thu" thr. total 11u111bl•r of Jisti111'l outputs whirlt the u:li:s Elman ASRTN 
can gPrtl'rat<' is at most D( N, 11 + Ii + I )11 • D( N, I.+ I)'. lly applying Mitrhi&on & Durl,in 's 
arguments l<' n:I,:.~ Elman ASRTNs (s<'" ,\ppru<lix D.l.'2) w,• ohtain the following 11pp1•r hound 
for thl" proLahilistir. rapar.ity of lht'<.:I' 11Plworks. whPrc• h $ 11. 6 
5.1.2 Jordan ASRTNs 
Definition 5.8: 
:\11 n::.:1 Jordun ASR'J'Sis said lo ,.rn/i:t a fuurtion r; R_n+I - {O. I} if. for any n-di111e11sional 
I .5 I 
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c•xtPrna.l input and one-diuu:nsional stall' input rorrespondiu~ to a poi11t r uf R"+1, tl1P 11:h:1 
.Jord :.:1 .\SRTN outputs a \'ait1f' Np1al to i-'(.c). 
Definition 5. 7: 
,\11 11:h:1t Jonfo11 ,\SU'J'Nis said 1,, rr11/i.:, a11 s-hit i-:tiegori1.:i1io11 /': r..,••+~. - {0, ... , 2' - I} if, 
f<'r any ri-dirrw11sio11.1I i>Xt••rual input a11d s-di111,.11siunal stat,• input rorrespundi11g to a point r 
11f R"'th • tl11• ri:li:s ,Jc,rdan ,\SRI:-.; u11tp11ts a \'ah11• e1p1al to F(x). 
,\11 11:h:s Jordau ASHTN has ;rn .,-di111P11:,io11a.l statt> layPr, which oprrat,,s on tht> same lt•vd :u. tl.e 
,i-dinwrn,ion:d i11p11t v1•1·tor. 011 ,1 SJH'<ifi, ti1111 ~t••p they ac·t as additional inputs autl tny,Pt!ter 
with t fi,. input units ,,rtivatf' t h1• hidd,.,1 1111its Thus the ,,:Ir:., J,,rda11 ASHTN opcrah?S i111ilarly 
to an (u+.~):h:.• f1•N1forwanl t hn•sliold gat1• 111•twork, havi11g ·111 e.."<t1•11d1•il i11p11t di111r11sio11 11i 
111 = 11 + .,. For the tlll'on•tic:al annlysis uf .lorda11 ASHT.Ns '''" assurn" that the stair. vector at 
ti111<! tis the output VPl'tor v,,h11• at ti1111• f - .I. Tiu• followin~ lt•111m:i .-.huws that r.11 11:l,:s .Jordan 
ASHTN with a Sflt of N 11-dimc11sio11al i11put v1>rtur::, in gP11t•ral posi~ion lllrn ha.~ any fl or fewer 
(u+11)-dimcni:irmal input-st11tr v••rtors linParly i11dt•111•11dcnt. 'f111s n•s11lt will P11ablc U!i to &how 
that th•• N i11 pu t-ist ate Vflr.tors art• also in general p11sitio11 in {u+s}-dinw11!>i11naj spat:P. 
Lemma 5.3: 
If ltn 11:li:s Jordan ,\SRI N has a SPl of.\' 11 di111Pmio1rnl input VPctors III g,•nt>raJ position. tl1r11 
auy n or fewer (ri+.~J-dimrnsional input statP v,•ctors ari• lin,.arly i11tl"1wndrnt. 
lf<'mnrl·: 
lly 11si11g th1> pri11riph• of math1•111a1iral induc:tiou in a i;imila.r fashion as iu tl,e proof of l.P111ma 
.,. I for Elman AS RT Ks and suh~tit uting I, with s, it cau Le pro\'l!d that every suh111!t of 11 
vpcton, from the set { ui1, ••.• uG:} is liucarly ind,•p1.•11df'11t fur all a ~ 1. Thert•fore au ri:h:s 
.Jordan ASRT!\' has auy u or fflwer (11+.~.J-diuwnsionaJ inp11t-statt' wctors linearly indcpendc11t. 
l.r.mma 5.:J showrd that if an 11:h:., ,l,1rdan ,\SRTN lia.s a f>l't of ,\' input VP1:lors in gl!lll'r&.l 
posi tion, it ha. .. any " or fewer 111put-sta.te Vl'1·ton, li11l'arly ii11lcp◄•11d,•11t. To determine tl1r 
detrrministir caparity of Jordan ASRTNs, th♦> rwxt l"m111a i;hows that the N input-statP vectors 
are also in general po~ition in (11+.~J-dirnt'11sionaJ sparP, 
Lemma 5.4: 
Suppos(• an 11:h::; Jordan ASHT.'.\ h,\s a~,., of X i11p11t V•'rlurs in grn,•r:.l position in 11 ,di111r.11si1111al 
spare. For any subM•l of" input-~tat,• \'l'rtur:. anJ a disjoi11t 1,uhsrt of.• i11p11t-i;tat1• w•ct11r1, ""hrrP 
11 +s :$ i\' and .s $ 11, tlte N input-:,tatc vrctors art' abo i11 gP11cra.l position i11 (n-,.6JJi111c1u,io11al 
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_Hr.mark: 
This IPmtlla follow:, dirP!'tly frn111 i.l'111111a :i.'l for Elman AS!fl ;-;:, hy sul,stit11ti11g h with.~. 6 
5.1.2.l n:h:1 Lower bound 
111 this Pct ion a lower liouml for l he d, t, rm1111.-trr rr17H11'1fy of an 11:h: I ,Jordan i\SHTN is obt ainCtl 
hy "pplyinJ!; Lf•m111a :).4 to Sak11rni ( 100:')'s Fl'T.N hound. 
Tht>orem 5.5; 
;\ .Jor,lan ASRTN with II inp11ts, :i .sin~',, hiddP11 'ay11r of h thrP.~hol1I 1111i1~. a sinJ?;le stat~ unit, 
aud one output thrPsliold unit ran :.tun• at !Past (11 + 1)/i + I 1•xa111ples in g,•ueral position. 
Hrnark: 
From Lemma 5.4 it follows tlaat an ,1:h: I .Jordan ASHTN hM :t& input-statt! \"cctors in g,•nenJ 
position in (n+/)-dimr.nsiuna.l :,parr. if tlw iupul Vf'rtors are in Renna! positio11 in n-ilimcnsional 
spare, where n ~ I and tlH• 1111111hN uf input \'P<:tors in f!,l'flt ral po itiou ii; grealP.r than or equal 
to n+/. By using :,in1ilar nrg11ml•11ts M Sakurai ( I!Jfl2), a lower hountl for the rapacity of an 
n:h: I Jordan ASHTN can b" proved by regardiug it as an (ri+ I ):h: I FFTN with the augmented 
inJlul•state vector:. as its (n+ I J-dimen~ional input v<>clors. Therefore, by substituting II for 11+ 1 
in Sakurai's proof, a ca parity low;;,r bound of( 11 + 1 )h + I example£ in ,:en••ral position is ohtained 
for ,1:h:I Jnrdan ASHT.Ns. Thus an r>:1,:1 Jordan ASHTN ca11 sturcai. least (n+l)h+l examples 
in ieneral position in (n ;. / )-dimen~ior ai space. 6 
5.l.2,2 n . .' .. :1 Upp-.,r b,;und 
Th HCtit•n s!i,1ws a11 · pper lmuurl fur the probahili:.tic capadty of an 0111•-hiddl'n layer Jorda.11 
A:::itl1 .-: ·~ith one (J ,, i•:!t threshold unit. 
Theor.£!!l~tf!.i 
rhe probabilistic capar.itv c-f a Jonlan ASH I'N with "inp1us, a si1".;lt> hidd"n layer of h thrr.sholcl 
units, a :,i .. gle :.t?.tP uni~, and <>1H' ti r,•~holt! 011tput : at most 0{1,. + 2)/i log/i) examples in 
general position, where N 2:: ('2 + .,n" ,( rr + 1) + '2. 
Remark: 
The number of dichotomies of N example:. in n + l din: •• 1siu11s for a :,ingle thre:.hold hi·Jdcn unit 
1,53 
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in an rdi: 1 Jordan A SRT~ is D( ;\', 11 + l + I) = D( ,\'. 11 + 21. By following similar steps as in 
the proof of Theowm .5.2 an<l replaciug r, +Ii+ I with 11 + '2 in D( '. u +Ii+ I), we obtaiu an 
upper hound for the capacity nf .\' = 0((11 + 2)lt log2 h ). The condition '/',' ~ (2 + .Ji)( r1 + '2) + 2 
is satisfif'<I. provid"d that h >- 2. Thus S = 0(( ri + 2)h log2 /;) is an upper hound for a solution 
to/J(N,11+'2)h=•J:"- 1 A 
5.1.2.3 n:h:l VC Dimension 
I ,,t (,' h,• th" dass of ~I functions comp11ted hy Jordan ASHT~s •":tii n input • m weights and 
thrnshol<ls, and I, hiddC"n and one ~late uuit T!,.:11 (ti + I )Ii+ I $ \'C-dm1{f:}:;: 2wlog1(d1), 
wl1i>re the lowN b,iund follows from Tl11•or1•111 fi.5 . Sakurai ( l!l!IJ) pro\•f'cl a heller 11111,er uound 
for n:h: I f,~dforwanl netv.urks, uaml'!y nh(log2 h + '2 log7(1og2 /i )). l.ikewi e we i1roceed by 
provi11~ a hettl'r uppl'r bouud for ri li·J JorJan ASltTi\s. 
Theorem 5.7: 
The VC dimrnsion of an n:h: I .Jordan ASRTN is at most ( ,1 I )l1(log2 l1 + 2 log7 (log.111)) wh••n 
u + I >- :12 ard h 2: 256. 
Proof: 
From definition 5.5. it follows that if it is prnH•u that for any sl'l of N points the numbl'r of 
dir~--,omie.s of thr. sr.t rpalizahll' t>y an ,i:11:J ,Jordau ASRTN is l,•ss than 2N • .N i an upper 
bo1111<l of the VG dimension of surh ASHTNs. In tlll' proof of Tht•orein 5.G we hrwc dt~duccd 
that the number of dirhotomir.s of;\' poiuts in ti+ I dimensiorn, for Ji thr,.shold hidd,•u unilll iu 
an n:Ji:J Jordan ASRTN is D(N.11 +I+ I)"= U(.\',n + 2t. 'l'h"rf' are at mot V(/1',li+ l) 
dichotomies of thr. N II-dimensional hiddcu unit vectors, ead1 one of them d,.fining a possible 
output function for the 11:h:J Jordan ASRTN. Sinrn there a1:? only one output threshold unit, l~w 
number of combinations of output functions arc at mr,st D( S, h + I )1• Thus th,. total number of 
<listinr.t outputs which the ASRTN can g1•11Nat" b at most D( S. n + '2)" • D(N. Ii+ 1 )1• Following 
the stPps outlined in Appr.11<lix D.1.:1(a) th<• nrxt inequality holds [S,1kurai, 109:;] 
N 
D(N,11+2) < 3•11•-_-)"-+· I (5.ltl) 
Ti + ] 
If WE' set .\' = (n + I )/i(log1 h)( I+ (2 logl log2 h)/(log2l1)). tl11•11 following the tcps iu Appendix 
D. !.:1{b) the next inec1uality holds [Sakurai, HIO:l] 
(5.20) 
since logl(l + (2 lo,;2 log1 h )/( log2 I,)) < lng/2 = 1. The ui>xt :.tep is to prove that 
D(X, n + 2)" · D(.\', h + 1 )1 < 2•'' or that log, D(.\'. n +2)h • V( S. Ii+ 1 )1 - .V < O. In Appendix 
la I 
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D.l.3(c) we prove this by using tht• i111•1prnlitiP.s (;,.HI) 11111! (.i.20) in a similar manner as Sakurai 
( 199:l}. Thus .V = ( n + I )h(log2 I, -t .!lug2 (log2 I, J) is an upper hound of the V dimension of 
11:h:I Jordan ASRTNs when n + I ~ :12 ;:,.::d h ~ 156 A 
5.1.2.4 n:h:s Upper bounds 
\\'e fir~t :.how an uppt•r lio1111cl fur 1111• ,letPrminbtir eapacily and th,~11 an order t•sti111atio11 of 
th,• upprr houncl for th,· prnb . .!1ilist i1· r.aparity of 11 .h:.-. Jordan AS HT i\s. 
Theort;?m 5.8: 
A Jordan ASRT!'\ with ti inputs, a i-inglr hiddeu la~er of h thre hold units, a single slate layc•r 
of ll units, and s output threshold unit,; ran rnrrertly store at least 
!'Xampl~s in genPral position, wl1ert> s Sri, I'$ 'l.', a111l the right hand si:lt: holds for/&~ 21'. 
Rrmn,,L: 
Arrording to definition .5.7, an ,1:h:s .Jorda11 ASHT!'-: realizes an .... 1,it categorization F: n~•+• -
{ 0, .•. , 2' - l} if, for any n-dim!'nsional extnnal input and ll•dimensioual state input corm• 
~ponding to a point ',/; of 'R,nt,. tlw n:11:.s- Jordan ASRTN out, .ts a \'alue equal to F(r). From 
~" Lemma ,5.4 it follows that an r,:/1:s Jordan ASHTN has its input-state v,.r.tors in general position 
',.in (11+1)-dimonsional spare if t 11" i11J111l vertors art• in j!;"lleral position in n-dimen.;ional space, 
~ !l<'re •• ~ n and the numher of input vectors in general position is grf'ater than or equal to 
n+s. The remainder of thf" proof is ~imilar •o that of ThP.orP.n1 ,'i.:J whf"n substituting n + F. 
for n + h in all the steps and arguments. Wlwn the first ca.,,• applies, an upper bound for the 
rapacity of n:h:s Jordan ASRT!I' :~ (n + .4)( l½J - ( p - 2) + rH~J + I)/( P- I )1 - I)+(,, - I). 
When the seccnd case applies (i.e. uue lr..si; !'..xample), a11 upper bound for the raparity is 
( 1l + s) ( l 1 J - ( p - 2) + r ( l t J + I ) / ( p - I ) l - 1 ) + ( p - 2). In both ca,:,ei, ( fl ➔ •• ) (l t J - ,. ) + ,, 
is an upper bound of the capacity of n:11.·., JorJdn ASRTNs wlien Ii~ 2P. 6. 
Suppose for the addition application we haw• ;i 6:16:6 Jorda11 ASRT~ with P=6. Sinrn Ii ::! 
'2P = 12, t!Je upper hound for the deter111i11btic capacity is (Ci+ fi){S - 6) + fj = 30 examples in 
gf'neral position. 




The probabilistic capar.ity of a ford an ,\SR'I'.'.\ with n inputs. a sin11;lc hidden layer of h thr~hold 
units, a sin,;l1> slate layrr of.• units, and.., outpul threi,hold unit-; bat mosl 
0((11 +, + 1)( l + h/.!i)log2(1 + /ifs)) examplrs in f(t•m:ral position. wheres$"· 
Ji, wm·k: 
Followi11~ t l1P sa 1 11.-. sl r>ps as i11 t ,.,. proof of Th,,or,•111 ;,.-1 and 61111st il uting n + s ~ i for " + /, + 1, 
givPs the fol111wi11g upper ho1111d 
.\' 5 (n+.•+t)(l+h/s)log2(t:( I +hf.,) loJ1;2(c( I +h/e) . .• )) :: 0((11+.• ➔ 1)(1 +h/s)log2(l+h/s)) 
(5.:.! l) 
for thf' probahilistic caparity of 11:h:s .Jordan ASIC ·s, where .s ~ n. a. 
5.1.3 n:h:s Temporal Autoassociation ASRTNs: Upper bounds 
Definition 5.8: 
An n:h:s Temporal Autoas.\<>riatio11 ASR'J'N is said to naliu an (ri+h+s)-bit r.ategorization 
F : R,••+h -- { 0, .... ~r+11+• - l} if. for any 11-dimPnsional t>xternal input a!ld h-dirnPn ional 
context input corresponding to a point :r of nn+h. the n:h:s Temporal Autcassodatiou ASRTN 
outputs a value equal to F(2 '· 
The following lemma shows that an 11:h::. Te111poral Aubassociation ASRTN has its N (11+hJ-
<limensional input-context veftor:. in gc1wral p,~b:tion i11 n-tlimf'nsional space. 
Lemma 5.5 
If an n:h:a Temporal Autoa.li,ociation ASHTN with ,\' n-dimensional inp11t vectors in genera.! 
position, then any n or fewer (n+h)-dimcnsional input-context verlors ar-.: linearly indepenc!enl. 
Remark: 
Since n:h:s Elman and Temporal Autoasi,ociation ASRTNs sharP the sanw input-context a1 1i 
hidden layer strn:-~ure, ar,d have a ~irnilar 11u111l11•r of input, ronlPXI and hidrlen ~nits. the proof 
of this lemma follows directly from Lemrna 5.l. 6 
To determine 11.n upper bound for the determiJ?istic caparity of a Temporal Autoassodation 
ASRTN, the followrn~ inu:.m:1 •hnws that the i\' input-context vectors are also in gf'neral position 
in (ri+h)-dime11sional spa,:e. 
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Le mmas.~ 
SupposP an r1:h:s TPrnpor.,1 A11tr1a,~11riari1111 .\SHTX has a Sl'l of.\' input ·:enors ln ge1irral 
position i11 11-1limC'nsio11;d :,parP. For auy suhiwt of 11 inp11t -co11tr>xt ,·rrtors and t, disioint sub~N 
of h :•1p11l r<111tPXt vectors where 11 + Ii S ,\ ~Hid Ii$ ,:. th<' S i11put-contrxt ,·,•ctor arc also i11 
p;rnPral P<>'-ili1111 in (r1+h)-•li1t1•'11sin11al span•, 
/(, 11111r~·: 
The proof follows dirertly from l.rmma :1.2. 6. 
TJ!!:f!rcm 5. 10: 
,\ Tnnporal ,\utoassoriation ASH'I'~ with Tl i11p11ts, a si11~IP hicldP11 1:-yrr of/, threshold unit , 
a :,i11J?,J., rnlltl!:.<t layer of Ii pr,,vio11 6 !iiJllPn laJrr \'c1hw.-. , ,111d 11 + h + ., output thresl1old unit.: 
raa corr<'rtly st1Jrc at least 
example.., in genrral position, \\ ht:>r" Ii ~ ,1, /l ::;; 2" t-h+•, and the right hand ,iclc holds for 
/, ~ 21'. 
i?<111ark: 
Th" proof of this tl:eoccm follows clirt:rtly from rl1Porr111 5.:l (for Elmnn ASRTNs), cxr"Jll thnt 
p ~ 2n~h+•. t:,., 
'l'h,:orf'l , · 5. 11 : 
The prohabilistir l'.apaclty of a Temporal Auto,\ssoriation ASRTN with II input ,, a single hidden 
l:tyN of h thre .. 1wlrl units, a singlr c..>ntext l:iy1: of It prl'vious hidden layer ,·,,lucs, and n + h + .s 
output thr"shold units is at mo , 0((11 +h 1-1 )( I +h/(n+l1+.s))log2( 1 +li/(u +h+s)) l'XalllJllP-; 
in genrra! position where h $ ~,. 
Rrmnrk: 
The proof follow:; d:rt>nly from Theorr1,1 r,, I. /'.i 
5.2 Nu1nber of hidden units 
The puq,•>·ae of this sPction is to <l,•riw• hourtl~ for thr numbl'r of ludde, units of I:h11a11, .Jc,rcl:rn, 
n11 cl TP1t?pora.l Auto~f;soc .. ,tiou ASR'l'Ns. 'I h,.,.r hound:. 11rovid1• 111ur;1 :icedl'tl ans'-<•rc; to ll1" 
<]'Jf'::. t ion uf how m~u1y hi.Jd,•n 1111its ar,• rl'ut1gl1 lo n•alizr• an aroitrary fonctio:i for a parl:c11l:ir 
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ASRTN. The houn<ls ohtai111•c! for tlll'!il' ASHI'Ns :Jo11g with the rnm•spondiug Lounds for ft!i',I• 
forward t1rP:.,hol<l ur.twurks arP s11111111ari1"d iu thP fi11al Sl'rtiou of this ~naplt'r. The FFTN litn• 
alttre on houJl'b for the 11u11it, .. r of hidd"u units i11d11d" [Bau111, l!l~,,], (Baum k. llausl"r, l~lb!J), 
[C'osnard 1 / 11/, l!l!l:.!j, [Sakur:1i, l!l\1~;. and (~;.1kurai ,r..., Y:rnrn .... aki. 1!1!12]. Sakurai sh0\l.ed tl1at 
f(X -1 )/ttl hidd,•11 units ,,rl' 11,•, .. ss,u:, to rP,ilizP. i.p1•rifi,•d i111,ut/0111put rl'l;11hm v•:th au 11:li: l 
and 11:/i:$ FFTN. Sakurai .t· Ya111asal..i poi111,.d 1111l th,,t the b,111111I, .\'/11, 11l,t.iin1•d by lbum. is 
wrong, and that it :.hould 1,,. :lfS/(211)1 (whirh j.., a wur:,1• lio1111d than f(,V - l)/111), 
l11SIP:td nf u11ly givi11g au <'X(Ht'S~io11 fur 11!1• 1111111hN nf hidden uniti. in terms of th< n11111IH'r 
of 1•.x,1111pl":-i ,\'. w,: now us, au alt,,rnati,·.- p.nam.,tcr, th,• 111i11i11111111 dista11rl' f, iil'l\l l'<'II th" 
tw,, rlas,1•s. <'.1s11,ird 1/ <1/ d,•f:n,•rl Lli•• d1~la111<' bcl.\\'<?f'II two disti11n rlassrs, s+ allll s-. as 
,~ = 111111{di.,t,111c1 (r,11)1:r E s+·,y E ~•i• }. wl1/lfl' thC' ,li.,tm,n i-- the Fud1dt•an di .. tanr" in [ll, IJ". 
C'o• nn rd I t al ( IU(12) s1111w1•d l hat ;111 a rhi t rary d idiot 11111y ( ,.,·+, s-) ca II bl' Sl'.'pa r;ttt•li hy 11( L¼ J +I) 
l1ypPr!>l:\n<.'S of a f,,zylforward tl1r,•shold 11etwo1k. llowe\'t•r, thb !own bound should in fact lw 
11( L ~ J + I). \\',, 1irorPcd hy hri,,fly skl'I d1i11~ ('0~11ard d ors proof fur a nne hidolr.11 layer f1•cd-
forward thrPshold nl'twork arid a.long the wny poi11~i11g out 111istakPs and 111aki11g the appropri:,.t(' 
corrrct ionb. \\'e con~iclt>r au arhit rary <!ichotumy ( ,.,·+, s-) in au :11-di111e11si,1,1al unit hypercuhi', 
C'nsnard d al constructrd tl1e hyprrplan<'~ of th,! 11Ptwork's hicld.-•11 lay/lf in th" followiog rna11-
11n, .l'.1 = bi, I $ i $ 11, I 5 J 5 ll/hJ, with IJJ = jti and 11 the numhn 1>f iiqrnt unit:,. The 
hyp"rplanr.s <l:•,ici,• the 1111i1 hyi,1•1r11h1• in ( Ll/~J t I)" ci'.'ll~. It i~ nssurn 1·d tor the mo111,.11t lhnt 
110 point oi the :,N S lirs on c111y of thC' hyperpla111•s. Cosnar<l ll ,,1 tl1e11 incorr<'clly dl'dcc,•d 
that if :iny two pni11ts x au<l y i,1 S bl'loug tu tl1P saml' cPll, thP 1lista11c,'(X,J1) < Ii and the 
poit•ts ,w: thn"fme i1 the sa1111• rl,1ss. llow,•wr, tlw c/i5ta11r.t'(.r:,y) c:iu only L<' smallN tlia11 ~ 
if the hyperplan~s arc m:i~t111dPd i11 tl1•• fol!owiug mannl'r, x, = bJ, I $ 1 $ r. I $ j $ l!/dj, 
(•acl1 <li!ll~llsio.1 1.1ust 11•111,ti11 i;mallN or 1•1111,11 to ,I. tl1c 111,1xi11111111 E11did,•;rn <lista11ct• bctwt>'1n 
miy two poi11l t , •. a rPII is ,/Ji-,-di ,f ••• + rfl { wl1!'n· ,[! i :uldl'd 11 t im,•s ), which is c,1ual 'lo 
.;;;ii== ·f\fii 1-;,,.ir cxa11q1ll', \\ lll'r. 11 = 2. th,• 111i1xin1u111 disla111·" is ff+ d· = .fiJi = tl/2. 
Tlll'rd1,rl', if 1111y \wo points ;r: :rnd y h1•ln11g 1,, the s:u11P crll, till' ,li.Mnw·qr,y) < ,IJii = ti aud 
tht> poinb. ar~ t lwr.,for,• in th,• i;a111P rllu;s. i.e. ; hr h.n11•rpla11c:. ~"par.1tP s+ and S - . Howev"r, 
i11 gc111~ral SOIIII' p,1ints uf tl1P St•t 111igl1l Ii .. 11a so111e l1n,crpl,111cs. ru a•·l•,111111 for this r.ase, Wt• 
t:-a:1slat,, 1.111• hypNpla111•s slightly tow::u.! thr> nrigiu so thnt all roiuts h<'lo11g to tlll' i11tl'Tiur of 
ca>IIF l,y su ht ra.:t ing a ,71]11,• , , with (l ~ , $ d, f1,,111 all Lb•• lty111•rplau 1•<prntio11s. (l 11" arl,lit inn al 
liypnpl,u:e for e;,ch di111,111;;i,):1 1uiglt1 lu• ni>,•d,•d, sine" tlie dtst.rn,,,, h,•1• ... •p1•11 tw11 ro11s••c11tivf! 
llypcrpla11e:. iu each t1in11•11i,i1,11 11111:,t rl'lliain :m1al11•r er ••qual lo d. T}1is would result in a total 
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of l l / d j + I hypcrpl:rnes rtl 111cht 111•r dimr>nsion. Si11r1• t l1Nt' an• ,, dimensions. the nu 11ibcr of 
hyprrplancs is 11(ll/rlj +I): 11(l/n/cj + )), 
Cosn;ml <' i al also prow•d I hat an arl1it rary tlirh,Homy of [O, IJ2 cannot bt• realized liy a !:h: I 
rrT~ wirh )f'SS than 'l./b hidd,.•11 11nils [Co:-11:trd It 11/. l!)!J2]. Tht> IIIOTE' pr(•risr lo\lo"('f bound 
"hould iu fact 1,., h ? 1f h/111 . \\'!' pro1'£'Pd by hrit•lly ;;kPtrhi11g <'n:.11,ml Ii nfs proof for a Olli' 
hi1Jcl,.11 layrr FFT.N with 0111• output unit and along thP v.c1y ,how thf' Prrors and the cor('('ctions. 
'1'111~ hiddr11 lay,,r nf the rd,: / Fl" I :-; pt>dorms a liuc-ar M:p:,rati .. 11 . If WP rririsidn the unit squarP 
[o. ,12 with I+ fl/,n polllh of <I /'It .. ,. UH i':t f li P<li;e. tlwu c-.1ch poi11L is altcrm1li\'cl)' in s-
allll s+. Since th,irC' are I + fl/dl 111,iut:s ()ii 1•;\f'h PdgP, thC' fl' arP fl/(ll SPF;llll'lltS Oil carh e1lgP 
(the 1111111hPr of parb h1!IWN1 n points 011 an r>rlgt>), Si11c1• thl'fl' arr I £'<lg<'.,;, th<! total numhPr of 
Sl.'1~me11ts linking the point"> of S to thPir ne.irrst 11Pighours of thP opposite class j,; .tfl/dl. Thus 
C'osnard ct nl incorrertly stated that the 1111111l>Pr of s<•g111e11ts is 4/h. Sinn' a straight Lin'? ran not 
nit more th;,n two links an<! all links 11111st he rut to ha\'e a dichotn111y, thP 11111111.>er of straigl1t 
li11<>s tlf'Pued is at [r>a.,,;t ¥ = 2fl/cil :rnd 11111 2/6. Thereforr 2P/dl :;:: 2f /2/151 is a lowN 
ho1111cl for thP n11111her of liidt!Pn nl!ils in a t•,\'o ,di111,-.11~ic,11al iuput :,pace tn 1eali;:P an a~hitrary 
dirhotnniy. 
Cosn:ml ,•t al ahm prov11d that au arhitr:.uy rlidu,tomy of [O. I]" cannot he realized by an 11:h:J 
FFTN wit!. less than 11/(rb) hidclt>11 1111its (<'<,snanl ti al. l!W2j . The loWC'f Lou11d should h" 
h ~ f(11/c)ly71//1Jl as incli<'ated in ,\pp,,ndix D.2.1. 
5.2.1 Elman ASRTNs 
in this fi•'i:tion WI' deriw lower a11d 11pprr ho11111ls for th11 11u111lier uf hidd••n units 1,f Elman 
ASHTNs rapah)P of rn111puti11~ arhitrary ,lichotomil's of a :,N of ••xa:11pll'S. 
5.2.1.1 n:h:l Lower bound 
]'heorem 5.12: 
For 1w ri:i.:I Elman J\S!fl'N. ther.-, i-. a Sf't of S input v.--.c[l)rs with a.ss,1d,1t,•d outputs such that 
we Jlf't•tl r ½( JnT+41,\" - I) - ,, ll hiddP11 !llf(•Shold 11nits to rc:alill' the t.perifie>cl iuput/uutput 
r11ia tion, when• /, $ n. 
Pruof: 
From Throrl'm 5.1 it follows that aq r,:1,: I El11rn11 ASRTN ran 1,torr at lm,,t S = ( n + Ji )h + 1 
15!) 
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rxamph•1:, in gl'n<'ral position. W<' now obtain an expr~i.ion for h hy rPwritiug i\' = (ri + h)h + l 
a~ a quadratic l'quation in It, 
h2 t 11/, - .\' + I = 0 
Sinn• i1 ih rl'q11irr>d that/,> 0 -11/'2 < n. and j,, 2 + 4(N - I)> U, ,rnly th,• positio(• solution is 
valid; tl11;s a !own hound for th•• 11un1h,•r ofthr.-sl111hl hhltlf'11 1111ib is f½(jr,2 +•t(N - 1)-n)l. 
6. 
5.2.1.2 n:h:s Upper bovnd 
Sakurai & Yam.t.~aki (Hl91} ohtaim•d an UJ>Jlt'r l,ou11d nf r(,\' - -~)/nl + ~ for the 1111111her of 
hidden units of an 11:h:.~ FFTN. A com•:;pondir g uprwr bound fur au 11:h:.o; Elman ASRTN is 
shown nC'Xt. 
Theorem 5.13: 
Tlll're is a set of N input Vl'<"tors with assodat<•d outputs that ran be rora•ctly storl'tl hy 
r J) + H ✓-1 pl + 4n /' + 'dN + 112 - 1l )1 hidd,•11 I hrC'~hol,1 u11its or an n:l1:s Elman ASRTN, wlll'r•• 
I, $ 11 and /'( $ '2') thr diffen•11t kind. of outputs if Ii 2: 2/'. 
l'mof: 
From Theorem 5.:J it follc,ws th:n (11 + h)( liJ - /') + f' is an upper hound of tht• rapacity or 
n:h:s Elman ASRTNs when h ~ '2/1. We uow ohtaiu an ex:>r('ssion for Ii hy rewriting the upper 
bound of cai>arity and ass1,11,;111?; an 1•ve1L It, 
.. = 
N = (11 + li)l(h/'2) - P) + I' 
½J, 2 - ",, + 11li/'2 - 11}' + /' - s ~ 0 
½h 2 - hU' - n/'.!.)- (rd' - I'+,\')= O 
('21' - ri) ± ✓!'21' - nP + s(nl' - ,, + N) r 1 l 
= rl'-11/2±~J4/'2 +•h11'+ ,\ +11 11 
(5.2•1) 
(5.2.'.>) 
Si11r1? it is required that I, > O. -11/'l. < 0, aud J.t/'2 + 411/' + ~,\' + ,i'2 > 0, only thl' positivi-
s1•l•1tio11 i:. ,-alid; thu~ an upp,·r ho11t1cl for tlu, uumlwr uf thre,hold hi<id"n unit!> for an 11:h ·:. 
El111an ASRT~ is r /' + ½( ,/,1 /'2 + 4ri I'+ ~.I\· + 112 - 11 )1 if/, ~ 2/>. 6 
lCO 
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5.2. 1 .3 n:h:s Lower bo1;nd 
'!'hr 6:tlll!' lower lwuud ( ru: - l )/111) i'i obtain••(! for tlil' 11111111,rr of hi,ldrn 1111its of f,:-cdforwarcl 
th-.. ~i•ol<l n,•twori-.:; ha\'ing 1111P or .~ output tlireshold units [Sakurai I: Ynmas:1ki, 1!!~1'2]. Thr 
11''Xt tht><1r11111 :;hows th,tl thi:; is also thr ra.,r for 1i:l1:I and ,,:l,:s Elru:ur ASHT~s. 
The::-rem 5.14: 
For h:, 11:h:t Elman ASll'l'N, tltt>rt' is:, Sl'I d N i11p11t \·cctors witlt a,,:,(Jdnted lHllputs sud1 that 
wr ll""d f}(J;i1+4(S - 11 11)1 thrr-•,h,,;,' liddt·11 units t11 re:ili7" tlrr s1w,·ifi,•d i11put/outp11l 
rPlatio11, wli,•re I, =:; 11. 
U, 111<1rk: 
rro111 The<>lt'lll !"i.:.l it follows llr,,t :rn II /i SE, • rrn .\Sit, st,,n• at !Pa.st N = (11-j /iJ/i + 1 
r_-:a111pl11_, in gcnnal position, if f' = 2. f! r •t n• , hf.! result follows fru111 that or Thron•m /;.l~I. 
5.2.2 Jordan ASRTNs 
5.2 .2.l n:h:1 Upper boun1I 
C'os11ard ft al ( I !J:11) showed tl,at an arbitrary dicbmomv (s+, s-) caa b,• separated by n(UJ +I) 
hypnplanes of a foc•Morward thrc•shold nc•twork. In 5LCtiou 5.2 Wi' havP showed that this upper 
bo11ncl shoul<l be 11( I :p J +I). \\'r nP.xt show in a similar fashion an upp1•r hound for th<' 1111mh11r 
of hidil,•n units ,,fan n:h:I .Jonl:rn ASHTN in terms of li. ~otl' th:Ll th<' iupul•:.late sp:u·c ii; 
10. I]n+l a.E opposed to n .n+I for thi,; typ•• nf hcJllll!I. 
~orem 5.15: 
An arbitrary <lirhotomy (S+, s-) of[O, qn+1 can hr, SC'parat,,d 1,y ( n+ 1 )(l ¥ J+ 1) hyperplanes 
t>f au n:li: I Jordan ASH'I'~. 
H,•nlflrk: 
lly applying ('o nan! ,,, uib argunwnts lo an u:h:J Jordan ASUTN, which are eutlined in Ap· 




5.2.2.2 n:h:1 Lower bounds 
\\'e 1ww firsl show an lnwPr l,u· .. ,1el for th1• :111mher uf liiJd('u uuits in 1er111,-, of I: and thPn onl' in 
tn111s of N . 
Theorem 5.16: 
,\11 arbitrary dirh,,to111y of [O, 1),.41 ran ht~ rl'aliz1•d 1,y an 1d1:/ .Jordan ASHTN with ;it )f!a t 
f( (n~l) )l ,/n+t/11 Jl hidd1·11 thri-shol,I units. 
U1 111nrk 
fly foll1>wi11g similar slPpS as in th" corrPcll•d wrsw11 of C ,>suard, t nfs proof, whkh are 0•1tli1wd 
ita A11pf'11d1x D.:Ll. th,· m~ult foll,,w~. 6 
'.l'heor(,m u.17: 
For au 1i:l1:I ,Jordan ASHTN. tlwrP is a s.-.1 of ,V i11pul v1ictors with a;;soriate<l outputs surh 
t'tat we llt't.·d r-~·;1'1 hiddru thn-:;hold lll1ils lo realize the SJH•cifi,.d i11p11t/c,11tput rr.1ation, where 
~ ·~ ,, 
Prot1/: 
Fro111 'J'hr.orun ri,r, it fulluwli 1l1nt au 11:h:I .J11rda11 ,\SHT~ mu storP at IC'asl S = (u + l)h + 1 
1•xam pies in general position. \\'e obtain an l'Xpr<>~sion for ,1 hy rPwriting I he equation fur tbc 
lower bouud on the l'apacity a, h = ( 1\' - I)/( 11 + I). Sinn"' h is r1 posit iv" integer, a lo\\cr hound 
fur tl11• lllllllbcr of thn>_,d1old hid<ll•n units f1Jr f\11 11:h:I Jordan ,\Sl{TN is r1(~·.;.111. 6. 
'I h" •rn lown bo1111ds provC'd for rd1: / Jordan J\Slfl'Ns, l,"ing expr1•sscd resp"cth·Ply in t('rn1s 
of /J and N, also give ru111plP1111•11tary rPsults. For a largl' ,\' a1,d a brg£' to,, f(l"~ 1))l/ii""+T/liJl 
is a better lower ho1111d tha11 f ·~;n. \\'h,·11 /, i~ very small the COUH•rSI' is truf'. 
S.2.2.3 n:h:s Upper bound 
It was shown by Sakmai & Yalllasaki (l!l!l2) that f(N - )/111 +,.. ii; an upper bound for the 
numhN ofhiddeu units nfa11 ri:/1:., FFTN. Tiu• lll'Xt theorem shnws a corr•'SJJ0111li11g upper hound 
for an 11:h:s .Jnrdan ASHTN. 
T..heorem 5.18: 
There is a set of .\' input w•rtors .... i1h as.oriat,•d output th, t ran lie• torrl'ctly slur"d by 
r"ll' n+•-
1 +.Vl hiddPn tlireshl)ld units of:in ri:/1·, Jordan ASHTN, .... t.,•re s < 11 and/'(< 2"} tlii' 
n-t-1 - -
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<lifferPnt kinds of outputs if h 2: '2/1• 
Proof: 
Frn111 ThMrPIII 5.~ il follows that (11 + .~)(l~J - /')+I' ban upper hound of tlw raparity of 
ri:/1;$ .Jordan ASHT=-:s wl,en Ii> '21'. \\"., 1111w 11litai11 a11 ,•xpn•ssi.,11 f,,r Ii hy rcwriti11g lh•• upprr 
bouud of raparity and ass11111i11g ,111 ,.\.,.II /,, 
l\ (11 -;-., )( (11 / 2)- /')+ /' 
/1(,1+., )/2) = 
h 
(n+ .,i/1 - P+N 
/'( Tl + s - I) + J\' 
'l.------'---
11+s 
Siurc Ii is a posilive i11trgrr 1 an 11pper hu11nd for the 1111111hc1 of tl1rrshold hid<lrn 1111its for a·1 
• J i . s,,·1·,, . r2/'{r.+•-t)+s 1 A T1:,1:., on an A , , . , i,, ,.+• . u 
5.2.2.4 n:h:.:- Lower bound 
Theorem 5.19: 
For a.n n : 1:s Jordan ASHTN, thne is a set uf N input vcrtors with associated outputs sud• th;.t 
we ne,•d r1·~·;:/1 hicl<len thrf' hold llllib to realize the specified input/output relation, where 
s :5 fl. 
/'mo/: 
From Theorem 5.H it follows that an 11:h:.~ .Jordan r\Slt'l'.N can store at !Pa.st N = (11 + .~)h + l 
e.xampl"-~ in gt•nnal position. it J' = 1. \\',, obtlli11 an exprl'ssion for Ii by rewriting the e<1uatiou 
for the lowN hound on the rapadty as /1 = (N- 1)/(n+s). Since Ii is;,. positi\·e int"gt!r, a lower 
houn«I for the number of threshold hiddt•n units for au 11: li:s Jordan ASRT'' .,; I y~:;:/1, D. 
5.2.3 Temporal Autonssociation ASRTNs 
In the next two i;ections au "l'l"'r :o,d l,,wP1 l11,1111<l an' ,,1>tai11,•d for th1• 11111111> .. r of hitldrn units 
of an 11:li:.~ TPmporal A 1 toa:-.soria lion AS HT~. The t w,, hounds follow ,lin•ctly (n.>111 rt'SJll'Cti\'l']y, 




5.2.3.1 n:h:s Upper hound 
Theorem 5.20: 
Tti,,rp is..._ SPt of,\' input v,•clors witlt assuri:llf',I u:.tpub t!ii,• (' , II! h, corr,ctly c;1or1>d hy r/' + 
~(J,11•1 + ,fo /'-t s.\" + 112 - r,)l hicldfln tl1rl'~hold u111tc; ol an u.h • Ir:, p ,r:;J .\utc.tSSl' Li:111011 
,\ SHYN. wl1Prn h 5 11 ,rnd /'(:; 2"+1.-4 •) l IJ,. dill', rl"11L k111d, l•f o Ill'•• if I, .,. "!.I' . 
5.2.3.2 n:h:s Lower bound 
Theorem 5.21: 
For a11 11:I,:., Temporal Au111,1$~111iation ASH IN, 1h11rt> i,, a Sl't fl( N input ,·€'rtors with as:.oci:1t1 1 
011tpnts :;uch that \\(l JJl'P<l r~( J111 f •I(:\' - I l-111, 1h1,•shu~d hidden units to rudhP tlirsppcif11>d 
inp11t/011tput rPlatio11. whPrP Ii '.:! 11. 
5 .3 Summary 
l1; thi~ chaptN up?cr and lower bounds WNe prov<-'11 for the capacity ·wd number of hidden unit!: 
of Elman, Jordan, and T<'nq,nral Autoat ociation ASH1 Ns. \\'e have' addrc'!isetl tlw q1wstior of 
how many exa111plf's a 1wtwnrk urn n 11•mbrr 11ut only in tc-rms .,f ti,,• uumU<~r of ('Xampli 111 
~"nrral positio11, b11t also in tPrm~ nf • !1,• \', puik-( 'hcrvonn kis <li111111sion Th" question of hov. 
many hidden unit~ arr• enough tu rPalize at arbi1r,irj' functiQII is likPwis,• addtC'ssed not univ 111 
IN111s of the uumber of ••xamph•s in geru r,11 po t1011, 01,t also in ter111s of 1 }1<' dist:rnn I,, lV.<'<'I 
I wo distinct classes. 
Ap.trt from proving upper a11J l.iw1.1r hounds for the r.,1parity l)f diffNl'J1t ASRTNs, WI' ha\ 
disrnwretl sorwi 111i~t11kes iu Sakurai,{· Yam:u aki ( IIJ'l'.l)'s pruof for an upper bound o( an ri./, 
Ff·'TN\ r.tpadty and 111:ulP t Ii" .,pr,rnpri:1t" currc•ct :JIIS "I "hit• r,. J ,;u111111:,r1s,•s upper and luw,-,r 
hounds of thl' rapacity and 1111111llf'r of hidden unit ti.at wr I :\\'P ol,•,,in"d for 1d1•/ f lmnn • 1 
.Jordan ASHTNs. \\'t> havl' abo poiut,•d out soni,• 1111st.ik, 11 Cosn,ird d al { l!W2}'ti proof for 
d11 tl•rtnin:i.g lowPr bounds for tlw 1111111h1•r of hidd1•11 1111i1s of ri:h: I I l- TNs Tahir 5.2 contains a 
s11111mary of the hounds for th11 rnpadty and number of hidilcn uni is of n:h: I FFT~s aud cc;rr"• 
)'pond,. to Tah!e 5.1. Ta hie ,'l.3 s1111111wtb<'s ll(lJl''r and low,•r ho11·1tls of lhl' cap.tcity and 1111111luir f)f 
hiddt>11 u11iti. of ,i:l,:s Elman, Jnnlau, and Tl'mpor.ll Aotoa.ssuciatio11 ASHTNs. wht>f◄'a~ Talil<' S. I 
contairu, the rnrrc:,punJin~ IJouud~ fur 11:!i:s FFT:-.'~. \\'c• !:aw furtl,,.r romparNl relatNI ho111tds 
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n:h. l I 11:h:J 
Elman A',JlTNs I Jndan ASHTN~ 
l)('(f'[lljllli~tlC f 
C'aplirity 
Low,·r houu<I ( 11 + h )h + I (ra+l)h+ I 
l'rol,11h1listic: 
Cnpar1ty 
llppn hc,und 0((11+/,J I )1, log2 /,) O((n T 2)h lvg1 /1) 
\'C-d1111 
Capnr1ty 
Upp,•r hound 'lw log2(rh) ( 11 + I )h(log2 Ii + '1 loi2(1og2 h)) 
Lown l,ound (n+h)h+l (n+l)/i+I 
lli,lde11 unit~ 
Uppa lirnm,I (11 -t- 1Hl¥J + I) 
Lower liou111ls fl/:!( J112 + •I(,\' - I) - ra)l r·'·-11 n ♦ I 
r( '"! I\ Ht,fii+f Jh m 
Tahl., 5.1: Upper and lower h1111ntls for the rapacity and 11u111ber of hidden units of 11:h:J Elm.in 
:uul .Jordan ASHTNs 
11:h·t rrr~s Hd,•rcuc,-s I 
D"t rm111111'tlr I 
('apar1ty I 
Lower bound 11h + I I ["rikura1 19J2] 
Prolialuli~I 1c 
Caparity 
lipper bound 0(11h log2 h) [~htcl1iso11 rt al, 19 !J] 
Vl;..1tim 
C11pari1y 
Uppn l,c,uu.J '211dog1 (rli) [!Iii.urn &. lln11sler 19 ,11 
I 
Lower lio1111d uh -r I {S,k,na, 19"3] ·7 
ll1d1fe11 111111s 
l'pper bound rl(t.f J + I) [Ct>Snarcl , t al, HJ!J:l] 
Lower 1,ounds r •"'';'l [::-ak11ra1, mo~] I 
r(11/e)l,fii/6Jl I [Cosmml ,., .;/, 19921__) 





n.h:.., Elma11 (/' S 2') k ' I'e111por:1 Au,;-- i 11.h ·s Joulnn 




! 1:p1,cr hound (11 + li)(l~J - P)+ P (11 + 4Hl~1 - P) + P 
l~ohahilii;tic-
Capacity 
Upper bound O{(n +Ii+ 1)(1 + l,/s) log2(1 + h/s) 0((11+s+ 1)(1 + li/b)log2(1 +h/s) 
Hiddr11 unit.,; 
llppt>r bound P' + t/2(✓41•2 + 411/' + 8N + "2 - 11)1 f2P(n+•-1Jt-"1 (ra+• I 
l,owcr h,)u111I f 1/"2( J,/i t 4(.N - I) - 11)1 f~l in+,·1 
Table .5.:J: l'pper a.11d lnw<'r hounds for the capac'ty and 1111111!:cr of hidd"n units of 11:h:s Elman, 
Jordan and Temporal A11toas~or.iatiu11 ASHTN!> 
--
ri:h:s Ff'l Ns (P < 2' ; h ~ '.lP) Refert•11re;; --Ot>ter1t1inist l£ 
Capacit,t 
ll pper hl)und n(l½J - P) + I' {Sak11r1ti k Ya111a.sak1, 19fl2) 
Probahilisti r. 
Capacity 
Upper hound O(n(I +/i/.s)log2(1 +li/s) (~1itrhil!On tl ,1/, 1989] 
Hi~df'n 1111its 
Upper houncl 2(fl"';·q + ,) (Sakurai&. Yamasaki , 1992] 
Lower ho1111J r<·'·.; I) 1 (Sakur,,1 & Yn111asak1, 1992) 




am] have given examples in ~o:ne instances. Finally. all t obtained in this chapter for 
ASHT:-:s also apply t<J nrchit,.•ctur,• l;P"cifir r1•rurH•11t 11etworks with the (wntinuous) sigmoid 
a<'tivntion funr.tion wltP11 thl' gnin paramNN is large. 
Tlie next rhaptC>r indudr a s11m111My <lf tlw main results ohtainf'J in tlus <lissNtation and some 




Summary and Concl11sions 
This dissrrtatio11 co:itai11~ tlac• 111,tin tPstilti; of ;l pion.,<'ri11g ,·!fort t., dP\1:lop 110\'d arrhitcc• 
turf'~, lr<1.;11i11!1, stratPgi,'s, tlyuamks ar•aly!>iS t••ch11i<!,ll'~ ancl thruH:tical cc,:1::•l~xity rC':mlts for 
arrhitf•r.t11re•sperific rr,urrrnt neur:il 11rtv.orks (ASR.N~s}. It is thr u\'1•rall objective of this study 
to explore ASRN:,,;s ir, all cl1?part1111•nte: trai11i11g, rla.s,,ilkatiun, dynamics, aud rompJ,.xily. As 
ASllNNs are th•! mai11 forns. V.P have iz:i\'f?II some background 1111 recurrent 11t•11ral nrtworks in 
gen,.ra.l a.c; well as ~ review oft hf' tCSl•ard1 lit t•ratu re ( ('haptc.·r 2). To grt a hetter persperliv1• of 
ASRNNs in thl' t~mporal ptnrP~siug r1•«.l'ard1 field, v.e have ronstrnr.t,•d ,1 t,•mpor:i.l pron•:.sing 
framPv:ork whir.It dcscrihed the ditfrrrlll approarhe<i tak,.n. \\'e lia\"f' focu eel on Elman. Jordan, 
and TPmpornl Auto;c,~oriatio11 ASH~N:s usiug disrrNt••t1111t' lrnc-kprop,,gation and also sugg('stl'd 
thr<'e new ASH~:-: archit('rtutPS. 
'J'he typical apprc,1r.h takPn hy ot lier res,•arrhe::, to addr,.~s the d,•f1'<"ls or standard l>arkpropaga. 
tion is to investigate altPrnativ(' nwthuds fnr 1wlecti11g i11itial prtNLml'l!'t values, or for adj11sti11g 
par:unl'tt>r va.l,11>.s <luring BP trai11i11~. 111 C'haptf'r :1 WC' haH• s11ggcst,,d that thr trai11i11g stral• 
f'gy, that ;,, the 111ell1od for pn·~••ntation ,1f t•x,1111plt>s to th•• w•t\\01 I,. il,1ri11g lrarning according to 
s11me performa11cP rrit.,ria. is a vi,d>IP altrrnath,• m••ll nd 10 pr1,dur,• an rffrni\'e sol11tio11 withi11 
a iPasHJle time. '111<' dua! p11rp,1 r, w.i:. tu t>\,il11atP trai11i11g trat••giPs nnd J\SHNN s1multa(II-,• 
ously for diffneut appli.-ati1111s, ,,J1irh ,·ary in romp!Pxity an,t ra11g•' fr11111 hrqu••n," ,,•rog11ititm tn 
£Pc1uenrr. ge111•ratin11. It was de111011strat• ti with six ditforeut ASH NNs ,,nd fPcdforwaril 11rtwork 
tl1at fnr SPVPral applk: ti<l11s, 111rn 11s, d f"11111pl, rity /'m:11i11g ( ICT\ . Ill 111•rfnt111NI Combmcd Suf,. 
s, t 7'mimng (CST) anti Fiud S, t 'Jmi,1111y (FST). w~ ha\'c also c:ornp:m•tl i;Pwrnl ASHNNfi fur 
tlw Counting a11d Addition ta~ks. and fo11nd till' Output-10-llidd,•11 llir!<lf'1Ho♦ ll1ddt>n A ~l!NN, 
1iror,,s1•d in C'haptt•r 2. to lir th<• sup<'rior archit('('tllrt', 011t1wrformi11g tlw ro11v.-.11ti1111:i.l .\SH ~Ns 
hy hrt1,.--.e11 44~ and Si)'c for tlw differe,.t •.railling stratPgi('s. 1'11e h, · t features of the t:lmau 
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and Jordan ASRNN ar<' romliiurcl within thic 11t•twork, musing it tu 111• ablf' to learn input 
and/or output scqn<'t,rPs. Siner the Elman, TA, ailcl Outp11t-to-HidJrn Hidden-tll•Iliddfln AS· 
R:-;-Ns have a rontext layer 011 th1• input J,,v,•1, it is suitrd lt.1 loffi·rtivrly dt•:il with input scqurnn•~ 
a.s was rxp,.rinientally :-how11. ThP .lurdan ,\SH~N is rt•strictf'd in 11ot l11•in~ ahlr to r1•111rmh,•r 
input not rPfh•r.ted i11 its n11tp11t. wh,•rPas th•• T,\ A'-l1.~X r:u1 1111h ,le;,I ¼itl1 tasks tl1,,t allow 
1,,arning au invn~,, rnappiug 11f th,• r111r1>11t iuput arid cllntl•.'l(t u11its. Th, 011tp11t-t11-011tp11t 
lliddP11 to-llicl<lf'11 and 011tput-to-Outp111 ,\SJC\·N. both l1iwi11g output t11 ,oulp11t fPl.'tlliMk, did 
1101 prov,• to h" llf'111•fir,nl for tasks willi input equ<'nrcs. 
For hoth JCT and CST tl11• 111Pthod of d1•tf'rllli11i11g thP n•1i11irf'd H11S tnmination r.riterin p,•r 
sub~Pt wa:. 1111sn.tisfartury i;inrf' it l!'1p1ir,.d PXJJ1'i'it11entatio11 in i-t•!:ld of L,•ing performed algo-
rith111ir.illy. [n ,rns,,•pr to th1• lattl'f lll't'd, \\•• l1,1,·P propo e1l :11rr,•111e11tal trai11i11g stratf•gii>s, /n-
•Tr 111r11lal .'-iub.w t '/h1i11wg ( IST) :111cl /,,ri·, 111, 11/,tl h11Tf 11.,u/ < '11rn71lu1t11 Tr,ii111r19 (II( 'T ). whid1 
impruvt•d the (()IJ\l'fJ;!/'llfl' rat•· rn111pari•cl 111 ('ST, rs I'. au.! f'VPII l("I. IS'l' a11tl IICT ha\(' 
:.howrd for Addition that a 11,m1d lrai1ti11g bl.'t r,LII lie quit,• stnall to provide very 11:ood ge1wralizn-
ti1111. 1ST, for exau1ple, inr a pa~tk11l,1r si111•1lati1111 rtel'tlc>d only half of th<' training i;pl to doulil,• 
the pnforr?tance of trai11in.e; 011 a fixed si•t. It also 1111prov<'d pNformanre hy 50% comparf'd lo 
FST on tlte same half of the t1aini11.e; sl't. For the rorrert incretnl'nt in subset size tl1e numhN 
of updatrs required for Addition almost attainrd the thMretiral lowPr hound. The inrremPnlaJ 
strnt<'git•s also suggest a schl'd11J,, for H~IS t1•1111i11atim1 v;d111•s 011 Parlt s11h~P1111Pnt subi;f't, Th" 
prnpo~Ptl inr.renwntal trai11i11g stral<'gi1•s rf'dun• th~ l'ffort of rnany attrar.tor liasins wl,id, rausl' 
thn f'Tratic hchaviour cf thP crr11r nirvr, thus IP,11ling to fa.,tN ronvergenrP, 
We have also propns1?d six DPlta training stratrgies by fin,t employing the Dutta Ranking MPthod, 
which deterrnin•' the rompl<'xity rPlation hr.twt•en t hP input pattl'rns by ohtainin,; thrir intf'r• 
pc1ttN11 distances and tl1Pt1 ranking th1>111 acwrding to some schPml'. We haw lutroduced three 
ha.~ic ranking srhrnws wl1kh lr>d to Smnl/rst /Jr/ta Sub5rl Tmini11g(SD~'T), Larg,,~t Delta Subsr.t 
Training (LDST), .,.t/t1m11lilly Dclt,, S,dm·t Tmi11i11y (,\DS'J'). their it rrt>1111•11tal vP~sions, and 
also thPir epoch vers,on:-. All th•• )).-ha. training ,tratPgiP!-> provPd to be wry effective (t•valuat,?1I 
with difforent applications) i11 rPd11ri11g th,• t raininj?; time whN1 cornparPd tu th,• convent ion al 
strategi<'s. l11crt'l11cntal Drlta training stratrgi<' .. JJerformed th,• h•:-st overall, signalliug that 
l he ordNing of t r,!ining pattN11s acrordi11J?; tu our prnpoM•d dPlla ranking 11rhcrnr.s, C'Sprrially 
when presentl'd in an incremental fashion, forces the t1f't work to ,lis<'riminate bet ween r.laases 
early in the training pror.ess, )('adini to r('duo•d trai11i11g timl', By visul\lizing the muvenwnt of 
hypl'rplanes in thf' input i;pare and the movemc•ut of particular WPiihts in the Wl'ight space for 
each training strategy. it wa~ shown how the 1ww training ~trat,.11,i1!,; eflicieutly reduce the weight 
IGH 
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utinty and outain fastn <011vNgf'nr1•. Th" training stratf'giP:-, sho11ld hi' regar,led ;, , ,ii:forn11t 
tools in a trainin~ :.trat,.g_v tonlhox. ••ad, om• suitPd for its partirul,,r purpo ,-.. For e.xn1,1pic." T 
is suitrd for applir;1tions w!t,•n• thr fix.,tf sC't of input paltt>rns <au hf' partiti«Jile<l into subsets oi 
incrrasinp; complexity, whert•as SI>S1' i:,; rnon• suitPd for t;\.-;kc: whrrP thf' i11ter-plltter11 distau.-e; 
of the input patlN11S ran hr f'il~ily ohtaih •ll. 
lu Chapit•r I tlw l'las:-ifiratic,u rap,d,ili1i,., a11d d,·11,1111in, of tlw thr,,,. mniu ard,it,•c turt>• pPrifir 
tP<·t1rrPnt • tworks, 11a111Ply J:l111a11, .Jorcl,rn, ,,ncl 1~•1111,oral Autr1nssociatio11 111•twork:. w, t<' inv,•s• 
tigatPd, f'or tlw t ht>orl'tir.ll analysis, WI' !t,1v1• r1111sidcrPd th•• threshold VPrsi1111 of thes" 111•twnrh. 
It was pointrd out that an ;urhitPrtur"•~pc•rific recurr,.11I thrr,hold 1tl'twork can he vicwr<l as a 
fpf'(Jforwar<l thrnshold urtwork with i.pl'cia.l additional inputs. tlw rontPxt or statr units, whosr 
\'ll.lues are provich•d uy the llPIWork itself. ~·ur t>Mh network th«· po!.~ihle types aud numhPr of 
cf'lls in the input a.nd hidden unit atti,·atio1t spa<"<' Wl'tl' dPt,•rniint'<I. Fnr t'Xample, it was shown 
that for an £Iman ASHTN tht-r" ra11 1, .. 110 dm,ed or ima!!irmr) r .. lls anti all of them (:!'') arc 
opP11. It was also ronrlu<lPd that 1-;lr11a11 ,\SH'l'Ns :in• nut l'apalilc llf forming disrnm1erted n• 
,z;ions. Thc,se capahility results aho hold fnr .Jordan ASllT~s when tlw 1111:nber of hiddf'n 11nits 
is smaller or Pqua.l to th~ sum uf thr 1111mher uf input and l>tatt• units. Arr'lu11t was given of 
the cffcrt of adding cont<'..xl an<l state units Uf romparing n:11:s FFTNs with their rorrr..sponding 
,i:li:s ASRTNs in terms of various examples and intNprPting th<' Pquations for the uumher of 
r.ells. [t was also pointP<l out that the ronclusio11s of this analysis ran be e.xtf'n<!t•cl to netwnrks 
with thP well-known sigmoid acth•ation fuJll tion wht>n thr ,r;ain paranwl!'r is large. 
The 1lynarnici; of the cl;,:-,sifir.atio:, prun•ss w·,s furtht:!r PXplor(•d hy a11a.ly1ing tlw dusters forrn<'<l 
b • ..- thr hidden ••nit acth'l\tions of tlw network, It w.- .;rwwu with f,,ur different applir.atious 
that an Elman ASHNN ran learn i., silllulate a finite 1,tate mar.hine, wJiirh wa.s derived from 
these dusters. The intunal representation of the ,,et work were obtained by •.isualiziug the 
input activation space and using rlu!>otrring tcrlu,iquPs, such as llinarrhkal ClustPr Analysis, 
Pri11cipal Component Analysis, aud Samrnon Tiansformntion Analysis. The latter wai. 11hown 
to he a superior clustering lflrhnicpll' when ro111pan•tl to !'CA. Th" rorrl'spondenre b1•twce11 
the simulated FSM and the onr initi;.lly ron1-trurted fur thP Adtll,;,,,. ,mining data was aim 
determined. For Addition tlte comlrur.tinn of thr Mealy marhin•• also ruahled the id1>11tifiratiori 
of non-drterministic ell'ments in th•• trniniug <lat,\. Thi' application of fhl' training strat<',r;ies 
tiemoniitratl'd that training is much l'a.sier {all of them betwt~n 34% and 44%) with <ll'terministic: 
data a.s opposrd to non-dett•rministk data, even thouih th~ diffrrenre in the two training sets 
was only 0.6%. 1ST, the best training stra.tPp;y, improved pNformanrc in the non•dl'terministir 
rase by 24% compared to fixed set training an<l in the deterministic case by 19% on average. The 
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dynatnirs oft lte l,::1rt,i11~ prnn•s!> ir• .\S RN :S:s WPn· t h, 111 ,•xploriicl hy vis11nlizin~ the 1'\'0}11 lion of 
rlustPrs forull'cl by St1111rn•111 'J'r:u1~fnr111atio11 A11alysis during th,~ J,•arning pron•i;s. It wn.s also 
disruss<'d in tn111c; of a mapping. of i11sp•'1·tiu11 pui11t~ 011 th<' l<'at11i11g rurvr. si11111lation results a! 
<>ad1 point, a11d l<>atuing cur\'I' lwh:wiour. This furtl11>r1•d our 1111ci1•rst:111di11g of hnw thii nct" ,,lk 
learn, to distin~ui~h lwtwP1•11 diffP11·11t input '"'c1111•nres u11cl ltnw clust<>r:; an• form<'«!. \\',, hav1 
<11: Pr\'Pci th,· lll'twmk's 1 .. ,H11i11g diflir,ilti,.s 1111d l11J\\' it l'\"Utually 11v,•rr1111ws th11sp ilillicultirs 
!,y vis1 1,dizing ti,., hidrlf'II artiv.itinn tim,~ l1ar11, duri11g l,•:u11i11g. It was alsu sltown 1hat tltr 
tll'lwork'i; J>"rfw,11:u1n• imprm,•s l\ith l1111g,,•r hi«ldt>11 1111it a,·t1\·atinn ltistoriflS. The cap:lhility uf 
.Jordan n11,I Elman networks w;1 f1111li"r f<>lll(Mtf'd. \\'" li.11·r arguPd that thl• fornwr's innhihly 
to deal with tasks whr>n• th1• i11p11t is uol r"fll'<"l1•d dircrtly i11 lhC' 1111tp11t, cannot he 1l'lat1•d I•> 
the numhl't nr tlw ty;w~ of r<>lb. WhPn th,. 11111,diPr of hidd,~n units i.~ great.-r than ~hr surn of 
the num'"'r of i11pu1 and th<' 1111111h1 r of c;ta1,• 1111i1s, au Elman 1\SH'l'N has always mnrc• cells 
in the 1t1p:1t span• tli:w :, Jordan 1\SHT~ It was lin:illy pc,i11lf'l) 0111 that t},I! r:~•.,w:lity results 
oht:iinetl for the Elr11rrn 11Ct\'.",Hk ,d.11 l10IJ for thc> TP111pnrnl ,\111oas~oriatiun ui.'lwork. 
In C:haptPr ,5 lhl• complexity a11aJy~is of I-Jr11a11, .Jortla11. and fi•mporal Antoassoriatio11 ASHTNs 
was continued by proving uppPr a11il ·, ,wer h1J •111ds for thPir c:aparity and uumh,•P of ltirltl<>n :rnits. 
We have addressNI the capadt) of thf' 111•1·.-.,JTk in ter111~ of thr n11mh1?r of •·x:unp!es in gpm•ral 
poi;ition and the Vapnik-Chr.rvo111>nkis diruensinn. The qu1~ti1111 uf how many hicldrn 1111its a:t 
eno11gh to realize an arL!lrnrv fm1rtio1, is addrf'SSPd in t,1 r111 o! thr 1111111bu of examJ>: sin general 
position and tht• distance hct ,e,:11 two disti11rt class~s. Si111' f' th.- nu111bPr of hidd,•n 1•nits :sin 
prar.ticP. chosen experi111entally, hounds for tltf' 111111,her (If hidd1111 units is of partir11lar impc rtann' 
for thP optima.I deign of ;\ii A~HT~ anhi1,.«·t11rP, For El111:111 ,111d 'l',\ AS'tfl'Ns th,• 1l111ttl1 1 r uf 
rontr..xt uuits jg also dP.JH!1Hli111t 011 t (11' n111:1hrr d 1,idden 1111its. \\'c haw not ,-.uly pru\1'1'1 uppe.:-
1nd lower hounds for 11:h:J and 11:li:.~ i\SHTNs, hut n.lw gavP som•• "~xampl" .... 1•,l rompli•"d 
·• l, Ind hounds. An u:h:I Elman ASRTN, for r.xa111ph•, ha.<: 11 l:.itgPr capat"ity lo,; • bound, 
(.r' -t l.,h+ I examples, when compared to,111 11:/a;J Jordan ASRTN's lownhounc! uf (u, • 1h+ I. 
Th<';I' 11•:.,,nctiw• lowc: 1, 'JUlldS f:ir t "" n111nlwr of hiddPn 11nits am r l /:.!( \,/Ill + 4( -~-11) i •n I 
i ~+-.' 1- For ,i:I,:.~ Elrnan anti Tc mporal A ut oasso.-i,1tio11 ASHTNs, th" s,u111· · ,rnr • 1s are obi ai11P<i, 
f'Xrcpt t h,,1 th,1 f•mner has the prcl'll11ditiu11 t h11t [' $ 1• .~11d I hl lat 1,•r ll."'ll !1 $ ~n+ht,. 
Examples of rapacity ,,µ;>l'?r ho1111cls for 11:h:s Cl111a1: and Jur«lan ,\SHTNs ar11 r"Sfl"ttJ, ·ly, 
(11 + li)(l~J - P) + P anJ (II +-~Hl~J - /')+/'.Apart fru111 proving ASH'l'N ho11ri.1s. H• havl' 
discovered some mistakt_s in f'~'TN proofs and madfl tlu- appropriate rnm•rtions. ror ex,1111plu. 
after rorrerting mh,takes in Sakurai $.• Yamasaki ( J 9!l:l)'s proof for an upper bound of an 11:,',: 
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Again thr condusions of this ro111pl<'xity ;rnaly.,i~ l"a11 hr extl'ntl,•cl to ard1itf'r.lt1tc•-:i,pedfir r{'rur-
r<'nl 1w11ral nrtworks with thc, sigmoid anivation func-tion. ,\pplying ti,,• thcort'lll5 :u11! r,•s1ilts 
in this study to f'XJH'ri1111•11ts sh()uld point Io 11111rl' opl i111:il dPi..ig11 11{ ASH N Jli a rchitrrt 11n!.'.>. 
C11rrP11t ly t hr fir-Id of ,\SH:'\' 's i, ••XJH'ri,·11d11g rapid cl1• .. -top111rnt d 11c It) I heir appli,·11li()ni;, 
si111plidty, and fH>WPtful :1hility IP pr,H·i>ss :rnd g◄'11t•r:,ti> tP111pornl ,Pq1H•11rrs. 'l'h1• most ren•11t 
lit Pm I llrt' 011 ,\SltNNs inrludi> nu;,•,, wlwr,• ,\SHXX~ arc ro111hi1wd with 111m•rernrrc11t :tpprnarhrs 
t-11d1 as RAAf\1 [Pnllark, IH!l0] and ti1111•-d1•lny networks. 'l'hb hyhrid apprnad1 s11ggf'sls thi• wny 
th a I novel 11c11 ml ll('t wur ks i II I }w I 1'111 pora I prorPsi;i11g fi<'lcl sh1111 Id Ul' devrlnpt d . 'fl,t• lack 
of ~df-organizinl!, or !'Veil biolugiral pla11sib)P ll'arnin~ algorithms for ASHNNi- should also bl' 
addrrssrd. 
Although tlw training stral1•gil'.S for ASHNNs pr11\'1•cl to hl' \'Pry plf'e,·tiv", n•rtain a. perts ofttwsl' 
strnti-gies ran he furlhl'f r1>,1':irch1•d . 'J'ltP i11r.ri•mc-n!al training strategies iurludt• an inrrt'lllPntal 
i;r.hf'dule that lllgorithrnirally 1h•t«'r111i11f'.!i tl11• Hf\lS tc-r111i11atiu11 ,·rd111•~ un Pach suhsequrnt suhs,•t 
for 1111y subst>I inrrement. Sinre the d11t«'1111in:~t iun of th,• opti11111111 i;uh61'l i11rrr111f'11t still rr.quirl's 
r~x1,r:.-rimentatio11, a method that autornatitnlly draJs with this problem r.hould lw cl1•velop1•1l. For 
llGT we have investigated th<1 distribution of temporal patterns from carh romple.xity rlass. It 
was ronjl'C"ttm•d that the distiih11tin11 of t,•mporal patti•rus from rarl1 cnmplrxity rlass shoul,l 
11ot as ign too ,;mall irnporta11rP to tlw lei;i; ro111plc.x rl:i.ssi>s. llc,wPVrr, ••xac;t ly hnw the tr'111poral 
patterns sho,,)11 he distributl'd 111m,t h" flirt h1•1 i11v11s1igatt>d, ' t'he I r.ii11i11g tilll•' of ASH NNs 
ran be forthcr improvl'll wlwn th" •rni11ing strtLlt•gic>s art• u~rd toget.hPr with arlaptivr lf'arning 
and IIHHUl'nturn ra.tr.s. For l'Xarnplc, for JCT thr> l1m1 niuJi!, tall' may lw i11nea.sNI when training 
patterns from a morl' rornplf'X s11hs1.>t are prt'scnted. Since the trainin~ slrategi1is proved lo 
he very succl'ssful in rl'<luri11g the tr:1ini11g tiiiu• fnr ASitNNs an<l fo<'dfurwarcl networks, it 
is rnnjl'cturl'd that the strat<'gi1>s sl1oul1I 1ds11 lw very l'ffPrti\'e for g1•11,.ral-1111rposP r1•current 
nC?tworh i'I.S w1•1l a.~ non-rcrum•nt ll'111pornl apprnad11•s, 
The rlassifiration r.lpahiiitirs of Elt111rn, ,Jord1rn, a11d "J',.111pural Aulodssoriation ,\SHN~s Wl'u• 
r.xa111in1•d i11 tPm1s of dll' 11111111>,.r ancl po~:.ihli• type:. of n•lls tl11• nrt\\ork is nipal,lt> of forming 
in thr input and hicltl1•n activation spares durillJI. rlassifirati1111. This inv1•stigati1111 shuultl a.160 
be extended to inrlude otl11•r AS RN Ns, espr.cially thl• promising Out pu l•lo-lliddl•n l!iddr11-tn • 
Hidden ASRNN (propos,·d in Chaplt>r 2). The dusters formed by thl• hiddm1 unit activation 
values of the Jordan and Temporal Autoru;sociation networr.s fdll also l,e a.naly£ed. A compar• 
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ison of the duc;ters formrd by diff,•rf'nt .\SRNNs should givr imi11;ht in how their distributi>d 
rr.prc1>r11tatio11s an• n•latrcl. It Wai, slwwu that an Elman ASHN N ran learn to simulate a finite 
s1atP marhin<>. Hrsrard •,honld also !if' ronclurtf!d to dPtl'rmine thl' corn•spundl'nre between the 
fi11itc• :,tatr 111arlii11rs that diffNPnt ,\SHNNs !Paru tusi111ul:1tf!. Th.- 1.-arnin,r; dynamks of Jordan 
and TP111poral Attloassorhtinn can als,i hl• l'Xplorl'<l hy vi:..11alizi11g how tlu•ir int,.rnal rPJlff'Sf'n• 
latio11~ Pvnh,• 11\'Pr tinw d11ri11g trai11ing,. Slllh au a11a)y:;is ,l111ulcl furtl11•r ours underst:rnding 
of how 1 l1c 111•1 works form C'ht~t,.rs a111l lrarn to distinguish llf'h\Pr.11 dilforrnt iuput S('(l'lr.llC'PS. 
1'11rtl1N wo,,. 'II .iuld al1>0 fucus 1111 a11alyzi11g 1l11' Jynamirs of the l,•i1rni11g prcn'l'SS i11 lNms of 
trajPrtorii•s fortnctl h,•twPen stalf•s :,nd tit,, typ.-. of attrnnors tlcw•lt1111•d. Tiu• rapahility analysis 
r;.11 bf' <'Xlf'lldPd lo link thl' pu~sihlc IYJW~ aucl 1111111lwr of c,•l!s in tht• :nput and hiddl'n unit 
artivation spam with th<' rlnstns fur1111•cl during the lrarniug prurPss. 
The cap,trity of ASRNNi; ca11 ,,!so hr it1\'l'Stigat1•<l with fi11i'P stat,• marhincs, since the.ir mrmory 
r,.q,1ir.-mr11ts may ht• prt•cisPly rn11trnl' .. ,t n11d t h,•y arn r••lativl'ly wPII understood. It should be 
interestin~ to SM! if cliff<'rf!nl rlustl'tS an• formrd for a varying 11u111b1•r of hidden 1111iti,, In 
particular, are the clustf'rs a minimum wit en th1• net work has a n:inimal numht>r of l,illd<'n 
units? The compll'x.ity analysis of ASRNNs should further be developed to improve upper and 
lowP.r bounds for the capacity and numoPr of hidden units. \Vf' have obtained theoretiral 1·i'sull1 
for Elman, Jordan, and Temporal Auto:u;sociatiorr ASRNNs. This analysis ,;hould he f'.Xtended 
to include other ASRNNs, such as tlw Output-to•lliddt•n Jli<ld,,n-to-Hidden ASRNN. 
In this clisserlation the foundations h.ivl' hccn laid for tlw l'ffcrtivc use of the promising tech-
niques dcvelopP.cl and results ,,htainPd fnr ard1itP.ct11res, training strategies, dynamics analysi11, 









Almeuh, I. H., •A l.,.iirning Huie for t, .. ) nd1ronnus l'ercC'J1lr0111 wilh Fr.P.<Jbaclt in Com• 
!1i11&turi.il Enviro11111ent" , /41 fJ,;F,f,' /rrt,r,1<1/lon,,I ('onfrNncr: ,,,. Nruml JV,t.,,,,-1.,, pp. 
ll :6Wl,618, 1!187 
Amui, S ., "l,runing Patkrns anrl P&llrrn s~"QU<'RCl"ll h,v Scl(,Or,;anizing Neta ofThrc:ah• 
uld Eknu·nt~• , /1:,'J,'J:: lmn,,1rt111,uon Cnru11ut~n.G-21,pp, ll!l7-l20ti , 197:l, 
A ndcr,on , J ., ".\ Me111or.1 ~ to rage Mod..! IJtillzing Sp:i.t ,Al Corrcbhon fun.-tions~ , ,,; yfHo,. 
ut'/1k , V"I 5, pp 11 :1.1 1•1, l'+h~ 
Anderson, J ., "Nr.ura.l Mu.Jr.ls willi Cug1,it1vr. l1111,1ication~•. /Jcuic Pmrr.11r, m Rwdtr1g 
Prrap/1011 ,md ro1111,r·r}r, n,ro11, et!~. D L&bttg.., &nd S. Sawucls, Hill11tfaJ..,, New Jt"rsey : 
L&wrrhl'-' ~:1thaum Asso<1atcs, pp. 411• ◄ 5 l, 1977, 
(Andrr110n rt 111, 19118) Anil~r•on. S., Merrill , J ,, I.· Pnrt , R , "[ly111mic Spce<h C&tC'gorintlon 1'-!tl, necurr..,nl 
N.-tworh", ' l°f.chnic-a.J Rl"port 'J511, Dcpart111t11t of l.i11guistic:a and Cornputr.r Sdl"11<"1', ln-
diima. tlni.,c..raity, lfl88, 
[Barlirarh , 1986) 
(Barto ti al, 1983) 
Badiru·h, J., /.-('1ir111r1g to rr-1,r ,, 111 ,t11tc, llnpuhli~hell mu;trr'• thei;i.'I, IJnivcr~ity or Mn• 
nd1usclls, A 1111,cr t , I !J 
llartu, A., Sutton, I<., L: An.le, 011, c•., "Neuron -like A•lapti.,.., Elc-ment• that Cl\n Solve: 
Diffifrnlt l,l'arning ('ontrul l'rnhlun1" , 11-:f:f.' 'J'r11111nr/loo, ,.,1 S y1tt1111, Man, and r&,fHor. 
r1thc•, SMG-13, r,p. 834-8-tli , 1983. 
(Buto L: Ana.nda.n, 19M} Buto, A ,, &.: A11111dan , I'., "l'&tlnn lll"rng11izi1111 Sto, hutic Ltuning Auh>111&tll", 
[Baniha.f, 19911.) Ba.nzhaJ, \\'., •Pruc<:55ing Spatio-Tempot..! Palltrn• hy Mar•1•in,: 1'ime into lnteuity" 
Pn>r·crdiu,;1 of llir /J<:NN !II, Scattl", pi, , II : Sil,877, l!l!IJ . 
[B.u11hi\f t..: Kyu~u,, 111911,) Banzhaf, W., !. K\uma, K., "Th" Ti111.,.i11t c,. ln1~11,ity•M11pp1n,: Nrtwork" /110/ogicol 
<:1111rrurt1<·~. \'of tiG, l'Jl 115- 12 1, I 'I'll 
[Banzhd I.: Kyu111a1 1992) B.tn1hd, \\' , I.: K}unu, I\, al'alttrn St,.mcnt,111on uK1ng the TIM N"ural N,1work 
J.rrhitrclure" tnd /111. <~r,11f,rtrrrr n,1 Fta:11 Sy,t,m• trnd .Vrnm/ ,Vrlll'orh, IIZUKA,9', 
I Y!ll. 
[Bart1ell It Cott rf'll, l!191) Autf'II, B.T ., A.- GottrcU, G ,W., "A Modrl of Symhol nroun,ling in a T~mpor&! f.11vi , 
ronin,.nt~, Prour.tl11191 of tht IJC.V.V'YI, Sr.atlle, pp. I: 805-810, 1991 . 
17-1 
Stellenbosch University https://scholar.sun.ac.za
ll.,11111, E.11, "Clo 11,P C"apahi11t1~ of :-.111llilaye1 1',-r,t·ptr .. 1,~•. Jourr111lof Co1111 r1,t11. Vol 
I, I'll 193-.!1">, ]<1 . 
[Baum A: H<1u5ln, l!l~HJ lh11111, EU., A: Hnui.5lrr ll , "Wh,,1 ~w· ~ct C1,cs \'ahd C:r11uaJ1u1wn", /,, u--a/ l .)!Ji• 
1mt,1trnn , \'t,I, l, pp. 151- 160, 1 ~l !I 
[flianchini ti ral, l~l'lt) Biu1chini, M , t,ori, M , I,.• Ma~ini, ).I., "Ou lhe l'rohl«-m of Local Minima in Recurrcnl 
N,!urAl NeLw.irks" , ll}.f; 7i11111,utwn, "" ,\',urol Stlwnrlf, Vol 5, No 2, Pl'· 167- 17,, 
M.uch 19lll 
[Bourl.ud !: Wf'llekens , 19118] Ro11rl.ud, II .. k WellckrnH, l ·.J., "Linn Hclw~n \fukov Mod,-IJI ancl Muhila.r~r 
Puceplrons", T,·chmra..l Htporl Manuscnpl M-!G3, Pl11ll,p11 Rcsta.rch l.ahoralory, 8r11s-
5eJs, Belgi11111, 1!1~8 
[B11h111 .. 11n I,: Sd,ulten, 1!1118] B11l1111.uin , J, At. Sd1ul1en, IC , •Storin,. SN111cnn·~ of Biuw Pau"rn~ in N"ur&l 
!'let work• with Stocl1a.stic Dy11amio" S,urol Com11ultu, ws. Ed:mill.;r, R, v.«I Mahhurg, 
C, Springf'r-vrrlaii:, N1:w York, Pl•• 231-:W.!, J!HIII 
[Carpf'nler &.: GrOS11berg, 1!11!6] Carp1•11h:r, (LA .. A: C:rouherg, S., "Adaptive Ri:t011an,e Theory. Sta.Lie Self. 
Organization of Nf'ural RecoKnition Code11 in Re11ponoe to Arbitrary liat, of Input Pat• 
tnns•, 8th Annu,1I ('cmftr-rn~ of tht r.ogr11tll'c: Sc.,·na S0<·•d11, llillsdal", ~ J: L ... nencc 
Erlba.um Assonall".S, pp. ◄S-61, 1911G, 
[Clocte &: Ludik, I 9!l3) Clocte, I., 1-i l.u.Jik, J ., "lnnr•1'oi,-.,i Complexity lh:ni , •. 'n Nrw Treml, HI Neural Corn. 
1,ulal11>n, etk ~lira , J., ('al,r.i.ta11y, J , Prieto , A , 
Sri.-nce, Sp111111cr-Vcrlig, Bcrliu, JIP 2(j7-27I l~l' I, 
•, • I.e.:111re No,cfo in ('011111u1cr 
[Cloete &.: Ludik, 1994a] Clocte, I.,~ l,•1Jik, I., "Incremental Training '',n.egl~', l'rrxcrdwg, of th.- Jnlrma-
tionn/ Con/urricc Ofl Artsfi'crnl .Vr.uru/ ,Vtttaorkf (J(,'ASS'94), Sorrento, Italy, Vol II, pp 
743-746, 26-'.!9 May 1994 
[Clo«-tr &.: Ln,lik, 1994L) Cloe, , •. , &: Ludik, J., "l).,f1a TraininK S1rat.egie=1•, Procr.rdmg, of th"' ICF.E K'Prld 
Congtrao on r,omput,ihonnl /ntd/rgrnr"- (WCC/'!)4}, Orlando, Florida, USA, Vol I, Pl' 
295-29!1, 2fi June 'to ·i July 1994. 
[Clerr,-ma.ns d al, 19119) Cleerem<1ns, A , Scrva11,Sch1r.1h('r, D., k McCklland, J . L .. "Fi11il~ Slate Autnmal& ud 
Simple Returrf'nl Ndwork.,", ,\'eum/ Comp"t,,t,,w, \'ol. I , pp. 37'.!-381, 1989. 
(Cohen &: Grossberg, 191.13) Cohen, M. I.: Gro!iSbt rK , S, "Al,solute Stability of Glohal Pallern 1-'ormallou ud P<11• 
a.lid Memory Storage by Co111r,e1i1in J\eur&I Network•", U.'EE Tron•orhon• on S-,,ilrm,, 
Mon, anti ()11bantJ1c,, SMC~l3, pp. 816-8.!S, 1983. 
[Co,marJ rl ol, 1992) Cosna.rd, M., Koira11, P., & Pau~am-Moilly, H., MGompl.-:xity luuet in Neural Network 
Computa.tio111~, /'r,xmlmg.• of the LA TIN'9!, Sao Paulo, Brazil, Arril 6-10, 1992. 
[Cuttrell l:. T,ung, 1991) Cottrell, G.W., I..· Taun~. r.s., "Learni1,11 Simple Arithmrtic Procf'dure.", Jligh.l,orl 
Cunnt:ctionul ,\f1.1<lrl,, ~JJ. J ,\ lhrnd .. n, J .B Poll&< k, in tlu, serira Advances in Connec• 
tionist a.n,I Neural < 'amputation Theor), Vol. 1, pp.305-3.!1, 1991. 
[Cover, 1965) Gover, T ,M .. "Gf'o1111!lrkal anJ St;atistical Propcrlie,< of S.~1te111s of Linea.r lncqua.liti('ll 
wi1h Applir.ition~ in Pallrrn Recog111tion", lf:F.E Truru11CtionJ on Elttlrflnie CPm1,ut~r,, 
Vol. I ◄, pp. 3:lfi-l.l◄, 1965. 
I i.5 
Stellenbosch University https://scholar.sun.ac.za
[f).-1,au l · !"loni11, l!i!t.!J U, b.u, II , l..· li,mzn B , •An Apphnil"on • a Hec.um·nt Network lo 111 h1truo.ion 
D,•1ection S)st,•m•. l'rnr'ailmgi of l11t JJ('NN'!IJ!, H1h111111r •, Mr>, t'SA, Vol. II pp. HS· 
•11!1, Jun,. l!ili.!. 
( D,·111ura rt 11/, 1:193) 
[Diroua h 1992] 
Demur&, IC, Ka1,ura, M., t..- .\nu,1, Y ., •Dyna.mic Recurr~nt Neut&! :-.'etwork, for Rea.I 
Timi' Lcarnio,· Pr.i<rr•l111•1• oj ,,., /Jr'.\"N'93, Nlll(O)'&, J.>pan , \'ol. Ill , Ill' '.!646-'.!6◄ 9, 
Ooobcr 19'.l.l 
l>i«ltri, h , J , "Neu r,,I r-:, 1 worl..s for Ekrtrumc ( 'om111111.ic.,1ion", C0Uoq11ia111 :,.lotr,,, Gtt• 
rnan Nat101111I llN-• .ud, C'c111n for (':c,m1rntc1 "• 1rnc,•, ~d , \ugusl1n, 1;ermil11y, l!l'IJ 
[l>o)-.. !· Yo5hizawa. , 19 9] llo.\a, K. I.'. Yusl.11.11,.,, S, '",\dapu, .. ,S.,urnl Osnll,,tm us111g <'ontin11CJu&-T1111c Back-
1'1011aga•1011 Lea.rnm;i;•, Srur, ,/ ,\',t11•,.,la, \vi, .!, Jlfl 375-185, l!JK!l 
( l>oya, 19(12] 






0,1y11, K , "llifurcat1u11s III the L,·:ur,inl( o f !lt!furrtmt Nrutal Nrtwort,s•, Preprinl, {l<:p,art • 
ment or Biolo!P.Y, llr,;vt-r~ity of California, SUI f>irgu, USA, 1 •192 
EdC"iman, G . M., Ne.um/ lJaru•tr1Hm: Thr, • ',r,.,·v oj Sruronal Gro•,p Sdechon, Ruic 
Bouks, Ne,,, Yurk , 198~. 
f:lman , J .L., k ~lcClrll:u,J, J, [ , ' l·: xplmti11g !,awful Vuiahilit~· in \he Speech \\'ave• , 
in /tlU<Jr •"'ll 011d \ : ir111b1/i111 w s,, .. , i. l'rotr«t·a, e,k J,<:; l'f-rk..11 and D.li. Klatt, New 
J,.ri<e.v: I.:,wwr. ·.- ~:r11ta111,1, 10~1o 
t:lm111,, J.l , ~1 ,,, •111i ::-1rurturc in Timt", CHI, 1ec:hnic.J llepurt 8801, \111:versit) .Jf 
Califu 'lia , ~an flilC-.O I IJ8t!. 
Elman, .' :..,. "SI ruc-:u ·c,I RrprH11:nlAtion~ and C'onnrctio11i.t Mndtb", CRL T«hnical 
Repon !l!.1'•, 1un;veni1y f 1..'11.1iforni,1,, ~,t,JI Di,-go, 1!1119, 
F.lmu, J.L •fin,ling Struc~u•e io Time", Co!/n,ltr,,• Srrrrire, Vol. 14, Pl'• li9•'!11, 1990. 
Elman, J . L., •,ncr,:m•·utal J.,.uei11i;:, or the lmportall' c of Jtuting •mall•, CRL Techn1c&! 
Rrport 9101, G<1 l~1 fur Hcsciuch ,, Languag,. ll111vrr!!l'V ofCaJHornia , '-an Diego, March 
1991 . 
Foll1hna11, ~.f.., •f'._~,u r.._...arn,11,, \ a1i.11ions on 8 4• k•prop1.ga1to11 An Empirical Study•, 
Pr<>l'.r,Jmg~ oj If,,. 198<, L' •'luerf1 011i, / Mod~/, Summrr Sc /,0(1/, ~,.,,gan Kaufm1tnn Pul>-
lishers, pp 38-50, 19 9 , 
Fan,-lli, R., "AB)lllplotically :'lt&l le Aut.,maton-likt 8.-hviour in Recurrent Neural Nc,-
wvrks•, Pn,cn·dtng• vj the WGNN'9, , Sa.n Dielo, USA, Vol, Ill, pp 268-274, Juur. 19114 . 
[Ferundo ti al, 199::] Fernando, S ., l~b.m, F, lhama, I'., &l Wa1,on K., "High lmprdanre r•nlt Detection usini,; 
Rrcurrcnt N-,twurk,•, Art,Jinal Nt11 · ,a/ Network.• , lllh Alc:uwlcr I., L· Taylor J., 1-:Loevier 
Sd .. ncte ~ubhshcrs 11 \'., \'ol. '.?, pp IG1r., 16]8, 19!1.!. 
[fir-lil.-r -<..: C11111ficld, 199.!] rie:-lrr, E .. ;uuJ <'aulhell, 11 .J., -~,ural Network Formali1Ation", Pc,.print, ll>l.-\P 
CMe po~tal,• lill9 , Cll-19JO Mart,guy, Sui••o::, t•in 
[Gba.hramani I.· AU.-n, 1991) Gha.hram,uri, Z, I.:. Allf'II , R.ll, "T.-mpor.\l l'rocCli,!ng with Co,111cc1iooitt J:~•-
worl>.a•, l'rou·crlm!J of the /J()Si\''91, Suttle, Wa..hin!IIOn, USA Vol. 'l, pp. b41-54tl, 
1991. 
[Gilr.i fl al, 1992) C:ite,, C.L., Millrr, l:.8., Gbeu, I) Cb .. o, H.H., Sun, <;,z,, L: ,,e Y.C., '"Learnin,i a.nd 
extracting finite •li>ll' au l ,mat& will, •~ond-ortler r,.currclll u ' r&I network.a", NetHTU 




(Gordon ,t 11/, l!lll I] 
[ll,•1,tcr , I 11/, l!l!l-1) 
( ;oldber,:, l} E •. C:rnrllc Alyonllrnn ,,. S, nrrh 01il11111:,1llari, ,,,.J ,\fnrlurir J,,.t1r,irrig, 
,\d1li!i0n-\',',...l,:y, HNdin,:, MA, lJ A. l!ll.'9. 
(';onion, A , '-trf'I .. , J I' II .t· Ro..,smlllrr, K , fot• //rgr,,/ /,119rnrrru,g .'i11llrnu t/o,ou9I, 
,fr/1/in,1/ Ncuml Suw,nb, e1h. Dndi, l".11 , Kum.ua, SR T, _lain, Y C , AS~lf: PrtlS&, 
AN~IE,-t11 , '-t l.c.11i,., 1-li....,.ourri pp. Jr;,'.;-lliO, No,~mhn 19'11 
<ir•i<Rhl'lg, S , "!--,une t,'011li,11•ar N,•tworlu; C:lpzblr of 1.eunin,: a St,u1,J l'•ttern of Arbt-
tr.uy Compl••xity", 1'1,xur/111,r• <1f lht N11twnnl Arndrm11 vf Sc1rrur, \'ol. 5!1, J>P :.16S-372, 
1968. 
Crussher,:, S .. "Contour E11la1111c,•11w1,1 , Sliort ,Tn111 Me:mon, a111I r,;m•tolUCJ<!;! iu Hew-r• 
hrri.ting Network,", Str4du,."' A1•pl1rd Mathnrmtrc.J, \'<1I. 52, J>JJ, 21i-l57, 197a 
llet,L, I) U , '17a, Org,1111:,J/rtm of Jfrhtit'l or A Sr1m,,,,vdwlog,ral Throry, John Wuey 
and Son~, :-.ew York, 1•1,1•• 
f!,-i;tu , K A , Brm.11111.11111 , .\1 .J , l.lll,gan, U , ~1ccol.u, M . .J , J.· 11:owack, \\' J , "1 hr Pre-
dic-tiH! HAJ\.\I · A RAA \1 Th.11 l; a.h 1,,-,aru to l>i,t111,:ui.d1 S,-..111cncl':S from a. C,11.tinuou..• 
Input Stream ft, Pr1Xrc-ilrng., of 1hr \l'(.'.'\'.\''94, San Dirgo, IJSA, Vol. IV, pp, 9i-1U!l1 June 
19!i4. 
[Hindmarsh&.: Ro•e, 1984] Hindmar5h, J , L., &: Rll1'r., H.M, "A Mudd of Neuronal BurJllng traio111 Three Coupled 
Fir11t Ordt>: l>iff'errnti:.! F,1uation~• , l'ror.r• lwg1 of 11,r Rn11nl Soc,tty of londc:i, 8, Vol, 
221, pp. 87-10.!, Hl-~4. 
(Hinll>n d ul, 1984] Hinton, G ., Arldt'\ , D, J.: SeJ11o~~'ki T ., "lloltrmann mM.hint:s: \",,n.,traint Sati1fu11on 
Networb th:11 I earn", Tc·d1nrcal He1mrt ("Mll-<"!',.!U, 119 Deputrn,.n' of C",ornputrr ~ , , 
cnc.e, Cu11e11.ie Mtlton l'111\er.1ty, J9Q4 , 
(lfo,f,;lli11 k Hux.fry, l!l5l] llodgki11, A,L., ,\ ludey, AS., ",\ Qu~ntitive L\t-..cril lion of Membrane Cun~nt ud 
its Applacalion tu Contluclio11 .,n,1 ExJt,H,on in a N,;, vi:" , : .iurn,1/ oJ Pl11111olog11, l.onl!"P, 
Vol. 117, pp. 5!1:1.5.u, 195:.>. 
[' lof'kttrll &.: Kooijman, 1991] Ho!'kMra, J , Kooij1111u1, R, "lic·«:urr•~'" with l>dayrd Link& in Muhilayrr Ntt-
wo:b j...,• hoc~inR, Sequential Dill.a•, Ar/1fi I I ,\'.,urn/ r,.'<':uorl:1, ed,. Kohonen, T . , 
Mil.i.sara, : , ..,,nrnla, (), K.an!(M, J , EL<evier Sc e,1ce Pubh5her~ !l.V. (Nort'1•lloUand), 
pp. 114!1-11~2. i 191 . 
[11.if'kstra, lll!ll] 
1Hq1fteld, 1984] 
(Imai d al, 1992} 
J,t 'FI' oi , ', ,.g Group•I0.6 l\',,,k~h111-, :1'1'1;, • ,!'nohlc, France, ;ip. 'H-30, 2-:J Muc.h 
19U •. 
Aopf -...,11,al Networks and I hy1ical "'l'•lem• with Emergent Collective Prop-
198:.!. 
Hllp:i!!l<I, J. ":-leuro ... • \\ilh n,a,J,,tf R"5pon~ havf! Colle<.tive Go11111ul1.tional Properlie-a 
like th06e Jf ~1' 1,,0-Stale r-;eurons", Pr,,,:rr-:1n9• nj tlu: Natr .. r,aJ Armlrm11 nf Sci, nc,,,, USA, 
\\,(. 111, pp. ,1118~-lll!!l, l!ld · , 
lm.u, K , Gouhan, K , I.: lJchik.&wa, Y., •Rr, oguition of Prinlr,d Stquential Plural Pat• 
terns U1in,: the 3-l,ayered H!' ?-1otld with feetlbuk l"onncctioo1•, Procrrdrng, of 1hr 






(Judd, l!J 8] 
[ K ),.i,ne, Hl56) 
[Kkinfiehl, lf.!16] 
(Klopf, 198iJ 
looss, C. , "l'rmu L.~lti<t:~ or Ploo11em6 to St'ntenc't'.5 ,\ Rt>currt'11t N,-ural Network", /'ro. 
u,d111g1 of thtc JJC:VN'!IJ, Scattl,., l>P II: 8:13-818, 1!191. 
Jain , A.N., •PusinR <'omplex '-t'nl~nce~ with Structurt'd C'onuenioni~t Nctwur'u• , Nruru/ 
f'omput,11to,, Vol. I , pp 110-1!0, l't9L 
Jonhn , M.1 , ",\ttr .. ctor Dyn11rnics an,I Pu11llchsm in a Connectioni~t ·c.1uential Ma, 
, hrnt-" , f',ucrcdmg• of thr 8th f'onfrrrnu 011 rog111ltt·c Sc,r,1cr., Amhtrst, MA, t.:<;A, l'P 
SJ l•:i46, I fc,,; 
Ju,hl , S ., "l.carni11g 111 ~r lworks ~ H:uJ" , Jour,wl of C'ornplrz,111, Vol ◄ , pp. 177, 192, 
1988. 
l{arjai&, T .\\' , llin,,n,-lblau , [U,1. , k M,ikkullltn"n, R., •Data Rectification using Rccur-
,,.nt (Elman) Neural Nc:tworks· , Pr'Ot:ttilrngJ of llu JJr,\'N'Yt, BaJ•.arnore, MD, USA, \'ol 
II, Pl' 901-9011, Jun!' lll'.1'.'. 
Klf"c•ne, S,C', "R,-prr,;1•11llllio11 of f: \t'rot~ i11 Senc Ntt- 11.ntl fmitr Automata.•, In Au• 
lomnlu Stwl,a, e.1-., Shannon c•. ~; /,.· l\lc<'.uthy J., pp, 1--1:.!, l'ri111eto11 Univeuity Pr~, 
Princ.eton, N.J., USA, 1!:156. 
Klcinfif'ltl, 0 ., •s,.quenti'll Stat!' ~cneratiun by Modf'I Ncur&l Net•uru~, Procrrd111g., 
N11tion11/ Acarlrm11 Sntnrr, 8,,,,,/,1111u, l!SA, Vol. 81, pp . 916!1-!1473, 1986, 
Klopf, A., "Drive-Reinforcement Lnrnin,t: A Real-Time Lf'arning Mc<h11.ni•m for U11J<11 • 
pervised I.earning", Procndmgs of lht: IE.'EE Fif'I ICN,\', \'ol II, Sa.n Oie,.o, Pi> 441-4◄6, 
1987. 
[Kobaya.«hi &.: Hua., 199.J] Kob11.ya..,hi, H , t.· Hara, f ., "Dynamic RK011,nrtion or Bask Faci&l f:xpr~1on1 by 
[Kohont-11, 1988] 
Discrf't, .. tune Rt,Cun NNtur.il Network" , /'rocrc,lmgs of the JJCNN'91, N11.goya, J11,pan, 
Vol. f, pp 155°Vi8, Octohrr 1991. 
Kohonen, T ., "An Introduction to Ne1ual Computing", Nwral Nd111orkl, Vol. I, pp. 3-16, 
1988. 
[Kolr,n .I.·. ~It, 1991] Kolen, J.F., &. Pollack, J .H., •Bac.kpropagat1011 is M"n11tivc to mit11J conditioM", NIPS,, 
t"d5. R.P. Lippmann, J.~:. Moody, D.~. Touretzky, pp. 860.886, 1991 . 
[Kosko, 1986) Ko5ko, B., •Fuzzy Cognitive Maps", /r1trrnol1Cmal l <,ur1111I of Mun-Af11cJ1int' Stud,r.c, Vol 
':?4, pp. 65-75, 19Sti 
[Koska, 1987a] Koska, B., "Adaptive Bidirt:ctionill A,isonat1H Ml'.mOlll'll" , A11pl1rd Ophc•, Vol 26, pp 
(947-4960, 1987. 
(Kosko, 1988a) 
[Kosko, I 988b] 
K011!.o, 8., ¥Hidirect1onal Associati~e Memories~, Jt:EE l'mrwul10111 on .511,trrn•, lfon, 
and C11bemd1ca, SMC.IS, pp. 42-60, 1988. 
Kosko, 8., "ff'etibac.k St11.bility a.nd U nsupervis,-d L<"arning•, /'ro.·ttdmg, of tht! lf:Et.' 
IC.VN'bll, \'ol. l, Sa.n Di"~o: If.EE, pp. Ul-152, 1!188. 
[Lang&: Hinton, 1988) La.ng, K.J ., &: Hinton, G .E., •Th" Ocvclopmf'nl of lhr. Timt-Dtl&y Ntural Nct•ork Ar• 
chitecture for Spt!ech Recognition~, T•~hnical Report C~l ll-GS-88-152, Cunt"gie-Mellon 
Univt'r~ity, 1988. 
[Leighton &: Conr11.th, 1991] Lc:ightor, R.R., ,l: Co11rath, 8 .C., "Tiu: Autorrgrcn1vc Hackpropa,t'llion Algorithm•, 
Proctt!ding, of tl1t' IJC,\"S'91, Seattle:, pp. II· 369,Jii, 1991. 
178 
Stellenbosch University https://scholar.sun.ac.za
( Linskt'r, I 988] 
[l.ip•chut,, 1%8] 
[l.ud1k, 1992] 
, •S.-1£-0rgamzallon Ill a Perrept111J Network•, IF.EE Computer, Sped&! l~n,. 
I Neural Syst.-m•, ''o, !I, Nr. 3, pp. 105-1 Ii, l!i5S 
L1p•h11tz S, •Ba,,is a11rl Dimer,ston", Scl,11u,r1 '• ou//mr of 1'1.rory and Probfrnu of L111rnr 
,\/,,, /,,,1, M, r.r,lw-llill Book C'ompa1t), New York, 1!!6 . 
l.11rl1k, J., ·T,·111por.1l Pron~,i11,; in Srural !\'et1Vurks", T~hnical Report, Deputment of 
Cor,r,utcr ::-c1e1a.c, l!111vt-,~ilf of Stdl,·ubo,d,, AuRi.•t l!l!l'.!. 
[l.11d1k 1..· Cloclt- 1J!IJJ !.11rl1k, J. l.: C:loet.-. I., "Tra111in,; Sd,c,lules for ln,proveJ Con•rr,;ence", Pn.1urdrng, "f 
tile' int, rrrn/,01111/ Jou,t ('011fur11cr of,\', um/ ,Vc/u,orl.J {!JrN,\"'93), N,agoy&, Jap,an Vol. 
I, pp. 561-:-.•H, O.toh~r 1991 
Ludik, J , \'~n de.r J•.,~1, r., ~ Cl ,ete, I., "ldc11ltfica1io11 of Fini,,, · 1a1ie Automata in Simple 
Recurll'III ;,l~t wurks", P,oa:e.r/1119, of,,.~ 11'01 /,/ ('ong.-cJ• ,m .Vru,nl Sr two •b (ll'r,\'/\''9,J, 
San llirgo, Cal,forrua USA, \ol Ill, I'll· i0S-711, l•9 June 111\14 
(1.udik I.! rloc'lc•, l!19~] l.t1d1k, J . k ,,loell', I., "lnn,·rn,.111.a.J lncruso,I Ccm1pleJUt,V Tr&irnnit•, I'ro.admgi of tlir 
I::uroprnr, . f1111p<•11um on ,frli/ir,af !"irurol Ntlll'or '-• (f:SA SN'9,l), BruS11elti, Brlgi11m, pp. 
161-lli5, 10-~I April 1994 
(MarKay, 1!187J M .. c:Kay, l>.C:., Tl,e. O,y11m:allon f>f Ptru1,t1011 and Action, New \'or!I: Springer Vcrlac, 
)'1117. 
(~fakhoul ti nl, 19S9j Makhoul, J., Sd1war12, H , I..: l-:l- laro11d1, A , "Cla.,;sifirat::m CApabilitics of Two-layr-r 
Neural Nets•, /f;/:,'L' Trnuwrtwru 0,1 [',~urn/ Nctirork,, i'P 6J5-6 I~. 191!9. 
(~larcua ct al, 1991] Marcu~ , CM., &: \\'e;tcr~h, R.M ., "0,thluuia of AMloit :,:,.11,a! Networks with 'lime 
Deela_~•, lntdl,gtnt f.'ugrnrtring S111ttm, tl1rcugh A rlr/icrn/ Ntr,ro/ Setv,orlc,, cda. D&«li, 
C.H., Ku111ua, S.R T •• Shin, 't'.C., ASME Pros, AXNlf.:.91, St. Louia, Mwourri, pp. 
51i6-576, Novernl>t:r 1991. 
(~lanlen-Wil11on, 1987] Musl{•n-Wrl.-on, \\'. D., "runctional Paralil'lism in Spoken WorJ,Recognition•, Spolrw 
Worn R«'-'9nrho11, r.ls. l',H fra11e11fdiler ancl L.K. Tyler, Carnhrid.;ie, MA: MIT Press, 
1967 
(McCann k Kalman, 1994) McCa11n, P J • &- Kalman, H. L., "[latch Parallel Triuninl! of Simple 'Rcc:urrenl .Seura.J 
N,.tworks• l',ocndmg, f>f 11,,. WCNN'9,l, San Diego, l'Sr'., Vol. Ill, pp. 533-538, June 
1994. 
(McCulJogh L: Pille, 1941) MtCuUo!'h, W., A.: Pitl-8, W •• "A Logical G.kulus of the Ideas lrnma.nent m Nervous 
A,:tivity~, Hullrhn of Matlitemnhr.11I 8ioph11.t1c-•, Vol. 7, pp. 115-1.H. 1!>43. 
(t.lcDerrnoll &· Kata«ari, 1988) McDrrmoll, E., I.'. Kata«ari, S., "Ph1Jut'me R«v,:nition IJ,inp. Kohon,.n'a Le-.un-
ing V~tor Quantization~ ,A 1R W<>rbh.:ip un Nturol ,Vtlll'ort.1 and Para/Ir/ Dutridutrd 
Procr.um9, Osaka. Japan, 1988. 
[Mm~ky, 1967] Min~ky, ~f.L ., in Comµut,,hon . f11111t· oud /rifi111t~ M,1ch1ur~, Chaptrr 3: •Nl'ural Ne~ 
works. Automata .Made Up of Parts~, Prt>nlice-llall Inc, Ende•ood C:li1[1, New Jeraey, 
U~A. l!lt;7. 
(.\titchi110n tt al, 1989] Mitchison, G.J., Durbin, R.M .. "fiounJs on th~ Leu11in1t Capacity of Som" J.1ulti-l,aye1 




[P,:arlmulll'r, I '189} 
(11111e<la, 1987) 
[Pine,h, 198 ] 
(Pollack, 1990) 
M01'er, M.C', "J\ focu~t"t.l h,., i, .opi!.K,llion illgorithm for tempor.J pattern recognition• , 
Technical Report , l'niH:r~ity d Torc;nto, O,•partmeut• of l'1>)d1olo,ty and Co111puter, ci-
l'nce, 1988. 
Pcarlmulter, B.A., "Lcur,inl!, State ~pace Trajedors in Recurrent Neural Nd•ork.s", J\'ru-
ml no,nputalto11, Vol. I, pp. 263-269, 19R9. 
l'inf!da, F.J ., "( ;encralization of Ilack-Propa,;ation 10 Recurrent :-:cariu Networu• Ph11•· 
1cal rcv,ru, /rtt,u, \'ol 5'1 ,,p. :.!.!:?9-'.!23:?, ms;. 
Pineda, F J , 0 C:encr.J1zallon of Bu.li:propaga.t1on to Recurrent and Hi,;her Ouf.-r N,.,uaJ 
Ne1wor~ ", Ad,anu• rn .\'~tmJ/ luformo/1011 Prvceumg S11drnu, ed D. AndeBOn, AIP 
Con!l'rem•· Procccd111g5. pp. (,02-611, 19 8 
PollM:k, J . B., " Ree11r~ive Di•tributed Rrprcscntat1on•• , Art1/ic111/ lntrll,grnu, \'ol ◄ 6, pp. 
77-105, 1990. 
(Port I.· Anderson, 19R9) l'ort, R.f' , I.· Andersou, S., "R~ogl'ition of Melody fr~menu in Contin11011sly p,.,. 
formro ~fuiric:~, Pmucd111g1 cf lhe Elr11rnlh .4 rinual .Vcd1ng uf thr Cognitn1r Scirnr,e So-
ci,.111, N~. G. Olson and E. Smith, Hill5<la.lc, r;J : Erlbaum, pp. 820.827, 1989. 
[Prllgt'r ,., al, 1986] Prager, R.W .. Hurison, T.D., I.: fa.llside, F., •Boltzmann Machines for Spetth ll«og■i• 
lion" ('omf1ulu Spuc/, at1d Lnnguagt, Vol l , pp t-27, 1986. 
[Pn.nou k Buxton, 1994) Psarrou, A ., I.: Buxton, II , ·:i-.totion Ana.ly-ii!. with Recurrent Neural Neta• Proa:rJing, 
of thr WCNN'9-4, San Diego, IISA, Vol. I, pp. li64-667, June 1994. 
(ReiM I.: Taylor, 1991) Rria, M., L: Taylor, J .G ., •Storing Tt!mpora.l Scquence1o", Neural Nthoorlc::, Vol. ,C No. 6, 
pp. 773-787, 1991. 
[Robinaon &: Falhide, 1988a) Robinson, A .J ., I.: Fallskf, F., "A Dynamic Co1111ectionist Modd far Phoneme 
Recognition" , NEC/RO 1988, Puia, France, 1!1'!8. 
[Rohwer k ror~t, 1987) RohwH, R., I.: forest, 8 ., "Training Time-Dependcnciea in Neural Ndworu• Proctt#l-
ing, of thr lat lf:F.E.,' IC,\'N, pp. 11· 701-708, 1987 
(Rohwer, 1989) 
[Rosenblau, 1957) 
Rohwer, R., "The 'Moving Targets' ' I rainina; Al~orithm'", Prour:dmg, of thr DANIP, eds. 
J. Kinderman and A . L1nd~n. Ronn , t;!'.ll> , 1989. 
R.oRnblatt, F ., "The Per~ptron: A Percci-·i11~ and Rttognizing A11tomat011 (project 
PA RAr, GorneU Ac,ronautica.l Labora.tory Report , 85-460-1 , !9~-:. 
iRumclhut ti al, 1986a) Rume,lhart, D.E., Hinton <:.F.., William• R. J ., •Jutwu:tive Proc- in Spe«b Per-
ception: Thf' TRACE MoJer, Parulltl Dutnbutrd P,ocroir,g: \lo/. 1, Pa11chologirol and 
Biological Model,, ed~. Humelhut , D.E. McCldlud, J .L., Cambridge, MA: MIT Pnw, 
19116. 
[Rumelhart rt al, 19"6h) Rumell.art, J) f;, lhnton G E., ~ Williams R.J., "1.earninit lnterna.l Repr,...tatio■a by 
Error Propagation• , Pam/1,1 Outnb1<fr1I l'r'«eurng. Vol. I, FoundtJhr>n1, ed•. R11melbart, 
O.C:., McClell.uid, J . L., Gamhriilgf', MA: MIT l'rl'5$, H186 
(Rye11 I.. Tak, 1991) Ryru, J.K ., &. l'ak, 11. Y., " RK~nitivn uf Korean Spo~A"ll Digit llsi■( Sia1tle La~r R,ecur-





Sakurai,.\ ., ·n•h-1 ~ .. tworlt, Stun' ~o Le,~ nh+l f:xampl1$, hut So,nellml'".ll ~o ~lore•, 
l'ro<'1 ci/11191 of th.- ll'C.'\'X'!I:!, \'al. 111. pp. !IJG-:1-11, I :1•12_ 
(Sakurai I.: Y,u11a;;ak1, l!l•i:.?] SakurAi A ,,/.· Yama..~ilki, M , enn the t'ap,'lrity o! n•h•" ~rtworu", Arh/i('11Jl ,",'turo/ 
.Vrtu-ork,, \'ul. ·i, Editors Alrk,an,lrr, I , Taylor, J , f.lse,itr ::iciru,c Pub~hcn it\',, pp, 
.!.17-:!~0. 19!1!. 
[~aku1a1, 1!1111) 
(S,.111111011, I !lti!l] 
S.1kurai, A , •T11(hl.-1 llound• vi 1hr \'(". ()i111e11,io11 of Thrr.c•l:i.)er Nt'tworks" , l'roc«dir;• 
n/ ti,~ ll'f'.\',\ " !IV, \"ol Ill l'I' ',111 . r,i l, Ui<H 
:>.unmon, J \\ . Jr., •A ~u11l111••.u mapping for Data Stru,tur,e An&lsysia". /£1.'E Tm,uoc• 
lrvra, 011 ('.,,,,,.ut,r,, <J-1~(5) ,101 -4ll!l , .\1a\ l!lli!I , 
[Sch.nidl111hN, l!l!l'..!h) Scl:midhubn, J, "A fi~,.J Size Storage 0(11 1 ) Time Curnploity LcarninK Algorithm for 
Fully R~urr..,nt C:unlinually ltunnin~ Networks•, .Vrnro/ C<lmputalton, \'ol. 4, pp. 'Ul-248, 
199:l. 
[Scholtea, I 991 a] 
{Scltolt!'.5, 1991 h] 
(Schol tea, l !19 lc) 
(Scholta, 1991 d) 
[Schulcnb111g, 1992] 
Schohes, .IC., •lJnsupeniscd ('untul Learning in Nalur&I Language Procr:9Sing", P~-
,:u,lmg• of tht· JJr:NX'91, .Seattle, pp. L IOi-1 I:?, 1991. 
Sd"'ltes, J.1;., •L,.arni11g Sim pl,· Semantics by Sd(-Ur~anizaciun" . . 4AA I Sprir1g S11mp,;,-
111m1 Srnr, , St"nford 1: .11ver.ity, pp. iS-8.1, :Z6•'..!I! March 1991. 
Scholtes, J .C, •Recurrent Kohout<n St<lf,Orgauizaltion in ~atur&l l.an~uagr Proce&ing" , 
P,oaedrng, of the /l'ANN'ql, !l«-1"111ki, Finland, '24-:ZI! June 19lll . 
Scholtcs, J .C., "Kr}.:,nen Fcauue MaJIII in Natural Lan,guage Proleu111g", ITLI Prl'pul,Ji. 
cation Series for Computational L1ni;11isti0< CL-91-01 . Univcraily ,of Amsterdam, October 
1991. 
Schulenburg, 0, "31'nlence Processing with Hc&liatic recd back", PrO<"elt:'drng, of 1hr 
JJCNN'9t, Baltimore, MD. USA, \'ol. IV, pp. 661-666, June 19\1:l. 
[Servan-Schrril>tr ti ,1/, 1:}88) .Scrvan-Schrubcr, D., Clerr~mans, A , A· McClt"U;\nd, J . L. "Encoding Settuentia.r 
Structure 111 Simple Hr.currl'nt Nrtworltfi", Technical lll'port, CM ll-l ,S-88-183, Caml'gie 
Mrllon ti niveraity, I !l88 
-~g.~-Schrcibu ti ul, 1989} Scn·an-Schreil>er, D., Cll't'remans, A .. L: McClell&nd, J .L .. •Learning S«"1uential 
Structure in Simplc RecurTl'nl Nt".tworb•, Ad11anc-r4 in ."it.um/ Information Procuung 
S11.:tr,,u l, pp. 64:J-6~l, 11181.i 
[S!'rvan-Schrt"ibcr tt al, 1991) Sc-rnn-S<.hrt"ibtr, n., Clc.-ercmana, A., &: McClell&nd, J . L., "GradM Statt Ma-
c:hin'!ll: ThP Repr-11lallon nf Temporal Continp,t'ncic,, in Simplf' Recurrent NctworkA", 
,\fo<"hrnr Lr11rnmg, Vol 7, pp. 161-193, l!lill. 
(Sil.-a &.'. Almt"itla, 1!1!10} Silva. F.~I.. I. Al11w1da , I.. B . "Spr.,,hn.~ up hackpr,lpagatiun~, in Ad,·unrf'd ,\'rnml Com• 
,,utrr,, l'.1 , Lckmrllcr R., r.:~ev1i;:; Sd.-n<e PuLli-•hrn, Amslrrda.111, 19!10. 
[Sompolin1<ky &.: Kanter, 19116] s.,11,1•<>'insk~. h, I • 1'&11t,•r, I, ' lrrni•or&I ANOci tlon in A•.vmmrtric ;\ curaJ !'lt"I• 
woru•, Ph111i i:I Rtl'lrw Lll'ttrri, \'oJ. :'JT, , 'I' J.~lil-:.!1!64, 1986. 
(Storntlla. tt ,JI, 1988] St-.rrnctt•. W.S .. Hoiut, T ., /.'. Hubc:ma.11 1 B \, "A Dynamic-al Approacli to Temporal 
Pattl'rn Pruc1"511inp,• Ad1•ancr:, in Nru,vl lnfor11M, "' " Pro<"turngS111trnu, ed. D. A11drr110n, 
New York: Am••rican ln-1tiu11e of Phy~ics, pp. 7.50- 7{1!1 , l!ISS 
Stellenbosch University https://scholar.sun.ac.za
[S11llo11, I !l'li) 
(Sw, 1!'>86) 
Sutton, R , kl.eur11nK to Prcd1< t l,y the Mctho<ls of ·1 .. mporal D1ffrrencn", GTI-: l,ahora• 
t'lrie• T,:chnical :~•·port, TH'li-509! , l9~i 
~tu, II , ~f\.:.t Simulated Ann,.;aJini•, ,HP Cc,r,/trrncr' Procr:,imgJ 151: .\'et.ml Srl11mr/r, 
for r.•,m,putwg, ed. J llrukn, ~cw York· Amt:rican lnstitutr , f P!iy&~, pp. 4~0.~25, 
l!lll6 
(Toumaril\n .t: BMhcn , 1!191) Tr1nmarian, ~ , /..• u .. r1, .. 11 , J , •ra.~t ' fr1111,or&I Neuriu l.rar111r.l\ c~1n111 Te;;cbn Fore• 
in1( /'roccdu1,11 a/ ti.,· !Jr.,•,\":11 5,._.ttl,·, pp. I: 8li-8:.!!, :t191. 
(l'n111kn&l,nan rt al, 1qss] tr-,111kn,h11:>11, I{ P , Hl'.>JJhtld , J J , &. la11k I)\\'., •Le.unrng ' li,,~,..d •'.:11y"d Conn!'C• 
taC>ns 111 a S prr,h Jt.,, oi;niliou ('ircu,t" , / 1,·onrd111!H "/ 1/,,, ,\ ',·uni/ Nr111·0 k., /,,r • •• mp11tirig 
r•o,.f, ,rncc, S110,. hml, Utah, I !l 
[Vapnik 1982) \'apnik , \'., f~ twwtavn of Orprndrna:A Ba,nl r n Em,,mrnl Data, Sprin~~, -Verl.Ajl, 19!!2, 
l \'on .J,-r Mal,hur,~ , l97J) Vu11 dr.r ~I J l,liu,,., <:., •S.-IC,Orp;aniution of Orientation Sen,itivt Ceb i I tr.,· S,ri&tf' 
<;or1.-x•, h"11~rnrl1k, \'ol. J.4 , JII•• 8.S.1110, 1971 
(Wa.np; t'I ol, 1993] 
Wa.ihtl, A ., Saw&i, fl ., k Sh1w10, K. , •Modularity and Scalin~ tn 1.arg" Pbonc.-ui.-: Nnral 
N1:t••, Ted,nkal Re1,0J1 TR,l,UIIJ4, ATH lntr.rprcting Telcpliony R"9eue'-I L '-.cr~io.i, •. 
Japan, 1!181!. 
Wang, .\1 , Liu, W , I.· Zhong, Y , •~implr. Hecurrrnl Netwurk for <.'hiuesc- Word t · rr-Jir 
tion• P,,1.-rttl111g6 of thr JJCSS'Y:I. Na11,ova, Japan, Vol. I, pp. :.!tiJ.'J66, October 19 , 3. 
[Watrou1 &.'. Shutri, 19117) Watrous, R.I. , k Sl.ulri, L, "Leuning Phonr-ti, Fcature11 using Connectioni.t Nt~• 
work&: An E:xpe>ri111r.ut in Sp,.,.clt Recognition~, in Proa,dmg, of thr. IEEE f',r,t IUN1V, 
San Ditgo, CA, Vol II, pp. 619-6'27, June 1987. 
(Watrou,, 1988] 
[Widrow, 1952) 
Watro,,_., R. L., Sp,.,., h R,,oymlum U,rny ('""""•·liuni,t Nrtwork,, PhD tl,ena, Univ .. nity 
of Pe1111ylVllnia, HISS 
\\'idrow, R., "Gencraliation and lnform&lion StoU,1',C in Nctwurk11 of Arllinr. 'Nturon••, 
Sc/f.O,ycmmn,q S111t,rn4 • 196:... e,ts , M . Yov1ts, r. . JllCohi and G . Gold,trin, Wuhrng• 
ton Spartan Uoolu, pp -tl5-Hl, 19Gi. 
[William• L: Zif>'ier, 1!189] Willia.m~, R. J ., a.nil Zipscr, r>., •A Lea.roil g Algorithm !or Continrally Runui11g Fnlly 
Recurrent Neural Networu• Nturol Compulallori, Vol. I, pp. 270·280, lli89, 
[Williama &: Zipacr, 1990a) William~, R.J., and Zi(lller, D., •Grailient•Bued l.ea.rninr: Algorilhm.e for Rccum:nl 
Ccu11ectioni.~l Ndworu•, Te<>hnical Report NU•C.:CS-90-cl, College of Comp1Hcr Scince, 
NorthelUILerra University, 8011to11, April l!l90 
(William• &: Peng, 1990b) Willia.ms, R.J., I.: l'eni, l , •An Efficit'nt. C:r&di,·nt-8.ud Algorithm for On-line Train• 
inK of Ren1rr1·nt ~•·lwurk 'lnJc<lotie11", .,rum/ ("om1,11tatw11, \'ol. J, pp. 490-501 , 1990, 
(ZiJ;fft, l 9fl!i] 
[Zurada, 1992) 
\'.'inlr.r, G L., •,\11 ,\d:wtt,r !l:etwurk that Lea.ms Se11ue11n·s of Tran,itiont", /111,ll,gtnl 
£,.g11u-rn11g S111t,•1111 th«>u,7h A n .{,no/ J\"ruml ,Vrtu•or·k,, e<i~ . lhgh, C }!., l\uma.ra, S.R 1' , 
Shin, Y.G. AS~IE PresA, AS!\t~;.91, St Lo11is, ~11si1011rri, pp. fi~.:1-660, :-iovl'mber l!J!JI 
Zipser, 0., ~A S11i.11ruuprng Strattp;y th&& RcJu1e11 Complt,xity and Spr.rJ11 UP LcillninA 
in R~urre..'I\ Nrtworb" , ,\"rur11/ r.ompuiolwn, Vol. I, pp. 652-~511, 1989. 
Zurada, J.M , In /nlmiud1on 1,, Arll/iria/ f.'curo/ S111lrnu, Chapln 4: "M1dtil11yer Feed-




Transfer Functions and Recurrent 
Algorithms 
In this :- ppen<lix W<' outlinP dilferl'nt transfN functions aud renirrPnt i-upervised algorithms that 
ca:1 he used in architecture-spccifir recurrent neural networks. 
A. l Transfer functions 
Transfer functions compute the acth-ation uf a 11nil, given its inJ>uts. It ran be d1•c1m1po Pd into 
a similarity measure and an acti\·,.tion function. 
The simifa:-ity measure di(t) measures the similarity betw.:en the input activity pattern z(t) = 
{ :i: 1 ( t ), ••. , x ;( t), . .. , x N(t)} and d1P weight:, w,(t) = { tt•1, •••• , wJ.,. . • w.w} <'.onnec:-ting the unit 
i to N uniti, of the input activities. Tlw thrrshold 8,(t) is associated with unit i and determines 
the scale of the similarity measure d,( t ). Two co111mo11 similarity me=u:urr_c; are lnni?r product (I) 
and Euclidean distancl'l (i). 
N 
:l,(t + 1) = L tllj,(l).r:,(t) - 8,(t) (I) 
J=I 
~ 
tl,(t +I)= (f) wJ 1(t) - :c1(t))'l)l/l - 9,(t) (2) 
J=l 
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Thn 11r.tin1lion /uru:liou F(d,(t)) 111aps the similarity mi"•a.~uri• d,(I) to a pr..,sp1•cifietl arti,-ation 
r:111g" .r, (I). Fiv" ro111111011 exam pl!'~ are the Liilf'ar ( :n. Hamp Thrl.'i-hold ( 4 ). St Pp ThrPslwld ( 5 ), 
c;aussian (6) and Sigmoid (i) arti\'atiou f1111ctio11s (,1 di-•11ot1•s a rn11:.ta.11t). 
:r,(t) = F(,/,(l)) = d,(t) (:I} 
, { 0 for J,(I) < 0 
r,(t) = l (d,(I)) = 
tl,(t) for d,(t) ~ U 
• { O for d, (I) < o 
r,(I) = J (rl,(I)) = 
ford,(l}~U 
:.c,(I) = F(d,(t)) = c:r.1,(-/ld~(t)) (6) 
r,(t) = F(tl,(I)) = ,1 Id ( )) 
I + rrp\ -J , t ( 7) 
A.2 Recurrent supervised learning algorithn1s 
In i\ recurrent supervised l£>arning task the wrights are changed according to some performanrn 
measure of the error e;( t) betWl"f!O the comp11 ted output unit valul'.s .r,{ t) and the df?Sir,•d ( targ,•t} 
va.lues s,(t) at spPrified times t (set• <·1111ation (8)). 
{ 




The weight rhange equations of the following rt~•·urrent 1rnpervist>1I learning algorithms will be 
givt-n: real-time hackpropagation-through•time (DPTT), eporbwii;e BPTT, associative UPTT 
(R.-rurrent backpropagation), truncated BPTT, eporh-truncateJ HPTT, re..J-time re<"urrent 
learning (RTRL), and forward propagation HPTT (FP-BPTT). We ronrlude this section with 




111 w:d-ti1111• 13PTT the WPip,hts arP changed at <'ach time :.ll'p while the 11ctwork rontinues to 
run, Tl11• va.l111:s 6,(r) (the error signal tnm ( d1 lt<J) 11s<'d for weight updating), which are needed 
i11 ( 10) to calc:ul,\tP th" w1•i11;ht cliangt>s .\11•1,, arr rr,mp11tt•d for 11 :LC:h fix<'d t. all i E {I iwl:<'re (/ 
d1•11ot!'s ttu• srt of all tlw 1111i1 ;;, exr"P' thr inputs) and r E ( to, t] using tl.e followi!lg equation 
W) 
r 
~w1, = o L r'i1 (r).r,(r-l) (10) 
T=ln+l 
Epoch wise B PTT: 
In Ppochwisf" BPTT the training i;tr<'arn i> s1•gmf'ntcd i:ito Pporhs. where to denotes the i;tart 
lime of the epoch and t 1 denotes the t>1td titnl!, The weights are d,an~ed (according to equation 
( 12) ), aftn computing the 6,( T) valul's for ('ach fixed t, a!l i E (I and r E ( t0 , tiJ by means of 
the following equation: 
( 11) 
11 
~11·1, = n L h1 ( r ).r,(r - l) (l:l) 
T;;;lo+I 
Associative BP'fT (Recurrent Backpropagation}: 
The associative B PTT, also callt•d ri>current backpropaga.tion ( H BP), is a special cue of epoch wise 
BPTT for situations when both thn computed and desired trajrrtori,•s consist of settling to a 
stahle statP. Thf> network is 1lrivr11 with a constant input, and th•• network i;talt• at the ruti 
of each epoch [to, ti] is compar<'d with ~<>lllP drsirr.d state. The 1\ ( T) \·nlues are obtained hy 
evaluating the equation (13) for TE ((0 ,ti]. \\'t>i)!;ht rha.nges ,HP macle via (14), 
11 




Tl11i lrunrated BPTT, clenotf!<l hy HP'l'T(h) is a houndl•d-history appn>ximation oftl1e real-time 
II l'TT in whirh rdevant network information is 5ave<l for a fixecl numht>r h of time steps and nny 
information oldl'r forgotlen . Thi> I', ( r ) v:tl11f's a ft> rnmputt•d in a similar mannn as in real-tirn,.. 
Bl'T'I', li11t only for r E (I - I,. t) ( Jf1 ). 'l'h,• w .. igl,t d1ang,..s arf' ralrulated hy 1111>an~ of equation 
( lfi). 
if T = I 
( I [1) 
r 
Utl';, = n L h,(r).c,(r-1) (Hi) 
r:t- :,H 
Epoch-truncated BPTT: 
'fhr. epoch-truncated BPTT, dP111>tr.d by BPTT(/t; hi). is ohtaillfid hy combining aspects of 
Pporhwise and truncall•<l BPTT. l'hl· taelwork is run through h 1 additional time 11tl'ps hP.fore th,· 
next BPTT computation, where '1 1 S /, , It approximates the ,•rror gr.ulieut in the weight space 
1,y taking into arcount only the It - hi, t) part of th~ history over the interval [t - h, tJ. The 
15,(r) values are computed in a similar manner as trunral( . .; BPTT, b•1t only for r E (t - h, t) 
using ( 17). After this backward pass has br-en completed, the weight changes are calculated by 
1111~ans of equation ( 18 }. 
if T = t 
( 17) 
if t - h < T < t - I, I 
I 
:iwj;=n L 61 (r)z,(r-1) (18) 
n t t-11+1 
RTRL: 
The RTRI. algorithm computes the Nror gradient hy prnpa11;ating artivity gradient information 
forward, as opposed to UPTT, which usPs the harkward propagatit111 of error inform'.-.tion. In 
order to obtain the activity g1adi1•nt in,ormation, the p;1 (t) \'alues are defined for ead1 k E U, 
j E {/ U / (where/ is the set of input 1111its), i E I/, and to$ t $ t, i11 the f .... 1Jowini manner, 
k ar1(t} 
l'i,(t) :::: -{)-- ( 19) 
Ill;, 
Stellenbosch University https://scholar.sun.ac.za
The P;;(t) values are computed at each time step by nwa11:,, of eq11ation (20). The weights are 
rhang<'d by combining the p;,(t) valu<'.s with the error valu1•s ek(t) via equation (21). 
/l;,(t+ I) -= F£:(1h(t+ l))IL>·,.,,,~. Tf.Jl;(l).r,(I)} (20) 
IE/! 
uu•,, =,. I: q(t)p~,(t) 111) 
I.Ell 
FP-BPTT: 
The FP-Bl'TT algorithm, denot<'<l by FP-JIPTT(h), cornbin"s ..u;perls of hoth the forward 
propagation used in HTRL and tlw backward error propa,;ation usr.d ih the BPTT al,;orithm. 
Tirne is df'compo!>ed into di~joint i11tc>rv:tb earh of !l'UF,lh Ii = t - 11 • The 61,.(r) ,·:uues are 
romputed in a similar manner as in PporhY>isP BPTT over the interval [t',t] using Ptpiatiun (12). 
iS.1,(r) = 
{ 
Et,(d1c(,))cdr) if r = t 
FHd1c(r))e.1,(r) + Lieu w11<61(r + l) if r < t 
(22) 
The weight changes are performed only at the end of ea.ch interval, using all the p},(t) values 
(a.s used in RTRL) and the 64:(r) values, by means of the following equation 
1-1 
tiw;i = o L t1(t1)7,~,(l1) + L b1 (r + l).r,(r) (23) 
tell T,~1• 
In order to compute the p;1(t) values (r E U) for the next time interval. the algorithm first 
performs a 3PTT computation using e<111ation (11) to ol,tain 6,(r) values fort'< T :5. t together 
with the following equation 
!A:(T) = 
{ 
b1.:,, if T = t 
LIEU u•14:li1(T + 1) if T < t 
(24) 
to ohtain tA:(T) fort' $ T 5 t. Note that b.1:r is the Kronecker <lelta and must not be confused 
with h1. The p;,(t) -.-a.lues for each i a11d j r,m 1,,. rornputNI via the followin~ equation 
1-1 
P;,(t) = o L F.1(t')Pj,(t') + L ~;(r + I )z,(r) ('25) 
IEll r:t' 
Comparison of Recurrent Algorithms: 
Table A.l give.s a comparison of the wori;t-case (fully connec'ed network with all weights adapt• 
able) storage complexity (in terms of the number of real nurnlrnrs stored), time ~omplcxily (in 
terms of the number arithmetic operations rl'quireJ), e.x:l<'t or approximate gradient, and onlin,. 
versus offline computation (see pa.gP 9). For thi~ comparison 11 denotes the number of nouinput 
unitfi, k the numbn of time Sll'p~, L the total timc o\'er whirh tlw network is run, k1 the numbr.r 
of additional time steps (where k1 $ k), g the number of subnf'twork!!, and r. a constant. 
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I.EAllNING STOtlACE TI~fE GRADIENT ONLINE 
ALGORITHM CCnlPl,EXITY CO~tPLEXITY 
I Reallime Bl'TT O(ul) O(n2l) l'J:I\Cl }'C!l 
Eporhwise BPTT O(Tik) 0( II 7) f'Xt\Cl no 
Ttuncated 
BPTT(k) O(d) O(u2k) approx . yes 
Epoch-tru:,cated 
BPTT(k; ki) O(flk) O(n2k/ki) approx. y,:e 
BPTT(k;ck) O(nk) 0(112) approx . YeJJ 
RTRL O(n3 ) O{n') exl\ct yes 
Subgrouping 
RTRL(g) 0(113/g) O(.11,/g') approx. • .!8 
RTRL(cn) O(n1 ) 0(u2) approx. ye.s 
Hybrid 
FP-BPTT(k) O(n3 + nk) O(n3 + n4/k) exn.rt both 
FP-BPTT(cn) O(n3 ) O(ra3 ) exn.rt both 
Table A. l: Worst-case storage and tirnr. c,1111plr_'Cities, exact or approximatr. gra1lir.nt, and online 





Th" :.im11la\ion results of the initial P.XJH'ri1111•nts for Increased ( 'omplexity Training (st-('! :.ec:tion 
:i.2.1) ar,· sn rnmarised in Tablt>s ll. I and I: .2. For Tab!" n . 1 lllf' 111axim11111 success ratio ohlai •,ed 
on ti1f' training st>t is ~iven in brarkt>ts. The rc.~ulls of the it1<'ffffH ,ital .,,u·cu,., ratio ( isr} trainin~ 
are given in Table B.2. In this case ICT improves training time by 50% (:l5 epochs vi.. 7 I) 
compared to training on a fixPtl set, autl by 34% (:15 Ppochs vs. 53) over its previous value 
when i.~r is used. For CST com11arii;o11 with its previous tP.:,ult (not usiug asr) shows a 26% 
improvement, but again the total number of epochs rnq11irt>d ji, :nnch more tlia.n that u!ling 
ICT. It seems I\S if a. doubling in complexity using an incremental surcess ratio and increased 
c:,mplcxity training only produces a H,war inrr~ase in the number of epochs. 
# of p11ttt•rus f'ixl'd 1c·1 CST 
l(l set0-1 12 ( 100%) random I 95 (75%) 
20 aelU-3 ti ( i00%) random 12 115 (98%) 
,10 &et0-7 14 (100%) ra.ndoml23 3 (9~%) 
80 lk:10-15 71 ( l00%) 19 (100%) randoml234 69 (l00%) 
Total Epochs 71 53 282 
Success ratio I lt!-L ',f'l 100% 100% 100% 
Tablt" B.I: :>:umber ofl'poch,, for the dilfrrcn• strategiP 
Table R.3 prf'..scnts the training ~tral<'fl..}' rPs11lts for the Digital ~lor~., CodP (;eneration experi-




# of patterns Fixed !Cf (m) CST (ur) 
10 setO• I 1 (i0%) random I ~, (i0%} 
20 i,et0-:1 ti (93'if) r:rndom 12 35 (93%) 
-10 setO•i 1'2 (90%) rando111123 24 (90%) 
80 6f'l0• I 5 71 (JOU%) 15 (100%) randoml234 08 ( JOO%) 
Total epochs 71 35 208 
Success ratio test 11et JOO% 100% JOO% 
Table B.2: ~um brr r [ epoC'hs 11:.iug i.~r 
Training Strategir. lncrem('nl Updates Improved 
ISOST • Incremental Smallest Ddta Subset 'J'raininlf, 2 12690 76.3% 
I LOST - Incremental Largest Delta Subst>t 1 raining 3 15465 71.1% 
1ST - Incremental Subset Training I 16950 68.3% 
SDST - Smallest Delta Subset Training - 30900 42.2% 
LOST - Largest Delta Subset TrAining - ar,ooo 34.6~~ 
IADST - Incremental AIU"rnating Delta Sul>S<'l Training :=, 38675 27.7% 
CST - Combined Subset Training . 1>2650 21K 
FST - Fixed Set Training - 53500 . 
Table 8.3: Performance of training ,;trntl'gies for Digital Morse Code Generation ( Elman AS-
RNN) - see section 3.4.1 
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Trnining Strategil'.S Increment llpdates lmprovc1I 
ISOST - Incremental Smallest Delta Suhset Triuning 'l 1-1524 58.4% 
ISDSET - lncrernt'ntal Srnall<'sl Delta Suh,.et f:porh Training r, 16612 52.4~';' 
ISET - Incremental Subset Eporh Training Ii 19140 45.0% 
1ST - Incremental Subset Training 3 21789 38.09(. 
I LDSET - Incr.-r,u•ntal LM,;e Ot'lla Subset Eporh Training 4 26829 23.1% 
CSET - Combinf'd Sublf't Epoch Training - 26999 22.6% 
IADSET - Incremental A)tt'roating Delta SubM"t Epoch Training l'l 27108 223% 
IADST - Incremental Alternating Delta Subset Training 11 28081 19.5% 
SDSET - Smalle.st Delta Subset Epoch Trainin~ - 31266 10.4% 
EFST - Epoch Fixed Set Trainin~ - 32806 60% 
ADST - Alternating Delta Subset Training - 3:l983 55% 
SDST - Smallest Della Subset Trllinm,; - 33065 53% 
ILDST - [ncremental Large Delta Suw.t Training I 33412 43% 
FST - fixed Set Training - 34900 -
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Figure B.l: Performance of the Jordan ASR~N for Counting - see M-ction 3.2.:J 
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Figure B.2: Performance of the Output-to-Output Hid le11-t,)•lfoldr11 ASP. 'N for Counting 
see section J.2.5 
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while not done do begin 
begin 
output(WRITE, lov_order_result); 
if sum>radix then output(CARRY,'00'); 
output(NEXT,'00'); 
end 
if carry_on_previous_input t~en output(WRITE,'01'); 
output(DONE,'00'); 
Input 
EOI /1 /2 
0 11 11 
0 11 11 
0 11 11 
0 00 OJ 
0 co 01 
0 10 11 
0 10 11 
0 10 11 








I O U 0 10 
0 0 (l 00 
G 0 1 0 00 
I O O 0 10 
0 0 l 0 Ot, 
I U O 0 01 
0 I 0 0 00 
I} 0 I 0 00 
I 0 0 f) 01 
0 (I () I 00 
Write n•sult 













Figure B.:l: Addi!iun program code [Courell &: Ti.uug, 1991] and an f'.Xa111ple ur temporal 
Sl'qucnces involved in 3-column Addition - :,N• i;Pctio:1 :J,2.S 
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• 10000 t'°OO HOIO •t~OO HHO IOOOI N..-1., a! lifCIU-• .. , ADDITION (I•.i...-a! AIIIMIN ... ~,., 
Figun• 8.4: p,.rformauce of the Tempornl Auto:1ssol·i1Lliu11 ASRN~ for Addition - Sl'(l section 
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Figure B.6: Visualization of th(• mowment uf thl' y,f!ights in thP. w1>ight spac, during CSET fr,r 
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l'igur,• B.7: Visualization ,,f th,• 1:11( lidc>;rn di,-tahfc> of thP Wl'ighl rhan,i:es of a partirnlar w,•ight. 










\ \ I 
Figure U.8: Visualiration of the mon•mcnt of th<' weights iu the weight spacr during ISr:T for 
Cluster Detection - see section J .3.4 
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Figure C.l: Principal Compnncnl ,\n:i.lysis o':!:l:l-st,ip S· 10 rnl1111111 a<lditioa •· 6ec &l'Ctiu11 •1.2.G 4 
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I . ··1 .... I .• , . ,, ... 
I ·1 ··1 : : r: :; J •• , 
I I . " ... i ~ • Ir 
I .•. . ,, 
I I 
I 
Rn, Rc.n, f~c, 
Rec I fl.d , Re.cl 
Figure C.2: lliernn:hic;il Clu~t,·r ,\11aly:.is of ~:i:1,st,•11 S-111 rnlurnn n<lrli1io11 (Z..t,,aly machine 
rorresponclt'nre) - srf' ~rction l.'.!.GA 
l!J9 
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Fig11rf? C.;1: \'i.,11.dization of hi<lJcn anivation .,p:\n! for \'aryiHg t,~mporal 1,1,i11dow size I to 50 -




Bounds for the Capacity and 
Number of Hidden Units 
D.1 Capacity 
D.1.1 n:h:1 Upper bound for Elman ASRTNs 
Mitthison k Durbin (1989) provPd that O(nlilog2 h) j,, an uppN hound for the probabilistir 
capacity of n:h: 1 FFTNs. In a similar fasliion an upper bound which is an order rstimation of 
the probabilistic capacity of ,,:Ii: I Elman ASRTXs is m•xt prowcl. 
Theorem D.l: 
The probabilistic c.apacity of au Elman ASRTN with 11 inputs, a sinp,I@ hidden lay"r of 1, threshold 
units, a single context layer of h previous hidden layer values, ;r.nd one threshold output unit 
is at most 0( ( n + h + l )h log1 h) examples in gen~ral position, where n + h ~ N, h 5 " and 
N ~ (2 + Ji")( n + h + I)+ 2. 
Proof: 
The objective in this proof is to obtain that :v for which D( N, n + h + 1 )" = 2<N-I) gives an 
upper bound capacity for an , •. 11.: 1 Elman ASRTN. We are going to rPplace D( N, ri + h + l) by 
largP.r expressions and eventually obtain an upper bound for which D(N,11 + h + 1) :2!: 2"'-1• 
This will also be an upper bound for a solution to D( N." + h + I )1• = :.f•-t, sincP for small N, 
D(N, n + h + l )" > 2N-t. 
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(a) I.et us ass111:1e N > u +I,+ I, 
__ 2( ( N - I ) + "t1 ( N - l ) ) 
11 + ii ,=O I 
1 
< '2 ( "' - I ) { I -1, II + Ii 
n+h 'X-n-h-1 
"+" ... 
( .\' - 11 - h - l t + ' .. } 
2 (::,:){I -N _•;,~';, _ ,,-• sin,,. , a a + ar + ar + ... = -I - r 
= '2 ( ft' - 1 ) N - 11 - h - I 
\ 11 + Ii J\' - 2n - '2h - 1 where lrl < 1 
SincP - ~! - I/\-.) ____!S_ 2 .J\'-r,-ll-1 --1J.._ 
( 
JV ) 
1& + h + 1 - (n+h+t)!lN-•1-Ji-1)' - (n+h)'(N-n-h-1)' . ~· N-2u-iJi-1 < n+/1.+1' 
and N ~ (2 + ./2)( n + h + I)+ 2. the foll,1wi11g suLscquc11tly hol<ls 
2 . <---
(
JV-1 ') N-11-li-l N 
n + h N - 2n - .2h - I n 1- h + 1 (D.2) 
From equations (D.l) and (D.2) it is •~Y lo coudude that 
D(N,n+h+l)<( N ' 
n+/1tl/ 
(D.3) 
for example. let n +Ii+ 1 = :i anti N = (2 + J2):~ + 2 = 11. 1 hen D( 12. 3) = 2, ,=O ~ = 
( 
12) 134 < 
3 
= 220. 
(b) In or<ler to rewrite ( N ) . as an expression without any factorials, we use Stirling'i. 
n+h+l 
approximation in the ;orm p1 ::::: ..fi;.pP+1/ 2 ,e-p+,,/,, where O < µ < l / 12 [Abramowitz rt al, 1972). 
WP proceed by proving 
( N-1) < n+h {c
1l 11 · (N/('2-t,(n + h + I)(.\' - n - /1 - I )))111} 
• { ( 11 + h + I )n+l1+ 1 • ( l _ ( 11 + Ji + I)/,\' )•"-11-h-t} 
The following approximation and r.quations hold 
( 
N I ) 
ll f /i 
= 
,, I ... 




(S _ ,, _ /i _ ) ) •''-n-h-1+1/"2, ,_-,v ...... +h+l+,.(.V-n-h-1) 
/2r. · NN 1,1/i. e.-Nci•N 
r-,.-1,-t-f,,(,.tli+t)-N+n+I,-+ l+µ(N• n-h-l), i,r. (r1 +Ji+ l)n+~+I 
I 
(11 + 1, r 1 )1/: . /1\' - " - " - I)l''(N-" - " - l)-.. -h-1 (J\' - n - " - 11 1n 
,,;-:;:;.,\•'.v•t~., ... , 
= '2,r. ,µ(n+h-t-1)+,,(V .. -h-1). (II+ Ji+ i)"+1.+i 
I 
IN - 11- Ii - I)"'(,\'-=-;-/~ - T)-n-h-l • ((n + h + l}(N - n- h - 1))11~ 
= c"N-1,( .. +h+l)-l/l"l(N-n-h-l}. ('.l,r)-l/l, ,vN+I/-J. (ln + h)(J\' _ n _ h _ l))l/2 
. (Ti+ Ii+ l )-n-1,-1 • {,\' _ 11 - I,_ I )-Ntnth➔ 1 
= cl•(N-1/(nthT1)-l/l '· ri-11-1) ·(21r(11 +It+ l)(.V - II - /, - 1n-10 
·( N )/\",N1/1,( n+l,+1 )-n-h-1 
N-11-h-l ,\'-11-h-l 
( l!!..±.. :t I )IN-.. -i.-1)-N(N-R-h•I)-:.'! nt 1, Ul 
= I,, N( .. -t"htl)t»-... J.-1) . (,\'/2r.(11 + h)(N - fl - h))1/2 
I :,: ,, -t Ii I -n-1. 
·(1-(,1+h)/N) ·{-:v-(1-(11+h)/N) 
("th♦ l~N-N1 -\" th+ 1,1 = t ,,,( R/ .. +•tl)(N-n-,;-11 ,(N/'hr(n+h+l){N-n-/1-1))111 
vn◄ htl l 
' . , (. . )N-r-h 
(n + h + 1;>,+11 +1 i - (11 + h)/N 
N~"+ i.+1)tJN-.. -11-1t = I-,,( 4 {n+h-+l N-•--h-1 . ( ,\ ,'21r( II+ It+ I )(N -· JI - h - 1 ))112 
N••+h+I 
(u +II+ I )n+h+t • ( I - ( 11 +I,+ I )/N):\'-ri-h-l 
< { t' 1 / 12 u: / l 2 71' ( 11 + h + I )( N - 11 - h - I ) ) ) 1 / 2 J 
,Nn+ht-1/{!1t+li+ l)r1+11+1 ,(1. -(r, th+ l}/S)N-n-h-t} 
'fhP approximate in'l<ptalily of ( D.fi) holds, .. iu<·c ,,-z < I foi' .:r > 0 aud lht>n'fon~ 
( I>.5) 
11/12 > 1,1/t2(-N/tnth+tl(N-ri-k•i)I, Sinr<> 2-t/h > t,:/12 ,(,\/('2'1/'~II + h + l)(N - n - /i _ !}?12 
a11.t appl.}ing inequality {D.!i), th,. fullowing rt•,;ull hold~. 
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DtN.11+h+ t} < p-11h.,v"+"+1/{(11+h+ 1r+h+ 1 -(1-,,,+1i-r 1)/Nr"-11- 11- 1} 
J){.\',11th+ 1)11 < {T1 ·(.\'P1+/i ► l/{(11+h+ 1)"+1•+ 1 ,p-(11+:,+1)/S)"'-n-h-l1)" 
:!,\' -r• < {r1 •(N"+h+l/{(11 + h + 1)"+1•+ 1 ·( I -(n + /, + 1)/N)•''-ri-h-l}t 
2"lh < ,\'"+"+1/{{11+ h ➔ t)"+h+l ,( I -i11+l1+ 1)/N)-"-ri-h-ll 
_\'t1+h+l 
\NI hi 111~ 2 I•,,, I------,-----------,-,-~--,-) 
"'-' { (11 + /, + I )n+h+ I , (I_ (II + h + 1 )/.\' )•\'-n-h-1} 
.\'n-t"h+I 1/(n+h+l) 
(X/(n+htl)/i)log,'2 < l11g,({(11thtl)".11i+1,(l-(11tli+l)/,\')N-ra-h-1}) 
(N/(11tl1+l)h}log,2 < log,(.V/{(11+l1+l) •( l-(11+l1+l)/.\'F''-n-h-l)/(n+h+ll}) 
( S - ,, - Ii - I ) 
( N/( 11 + 11 + I)/,) loge~ < log X - log ( n + Ii + I} - -----'------.;.._ __ _ 
t r (nth+l}log,(1-(u+htll/N) 
(,\'/(11th+ l)h)log,2 < lng,(N/(11 +li+l)) 
(0.7} 
(d) Let j = 1\'/(ri+h+ I). Tl1f'n lugrj-(J- l}lug,,.(1- 1/jl= (Jlug,'l.)/h. FursrnallJ thelcfl 
hand side of this e1l'1ation 1s larger. If for example. 11 = ~. thl'n ll1P lefl hand side of tlie <'quati1111 
is lnrger for I< j < 10. Sinrc -(j- I )lc,g,( I - 1/7) = (j - 1)(1/j + l/t2f!) + 1/(:);1') + . .. ) = 
1-( I - I /2)/ j-( l/'l.-1 /:1)/;2- ... < I, rt>plaring -(j-1) loge(! -1/ j) by I in lhe equation givl:!s 
a larger value for lh,. left ha11cl L:cte. Th1> equal ion cau thr11 he Tt>Writtf' 11 as I j = ch log1( f'J ), 
sine" thr. fnliowing equatio11s hold, 
log~j + I = (J loge 2)/h 
Ing,. j + Jr,g,, , = (j lngr '2)/ l1 
loge cj = (jlog, 2)/h 
log2 cj 
log2 , 
= {jlog= '2)/h 
!, lc1g2(,:j) = j log, '2 · loJ,h <' 
J = Ii log2(rj) 
,•j = t !1 log2( 1 j) ( D.S) 
t·j =- r.J, log2(t'j) l11,s the solutiu11 ,j = 1•!1 log~(th log 2(t h .. . )), the 111•.:.~i,.g t•.•ing i11tini1 .. 
l~litrhiso11 et al, i!)t,!l]. Sintc J = N/(11 + Ii + I) WI' mu rcwritt• tllf' last £'<:•Jaliou (D. ) as 
.V =- (11 + h + 1 \h log2{rh log2(ch .•. J). whir.Ii I. r1ds to N = 0((11 + I, t l)h log; h). TJ11-. xu•sted 
c.xpre'>.,i.:>ll cc:_11verg1•:., b1•r.aus1i tlw ~:•q:lf'Jl<"t' { lin} d1•fii11'd by bn+ 1 = r lngi b,. iucrea.r.Ps ar.tl is 
ti,,unded above by -.r'J if -.c > •1 [Mitchisor. t t d, 1389]. The rnnditiun .\' ~ ('2 + /2)( 11 +Ii+ I)+ ·1. 
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is s:itisfiPtl, provided that h ? '2. Tl111~ .\' = U(l r1 + I, ·-t I )h 11111,1 Ii) i~ ari 11pp<>r bound for a 
~olu1io11 to U(1\', Tl+ h + I )It=:.! ''-1• l::,. 
D.1.2 11:h:s Upper bound fur Elman ASRTNs 
~litrhi6on k D11rhi11 ( l!l, .!)) pro,•r.d that 0(11( I+ hf.~) logi( I+ Ii/$) is a11 upper b111111d for th,, 
prohahilist ;r capacity of 11:/i::; FFTNs. \\'p now prow, i11 a similar manner. an uppN ho1incl 
whi<'h is a11 orcln, ,1i111ali1,11 of tl11• prohahili~tk caparity of r1:li·•1 Elmnn ASH'l'Ns. 
Theorem D.2: 
'!'hf' prohaliilislic ca parity or au U111;L11 ASH'I ~ with 1, i111111ts, ,\ si11glP hidd1•11 layt>r of h thrt:'sl1old 
units, a singlr contf'Xl la,y.•r of h pr,,viuus liidclt•11 lay1!r values, and s output threshold unit,; is 
,lt most ft' = 0( ( r, + h + I ){ I + h/ ~} l,>g2( I + hf.,) c•xampl"s in gr·nnal p•>sitio11. whNe Ii $ 11. 
f'rvx,f: 
From :-;e..:tion 5.1.1.2, it follows that th" 0111p11ts uf thr h thr,.-;hold hi' 'i,11 units assoriatf'd wita. 
carh of the /\' (t1+/i)-di111ensiomd input ,·,•r.tor. form a VP1'to witl, Ii rnrnJHl•'Cr. t,;, nnJ thr.rc arP 
at must /J(N, h + I) dichoto111i1•.s uf tiil':." N /1 -dinwnsional ,Pr.tors. Each uf these dichotomies 
defines a possihle output funrtion for thP ri :li:, El111a11 ASH.TN. ~i11ce tltPre> ams output tltr,~shold 
units, the number of comhi11atio11s of, u1p11l functions ar" at 11111st D(N, I,+ I)'. There arf' 
lhP.rcfun! at most D(N, h + I)' way~ a.s:.igning output fuurtions for Pach partitio11 Jrfi11rd by 
the hidden units. Thu ... t)1c ~otal numhcr of distinrt outputs which the 11:h:s Elman AS!lTN 
ran generate is at most D(N. 11 + h +-I)"• D(N, h + 1 )'. Since the number cif possible outputs 
for N iL1p11t vectors is '2.v., the altPrCll version of /J(N.,1 +It+ 1)11 = 2N- 1 ( ection 5.1.1.2) ls 
(~litchisun ct nl, IDS!)] 
lJ(N,,1t/i-f 1)1'-U(,\'./1+1)"='2"''-1 (0.9) 
Since It < u+ h+ I, we can repl;1.c1• equation ( D.9) by D(S, u+h +I)"· 0( '.nth+ I)• = 2 v,-t, 
which g:v .. s D(,V,11 + h + 1)"•~• = 2.V•- 1. F111l,1wing lhf' samr. str.ps us i11 the pruof 1JfThP<,re111 
,'l.2 (whf're N = 0((11 + n + I )h log2 Ii) wa:; clcrivl'd as au llJ>J•r.r lm1111d for the 1·npacity uf rdi: / 
El111a11 A 'RTNs), givPs the following upp,•r ho1111d for n:li:s Elma11 ASH l'Ns 
where thr- pcl!rnnditinn I, ~ 11 liold,;. Di. 
'.W7 
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D.1.3 11:h:l VC Dimension for Jor<lHll ASRTNs 
Sakurili (HHl:J} pruv1!d an uppPr liu1t1H.l nf 11h(log1 h + ..!logi(log1/,)) for the \T 1limensil)l1 
uf 11:h: I fppdforward n<!Lworb. llsin~ :.imil,tr steps an corr::sponding ho1111tl for 11:h: 1 Jordan 
,\ S HTX s is rl<'Xl prov,,,!. 
Theorem 0.3: 
Tiu• VC rli11H'11si1111 of :in rdi:I .lonla11 ,\SHTN is rd 1110:st lr1 + I )h(logi h + :l lng1 (log1 II)) whei1 
,, + I 2: :12 and /, ~ '25ti. 
/'roof: 
From d<'finition .'i.5, it follows that if it is pnwPn that for any ;;et of X points the nu111lwr of 
dichotomiC'i, of thC' set r<'alizahh· liy au ,i:I,: I Jordan ASHTN is ll•ss than 2.V, /1,' is an uppPr 
hound of tlu• VC din1t'nsion of surh ASHTNs. In the proof of Tht>mcm .5.6 W£, haw• ,!Nlured 
that the numhN of dirhotomif's of.\' P"iuts in 11 + I dimrnsions for h thr<':.hold hi1itlr>n units i11 
au 11:h:l Jordan ASRT!'. is D(N,,1 t-1 + 1)11 =- D(S,,1+'l)'•. There ;,r,• at most D(.V,lt+ I) 
dirhotomic~ of thf' /\' /i-diuww,ioual hidd,·n u11it \'Prior.-;, Pa, h u111, .. 11f t h1•111 defining ,, pq:-siblt• 
output function for the 11.'11: I Jor<lau ,\SHTi\'. Si11r1• tl,erc at<' 1111ly one outp,H thr1•~hold 1111i1. till' 
number of combinations of output lnnctio11s are at mo~t D(N, Ii + I )1. Thus tl1t> total n11111ber 
of distinct outputs which the A~RTN rau geunate is at mo~t D(,\',11 +2)1' · D(N,h+ 1)1. 
(R) By r<!plaring 11+h+I with r,+!.'iu the incq11alitics (D.:J) and (D.'1), WI' obtain for 11 + I 2'.: 2 
and N? (2 + v'2)(n +I}+ 2 the followinJ?; i1.-•1prnlitics 
Nn+I 
< ·i 'l.-1/J, 
• • • (11 + 1 )"+1 • ( l - ( 11 t I )/S)N-.. - 1 
N"tl 
< :l,(11+1)"+ 1 -(1-(11+!)/N)•''-fl-l 
\' < :1. (, -'-)11+1 ,, + I ( D .11) 
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(b) If we Sf'l ,\' = (11 + I )litfog2 ht :.1 log2(lug~ /,)) = (ri + I )!,1l11g1 Ii)( I+ (:.1 lng1 log1 h~,, :,,<:~!:)\ 
th,i11 th~ followin~ 1•q11atio11~ :rnd i1wq1rnlity liolcl [Sakurai. l!J11:1j 
log2 V = log,((11 +-1)/,((fJb_h)(l +(:llog2 lng2h)/(log1 lt)) 
= k,g2( n + I )/1 + log1 ( lf,g, /,) + log1 ( l + (:! log7 iog2 I,)/( lr•g2 Ii)) 
< loJ!, 2( Tl t- \It+ l«,g2(log2 h) + l (D.1'2) 
(c) \Ve now only have to p,1,v, . fv, 1)( \. , 
2)1' • D(N, h + I )1 - .\' < 0. 1'. i,,g · 'l' 1111•q11a .. 
a11d inequalities hold 
,',I:,- l )1 < '2N ur that iog2 [)( .\', 11 + 
\fl.I!) -11111 (l>.12), thP fnll:>wi11g t1quatio11s 
log2 D(N.n+2)"•D(N.h+ IJ - \ 
• .\' { )h ,, ·1 ) < log2 3(\ ))n+l ,;1( 1 -1-)
11+1 -(ri+l}/i(log2 /i+'2log,log2 J,) 11+1 1+1 
= (n + 1 )h(log1 N - logi(11 + I)+ ln~2 ,) + Ii loi,!'.2 :1+log2 3 + h(log2 N - log2 Ii+ log2 , ) 
- ( 11 + I )li(lo~2 h + 2 l,,g1 log2 /,) 
= ( 11 + l )!, log2 N - ( 11 + I )Ii log1( n + 1 ) + ( 11 + I )/1 I, ,g2 r + Ii log! :s + log2 :J + /, log2 N 
- Ii log2 /, t h log2 e - ( 11 + I )Ii l,)g2 h - '2( 11 + I )h log; log2 h 
< ( 11 + I )h { log2 ( 11 + I )/, + loK2 ( log2 h) + , J - { 11 + I }/ilog1 { 11 + I ) + ( n + I )/dog1 t: + /ilog2 J 
+ log:: 3 + h( log2( ri + l )/, + log:i(log1 /1) + I) 
- i1 log1 Ii + h log2 c - ( 11 + l )/z lug2 Ii - 'l( 11 + 'I )Ii log~ lo,r2 h 
- ( ,1 + I )h( I + log2 e + { I/( 11 + I)) log2 :i + ( l /( 11 + 1) )(log2( r, + 1) + log2 (log2 /1) + I + log2 , 
+ ( 1/h) log1 :1) - lug-~ loch/,) 
< 0 (D.13) 
Thus N = (11 + l)h{log.1 /i + '2log2(log2 h)) is au upper 1,01111d of th<' \'C dim<!nsion of ri:li:J 
Jur<lau ASUTNs wh<!11 Tl+ I ~ :12 anti /, 2'. 'l!i&. ~ 
D.2 Ntuuber of hidden units 
D .2.1 n :h: l Lower b ouud for J ord a 11 ASRTNs 
By follnwing simila.r step~ as in tlll' proof of C'os111\rd d :ii { 1!)02) ior tlw r,-di1111•11sio11al Cl~", w,, 





,\11 ,uhilrar_v clirhotomy of [O. l]n+I rn11 h" r, .-Jizl•d hy au 11:h:I Jordan ASHTN "ith at l,•;u;t 
r'"~'1 L Jr;+l/hj ll liiddPn tlu1•),hnld 111•i•-
C'1>11si<1,., a 5"l .r,· of all points.,.= Ir, l i11 t tw (11+ /)-tlimP11"io11al unit hypNrnhc such that J:, = 
j,(fr/../n+f) with 1 5 i '.S (11 + 1) ~111d J, au ii1t••g••r (which is LIii' cnrrectl'd versio11 ofC'o.11ar.t 
, t afs fllllSl met ion of hypt>rplatt('S · N• ~••et ion 5.2). The ,;pt s· ha~ .,· = ( l ,lii'+T / li j + I r+ 1 
,.,J •111,•11t.s. \\'.--. 1ir1111•Pd by Ps1 i111ati11g tl1l' 1111111her of hyp1•rplam•s rPcp1ire<l tu rt>altzt• ll11• 2N 
di, hotomics ,.f the Jnrcln11 AS HTN . If r: is ,, i;N of Ii l1ypNpla1ws, t lwn 1; <"nu r"alizc 2ctf:) 
din • to111i1•s, when• <"'t J:) j,, th" 1111111l11•r of <'PU:, dPfi11ed hy C that rnntain al least 011!' point of 
,','. Sin<'<' C( h, 11 r I) is t Ii_ :qt.ii 1111nhPr of r••;d n•lls fort11Pd hy h liyprrpla111•s i11 11+ I ,li111P11sio1,s 
:illd Clh, 11 + I) - 'l.h for .J,ml:in ASHTNs (SP•' ist·rtion ,t.:l.J ). C'( f:) ~ C(I,. 11 + I) holds. As one 
l:yp11rplan1: r.an only rcaliz., a 11 11te 111111il>l'r of dirl1otumies of S, say 'I' 1111iq11f' positions in (n+ I}· 
tlinwusirmal .. r,are, h 01 f!'v.e1 hypc•rpla11es ran11ol reaUze mure :han 7•h2<.:fh,•1+1l clirbotomi1>s, 
'l'hPrefurf', if all dirhotnmies ea11 l,e realiz,•d hy Ii ltyp<'rplaues, 'J'h'l.C(I, n+I) ~ 2-". C'o:;nard d 
11/ prm·cd that ('(/1,11) 5 '2h"/11! for large' /1. Arrorclingly, it follows lliat r'(h,n +I)~,.~~;)! 
Sinei> Ba11111 ( ms~) .:.howrd tl.r,t 7' i~ li11111u!Pd ahov,• by a poly110111ial in 'h" rar.tinality of S, 
TS (l/n+f/tj + IY for a gi\'('11 r depending on"+ I. 'l'!t,•ri'futr 'f'h2C(h,n+I} ~ 2:-.· i111plirs 
the following eq11atio11s 
log21'h2C(h,n+1) 2: log2 •l'' 
logl '1'" + log, 2C(i,,nt I I ~ N 
lo~,(lv'n'+T/~J + 1rh + C(/1,11 t l) 2: (lv'n+T/6JJ"+ 1 
rhlog:i(hr,;-::j:"T/6J + 1)+2!,"+1/(n+ I)! 2: (lv'r1 + l/6Jt-+ 1 (D.14) 
For (11 + I)> I and l /n+l/~J + I larg1• f'U011gl1. rh k1g2(l Jn+f /6J + I)~ 21,n+I /(11 + I)! It 
then f,illows from 1'11uatic,n (ll.14) aucl f10111 Stirliug's approx;111atio11 to (11 + l)!. v,hich i 
J'brt11 +I)• t11 + l/1+1 • cn-l, that 
,1,1"+ 1;<11+1)! 2: (l/n"+1/6J+1,..+1 
Ii> (p1+l)!/4)1/(ntl)(lJ;i+l/hJ+l) 
= ((11 ·r l)!/4)1/(ntll(l✓,i'+T/f.j) t ((rt+ l)!/•1)1/(n+I)) 
:::: ((n t I)!/ I )1/(utll(l ,Ai+l/~J) 
:::; ((/?.r:(11+ [) • (11+ qn-+1 . , -,,- l )/1Jl/(nstl)(L\/n+l/rj) 
(2r.(.ri + 1))(1/!}lntl), {rt+ I) IJ;i"".+T ii 
= ( 41/(n t1)
1 
H. 11 + / j) 
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(IU5) 
'J'h11s r<r•;:- 11 hlil"+1/6Jl is .t h1w1•r hu11ml for till' IIIJIIIIH'r of hiddflll t!ir1•sl10ld 1111its or au n:li:J 
.h,rdan ASHTN. b. 
D.2.2 n:h:l Upper bound for Jon.l~n ASRTNs 
(',)s11.ir1l f'f al ( 1 !nJ:.!) show«!«! that au ~rbitrary 1lid1otomy (S+, s-) ran ht? separated hy n( UJ + 1) 
bypPrplanes of a fr-,•<lfnrward thrf'sltold network. In sectio11 f1.'l. wr lrnw 6howed that this hound 
should br? 11( l ::If J + 1 ). \\'c ,wxl prow in a similar fa.~hion a11 uppPr bound for the numllt'r of 
hidden units of an ,i:11:J Jord;iu ASHTN in tn111:, of th" di:,tancc lietwe,•n rlassf's. 
Theorem 0.5: 
An arbitrary dirhotomy (S+,s-) c,111 Ji., SC'p,uatC'd 1,~• (11 + 1Hl¥J + I) ltyµerplan"s of an 
11:h: 1 .Jordan ASHTN. 
/'roof: 
WP Wll$idN i\11 arbitrary dichotomy ( s+. s-) in an (n+ 1 )-unit hyp1•rc11 ht>. The l1yperplllll~ of 
thf' Jordan ASRTN's hidd"n layf'r is consl.rurted in the following 11ia11rwr, 
x, = b,, I:$ i :S (11 + 1).1 ~ j S l,/n+l/hJ, with b, = j(6/✓,,-TT) and (n + 1) the number of 
i11p11l and stall' uuits. The ltypC'tplanes tl1e11 <livid~ the unit hypercube iu (l.,/n+l"/lil T 1r+1 
rclls [Cosnard cl al, 1!)92). Jf we assume thcll 110 point of t It" set lfo, on any oft he hy pNplanes, 
then any two point,, with the maximum distnnce IJC'tween tlaem small"r thari 6/../n+T belongs 
to the same cell and thu to the 5amc class. However, in g<'t,euu 6011m points of th,• set might 
Ii<' 011 ~ome hyperplanes. To arconnt for this case, we translate the hyperplanes slightly toward 
the origin so that all points belong to the iutNior of c<>lls by 11ubtrarti11g a value c, with O ~ f :5 
fi/./n+T, from all the hyp1•rplane "quations [Gosnard et nl, 19!1:lj. Sinn• the cfotanre hlitwe<'u 
two ron!-rcntivP hyperpl:uics in G .. :J, di11w11:.i1111 11111st ff'JJ!l\ln :.111al1Pr or N(ltal tc:, Ii/ \./ii"+!, Olli! 
additional hy;.:nplanr- for Pach din11•11sin11 mi~l,t Iii' 111:~ed.-.d. 'J'his w1luld re.suit in a total of 
lv'n+i/~J + I hyperplnnl'S at most per dimension. Sir1r1• thf're nre 11 + I Jimen~ion~, th<' 
1111111her of hyperplanes is (n + l)(l.;;;-:fT/t,J + 1). b. 
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