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Abstract
States of self stress, organizations of internal forces in many-body systems that are in equilib-
rium with an absence of external forces, can be thought of as the constitutive building blocks
of the elastic response of a material. In overconstrained disordered packings they have a natural
mathematical correspondence with the zero-energy vibrational modes in underconstrained systems.
While substantial attention in the literature has been paid to diverging length scales associated
with zero- and finite-energy vibrational modes in jammed systems, less is known about the spatial
structure of the states of self stress. In this work we define a natural way in which a unique state of
self stress can be associated with each bond in a disordered spring network derived from a jammed
packing, and then investigate the spatial structure of these bond-localized states of self stress. This
allows for an understanding of how the elastic properties of a system would change upon changing
the strength or even existence of any bond in the system.
∗ dsussman@sas.upenn.edu
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I. INTRODUCTION
Jammed sphere packings – collections of athermal particles interacting only via repulsive
nearest-neighbor interactions – are a simple and well-studied model of disordered solids
[1]. The jamming transition, the packing fraction at which the system acquires nonzero
elastic moduli, is isostatic with precisely the number of interparticle interactions needed to
constrain all of the degrees of freedom in the thermodynamic limit. The distance of a given
system from isostaticity can be characterized by the number of interacting neighbors per
particle relative to the isostatic value, ∆z. Much effort has gone into studying the diverging
length scales that appear near the jamming critical point, e.g., those that control system
stability with respect to free [2, 3] and generalized boundary conditions [4, 5]; those that
characterize the length scale over which system response to imposed forces is mediated [6–8];
and those that characterize the propagation of nonlinear shocks [9]. An emerging consensus
is that above the transition there are at least two separately diverging length scales upon
the approach to the critical point, which scale as lT ∼ ∆z−1/2 and l∗ ∼ ∆z−1, respectively,
where ∆z vanishes at the jamming transition.
An understanding of these length scales is crucially important to the ability to design
novel metamaterials, which rely on the ability to (locally) tune the elastic response of disor-
dered systems by carefully engineering or modifying particle positions or bond constraints.
For instance, one may want to selectively remove bonds to target a particular global elastic
response [10], control where a structure will focus stress and buckle [11], or apply boundary
constraints to create highly nonlinear couplings between different global deformations [12].
While length scales related to vibrational modes have been well-characterized, much less
attention has been paid to correlations of stress among the bonds of these disordered net-
works; clearly, though, such stress-stress correlations are equally important in determining
and tuning the elastic properties of these systems. Here we will focus on “states of self
stress” (SSS): arrangements of stresses on the bonds that lead to zero net force on every
particle.
In jammed systems prepared, e.g., by a compression algorithm, there is a special linear
combination of the system’s states of self stress in which all of the bond tensions have the
same sign; this special state corresponds to the actual stress in the system and is related to
the qualitatively different behavior of the bulk and shear moduli near the transition [13]. In
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the language of force network ensembles the force chains in a system are linear combinations
of the states of self stress of a packing, and the statistics of SSS could inform observations
of cluster sizes in force chains [14, 15]. In this paper we characterize the spatial extent of
states of self stress and find a surprising result: their size scales neither as ∆z−1/2 nor as
∆z−1, but is more consistent with a scaling of ∆z−0.8 in d = 2 and ∆z−0.6 in d = 3, where
d is the spatial dimension.
We begin by considering a set of N particles connected by Nb bonds in d dimensions.
The Maxwell-Calladine count [16], which relates rigidity to isostaticity by connecting the
number of particles, the number of bonds, the number of SSS, NS, and the number of zero
modes (motions of particles that to linear order do not stretch any bond), N0, states that
N0 = dN −Nb +NS. (1)
A system without external constraints has at least f(d) zero modes, where f(d) = d(d+1)/2
for a system with free boundary conditions and f(d) = d under periodic boundary conditions
[17]. These trivial zero modes represent global translations (and rotations for free boundary
conditions) and thus do not affect the rigidity of the system. In contrast, any additional zero
modes would make at least part of the system non-rigid. Thus the isostatic point, where N0
and NS are at their minimum values of respectively f(d) and 0, can only be obtained when
the number of bonds is Nb,c = dN − f(d). This is the minimum number of bonds needed to
render the system rigid to linear order. Defining the average number of contacts per particle
as z ≡ 2Nb/N , the jamming critical point is at zc = 2d − 2f(d)/N , and the distance to
isostaticity is typically written ∆z = z − zc. Note that systems that are over-constrained
(i.e. above isostaticity) will necessarily possess SSS.
In this work we focus on bead-spring networks in the absence of any pre-stresses on
the bonds, i.e. on the so-called unstressed version of the jammed networks [18, 19]. To
understand the mathematical connection between zero modes and states of self stress, let
e be a vector of bond tensions/compressions, with ei denoting the stress in bond i. The
equilibrium matrix, Q, relates this Nb-vector of bond stresses to the dN -vector of net force
loads on the particles, l, via Qe = l [20]. The compatibility matrix, QT , relates the dN -
vector of particle displacements, x, to the Nb vector of bond strains, s, via Q
Tx = s. The
flexibility matrix F connects the stresses to the strains, s = Fe, and for the spring networks
considered in this work F is a diagonal matrix of spring constants, Fii = 1/ki. With this
3
notation the energetic cost of a set of particle displacements can be written as
E =
1
2
sT e
=
1
2
xTQF−1QTx, (2)
and we see that the matrixM = QF−1QT is the dynamical matrix of the unstressed system.
Similarly, the energetic cost of a set of bond strains is given by
E =
1
2
sTF−1s
=
1
2
eTFe. (3)
In the following we will take all of the springs to have unit stiffness, ki = 1.
A zero mode is defined as a set of particle displacements that does not strain any bonds.
Since the strain is sT = xQ, we see that the zero modes are the left singular vectors of Q,
or equivalently they are elements in the null space of M. Similarly, a state of self stress is
defined as a set of bond stresses that does not create any net forces on the particles. Since
l = Qe, we see that the states of self stress are the right singular vectors of Q, or equivalently
elements of the null space of the Nb×Nb matrix N = QTQ. The matrix N , and in particular
its positive-frequency spectrum, has previously arisen as a “rheology operator” in the context
of non-Brownian suspension flows [21]; here we are interested only in the SSS and hence the
null space of the operator. The operator has also appeared as the supersymmetric partner
to the dynamical matrix in recent theories of topologically protected phonons in ordered
and disordered systems [22–24].
That the null space of N is composed of the states of self stress can also be understood
by the following physical argument. We imagine that all of the particles are pinned to their
initial position by fictitious springs (of strength k˜i = 1). Using the connection between
applied stresses and particle displacements above, a set of external stresses applied to the
system’s bonds could result in particle displacements, stretching these fictitious springs. The
energetic cost of the fictitious springs can be written as
Eb =
1
2
eTQTQe. (4)
Note that this is not the total energetic cost imposed by the stresses in general: if the stresses
cause a change of the position of the particles there would be an additional contribution from
the stretching of the original bonds of the system. However, this makes it clear that the
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null space of N = QTQ gives the states of self stress: if Eb = 0 then the fictitious springs
have not stretched and hence no particle has been displaced from its initial position by the
imposed bond stresses. Thus, e imposed no net load on any particle – precisely the definition
of a SSS.
The states of self stress of a system form a convenient basis to understand the energetic
cost of imposed deformations. To see this, note that a global deformation, such as com-
pression or shear, can be represented by an imposed strain on each bond. If this strain
projects entirely onto the states of self stress, then force balance will be satisfied and the
energy of the deformation is given by Eq. (3). Generically, however, the imposed strain does
not entirely project onto the SSS, leading to a net load on the particles. This results in a
secondary response of the particles to regain force balance that precisely relaxes the part of
the stress that does not project onto the SSS. Therefore, as discussed in more detail in Ref.
[22], the elastic energy of such a deformation can be expressed completely in terms of the
projection of the imposed strain onto the SSS of the system.
With the operator Q and its kernel in hand, we will proceed to investigate the localization
of SSS associated with individual bonds of jammed packings. Just as removing a bond from
a sub-isostatic network produces a new zero mode whose spatial extent depends critically
on ∆z, the Maxwell-Calladine count tells us that adding a bond to a hyperstatic network
will generically lead to a new state of self stress (here we assume that a hyperstatic lattice
with no rattlers has exactly f(d) zero modes and a hypostatic lattice has no states of self
stress). Equivalently, the removal of a bond from such a network will in general reduce the
dimension of ker(N ) by one, and the element that vanishes from the null space identifies a
SSS that depends on the existence of that particular bond.
In this paper we set up a framework for thinking about the spatial organization of states
of self stress in disordered networks. Specifically, we will see that there is a unique state
associated with each bond defined by the component of the kernel of Q that is lost when
the bond is removed. This state allows one to calculate directly what would happen to the
elasticity of the system should the bond be removed [22], which is a key step in designing
materials with tunable elastic properties [10]. The localization of these states also plays
a role in the width of the fracture zone of marginal materials, as observed by Driscoll et
al. [25]. Very recently the idea of the state of self stress associated with a bond added to
precisely isostatic system was used to construct a new variational argument to explain the
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density of vibrational modes near the jamming transition [26]. We anticipate that the details
of the spatial structure that we find for the states of self stress may directly influence this
argument.
The remainder of the paper is organized as follows. Section II gives further details on the
systems studied and the techniques used to study the SSS. Section III shows the results of
our investigations in two and three dimensions, and we close in Section IV with a discussion
of our results.
II. MODEL AND METHODS
In this work we focus on numerically generated jammed packings of N spheres in two
and three dimensions. The systems are all polydisperse mixtures with a flat distribution of
particles sizes between σ and 1.4σ, where σ represents the smallest particle diameter. The
particles interact via a finite-ranged soft harmonic potential,
V (rij) =
 2 (1− rij/σij)
2 rij < σij
0 rij ≥ σij
, (5)
where rij is the distance between particle centers, σij is the sum of their radii, and  sets
the energy scale. In preparing the systems we take all particles to have equal mass m, and
since we are interested in states of stress in which there are no net forces on the particles
we expect this to have no effect on the results reported below. Throughout the paper we
will measure distance in units of the average particle diameter, 〈σ〉, energy in units of , and
pressure in units of /〈σ〉d−1.
Our disordered configurations were obtained by preparing jammed states at a target pres-
sure, p: particles were initially placed at random in the simulation box with linear dimensions
L and with periodic boundary conditions (i.e. in an infinite temperature configuration), and
then quenched to zero temperature by combining linesearch methods, Newton’s method, and
the FIRE algorithm [27]. The systems were then incrementally expanded or compressed uni-
formly and then re-quenched to zero temperature until the target pressure was obtained to
within 1%. The average value of ∆z is directly related to the pressure at which the jammed
systems were initially prepared; for these harmonic interactions ∆z ∼ p1/2 [1]. The bulk of
the work in this manuscript used systems of size N = 8192 in two dimensions and N = 12000
in three dimensions.
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In detail, our procedure for identifying SSS associated with particular bonds is as follows.
We begin with a jammed packing (with periodic boundary conditions) and remove all “rat-
tlers” (particles with less than d+ 1 contacts) – for jamming-derived networks all remaining
bonds will participate in at least one SSS, and so this ensures that removing a bond from
the network reduces dim (ker(N )) by one rather than introducing a new zero mode. From
this system we construct the operators Q and N and numerically obtain the null space of
N using the ARPACK package [28]. Despite ARPACK’s ability to efficiently find extremal
eigenvectors, and although we only were interested in obtaining the null space of N , we
consistently found that for our large, high-pressure systems (with their very large, degener-
ate null space) we needed to perform a complete diagonalization of N in order to obtain a
numerically accurate basis of states of self stress. This remains the greatest impediment to
studying much larger systems by this method.
With an orthonormal basis for the SSS, we choose a bond, bi, and any element in the
null space of N , e, with a non-zero projection onto bi. We subtract off enough of e from
every other element of the null space so that only e has a non-zero component ei. Finally,
we implement a standard modified Gram-Schmidt method to orthonormalize e and the
remainder of the null space of N . After this procedure we have a unique single state of
self stress, e, that would vanish from the kernel if bond bi were removed, whereas all other
elements of the null space would be unaffected. To within numerical precision the obtained
state of self stress is independent of the randomly chosen initial state. We note that we
can perform this procedure for every bond in the system, even though the number of bonds
in the system is larger than dim (ker(N )). This immediately implies that the unique state
of self stress associated with bond i will not, in general, be orthogonal to the unique SSS
associated with bond j. In the appendix we explore an alternate definition of the state
of self stress associated with a particular bond, based on exploring the landscape of linear
combinations of e with other elements of dim (ker(N )).
Representative examples of states of self stress are shown in Fig. 1, where the selected
bond is shown in red, and the magnitude of e along each contact is illustrated by the
thickness of the bond. Visual inspection of this figure suggests that the degree of localization
of e strongly varies with ∆z, suggesting a growing length scale as the isostatic point is
approached. Any localization of these SSS, i.e., any exponential decay of their average
magnitude as a function of distance from the selected bond, presumably crosses over to a
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FIG. 1. Typical states of self stress in a 2D N = 1024 system prepared at ∆z = 1.97 (left) and
∆z = 0.197 (right). Shown is the state of self stress that uniquely requires the presence of the
thickest bond (labeled in red). Bond thickness in these images are proportional to the magnitude
of the stress in the state.
power-law behavior at large distances. This is expected both on the grounds that the SSS
contribute to the mechanical rigidity and thus presumably have the power-law tails expected
from continuum elasticity, and also based on previous analyses that lT ∼ ∆z−1/2 controls
the length scale at which continuum elastic properties set in for these harmonic jammed
systems [8, 29].
A straightforward if indirect measure of how extended these modes are comes from the
participation ratio of the SSS e:,
pr ≡
(∑Nb
i |ei|2
)2
Nb
∑Nb
i |ei|4
. (6)
The participation ratio quantifies the degree to which the e has dominant contributions from
just a few bonds as opposed to being more uniformly extended over many bonds: pr = 1/Nb
would corresponds to a SSS (unphysically) completely localized to a single bond, and pr = 1
would correspond to a SSS uniformly extended over all bonds in the system. Figure 2 shows
the distribution of participation ratios obtained by computing the SSS e associated with
every bond of a single jammed packing with N = 8192 in two dimensions. Both the mean
and the standard deviation of this distribution has a scaling consistent with ∆z−1. This
scaling, identical to the scaling of l∗, suggests the importance of that length scale in the
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FIG. 2. Distribution of participation ratios for the states of self stress e for an N = 8192 system
in two dimensions prepared at ∆z = 0.099. Inset. The mean (upper, red points) and standard
deviation (lower, blue points) of P (pr) as a function of pressure. The dotted line is a guide to the
eye with slope −1/2.
spatial organization of the states of self stress. However, as we will see below, this measure
is overly sensitive to the behavior of the long-range tail in the state of self stress, and so
does not reflect the size of the localized region.
Following Goodrich et al. [10], one can decompose the global bulk and shear modulus,
B and G, into contributions from individual bonds, e.g., Bi, such that B =
∑
iBi and
G =
∑
iGi. In general we find only very small correlations between Bi and pr and between
Gi and pr, correlations which additionally depend on the size of the system relative to the
diverging length scales near the jamming transition. Representative examples are shown in
Fig. 3, which plots the stress profiles of e as a function of distance from the selected bond
averaged over different subsets of bonds in the system.
III. SPATIAL ORGANIZATION OF STATES OF SELF STRESS
We now study in greater detail the average spatial profiles of the SSS as a function of
dimension and distance to isostaticity of the jammed states we studied. The question of
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FIG. 3. Average radial profiles of states of self stress unique to bonds in a 2D system withN = 8192
prepared at ∆z = 0.31. Blue lines correspond to averages over all bonds in the system, purple lines
correspond to averages over those bonds whose state of self stress has a low participation ratio
(lower 80th percentile), solid red lines correspond to averages over bonds with a large contribution
to the bulk modulus (upper 5th percentile), and dotted red lines correspond to averages over bonds
with a large contribution to the shear modulus (upper 5th percentile).
how exponentially localized these states are close to the targeted bond is complicated by
the presence of many contributing length scales: at a minimum, l∗ ∼ ∆z−1 and lT ∼ ∆z−1/2
[2, 30] are likely to be present in the spatial profile of the modes [5], and there is the
additional complication that over very short length scales and independent of the pressure,
out to ∼ 2−3σ, the jammed packings have local structure, i.e., a radial distribution function
g(r) that is not flat. Particularly in three dimensions, then, it is difficult to both prepare and
diagonalize systems large enough and over a wide enough range of pressure to explore the
spatial profile over distances r both large and small compared to all three of these lengths,
as the computational complexity to compute e grows like O(N2sN2b ), and at fixed ∆z both
Ns and Nb scale linearly with N .
In two dimensions, the results of computing the e’s associated with the bonds of an
N = 8192 system and plotting the average spatial profile as a function of distance to the
selected bond are shown in Fig. 4. The oscillations at small r are indicative of the local
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FIG. 4. Average radial stress profiles for 2D systems with N = 8192 prepared at coordinations
∆z = 0.039− 0.78 (increasing ∆z monotonically corresponds to increasing localization).
structure of the packing over small distances; at larger r there is a clear crossover in the
decay, and this crossover moves to larger distances as the network approaches the critical
point.
This crossover is made more strikingly clear in Fig. 5, where we attempt to collapse the
curves by scaling the x-axis by a length scale defined by `ss,α = ∆z
−α and the y-axis by
`dss,α (i.e., assuming that the e’s have an exponentially localized structure in d dimensions,
we scale by the d-dimensional volume of this structure). Assuming that the localization
occurs on a scale lT ∼ ∆z−1/2 (corresponding to `ss,α with α = 1/2) as in the localized zero
modes that are present below isostaticity [29], we find that scaling distances by lT in the
average spatial profiles of e leads to reasonably good collapse of the data. At both large and
small distances, where we do not expect the exponential localization to hold, the curves are
not collapsed; since the vectors e are normalized this leads to a modest vertical spreading
of the curves in this representation. Of note, we find that scaling distances by l∗ ∼ ∆z−1,
as suggested by the scaling of 〈P (pr)〉, leads to a pronounced spreading of the radial stress
profiles. Surprisingly, we find that using an intermediate value of α leads to a much cleaner
collapse of these curves: using either α = 2/3 or α = 3/4 leads to quite clean collapse in
the crossover region, perhaps reflecting a competition between lT and l
∗ in the self stress
organization. Certainly the figure suggests that the scaling of lT and l
∗ represent lower and
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FIG. 5. Average radial stress profiles for systems in d = 2 with N = 8192 prepared at ∆z =
0.039− 0.99. In each set of curves, the radial distance is scaled by a length `ss,α = ∆z−α while the
y-axis is scaled by the volume `dss,α. From top to bottom α = 1/2, 2/3, 3/4, 1. Each set of curves
has been vertically shifted for clarity.
upper bounds on the correct scaling behavior.
In three dimensions the physical picture is harder to extract: as noted above it is both
slow and numerically difficult to study a similar range of linear system sizes – L grows more
slowly with N in three dimensions, and the computational cost grows with Nb rather than
with N (i.e., the computational cost is exacerbated by the fact that the critical coordination
number itself, zc = 2d, grows with dimension). Thus, to access systems spanning the range
of L being either large or small relative to lT we studied three-dimensional systems with
N = 12000 with 0.059 ≤ ∆z ≤ 1.5. In Fig. 6 we attempt to collapse the curves of 〈|ei|2〉
with `ss,α for various values of α. We find that the curves are reasonably well collapsed by
either `ss,α=1/2 or `ss,α=2/3, although not quite as cleanly as in two dimensions.
Clearly this data is system-size limited in trying to achieve good data collapse. As a
second test, rather than scaling the average spatial profiles of the SSS by a ∆z-dependent
length scale, `ss,α = ∆z
−α, we attempt to fit the portion of 〈|ei|2〉(r) after the regime
dominated by local jammed structure (i.e., for r > 2σ), to a stretched exponential decay
of the form 〈|ei|2〉(r) = A exp (− (r/β)γ). We repeat this for each of the pressures studied
12
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FIG. 6. Average radial stress profiles for 3D systems with N = 12000. In each set of curves, the
radial distance is scaled by a length `ss,α = ∆z
−α while the y-axis is scaled by the volume `dss,α.
Upper curves correspond to α = 1/3, the middle curves (vertically shifted for clarity) correspond
to α = 1/2, and the lower curves (vertically shifted for clarity) correspond to α = 2/3. The black
line shows a stretched-exponential decay function fit to one of curves.
in both two and three dimensions, and a typical fit is shown as the solid black line in Fig.
6. First, we note that choosing a stretching exponent of γ = 1/2 results in good fits for
all dimensions and values of pressure. The values of β, the putative decay length scale, are
shown in Fig. 7. (If the stretched-exponential form were a perfect fit, we would expect
β ∼ `ss, where `ss is the length scale that best collapses the data for the radial profiles in
Figs. 5-6.) We find that this data, too, is consistent with β2d ∼ ∆z−α with α 6= 1/2 and
α 6= 1. Our best fit values suggest values closer to β2d ≈ ∆z−0.8 and β3d ≈ ∆z−0.6, but again
the limited linear system sizes we are able to probe in three dimensions is an impediment
to more accurately determining the exponent.
IV. DISCUSSION
Our numerical results indicate the clear presence of a length scale over which states of
self stress can be associated with individual bonds, `ss. Surprisingly, the scaling of `ss with
13
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FIG. 7. Decay length as measured by fitting the radial stress profile of the e to an exponential
as a function of ∆z. Blue dots and stars correspond to averages in 2D and 3D, respectively. Fit
lines with slope −0.8 (upper, solid curve) and −0.6 (lower, dashed curve) are shown as guides to
the eye. Also shown is a guide to the eye with slow −2/3 (dotted curve).
∆z seems to be inconsistent with either of the most natural length scales near the jamming
transition, lT and l
∗, but lies in between these two scalings. We have additionally presented
data that suggests a dimension-dependent scaling of `ss, although again we caution that in
three dimensions the data is less clear. This is largely due to the much greater numerical dif-
ficultly of preparing very large systems and especially diagonalizing their relevant operators
to find a complete basis for their states of self stress. While based on the scaling collapse in
Figs. 5,6 the simple relationship `ss ∼ lT cannot be completely ruled out, we believe our data
is more consistent with a stronger scaling with ∆z. The fact that a stretched exponential
decay fits the profile of the e above suggests that many length scales may be contributing,
and one hypothesis for the scaling we observe is that the localization of the states of self
stress is controlled by the geometric mean of the length scales lT and l
∗, `ss ∼
√
lT l∗ or a
dimensionality-weighted version, `ss ∼ (ld−1T l∗)1/d.
Intriguingly, Fig. 7 modestly hints at a slightly weaker dependence on ∆z in the three-
dimensional data compared with the two-dimensional systems. This may be related to yet
another dimension-dependent length scale associated with pressure fluctuations in jammed
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packings. Working in the force network ensemble [31, 32] a length scale lw ∼ (l∗)1/d was
identified as the typical length over which pressure fluctuations in a stressed jammed packing
persisted [33]. This length can also be rationalized as a “density of states of self stress” in
a system, and in this guise it would make some sense to find traces of lw in the spatial
distribution of the localized states of self stress studied in this work. Nevertheless, while
suggestive, we do not believe that our numerical evidence is sufficient to distinguish the
small difference between, e.g., scaling by `ss ∼
√
lT l∗ ∼ ∆z−3/4 or `ss ∼
√
lwl∗ ∼ ∆z−2/3 in
three dimensions.
If this is indeed the case, though, it sets up an interesting tension, where the length scale
signaling the onset of continuum elastic behavior in the vibrational and force-dipole response
of the system is independent of d yet the pressure fluctuations and typical localization lengths
for the states of self stress, which again combine to control the elastic properties of the
system, do have a dependence on dimensionality. Resolving these issues will be of crucial
importance when it comes to tuning and sculpting SSS by modifying bonds in disordered
packings as a way to create interesting metamaterials. We hope that this work leads to a
systematic exploration of these ideas in large three-dimensional systems where any possible
dimension-dependence of `ss may be elucidated. One approach to doing this would be to
modify the method of Du¨ring et al. [29], which studied the localization of zero-energy
vibrational modes in sub-isostatic systems by studying the response of overdamped floppy
networks in response to force dipoles; the analogous method here would involve replacing
the springs by dashpots and studying the response of the network to an instantaneous strain
along bi.
We note that here we have explored only one aspect of these bond-localized SSS, i.e., their
average spatial profiles. Of particular interest would be to connect the spatial organization
of individual states of self stress with the contribution of that bond to the bulk or shear
moduli of the system. We have seen above that the participation ratio is not sufficiently
sensitive to the localization length of the states of self stress, but for the system sizes
studied the non-averaged spatial profiles of the e are too noisy to usefully analyze. Pursuing
alternate measures of the localization of the e and studying the associated distributions and
correlations with Bi and Gi would be a natural and interesting extension of this work.
We also anticipate that these different force networks could also be fruitfully analyzed
in terms of recent developments in the topological characterization of disordered networks.
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One interesting approach would be to apply recent techniques from computational algebraic
topology to further investigate the fundamental structure of the disordered stress patterns
[34]. These tools, however, are computationally expensive, and a separate approach that
has been applied to granular systems is the use of “geographic community structures” from
network sciences [35]. Additionally, the recent efforts to characterize networks in terms of
their loopiness and hierarchical organization may shed light on the underlying structure of
these states of self stress in both two [36] and three dimensions [37].
Our work gives a general framework for thinking about the spatial organization of states
of self stress in jammed systems that should be particularly relevant for understanding the
effect of making changes to a network. For example, the unique state associated with each
bond can be used to predict changes in the elastic constants upon bond pruning and can be
used to design materials with specified elastic properties [10]. In addition, our results shed
light on the work by Driscoll et al. [25], which studied fracture in disordered networks under
uniaxial tension. By allowing bonds to break when the bond’s stress exceeds a threshold,
they find cracks with a failure zone of width w. Intuitively the size of the failure zone
should be related to `ss, because the unique state of self stress associated with a failing
bond determines precisely the set of bonds among which the remaining stress must be
redistributed. However, in simulations of square lattices with randomly added next-nearest
neighbors Driscoll et al. find that w ∼ ∆z−1/2 ∼ lT < `ss for large fixed L [25]. It is not
clear if the small difference in observed exponents can be reconciled within the accuracy of
the respective sets of data, if it is related to the difference between jammed systems and
square lattices with random crossbars, or if the bond-breaking simulation is complicated by
additional physics.
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Appendix: Participation-ratio-minimized SSS
Although the SSS e described in the main text is the unique element that would vanish
from the null space if bond bi were removed, it is not the only SSS that involves the bond
bi. In particular, any linear combination of e and the other elements of ker(N ) are equally
valid and may be involved in the real response of, e.g., spring networks to an imposed stress
on bond bi. Since different physical measurements made on these SSS may lead to different
responses, it is important to ask if the e generated by the above procedure are generically
representative of bond-localized states of self stress. For instance, one could ask if the states
of self stress generated by the above procedure are maximally localized, or if some linear
combination of the states of self stress yields a more tightly localized set of stresses. One
approach, alluded to in the main text, would be to modify the method of Du¨ring et al. [29]
and study dashpot systems perturbed by an instantaneous strain of a bond.
Here we employ an alternate approach, directly studying whether linear combinations
of modes can lead to a more localized SSS centered on bond bi. We first identify the
participation ratio of e defined in the text, and then attempt to find a nearby local minimum
of pr in the space of linear combinations of the elements of ker(N ) using the FIRE algorithm
[27]. We find that we are typically able to find linear combinations of SSS, which we denote
e˜, that are as localized as the lowest-participation-ratio portion of the distribution of e. Since
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FIG. 8. Distribution of participation ratios for the states of self stress e (right, solid curve) and
e˜ (left, dashed curve), for an N = 8192 system in two dimensions prepared at ∆z = 0.099. Inset.
The mean P (pr) averaged over the e (upper, red points) and e˜ (lower, blue points) as a function
of ∆z. The dotted lines are guides to the eye with slope −1 (upper) and −3/4 (lower).
this minimization scheme can take the system out of local minima (i.e., to nearby minima
in which the dominant bond is no longer the bond selected to construct e), we additionally
require that e˜ remain close to the original state e by setting a lower bound on the acceptable
overlap between the two states, e · e˜, for e˜ to be included in the averages over states described
below.
A representative plot demonstrating the change in participation ratio achieved by this
method is shown in Fig. 8. Of particular note is that the process of performing this
participation-ratio-minimizing step changes the scaling of the mean and (not shown) stan-
dard deviation of the distribution of pr as a function of pressure. In accord with the expo-
nents observed in the scaling collapse in the main text, we find that, e.g., 〈pr〉 ∼ ∆z−α for
1/2 < α < 1 when the average is carried out over the e˜. In Fig. 9 we plots the stress profiles
of e and e˜ as a function of distance from the selected bond averaged over different subsets of
bonds in the system for a particular pressure. The figure shows the modestly tighter local-
ization we generically find when studying e˜ as opposed to e. We also note that performing
the local minimization of pr to obtain e˜ suppresses the distinction between bonds that con-
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FIG. 9. Average radial profiles of states of self stress unique to bonds in a 2D system withN = 8192
prepared at ∆z = 0.31. Blue lines correspond to averages over all bonds in the system, purple lines
correspond to averages over those bonds whose state of self stress has a low participation ratio
(lower 80th percentile), solid red lines correspond to averages over bonds with a large contribution
to the bulk modulus (upper 5th percentile), and dotted red lines correspond to averages over bonds
with a large contribution to the shear modulus (upper 5th percentile). The upper set of curves
(vertically shifted by a factor of 5 for clarity) correspond to the averages over e, the lower set of
curves are averages over e˜. Inset. Direct comparison between e (blue, solid curve) and e˜ (red,
dashed curve) averaged over all bonds in the system.
tribute differently to the modulus. In effect, all pr-minimized SSS, e˜, are approximately as
localized as the most localized SSS e.
We note that unlike the e, the functional form of the average spatial profile of the e˜ is not
well-described by a stretched exponential decay. For 3D systems the cost of performing a
participation-minimizing step to find e˜ is prohibitive, but we have confirmed with N = 4096
systems in d = 3 that the qualitative differences between e and e˜ are similar to what we
found in d = 2. Even though the functional form of the spatial profile is different for e and
for e˜, however, the length scale `ss controlling scaling collapse of the spatial profile remains
robust. To demonstrate this robustness, in Fig. 10 we show the average radial stress profiles
20
0.5 1 5 10
10-6
10-4
0.01
1
r/ss,1/2
<
e i
2
>
ss
,1
/2
2
0.5 1 5 1010
-7
10-5
0.001
0.100
r/ss,2/3
<
e i
2
>l
ss
,2
/3
2
FIG. 10. (Left) Average radial stress profiles for 2D systems prepared at ∆z = 0.039 − 0.99 as
a function of r/`ss,α for α = 1/2. Upper curves (vertically shifted by a factor of 10 for clarity)
correspond to the states of self stress obtained by orthonormalizing the null space, e, and the lower
set of curves are the same data after the participation-ratio-minimizing scheme has been applied,
e˜. (Right) The same data presented as a function of r/`ss,α=2/3.
of the states e and e˜ scaled by `ss,α for two choices of α. We find that the e˜ are collapsed
to a very similar degree as e by the different choices of α. Of note, even though the e˜ are
more tightly localized, and have a modestly different functional form, we find that they are
well-collapsed by the `ss,α at the same value of α, or equivalently, by the same power of ∆z,
as the states e themselves. Thus, the length scale `ss is robustly defined for bond-localized
states of self stress for the two different ways in which we have extract them.
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