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Negli anni 60 un’agenzia Americana di nome ARPA si pose il problema di 
come far parlare tra loro i computer dislocati nelle diverse sedi sparse nel 
territorio.
Nacque così il progetto ARPANET, che alla fine del 1969 poteva collegare 
l’Università di Los Angeles e lo Stanford Research, che furono a tutti gli 
effetti i primi due nodi Internet.
L’architettura di rete era basata sul modello client/server e le applicazioni 
eseguite erano fondamentalmente Telnet e FTP.
Già nel 1971 fu inventata la posta elettronica. 
Durante gli anni 70/80 si verificò una forte espansione della rete ARPANET 
anche in Europa con la costruzione della rete CYCLADES in Francia e 
della NORSAR in Norvegia.
Risale a quegli anni, precisamente al 27 Ottobre 1980, il primo virus 
telematico causato da un errore negli header, durante la sperimentazione 
sulla velocità di trasferimento delle mail; causò il blocco completo della 
rete.
Il vero passaggio da ARPANET ad Internet, avvenne pochi anni più tardi, 
quando DCA ed ARPA definirono i protocolli TCP (Transmission Control 
Protocol) e IP (Internet Protocol).
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Fu nel 1992 che Tim Berners-Lee definì il protocollo HTTP (Hyper Text 
Transfer Protocol), mentre nell’anno seguente venne alla luce il primo 
browser con caratteristiche simili a quelli di oggi, modificando 
profondamente il modo di fare ricerche e comunicare su internet, facendo 
nascere così il World Wide Web.
La diffusione di Internet è stata esponenziale, sia in termini di infrastruttura 
che di servizi offerti, ad oggi conta milioni di utenti sparsi nel mondo, come 
si può notare dalla Figura 1.
Figura 1
Parallelamente alla crescita di Internet e al suo sviluppo a livello mondiale 
si assiste alla nascita dell’hacking, fenomeno che può essere collegato al 
Massachussets Institute of Technology.
Inizialmente l’hacking non aveva intenti malevoli, piuttosto era visto come 
un modo per divertirsi. Fu con il diffondersi dell’home computer e 
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l’evolversi dei software che sempre più programmatori cominciarono a 
diffondere virus informatici.
E’ così che l’hacker si evolve generando un’ulteriore figura all’interno di 
questa nuova realtà, i cracker, ossia hacker che, rinunciando alla goliardia 
che contraddistingueva il loro operato, cercano di violare i sistemi 
informatici collegati ad Internet, o ad altre reti, allo scopo di danneggiarli o 
di rubare delle informazioni.
Oggigiorno sulla rete viaggiano le più svariate tipologie di informazioni, dai 
codici delle carte di credito ai dati  personali, dalle transazioni bancarie alle 
operazioni commerciali,  questo ci fa capire l’importanza della sicurezza.
Assistiamo inoltre ad  una continua rincorsa, tra chi fornisce servizi di 
protezione dei sistemi e chi invece cerca di violare questi sistemi.
Una delle principali minacce alla sicurezza è rappresentata dagli accessi non 
autorizzati, atti a degradare o arrestare completamente l’efficienza 
dell’intero sistema. 
Scopo di questa tesi è testare l’efficienza di alcuni sistemi di sicurezza 
denominati IDS (Intrusion Detection System),  in particolare verificarne il 
funzionamento sotto attacchi di tipo DoS (Denial of Service) e DDoS 
(Distributed Denial of Service).
Per effettuare questa verifica è stato costruito un TestBed, dove tramite 
alcuni tool di generazione di traffico, è stato emulato il workload di una Lan  
di medie dimensioni.
Successivamente sono stati generati alcuni attacchi di tipo Dos e DDoS e 
sono stati quindi testati gli IDS.
Infine sono stati analizzati i risultati ottenuti con quelli ottenuti utilizzando 







La comunicazione è un trasferimento di informazioni tramite delle 
convenzioni prestabilite, così la definisce l’ITU-T, mentre per 
telecomunicazione si intende qualsiasi trasmissione o ricezione di segnali 
che rappresentano segni, scritture, immagini, suoni, informazioni di
qualsiasi natura, che avviene attraverso cavi, radio o altri sistemi ottici ed
elettromagnetici.
Sempre secondo le definizioni dell’ITU-T, le Reti di telecomunicazioni 
sono un insieme di nodi e canali che forniscono un collegamento tra due o 
più punti al fine di permettere la telecomunicazione tra di essi.
Esistono molti esempi di reti di telecomunicazioni, basta pensare alla rete 
telefonica oppure ad Internet, spesso però solo a quest’ultima viene 
associato il concetto di Rete di Telecomunicazioni.
Internet è una rete globale che dà la possibilità di connettersi tra loro, a 
milioni di computer, consente la comunicazione tra aziende, utenti privati 
ed enti governativi in tutto il mondo,  per questi motivi viene anche
chiamata la rete delle reti.
La sua evoluzione segue una strategia progettuale di tipo stratificato, in 
quanto un’architettura stratificata è in grado di offrire una notevole  
semplicità di progetto, di gestione e di standardizzazione,  nonché la 
possibilità di separare le funzioni.
Il modello seguito è il modello TCP/IP, che altro non è che il modello 
semplificato del modello ISO-OSI.
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1.2 ISO/OSI  vs TCP/IP
Il modello OSI  è stato proposto come traccia al fine di meglio comprendere 
e progettare i protocolli di comunicazione tra i sistemi, è strutturato su 7 
layer, come mostrato in Figura 1.1, ed ogni livello si prefig
determinato scopo.
Figura 1.1
ge un ben 
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In particolare si ha:
1. Livello Fisico:
Trasmettere un flusso di dati non strutturati attraverso un 
collegamento fisico, occupandosi della forma e del voltaggio del 
segnale. Ha a che fare con le procedure meccaniche e elettroniche 
necessarie a stabilire, mantenere e disattivare un collegamento 
fisico.
2. Livello Datalink:
Permettere il trasferimento affidabile di dati attraverso il livello 
fisico. Invia trame di dati con la necessaria sincronizzazione ed 
effettua un controllo degli errori e delle perdite di segnale. Tutto 
cio' consente di far apparire, al livello superiore, il mezzo fisico 
come una linea di trasmissione esente da errori di trasmissione.
3. Rete:
Rende i livelli superiori indipendenti dai meccanismi e dalle 
tecnologie di trasmissione usate per la connessione. Si occupa di 
stabilire, mantenere e terminare una connessione, garantendo il 
corretto e ottimale funzionamento della sottorete di 
comunicazione.
4. Trasporto:
Permettere un trasferimento di dati trasparente e affidabile 
(implementando anche un controllo degli errori e delle perdite) tra 
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due host. È il primo livello realmente end-to-end, cioe' da host 
sorgente a destinatario.
5. Sessione:
Controllare la comunicazione tra applicazioni. Stabilire, 
mantenere e terminare connessioni (sessioni) tra applicazioni 
cooperanti.
6. Presentazione:
Trasformare i dati forniti dalle applicazioni in un formato 
standardizzato e offrire servizi di comunicazione comuni, come la 
crittografia, la compressione del testo e la riformattazione.
7. Applicazione:
Interfacciare utente e macchina.
Il modello TCP/IP  è un modello semplificato rispetto all’ISO-OSI, si hanno 
infatti solamente 5 livelli e ad ogni livello è attribuito un determinato 
compito.




In questo caso si ha:
1. Livello Fisico:
È responsabile per l'interfacciamento al dispositivo elettronico che 
effettua la comunicazione fisica, gestendo l'invio e la ricezione dei 
pacchetti da e verso l'hardware.
(Doppino, Fibra Ottica, Cavo coassiale, etc..)
2. Livello di collegamento:
Il compito del livello datalink è la trasmissione di frame tra due 
nodi collegati.
(Ethernet, WiFi, PPP, Token Ring, ARP, ATM, etc..)
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3. Livello di rete:
Determina il percorso per la trasmissione dei dati che è stabilito 
tramite algoritmi, i quali analizzano le condizioni della rete, le 
tabelle di instradamento, la priorità del servizio e altri elementi 
secondari.
(Ipv4, Ipv6, ICMP, BGP, RIP, etc..)
4. Livello di trasporto:
Si occupa del trasferimento di dati (messaggi) dall’elaboratore 
iniziale a quello finale, rendendo trasparente l’operazione 
rispetto al livello di rete.
(TCP, UDP, etc..)
5. Livello applicativo:
La sua funzione è quella di interfacciare e fornire servizi per i 
processi delle applicazioni.
(HTTP, SMTP, DNS, SIP, etc…)
Paradossalmente, negli anni novanta, il modello TCP/IP è stata l’unica 
architettura che ha interessato il mercato; di fronte a questa massiccia 
diffusione, gli enti di standardizzazione si sono trovati costretti a doverle 
dare la stessa dignità di ISO/OSI.
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1.3 Il World Wide Web
La vera svolta nel processo di globalizzazione di Internet è stata la 
creazione del world wide web, ovvero una rete di risorse di informazioni, 
che si appoggia appunto sull'infrastruttura di internet, basata su tre 
meccanismi per rendere queste prontamente disponibili al più vasto insieme 
possibile di utenti:
 Uno schema di denominazione uniforme per localizzare le risorse 
sul Web come, ad esempio, l’URL.
 Dei protocolli per accedere  alle risorse, come l’HTTP.
 Un’ipertesto per facilitare la navigazione, come l’HTML.
Questi standard e protocolli supportavano inizialmente la sola gestione di 
pagine HTML statiche, vale a dire file testuali arricchiti d'informazioni di 
formattazione visualizzabili e, soprattutto,  navigabili utilizzando opportune 
applicazioni, come i browser.
Nonostante le limitazioni delle pagine HTML statiche, la semplicità della 
tecnologia decretò un immediato successo, prima in campo accademico e di 
ricerca, in seguito anche in quello commerciale, facendo nascere quella che 
oggi è anche nota come “era del web”.
Per superare le limitazioni del progetto iniziale, fin da subito furono definiti 
strumenti capaci di generare pagine HTML dinamiche, come ad esempio 
CGI.
Questa innovazione però portava a diverse limitazioni, che sono state 
superate intraprendendo due  strade, una è stata l’incremento delle 
funzionalità dei vari browser e l’altra invece era quella di trasformare i Web 
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Server in quelli che sono oggi più propriamente noti come Application 
Server.
La diffusione di queste soluzioni ha consentito di avviare l'utilizzo del web 
come piattaforma applicativa che oggi trova la sua massima espressione nei 
Web service, alla cui realizzazione e diffusione sta lavorando l'intera 
industria mondiale del software, dai grandi nomi commerciali fino alle 
comunità Open Source ed agli stessi utenti finali tanto che, dopo l'originario 
web statico e il successivo web dinamico, siamo alla soglia del terzo passo, 
contrassegnato come web computing o, a piacere, come fase dei Web 
Service.
Nonostante tutte queste evoluzioni, il web rimane, ancora e soprattutto, una 
gigantesca biblioteca di pagine HTML statiche on-line. Però, lo standard 
HTML se da un lato con la sua semplicità ha contribuito all'affermazione 
del web, dall'altro ha la grossa limitazione di occuparsi solo ed 
esclusivamente della formattazione dei documenti, tralasciando del tutto la 
struttura ed il significato del contenuto, ponendo notevoli difficoltà nel 
reperimento e riutilizzo delle informazioni.
La risposta a questo problema è stata ovviata con l’introduzione del 
protocollo XML,  un metalinguaggio derivante dall'SGML che consente la 
creazione di nuovi linguaggi di marcatura, come quanto è avvenuto per 
HTML, che è stato ridefinito in XML come XHTML.
XML attualmente è alla base di tutte le nuove specifiche tecnologiche 
rilasciate dal W3C ed è stato adottato come standard di rappresentazione 
dati da tutta l'industria informatica a partire dai file di configurazione delle 
applicazioni alla definizione di formati di interscambio dei dati.
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1.4 Topologia e Tipologia di Reti
Le reti possono essere caratterizzate principalmente in base a due criteri, 
ovvero per tecnologia trasmissiva o per scala dimensionale.
 Tecnologia trasmissiva
Possiamo distinguere reti broadcast, reti punto punto e reti wireless
 Scala Dimensionale
Qui abbiamo reti locali (LAN), reti metropolitane(MAN), reti 
geografiche (WAN)
Nelle reti broadcast tutti i calcolatori sono connessi su un unico canale, la 
comunicazione è a pacchetto, e ogni calcolatore vede tutti i pacchetti che 
transitano nella rete.
Esempi di reti broadcast sono Ethernet  e token ring, mentre le topologie 
tipiche di tali reti sono quelle a bus oppure a stella.
Le reti point to point invece, sono reti in cui due elaboratori si scambiano 
pacchetti, e per raggiungere una destinazione, si devono compiere più salti 
fsecondo il paradigma store and forward. 
L’esistenza di più percorsi possibili fanno si che in queste reti si necessiti 
del routing.
Passando invece alla suddivisione in scala dimensionale, le reti Lan sono 
quelle che hanno un dimensione compresa tra i 10 metri e 1 Km circa.
Hanno un  baso tasso d’errore, e al 99% sono di tipo broadcast.
Capitolo 1:”Reti telematiche”
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Le reti Metropolitan Area Network (MAN), invece sono tipicamente DQDB 
(Distributed Queue Dual Bus), hanno dimensioni maggiori della Lan fino a 
circa 10 Km.
Infine le Wide Area Network (WAN), sono reti di grandi dimensioni, 
superiore ai 10 Km.
Internet non è altro che una rete di reti collegate tra loro, ma che non può 
essere definita una rete WAN, in quanto possiamo avere al suo interno 
diversi protocolli.
Essendo Internet una rete eterogenea, esistono diverse tipologie tipiche, ad 
esempio per questa tesi è stato realizzato uno scenario tipico nella 







Tra la rete locale Lan 2 ed Internet, è stata posizionata una DMZ.
Tale configurazione, infatti, permettere ai server posizionati sulla DMZ di 
fornire servizi all'esterno senza compromettere la sicurezza della rete 
aziendale interna nel caso in cui una di tali macchine sia sottoposta ad un 
attacco informatico: per chi si connette dall'esterno dell'organizzazione la 
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2.1   Sicurezza nelle Reti
Quando si parla di sicurezza informatica spesso vengono distinti due 
concetti fondamentali, ovvero la sicurezza passiva e quella attiva.
Con sicurezza passiva, vengono intese tutte quelle tecniche e quegli 
strumenti difensivi che impediscano qualsiasi intrusione non autorizzata,  a 
risorse, sistemi oppure dati di natura riservata.
Con sicurezza attiva invece, vengono definite tute quelle tecniche e 
strumenti difensivi, dove, a qualsiasi dato od informazione viene assicurata 
l’integrità e la confidenzialità.
La sicurezza dell’informazione però, per molti anni è stata considerata più 
un arte che una scienza, per questo motivo, oltre alla difficoltà della 
materia, molti approcci al tema della sicurezza sono basati su esperienze e 
conoscenze euristiche più che su tecniche raffinate.
Esiste però un settore della sicurezza che stranamente è stato esente da 
questo fenomeno ed indubbiamente è il più avanzato e stabile della 
categoria, ovvero la crittografia.
Volendo generalizzare il concetto di sicurezza però, si possono astrarre tre 
concetti fondamentali, ovvero confidentiality, integrity ed availability.
Con confidenzialità (confidentiality) viene intesa la capacità di rendere 
accessibili determinate risorse solamente ad utenti che ne hanno il diritto.
Con  integrità (integrity) invece si intende la capacità di poter modificare 
dati solamente da parte di utenti autorizzati.
Infine con disponibilità (availability) il sistema deve garantire l’accesso alle 
sole persone autorizzate con tempestività.
Capitolo 2:”Intrusion Detection System”
21
Si capisce quindi che il concetto di sicurezza di un sistema, va affrontato 
sotto diversi punti di vista, inoltre, bisogna chiarire il concetto di intrusione 
al sistema.
Infatti quando si cerca di proteggere un sistema, sia esso un pc o una rete, si 
cerca sempre di far accedere solo le persone autorizzate.
L’intrusione ad un sistema può essere portata in diverse forme, la più 
classica è il caso in cui un utente esterno accede al servizio non essendone 
autorizzato.
Possiamo avere un’intrusione anche quando un utente autorizzato viola le 
restrizioni date al proprio account, assumendo privilegi che non ha.
In particolare possiamo distinguere tre tipi di intruders, ovvero  
Masquerader, Misfeasor e Clandestine user.
Il Masquerader è un intruder che sfruttando l’account di un utente legittimo 
riesce a penetrare il sistema.
Il Misfeasor invece è un utente che pur avendo accesso al sistema va a 
forzare le restrizioni del proprio account.
Infine il Clandestine user è un utente che riesce a prendere il controllo del 
sistema in modo da poter cancellare le tracce del suo passaggio dai file di 
audit.
2.2 Architettura di un IDS
Esistono diversi tipi di IDS, ma è possibile distinguere una struttura 
generale, costituita da un blocco di input che raccoglie le informazioni da 
processare, un blocco di elaborazione per l’analisi dei dati (al fine di 
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estrarne le caratteristiche più utili e attuare la fase di detection) ed un blocco 
di output che genera gli allarmi (figura 2.1).
Figura 2.1
Il processo inizia quindi con la fase di acquisizione dei dati. Un IDS, a 
seconda della sua tipologia, può lavorare su diversi tipi di informazione 
provenienti dall’host oppure dalla rete. 
La fase successiva a quella d’acquisizione è affidata ad un processore degli 
eventi e quindi ad un processore statistico. Il processore degli eventi effettua 
un primo filtraggio dei dati acquisiti, eliminando le informazioni inutili o 
ridondanti. Il processore statistico, a partire dai dati a sua disposizione, 
estrae alcune grandezze che possono essere d’aiuto a distinguere fra attività 
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un IDS risiede appunto nell’individuare quali siano le informazioni più 
rilevanti, che possono essere raccolte a partire dai dati a disposizione, e nel 
trattarle in maniera opportuna per caratterizzare al meglio le intrusioni e 
l’attività normale di un utente legittimo. L’obiettivo finale è quello di 
ottenere un profilo dell’intruder che si discosti il più possibile dal profilo 
dell’utente normale, in modo da rendere più agevole la distinzione tra un 
attacco e l’attività consueta. 
Se pensiamo ad esempio di avere a disposizione il traffico di rete in 
ingresso ad un host, è possibile misurare il numero dei pacchetti in arrivo 
durante una determinata finestra temporale. In questo modo si può 
caratterizzare il volume di traffico e riscontrare l’eventuale presenza di 
andamenti anomali (come un aumento repentino della frequenza dei 
pacchetti) che potrebbero essere sinonimo di attacchi. Una via alternativa è 
quella di controllare le informazioni contenute negli header e caratterizzare i 
pacchetti a seconda dei valori presenti in alcuni campi.
Il processore centrale dà in uscita alcuni security event, che segnalano le 
anomalie eventualmente riscontrate. A questo scopo il processore può 
operare seguendo un approccio di tipo probabilistico oppure di tipo rule-
based.  
Un esempio di tipo probabilistico è il cosiddetto “template matching”. 
L’evento osservato viene confrontato con dei template che rappresentano 
l’attività normale o gli attacchi e viene calcolata una certa funzione 
riconducibile ad una distanza. In questo ambito vengono usate svariate 
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tipologie di distanza, dalla semplice distanza euclidea fra vettori, ai più 
complicati test del 2 o di Kolmogorov-Smirnov. Il template più verosimile 
sarà quindi quello che presenta una distanza inferiore dall’osservato.
Un secondo esempio consiste nel calcolo della probabilità a posteriori di 
avere un attacco o meno, dato un certo evento osservato. In questo caso è 
necessario usare un training set, le cui caratteristiche incidono fortemente 
sul funzionamento dell’IDS. Il training set deve infatti rappresentare nel 
modo più completo e preciso possibile l’andamento abituale del traffico di 
rete o le azioni degli utenti legittimi. 
L’approccio di tipo rule-based viene impiegato soprattutto nel caso in cui 
non sia possibile ricorrere a metriche di alcun tipo per modellare i dati a 
disposizione. Spesso la caratterizzazione degli eventi è data da una lista di 
attributi (ad esempio il valore di alcuni campi dei pacchetti) e quindi è 
modellabile matematicamente. Si affronta allora il problema ricorrendo a 
metodi di riconoscimento sintattico: si confrontano gli eventi osservati con i 
modelli a propria disposizione (ricavati automaticamente dalla fase di 
training, oppure inseriti manualmente) e si cercano delle corrispondenze 
esatte. Questo approccio ha chiaramente il difetto di non essere capace di 
rilevare nuovi attacchi, non presenti nella fase di training o nel database 
fornito dall’utente. Questa limitazione non affligge invece gli IDS che 
seguono un approccio probabilistico: essi quindi hanno una maggiore 
capacità di detection, ma di pari passo sono soggetti ad un tasso più alto di 
falsi allarmi.
La fase finale dell’elaborazione di un IDS è affidata ad un classificatore. 
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Esso riceve in ingresso i security event generati dal processore statistico ed 
ha la funzione di distinguere gli attacchi dagli eventi normali. Seguendo un 
approccio di tipo statistico, è necessario suddividere lo spazio degli eventi 
in due zone di decisione distinte, l’una contenente le intrusioni e l’altra 
contenente le attività normali. Questa suddivisione dovrebbe essere quella 
ottima nel senso della minimizzazione dell’errore, ma ciò comporterebbe un 
grado di complessità eccessivo per il classificatore e perciò si ricerca 
solitamente un trade-off fra complessità e accuratezza. 
Esistono diversi tipi di classificatori. Uno dei più semplici e più 
comunemente utilizzati è il classificatore a soglia. Se si pensa allo spazio 
degli eventi come ad un piano i cui punti rappresentano i security event, il 
classificatore a soglia suddivide le due zone di decisione.
In figura 2.2 è rappresentato lo spazio degli eventi possibili, dove viene 
distinta la zona detta di Attività normale, e quella di Attività intrusive.
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Figura 2.2
Se invece vogliamo introdurre una funzione non lineare, migliorando quindi 
l’attendibilità della decisione, è necessario utilizzare classificatori più 
complessi. Fra questi occupano un posto di rilievo le reti neurali, sistemi in 
grado di “apprendere” fino a rendere l’errore minimo. 
Il blocco di output si occupa infine di generare gli allarmi in uscita dal 
classificatore. Essi possono essere visualizzati attraverso l’interfaccia utente 
del sistema, oppure scritti in report da inviare a livelli superiori.
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2.3 Classificazione degli IDS
Host-based IDS vs. Network-based IDS.
Un IDS di tipo host-based (HIDS) acquisisce come input i dati provenienti 
da un host in modo da poter monitorare l’attività degli utenti, in termini di 
risorse utilizzate, di accesso a determinati file e così via. Le informazioni su 
cui opera un HIDS sono quindi informazioni di livello 5, 6 e 7 dello stack 
ISO/OSI e vengono tratte dagli audit record che tengono traccia degli eventi 
a livello di sistema operativo (chiamate di sistema, modifiche al kernel…) 
oppure dagli audit record delle applicazioni (fig. 2.3). In particolare esistono 
due tipi di audit record, quelli nativi generati dal sistema operativo e quelli 
creati specificatamente ai fini dell’intrusion detection. I primi hanno il 
vantaggio di non necessitare di un software specifico, ma si rivelano spesso 
poco adatti allo scopo, in quanto difficilmente contengono le informazioni 
utili ad individuare attività sospette. Gli audit record specifici segnalano, 
invece, le sole attività di interesse ed hanno inoltre il vantaggio di 
memorizzare le informazioni in un formato indipendente dal sistema 
operativo usato su un particolare host. Questa portabilità può risultare utile 
nell’ottica di un IDS distribuito, che elabori contemporaneamente le 
informazioni provenienti da più host.
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Figura 2.3
Il funzionamento di un HIDS viene comunque condizionato fortemente 
dalla piattaforma su cui opera e quindi deve essere progettato in modo da 
adattarsi alla particolare architettura o al sistema operativo dello specifico 
host. Questo tipo di IDS è particolarmente efficace nel rilevare attacchi di 
tipo insider, nei quali l’intruder tenta di cambiare i propri privilegi di 
accesso, di modificare la configurazione dei sistemi di sicurezza o di 
accedere a dati riservati e modificarli.
Un IDS di tipo network-based (NIDS) riceve come input i pacchetti che 
transitano sulla rete ed opera con informazioni appartenenti ai livelli 3 e 4 
dello stack ISO/OSI. Rispetto ad un host-based IDS, un NIDS ha a propria 
disposizione una quantità di dati molto più elevata, che non riguarda 
1000 eventi
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esclusivamente un host, ma la rete nel suo insieme. Ciò consente di avere 
una visione più globale della LAN e quindi permette di identificare attacchi 
provenienti dall’esterno, in molti casi prima che essi si riflettano sull’attività 
degli host e ne compromettano la funzionalità. Un network-based IDS è 
adatto a rilevare un vasto range di attacchi: tentativi di accesso non 
autorizzato al sistema, attacchi di tipo DoS, quali il packet flooding o il 
traffic injiection, accesso a dati riservati (download delle password). Questi 
attacchi possono essere diretti sia alla rete, nel tentativo di degradarne le 
prestazioni, sia agli host che vi sono connessi, sfruttandone le vulnerabilità 
a livello di sistema operativo e/o di applicazioni software.  
Gli host-based IDS sono stati sviluppati per primi, ma attualmente 
l’attenzione si sta spostando su IDS di tipo network-based. Le ragioni sono 
molteplici. Innanzitutto sono venuti meno i problemi che affliggevano i 
primi NIDS, che su reti ad alta velocità (superiore ai 100 Mb/s) avevano 
difficoltà nella fase di packet sniffing. Al giorno d’oggi queste limitazioni 
sono state largamente superate: alcuni NIDS possono essere installati 
direttamente sugli switch e in generale hanno la capacità di monitorare reti a 
velocità molto elevate (dell’ordine del gigabit al secondo). Inoltre la 
maggior parte degli attacchi attuali sono di tipo outsider e vengono portati 
attraverso Internet: sono appunto gli IDS di tipo network-based a 
fronteggiare meglio questo tipo di minacce, avendo la duplice capacità di 
contrastare sia gli attacchi che sfruttano le vulnerabilità nei protocolli di 
comunicazione, sia quelli che si appoggiano invece ai bug dei sistemi 
operativi e degli applicativi.   
Capitolo 2:”Intrusion Detection System”
30
La tabella 2.1 mette in evidenza le differenze principali fra IDS di tipo host-
based e network-based.
Vantaggi Host IDS Network IDS
Deterrente
Forte deterrente per gli 
insider
Forte deterrente per gli 
outsider
Detection
Elevata per gli insider, bassa 
per gli outsider
Elevata per gli 




Buona per attacchi a lungo 
termine














1. Misuse-based IDS vs. Anomaly-based IDS.
Un IDS di tipo misuse (o signature) based utilizza un database contenente 
gli attacchi noti ed una loro descrizione espressa sotto forma di signature. 
Nel controllare i dati in ingresso, siano essi provenienti dai file di audit o 
dai pacchetti intercettati dalla rete, l’IDS ricerca delle corrispondenze esatte 
con i modelli contenuti nel database. Se si presenta un matching viene 
rilevato un attacco e viene quindi generato un allarme. Un approccio di 
questo tipo ha il vantaggio di generare un numero molto basso di falsi 
allarmi e di rilevare con un grado elevato di affidabilità gli attacchi noti le 
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cui signature sono presenti nel database. Di contro, i misuse-based IDS non 
hanno alcuna possibilità di rilevare attacchi nuovi e questo porta ad un alto 
numero di falsi negativi, cioè degli attacchi non rilevati. Ciò richiede un 
aggiornamento costante del database di regole, in modo che esso possa 
contenere i modelli di tutti gli attacchi noti, anche quelli più recenti.
Questo problema viene risolto dagli IDS di tipo anomaly-based. Essi 
utilizzano infatti un modello contenente una descrizione statistica del 
comportamento normale del sistema (o della rete) ed interpretano uno 
scostamento eccessivo da tale modello come un’anomalia. In questo modo 
l’IDS può rilevare anche attacchi in precedenza sconosciuti, per i quali 
quindi non sarebbe disponibile una signature. Il problema fondamentale di 
questo tipo di approccio sta nell’identificare e modellare il comportamento 
considerato normale. Solitamente il sistema durante un periodo di training 
“impara” delle regole, oppure calcola delle statistiche, che caratterizzano 
nel modo più completo possibile il profilo considerato accettabile. Se nel 
funzionamento si riscontra un evento che si discosta da questo profilo, viene 
generato un allarme. 
Infatti è chiaro che nel periodo di training è praticamente impossibile che si 
presentino tutti i possibili eventi accettabili e questo provoca un tasso di 
falsi allarmi molto elevato. La situazione peggiora in un contesto fortemente 
dinamico, qual è ad esempio il traffico di rete, perché i dati di training non 
riescono a caratterizzare adeguatamente un profilo che cambia velocemente 
nel tempo. Una problematica aggiuntiva risiede nel fatto che difficilmente è 
possibile avere a disposizione, nella realtà, un periodo di training 
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sufficientemente rappresentativo ed in cui non siano presenti attacchi di 
alcun tipo. 
Gli IDS di tipo misuse-based e anomaly-based hanno caratteristiche 
complementari fra loro. I primi hanno il loro punto di forza nella 
caratterizzazione deterministica degli attacchi già conosciuti e quindi 
nell’elevata affidabilità dei loro rilevamenti. I secondi hanno invece la 
peculiarità di rilevare attacchi completamente nuovi, pur se con un numero 
di falsi allarmi superiore rispetto ai precedenti. Per ottenere buoni risultati è 
quindi preferibile integrare le funzionalità di entrambi i tipi di IDS, 
sfruttando i vantaggi sia dell’uno che dell’altro.     
2.4 Distributed Intrusion Detection
In uno scenario tipico si ha a che fare con sistemi costituiti da più host 
connessi in una LAN, ed eventualmente a più LAN collegate fra loro. Ne 
consegue quindi la necessità di progettare IDS che possano difendere in 
modo globale tutta la struttura, costituita sia dagli host che dalle reti, senza 
focalizzare l’attenzione esclusivamente sulle singole parti. Invece di 
utilizzare IDS che operino su ciascuna macchina, in modo indipendente gli 
uni dagli altri, è preferibile quindi realizzare un sistema distribuito di IDS 
che, operando sia a livello di host che a livello di rete, possano cooperare 
insieme scambiandosi reciprocamente informazioni utili a rilevare intrusioni 
in un qualsiasi punto del sistema complessivo.
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Nel progettare un IDS distribuito è necessario far fronte a problemi 
aggiuntivi rispetto a quelli che si incontrano durante la progettazione di un 
IDS centralizzato. Innanzitutto, gli host da monitorare possono avere 
architetture hardware e software diverse.  I formati degli audit record nativi, 
che dipendono dal particolare sistema operativo, varieranno quindi da una 
macchina all’altra e per elaborarli nel loro insieme sarà necessario 
uniformarli in qualche modo. 
In un sistema distribuito, su alcuni nodi della rete, detti central manager (o 
management system), vengono convogliati tutti i dati, che possono essere 
non ancora elaborati, oppure già processati dagli IDS periferici che operano 
sugli host e sulle LAN. Queste informazioni devono comunque essere 
trasmesse sulla rete, in modo tale da garantirne l’integrità, l’autenticità e la 
segretezza. Tutto ciò impedisce ad un eventuale intruder di mascherare la 
sua azione modificando i file di audit trasmessi. 
Per far fronte ai due problemi precedenti, l’IETF Intrusion Detection 
Working Group ha promulgato alcuni standard. In essi vengono indicati i 
requisiti funzionali di alto livello per le comunicazioni fra più IDS e fra IDS 
e central manager, ed i protocolli di sicurezza esistenti da utilizzare in tali 
comunicazioni. Inoltre si è definito un formato dati comune in cui devono 
essere convertite le informazioni provenienti dai vari IDS per essere poi 
processate dal central manager (IPFIX).
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Figura 2.4
Esistono due approcci diversi per realizzare un IDS distribuito: l’utilizzo di 
un’architettura centralizzata o di un’architettura decentralizzata. Nel primo 
caso un singolo nodo si occupa di ricevere tutta la mole di informazione 
disponibile, di processarla e di inviare gli allarmi agli altri host. Questa 
soluzione è senza dubbio la più semplice, ma presenta l’inconveniente di 
creare un unico punto debole nel sistema complessivo. Se quest’unico nodo 
viene attaccato con successo, tutta la struttura difensiva viene a mancare. 
Con un’architettura decentralizzata invece più nodi si occupano di 
raccogliere e analizzare i dati provenienti dalla rete e dagli host. Questo 
approccio rafforza la sicurezza, perché distribuisce su più macchine il 
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monitoraggio e l’elaborazione dati. Ciò richiede però un grado di 
complessità maggiore perché i nodi centrali devono coordinare le loro 
azioni e scambiarsi mutuamente le informazioni.
Un esempio di IDS distribuito è mostrato in figura 2.5. La sua architettura è 
costituita da tre componenti fondamentali:
1. Host agent module: si tratta di un sistema che raccoglie i file di 
audit dell’host su cui opera e li invia poi al central manager.
2. LAN monitor agent module: analizza il traffico di rete sulla LAN a 
cui è connesso e invia i risultati al central manager.
3. Central manager module: riceve i report dagli host agent module e 
dai LAN module, processa globalmente le informazioni e rileva gli 
attacchi.
Il sistema deve essere progettato in modo tale da adattarsi a qualunque 
sistema operativo e a qualunque implementazione per la raccolta dei file di 
audit. L’host agent (architettura mostrata in fig 2.5) cattura tutti gli audit 
record nativi, vi applica un filtro in modo da mantenere solo quelli 
contenenti informazioni di interesse per la sicurezza e li riscrive in un 
formato standard, dando origine agli host audit record. Successivamente il 
blocco denominato sistema logico, basato su dei template, li analizza per 
rilevare delle eventuali attività sospette. A tal scopo l’agent esamina gli 
eventi più rilevanti che siano di un qualche interesse indipendentemente 
dagli eventi passati, come ad esempio tentativi falliti di accesso ai file, 
accesso al file system o cambiamento dei diritti di accesso per alcuni file. 
Successivamente l’agent controlla delle successioni di eventi, cercando
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eventuali corrispondenze con i pattern di attacchi già noti. Infine viene 
effettuata un’analisi basata sul profilo storico dell’utente che permetta di 
individuare un comportamento anomalo.
Figura 2.5
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Nel caso in cui si riscontri un’attività sospetta, viene inviato un allarme al 
central manager. Esso può inoltre richiedere di sua iniziativa alcune copie 
degli host audit record da confrontare con quelli provenienti da altri agenti. 
Il central manager riceve informazioni anche dai LAN monitor agent. Essi 
monitorano le connessioni fra host, i servizi utilizzati e il volume di traffico 
e ricercano eventuali eventi significativi, come cambiamenti nel carico della 
rete, l’utilizzo di servizi connessi alla sicurezza e attività come i login 
remoti.
L’architettura di un IDS distribuito, come quella considerata, risulta molto 
flessibile, in quanto è adattabile a diverse piattaforme e fornisce un buon 
grado di scalabilità. Questo consente di monitorare contemporaneamente 
l’attività di più host e della rete nel suo insieme, con la possibilità di 
elaborare in modo congiunto diversi tipi di informazione. Proprio questo è il 
punto di forza del sistema, che permette così di rilevare attività sospette che 
non verrebbero rilevate da un IDS centralizzato.
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3.1 Emulazione vs Simulazione
Sempre più spesso nel campo della ricerca, diventa  indispensabile validare 
il risultato teorico con una ricerca sperimentale.
Questo implica che per testare il risultato di una ricerca, vengono 
successivamente eseguite delle prove pratiche su modelli in scala della 
realtà.
Per la realizzazione del modello in scala si hanno a disposizione due tipi di 
strade da scegliere, ovvero creare un vero e proprio modello reale su cui 
testare l’esperimento da eseguire, oppure astrarre un modello della realtà e 
ricrearlo il più fedelmente  possibile.
Nel primo caso, ricostruendo il modello reale, possono essere prese in 
esame tutte le casistiche dei problemi riguardanti il sistema. 
In questo caso si hanno però degli svantaggi da considerare, basti pensare al 
campo delle Telecomunicazioni, se volessimo testare un nuovo protocollo 
su una rete, per ricostruire una situazione reale di una LAN ad esempio, 
avremmo bisogno di un certo numero di pc,di cavi, switch e tutte le 
componentistiche tipiche di una LAN.
Nel ricostruire il tutto ci si troverebbe quindi d’avanti ad un lavoro 
abbastanza oneroso in termini di tempo, spazio e ovviamente di costi,.
Nella situazione in cui riprodurre il modello reale risulta troppo complicato, 
si passa alla simulazione.
Con il termine simulazione riferito ad un sistema, viene inteso un nuovo 
sistema atto a riprodurre le performance del sistema reale, dove le leggi 
naturali che governano il sistema reale,vengono sostituite con altre leggi 
astratte matematicamente dallo stesso modello reale.
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Detto in altri termini, è come riprodurre in una nuova ambientazione la 
situazione reale, dove però,  per la necessità di semplificazione e riduzione 
delle risorse disponibili, si ha un certo distacco, in termini di variabili in 
gioco, dalla realtà.
Questo implica, che data la varietà di simulatori in circolazione, a parità di 
condizioni iniziali si possono ricavare risultati anche molto differenti fra 
loro.
Questo è dovuto al fatto che i parametri presi in considerazione per la 
costruzione del simulatore sono soggetti al volere di chi implementa il 
simulatore.
Nell’ambito delle reti delle telecomunicazioni, le variabili da considerare 
sono moltissime, basti pensare ai tempi di accodamento nelle code, il tempo 
di propagazione etc.
Il simulatore standard de facto in questo ambito è il Network Simulator 
(NS2), in cui è possibile realizzare degli script, che riecono ad 
implementare le più svariate tipologie di rete e diversi scenari possibili. 
Rimane pur sempre il fatto che, per quanto sia accurato il modello 
utilizzato,  non rispecchia fedelmente la realtà.
Esiste allora un’alternativa alla simulazione, denominata emulazione, 
termine con cui s’intende la capacità di un'apparecchiatura hardware, o di 
un prodotto software, di funzionare imitando le procedure di una diversa 
macchina o programma.
Per un’emulazione di tipo software  basta pensare a programmi come 
PowewPoint, scritti per girare su piattaforma Windows, che quindi non sono 
compatibili con altre piattaforme come Linux o Macintosh.
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In quel caso si sarebbe costretti ad utilizzare esclusivamente SO Windows, 
con l’emulazione invece, pur utilizando una piattaforma diversa, è possibile 
lanciare un programma che emula l’ambiente Windows, permettendo così di 
utilizzare PowerPoint.
Sul termine emulazione però esistono diverse linee di pensiero, che spesso 
tendono a non fare distinzione tra emulazione e simulazione.
Esistono infine anche linee di pensiero che tendono a distinguono il 
concetto di emlazione da quello di simulazione e anche dal concetto di 
virtualualizzazione.
Quest’ultima linea di pensiero è molto apprezzata in quanto effettivamente 
esistono grosse differenze tra i vari concetti. 
Un emulatore infatti,  necessita sempre del software del sistema da emulare 
(ottenuto con un processo detto spesso dumping), limitandosi quindi ad 
emulare l'hardware, in modo da poter interpretare correttamente i file 
contenenti i dump del software (che rimane scritto in un linguaggio 
comprensibile soltanto al sistema emulato e non al sistema emulante, o 
sistema host).
Un emulatore quindi, legge il codice emulato dalla memoria byte per byte, 
lo decodifica, ed esegue comandi apropriati sui registri, la memoria, e l'I/O 
emulati.
L'interpretazione quindi impegna molto tempo di CPU e viene richiesto un 
computer veloce per far funzionare il codice ad una velocità accettabile.
Esistono poi diverse tecniche per interpetrare i comandi, in particolare
vengono prese in considerazioni due tecniche, ovvero la ricompilazione 
statica e quella dinamica. 
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Nella ricompilazione statica, si prende un programma scritto in codice 
emulato e si cerca di tradurlo nel codice assembler per il proprio computer. 
Il risultato sarà un normale file eseguibile che può essere eseguito sul 
computer senza strumenti aggiuntivi. Anche se la ricompilazione statica 
sembra essere una scelta attraente, essa non è sempre possibile. Per 
esempio, non si può ricompilare staticamente il codice auto modificante 
dato che non c'è modo di predire quali saranno le modifiche ancora prima di 
eseguirlo. Per evitare tali situazioni, si può combinare un ricompilatore 
statico con un interprete o un ricompilatore dinamico. 
La ricompilazione dinamica è essenzialmente la stessa cosa di quella statica, 
ma ciò avviene durante l'esecuzione. Invece di provare a ricompilare tutto il 
codice in una volta sola, lo si on the fly quando si incontrano istruzioni 
CALL o JUMP. Per incrementare la velocità, questa tecnica può essere 
combinata con la ricompilazione statica. 
Un simulatore, invece, si prefigge di arrivare allo stesso risultato, 
riscrivendo però (in tutto o in parte) le routine del programma da simulare, 
in modo da renderlo comprensibile alla macchina su cui gira.
Non essendoci alcuna emulazione dell'hardware e di conseguenza la 
mancanza di diversi cicli-macchina, un simulatore è per forza di cose più 
veloce, tuttavia come già detto è spesso poco preciso nel riproporre 
fedelmente il software simulato ed inoltre la maggioranza delle volte il suo 
codice sorgente non è disponibile (mentre per buona parte degli emulatori 
non è così).
Le virtual machine, invece, si possono considerare come un PC nel PC. 
Ossia, mediante una virtual machine è possibile installare un secondo 
sistema operativo in una macchina virtuale e farci girare software in un 
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ambiente considerato più "protetto" che non la macchina host vera e 
propria.
Il concetto che sottende a tutte le tecniche di virtualizzazione infatti è 
l’isolamento dello strato “fisico” attraverso una sorta di incapsulamento.
La virtualizzazione quindi crea una interfaccia esterna che nasconde tutta la 
parte sottostante e permette l’accesso concorrente alle stesse risorse da parte 
di più istanze che funzionano in contemporanea.
Esistono diverse tecniche di virtualizzazione tra le quali vale la pena 
ricordare la fulll emulation,la native emulation e la paravirtualizzazione.
Un elenco dei principali tool che permettano la virtualizzazione, sul tipo di 
emulazione che eseguono, e la piattaforma su cui girano, è  riportata nella 
tabella qui di seguito.
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Nome Scala Tipo Emulazione Piattaforma Licenza
Bochs Small Full emulation IA32 x86 GPL 
Cooperative 
Linux 
Medium Kernel port Linux box Free 








DosEMU Small Compatibility layer DOS box GPL 





Emulab Large Testbed — Project based 
FAUmachine Medium Usermode kernel x86 box GPL 
IMUNES Medium Virtual image Linux box Free 




Linux box Free 
Modelnet Large Testbed Linux box GPL/BSD 
Netkit Medium Usermode kernel Linux box GPL 
Parallels Medium Full virtualization x86 box Commercial 




Planetlab Large Overlay network — Membership 
Plex86 Medium Usermode kernel Linux box Free 
Q Small Full virtualization x86 box Free 
QEMU Small Full virtualization x86 box GPL 
SVISTA Small Full virtualization x86 box Commercial 
UML Medium Usermode kernel Linux box GPL 
UMLMON Medium Usermode kernel Linux box GPL 
vBET Medium Usermode kernel Linux box N/A 
VDE Large Overlay network — GPL 
VINI Large Usermode kernel Linux box Membership 
VirtualBox Small Full virtualization x86 box GPL/Commercial 
Virtual PC Small Full virtualization x86 box Free 
Virtuozzo Small Full virtualization x86 box Commercial 
VMware Small Full virtualization x86 box Commercial 
VNUML Medium Usermode kernel Linux box GPL 
Win4Lin Medium Full virtualization x86 box Commercial 




Xen Medium Paravirtualization x86 box GPL/Commercial 
Capitolo 3:”Netkit:L’emulatore di rete”
46
3.2 User Mode Linux (UML)
Un tipo di emulazione, o per meglio dire virtualizzazione, che permette di 
realizzare delle macchine linux dentro altre macchine linux è l’UML , 
ovvero l’user mode linux.
L’UML però a differenza dalle altre tecnologie di virtualizzazione,  può 
essere considerato un sistema operativo virtuale più che una macchina 
virtuale.
Tool come VMware sono realmente macchine virtuali, emulano una 
piattaforma fisica, dalla CPU alle unità periferiche,ed il sistema è pensato 
per simulare il multiprocessing ,ovvero ogni Virtual Machine lavora con un 
core, o lo gestisce in real-time in base a criteri di condivisione e si possono 
quindi ottenere prestazioni elevate (da sistema nativo). 
In opposizione, UML può essere soltanto un ospite di Linux. D'altra parte, 
essere un OS virtuale piuttosto che una macchina virtuale permette che 
UML interagisca più completamente con l'OS ospite.
In poche parole User-Mode Linux è un kernel Linux che gira sopra ad un 
altro kernel Linux e solo uno dei due accede effettivamente all'hardware, 
mentre gli altri "girano" in user space, esattamente come gli altri applicativi. 
UML non fornisce però un modo per emulare diverse architetture hardware: 
in parole povere sopra un kernel compilato per architettura Pentium deve 
per forza "girare" un kernel per Pentium e non uno per Sparc.
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In figura 3.1 è rappresentata l’architettura di un sistema UML.
Figura 3.1
Normalmente, il kernel Linux comunica con l'hardware, e i vari programmi 
in user space comunicano con il kernel.
Il kernel UML, invece di interagire direttamente con l'hardware, comunica 
con il "vero" kernel come qualsiasi altro programma. 
I programmi quindi possono essere eseguiti su un kernel UML come se 
fossero eseguiti su un normale kernel.
I Linux User-Mode forniscono diversi vantaggi, in quanto è una macchina 
virtuale all'interno della quale un utente può eseguire software difettoso, 
sperimentare nuovi kernel o distribuzioni e penetrare nelle viscere di Linux, 
il tutto senza rischiare la propria installazione principale.
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Sebbene si possano usare i sorgenti del kernel che ospitano UML, potrebbe 
essere più conveniente mantenere separati gli alberi del kernel UML, infatti 
spesso è utile avere diversi sistemi Linux sulla solita macchina.
La maggior parte dei kernel 2.6 hanno il supporto UML, inoltre l’ UML ci 
fornisce un’applicazione molto interessante riguardante la creazione di reti 
virtuali.
Grazie a UML infatti è possibile interconnetere tra di loro le virtual machine 
per realizzare reti  di varie dimensioni con il limite fisico imposto solamente 
dalle risorse a nostra disposizione.
Infatti per la creazione delle virtual machine è necessario un certo 
quantitativo di risorse della macchina su cui girano, in termini di spazio 
utilizzato sull’Hard Disk e della memoria RAM.
Inoltre grazie all’interfaccia Tun/Tap è possibile interconnettere l’ambiente 
virtuale con quello reale.
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3.3 Netkit
In questa tesi è stato realizzato un testbed in parte reale in parte virtuale 
(figura 3.2)
Figura 3. 2
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Sono state realizzate 2 reti virtuali, che emulano  rispettivamente, il 
funzionamento di una rete Lan  locale (Lan 2)con circa una ventina di 
calcolatori,e l’altra invece , con circa una decina di virtual machine, per 
emulare la rete Internet (Internet).
L’interconnessione di queste reti virtuale invece è stata realizzata tramite  
un pc potatile (nx9005 ) che delimitava la DMZ connessa alla Lan1 tramite 
un Hub 10Mbit/sec.
Per una descrizione più dettagliata del testbed si rimanda al cap 5.
Per quanto rigurada la realizzazione di  queste reti virtuali è stato scelto 
un’emulatore di rete chiamato Netkit.
Netkit è un emulatore di rete open source sviluppato dal Computer 
Networks Research Group dell'Università di Roma 3 e dal Linux User 
Group Roma 3.
Netkit è composto essenzialmente da un kernel User Mode Linux, da un 
root filesystem Debian, da un set di strumenti proprio di UML e da 
opportuni script Python che ne costituiscono i comandi.
La scelta è caduta su questo emulatore per diverse ragioni.
Per prima cosa netkit risulta facilmente installabile, infatti non richiede 
particolare configurazioni o pacchetti, non è stato necessario quindi 
ricompilare kernel o altro, è bastato  solo modificare il file .bashrc, 
Presenta inoltre una buona interoperabilità con molte distribuzioni linux 
(sulla home page di netkit è reperibile una lista di compatibiltà con le 
diverse distro).
Disponendo inoltre come detto, di un kernel User Mode, netkit, si può 
facilmente interconnettere con il mondo esterno con un’interfaccia Tun/Tap.
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Inoltre su internet sono facilmente rintracciabili sia sulla home page di 
netkit, sia su altri siti, diversi script che relizzano diversi scenari di rete e 
molti protocolli come il RIP o l’OSPF etc,.
Per ultimo, registrandosi alla lista Netkit users presso l’università di Roma3, 
raggiungibile all’indirizzo:
http://list.dia.uniroma3.it/mailman/listinfo/netkit.users,è possibile ricevere 
assistenza su eventuali problemi o questioni inerenti l’emulatore.
3.3.1 Installazione 
I requisiti minimi Hardware richiesti da netkit sono:
 Architettura I386
 Cpu ≥ 600 Mhz
 ~ 10 MB di memoria per per ogni vm (configurazione base)
 ~ 600 MB di spazio libero su HD + ~1-20 MB per ogni vm
In particolare di default ogni virtual machine (vm) richiede circa 10 MB di 
memoria RAM, ma tramite un comando, al momento di lanciare la vm, è 
possibile allocare più memoria a seconda delle necessità.
Inoltre il filesystem virtuale,basato su distro Debian, scaricabile dal sito è di 
circa 600 MB. 
Al lancio delle vm inoltre, viene riservato dello spazio su HD per ciascuna 
macchina virtuale. 
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Il software è scaricabile presso il sito http://www.netkit.org, dove è 
possibile trovare anche divesri script,e l’interoperabilità per le diverse 
distribuzioni linux.
In particolare bisogna scaricare il programma principale di netkit, il 
filesystem virtuale e il kernel.




Fatto questo si può passare alla configurazione che può essere eseguita in 
modalità root oppure da utente normale, in questo caso è stata scelta la 
modalità utente normale.
A questo punto basta scompattare i file in un’unica cartella, entrare da shell 
nella cartella dove sono stati scompatati i file e lanciare il comando:
$./checkconfiguration.sh
Partirà il debug del programma che cerca le componenti necessarie al 
funzionamento, in particolare cercherà sia la cartella home che il manpath 
del  programma.
Durante il check delle componenti netkit chiederà di lanciare il comando 
che esporta sia il manpath che la home, questo comando necessario sarà 
visualizzato dallo stesso debug di netkit, basterà quindi copiarlo e mandarlo 
in eseguzione.
La procedura per l’installazione è quindi ben guidata e molto intuitiva,
tuttavia questa procedura andrebbe  ripetuta ogni volta che il pc viene 
riacceso, per ovviare a questo problema basta andare ad aggiungere delle 
righe di codice nel file .bashrc.
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Fatto questo netkit è pronto per essere mandato in esecuzione.
3.3.2 Filesystem virtuale
Nel pacchetto reso disponibile da netkit, avremo a disposizione un 
filesystem di circa 600 MB, dove però abbiamo anche la possibilità di 
effettuare il resize nel caso in cui lo spazio non sia sufficiente.
Di seguito è riportata la procedura che ho seguito per effettuare il resize.
cds-tlc-fr: ˜/netkit/fs#dd if=/dev/zero of=netkit-fs-F2.2 bs=1 
count=1 seek=4G
cds-tlc-fr: ˜/netkit/fs#losetup /dev/loop1
cds-tlc-fr: ˜/netkit/fs#losetup –f netkit-fs-F2.2
cds-tlc-fr: ˜/netkit/fs# fdisk /dev/loop1
The number of cylinders for this disk is set to 2048.
There is nothing wrong with that, but this is larger than 1024,
and could in certain setups cause problems with:
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1) software that runs at boot time (e.g., old versions of LILO)
2) booting and partitioning software from other OSs
   (e.g., DOS FDISK, OS/2 FDISK)
Command (m for help): p
Disk /dev/loop1: 4294 MB, 4294967296 bytes
128 heads, 32 sectors/track, 2048 cylinders
Units = cylinders of 4096 * 512 = 2097152 bytes
Device Boot      Start         End      Blocks   Id  System
/dev/loop1p1        1         300      614384   83  Linux
Command (m for help): d
Selected partition 1
Command (m for help): n
Command action
   e   extended
   p   primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-2048, default 1):
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Using default value 1
Last cylinder or +size or +sizeM or +sizeK (1-2048, default 
2048):
Using default value 2048
Command (m for help): w
The partition table has been altered!
Calling ioctl() to re-read partition table.
WARNING: Re-reading the partition table failed with error 22: 
Invalid argument.
The kernel still uses the old table.
The new table will be used at the next reboot.
Syncing disks.
cds-tlc-fr: ˜/netkit/fs#losetup –d /dev/loop1
cds-tlc-fr: ˜/netkit/fs#losetup –o 16384 –f netkit-fs-F2.2
cds-tlc-fr: ˜/netkit/fs#losetup /dev/loop1
cds-tlc-fr: ˜/netkit/fs#e2fsck –f /dev/loop1
cds-tlc-fr: ˜/netkit/fs#resize2fs /dev/loop1
cds-tlc-fr: ˜/netkit/fs#e2fsck /dev/loop1
cds-tlc-fr: ˜/netkit/fs#losetup –d /dev/loop1
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3.3.3 Kernel virtuale
Sul sito della netkit sono disponibili immagini di kernel precompilati e
“patchati” (con patch UML o BS) non più grandi di 4 MB, nel mio caso la 
versione 2.2 include il kernel UML  2.6.11.7.
Per ulteriori informazioni si rimanda al sito http://user-mode-
linux.sourceforge.net/ , dove è possibile inoltre trovare anche una procedura  
del resize del Filesystem, che però è risultata sbagliata nel mio caso.
3.3.4 Comandi Netkit
Di seguito viene ripotata una lista dei principali comandi di netkit che 
possono essere visualizzati digitando il comando:
$vstart  - - help
Lista:
Usage: vstart [options] MACHINE-NAME
This script can be used to start a virtual machine named 
MACHINE-NAME with a
given configuration. You can use the following options to
adjust the virtual
machine parameters:
--ethN=DOMAIN     Equip virtual machine with a network
interface ethN, where N is a number between 0 and 39. 
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DOMAIN is the name of the collision domain the interface should 
be connected to. 
The special name "tap" is reserved: when connecting an 
interface to the "tap" domain, an external network can be 
reached through this interface. 
A "tap" collision domain must be declared with the following                        
syntax:
--ethN=tap,TAP_ADDRESS,GUEST_ADDRESS
where TAP_ADDRESS is the IP address of the host side of the 
interface and GUEST_ADDRESS is the IP address of the interface 
inside the virtual machine. 
TAP_ADDRESS and GUEST_ADDRESS must be on the same (sub)network.
Notices:
- Using "tap" domains requires administrative privileges. This 
script will take care of asking you for the root password when 
needed.
- TAP_ADDRESS is mandatory, but is only taken into account when 
a "tap" collision domain is first used. The script only uses 
one "tap" collision domain for each user on the host machine.
- Tunnel configurations are not automatically removed when 
halting machines: you should use the vclean script instead.
Please read the Netkit documentation before using "tap"
collision domains.  
-k, --kernel=FILENAME Use FILENAME as kernel for the virtual 
machine. 
FILENAME must be a UML kernel. Default kernel is
/home/nicola/Desktop/netkit/kernel/netkit-kernel
-M, --mem=MEM
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Set the amount of RAM for the virtual machine to MEM MB.
Allowed amounts span from 8 MB to 256 MB, defaulting to 8 MB.
Filesystem settings can be tuned by using the following 
options:
  -H, --no-hosthome         Do not mount host filesystem inside 
the virtual machine.
-m, --model-fs=FILENAME   Use the filesystem stored in 
FILENAME as a model filesystem for the virtual machine. 
FILENAME will not be altered in any way, unless you use the --
no-cow option (see below). Default model filesystem is
/home/nicola/Desktop/netkit/fs/netkit-fs
-f, --filesystem=FILENAME Use FILENAME as a filesystem for the 
virtual machine.
By default, file MACHINE-NAME.disk is used. Do not use this 
option in conjunction with --no-cow.
-W, --no-cow Avoid using Copy on Write: every change to the 
virtual machine filesystem is applied directly to the model                            
filesystem. Do NOT use this option unless you actually know                            
what you are doing!
Console settings can be altered by the following options:
--con0=MODE
--con1=MODE       Attach the virtual machine primary (con0) and 
secondary (con1) consoles to different devices or terminal
emulators. Allowed values for MODE are:                          
xterm      attach to a terminal emulator application this
attach to stdin/stdout (i.e., use current terminal; only one 
console at a time can be set to "this" mode)
pty        attach to a pseudo-terminal                          
port:xxx   attach to TCP port xxx none disable console (only 
valid with con1)
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Default mode for con0 is xterm.
Default mode for con1 is none.
--xterm=TYPE      Instead of the standard xterm, use another 
terminal emulator application. The following values are 
supported:
gnome        use the Gnome Desktop gnome-terminal
konsole      use the KDE Desktop Environment konsole
konsole-tab  same as above, but different virtual machines are 
opened in different konsole tabs of the same window
xterm        use the standard xterm
If you want to set up a lab, you are probably interested in the 
following options:
-e, --exec=FILENAME   Run a specified command or script inside 
the virtual machine during the boot phase.
-l, --hostlab=DIR     Tell the virtual machine that the base 
directory for a laboratory is DIR.
-w, --hostwd=DIR      Set the lab working directory to DIR.
Dove altre opzioni sono:
--append=PARAM    Append additional kernel command line 
parameters when running the virtual machine kernel; PARAM can 
also be a pair OPTION=VALUE. This option can be used multiple                        
times. Parameters will be passed to the kernel in the same 
order in which they are provided.
-F, --foreground      Do not launch the virtual machine in 
background (the latter being the default behavior). Note that 
virtual hubs are always started in background, regardless of                        
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this option. This is the default when using --con0=this                        
or --con1=this.
-h, --help            Show this help.
-L, --no-log          Instead of logging kernel boot messages 
to file, show them on the console. This is the default when 
using --con0=this or --con1=this.
-p, --print           Do not actually start anything. Just show 
which commands would be executed.
-q, --quiet           Quiet mode (suppress any output except 
errors and warnings).
-v, --verbose         Tell the virtual machine kernel to report 
verbose messages during boot.
--version         Print version information and exit.
The following options are deprecated and should not be used. 
They are only provided for backward compatibility.
--debug           A synonym for --append=debug.
--new             Does nothing.
--noxterm         A synonym for --con0=this.
--port=NUM        A synonym for --con0=port:NUM.
--pty0, --pty1    Synonyms for --con0=pty, --con1=pty.
--pty2, --pty3    Do nothing.
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3.3.5 Setup e configurazione delle virtual machine
Appena installato è sufficiente lanciare il comando:
$vstart pc1 --eth0=1
In questo caso verrà creata una linux box come mostra la figura 3.3, 
chiamata pc1 con un’interffaccia eth0 collegata al dominio di collisione 1.
Figura 3. 3
Fatto questo, per chiudere la vm  abbiamo due strade: digitare il comando 
vhalt sulla vm, oppure da konsole digitare il comando:
$vhalt pc1
Possiamo adesso passare alla configurazione delle vm, e per fare questo 
bisogna montare il file system da root  con il seguente comando:
#mount –o loop,offset=16384 netkit-fs-F2.2 /mnt/
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In questo modo è stato montato il fs nella directory mnt/.
Nel montaggio del file system è stato necessario specificare anche l’offset, 
altrimenti verrebbe visualizzato un errore sul superblock.
Dopodichè dobbiamo montare il file system con il comando:
#mount –t proc proc /mnt/proc/




In questo modo è possibile accedere ad Internet per installare i vari
pacchetti.
Adesso basta entrare nella directory mnt ed eseguire il comando:
#/mnt/chroot .
Adesso il sistema gira sul filesystem virtuale ed è possibile installare i 
pacchetti necessari.
Per smontare il file system basta eseguire i seguenti comandi:
#exit
In questo modo si ritorna sul file system fisico, si esce dalla directory /mnt/





Se si vuole interfacciare il mondo virtuale con quello reale è possibile farlo 
tramite l’interfaccia TUN/TAP.
TUN e TAP sono drivers che permettono la creazione di periferiche di rete 
virtuali. Rispetto alle comuni periferiche (ad es. eth0) che sono controllate 
direttamente dalle schede di rete, i pacchetti spediti da o verso dispositivi 
TUN/TAP sono spediti da o verso programmi software. 
TUN è in grado di simulare una periferica di rete di tipo punto-punto e 
lavora con pacchetti di tipo IP mentre TAP è in grado di simulare un 
dispositivo Ethernet e logicamente utilizza i frame Ethernet.
Per interfacciare quindi la rete fisica con quella virtuale serve il modulo 
TUN, per verificare se è caricato il modulo eseguire il comando:
#lsmod
Se non fosse tra l’elenco bisogna guardare se è possibile caricarlo con il 
comando:
#modprobe tun
Se è possibile caricarlo a questo punto basta editare il file modules nella 
cartella /etc/ ed aggiungere la riga con scritto tun.
Capitolo 3:”Netkit:L’emulatore di rete”
64
In questo modo ad ogni avvio verrà caricato il modulo.
Per creare l’interfaccia tun bisognerà digitare il comando:
#tunctl –u nicola
In questo modo è stata creata l’interfaccia tun per l’user nicola.
Digitando ifconfig, noteremo che oltre alle interfaccie fisiche è presente 
anche un’interfaccia tap0.
Possiamo creare anche più intefacce usando il comando tunctl, in questo 
caso le successive interfacce verranno nominate tap1, tap2 e così via.
Possiamo quindi dare un indirizzo IP all’interfaccia tap, per esempio:
#ifconfig tap0 192.168.77.1 netmask 255.255.255.0 
Ed infine basterà abilitare il forward con il comando:
#echo 1 >/proc/sys/net/ipv4/ip_forward
Fatto questo, al  momento del set-up  della vm, basta digitare:
$vstart pc1 –append=”eth0=tuntap,tap0”
Non ci rimane altro che configurare la vm con un’indirizzo valido come ad 
esempio:
#ifconfig eth0 192.168.77.2 netmask 255.255.255.0
e a questo punto la nostra vm può interagire con l’esterno.
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4.1 Traffico nelle reti a pacchetto
Uno degli scopi di questa tesi, è stata la ricerca ed il testing di diversi tool 
per la generazione di traffico di rete.
In particolare, volendo generare un traffico tipico di una rete locale LAN, 










HTTP è l'acronimo di Hyper Text Transfer Protocol (protocollo di 
trasferimento di un ipertesto). Usato come principale sistema per la 
trasmissione di informazioni sul web. Le specifiche del protocollo sono 
attualmente in carica al W3C (World Wide Web Consortium).
Funziona su un meccanismo client/server dove il client esegue una richiesta 
ed il server restituisce la risposta. 
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Nell'uso comune il client corrisponde al browser ed il server al sito web. Vi 
sono quindi due tipi di messaggi HTTP: messaggi richiesta e messaggi 
risposta.
Il messaggio richiesta è composto di tre parti:
 Riga di richiesta (request line)
 Sezione Header (informazioni aggiuntive)
 Body (corpo del messaggio)
La riga di richiesta è composta dal metodo, URI e versione del protocollo. I 
metodi HTTP più comuni sono GET, HEAD e POST.
Gli header di richiesta più comuni sono:
Host: Nome del server a cui si riferisce l'URI. È obbligatorio nelle richieste 
conformi HTTP/1.1 perché permette l'uso dei virtual host basati sui nomi.
User-Agent: Identificazione del tipo di client: tipo browser, produttore, 
versione, etc.
Il messaggio di risposta è composto dalle seguenti tre parti:
 Riga di stato (status-line)
 Sezione header
 Body (contenuto della risposta)
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4.2.1 GenSyn
Il generatore di traffico usato per il traffico HTTP è stato GenSyn.
GenSyn è un generatore di traffico sviluppato in java, modellato su una 
struttura flessibile e scalabile, dove il comportamento stocastico dell’utente 
è descritto mediante un diagramma di stato.
Questo generatore è capace di generare oltre al traffico HTTP, quello ftp, 
VoIP, mpeg e cbr.
Il sito di riferimento è [1].
Qui possiamo contattare l’autore del generatore che risponderà inviando il 
link su cui è possibile scaricare il file sorgente GenSynPacket.tar.gz.
Durante l’istallazione verrà creata una directory principale, da cui è 
possibile eseguire i comandi per l’esecuzione del generatore, ed alcune 
sottodirectory tra le quali models e list.
In models sono presenti i file che definiscono la modalità di download.
Di seguito è riportato il listato del file web.txt, il file che appunto descrive la 
modalità di download.
States
0 140 1800 S Idle
1 22 10 S Read1
2 60 60 S Read2
3 24 30 S Read3
4 54 10 S Read4
5 0 100 D Download
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Trans
0 1 0.6448 3.582222222222222E-7
0 2 0.3133 1.7405555555555558E-7
0 3 0.02509 1.3938888888888889E-8
0 4 0.01681 9.338888888888888E-9
1 0 0.0001 2.392E-6
1 5 0.9999 9.760799999999999E-5 web
2 0 0.0001 3.986666666666667E-7
2 5 0.9999 1.6268E-5 web
3 0 0.0001 7.973333333333333E-8
3 5 0.9999 3.2535999999999996E-6 web
4 0 0.0001 2.3920000000000002E-8
4 5 0.9999 9.7608E-7 web
5 1 0.6448 0.6448
5 2 0.3133 0.3133
5 3 0.02509 0.02509
5 4 0.01681 0.01681
Si nota che il file è suddiviso in due parti, la prima chiamata state, che 
descrive lo stato del generatore, e dove ogni linea è suddivisa in cinque 
colonne.
Nella prima colonna abbiamo l’id, ovvero un integer che identifica 
univocamente lo stato.
Nella seconda colonna abbiamo l’Initial_user, dove viene specificato il
numero iniziale di users che si trovano in quello stato.
Nella terza colonna abbiamo l’Exp_time, che è l’aspettazione del tempo di 
soggiorno nello stato.
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La quarta colonna invece è l’ S/D, che indica se lo stato in cui siamo è di 
tipo stocastico o deterministico.
Infine nella quinta colonna abbiamo il name ,che non è altro che una stringa 
che descrive lo stato.
Nella seconda  parte invece viene descritto il link o la transizione.
Questa parte di file è suddivisa in 4/5 colonne.
In particolare nella prima abbiamo il campo From che descrive l’id di 
partenza, ovvero da che stato partiamo.
Nella seconda colonna abbiamo il To , ovvero l’id di destinazione.
Nella terza colonna abbiamo Trans_prob che definisce la probabilità di 
transizione dallo stato from al to.
La quarta colonna invece, definisce il lambda, ovvero il rate di transizione.
Infine abbiamo una colonna opzionale che può essere anche lasciata vuota, 
ma che se viene utilizzata contiene la Procedure , ovvero il modulo che 
deve essere avviato durante la transizione.
Abbiamo infatti la scelta tra web, ftp, voip, mpeg e cbr.
Nella sottodirectory list invece, sono presenti i file contenenti  i percorsi che 
il generatore usa per scaricare i file o le pagine HTML.
Ad esempio nel file urls.txt sono riportati gli indirizzi delle pagine HTML 
da scaricare, quando il generatore viene usato per generare traffico web.








Il generatore,essendo sviluppato in java necessita dell’installazione dei 
pacchetti base della sun-java, in particolare del Java Development Kit 
(JDK), che è una raccolta di programmi che consente di far girare 
applicazioni scritte nel linguaggio Java. I programmi più importanti sono il 
compilatore Java (programma javac )che traduce il sorgente Java in 
codice eseguibile dalla macchina virtuale Java, e l'esecutore (programma 
java), che implementa la vera e propria macchina virtuale.
Di seguito sono riportate le opzioni utilizzabili per java.
Usage: java [-options] class [args...]
           (to execute a class)
   or  java [-options] -jar jarfile [args...]
           (to execute a jar file)
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Dove le opzioni principali sono:
-d32          use a 32-bit data model if available
-d64          use a 64-bit data model if available
-client       to select the "client" VM
-server       to select the "server" VM
-verbose[:class|gc|jni] enable verbose output
-version print product version and exit
-version:<value> require the specified version to run
-showversion  print product version and continue
Abbiamo quindi che la sintassi per lanciare il generatore è:
$java –cp GenSyn.jar  <Option>
Dove per le option abbiamo:
GenSyn [-t totaltime] [-p patiencetime] [-visual] [-o1         
<output1 filename>] [-o2
<output2 filename>] [-portseed <seed>] [-listseed   <seed>] [-
transseed <seed>] [- path <gensyn-path>] [-graphupdate <ms>] [-
maxmem  <Mb>]<inputfile>
Il generatore è stato installato sia su virtual machine che su macchina fisica, 
ed il comportamento di tale generatore comunque non ne risente.
Capitolo 4:”Generatori di traffico”
73
A seconda dei parametri che vengono utilizzati, si riscontra una percentuale 
di transizioni completate, che varia molto.
In particolare, quando viene settato il parametro  Initial_user, con un valore 
superiore ad uno, la percentuale scende molto.
Inoltre durante l’esecuzione vengono spesso riscontrati errori java del tipo:
java.net.ConnectException oppure java.net.SocketTimeoutException , ma 
nonostante questi errori le tracce ricavate sono normali e non presentano 
anomalie.
La ricerca di generatori di traffico di tipo web, è stata molto difficoltosa, in 
quanto ne esestono molto pochi, GenSyn è stato scelto perchè, oltre ad una 
facilità di installazione, è capace di generare un traffico molto realistico.
Il funzionamento del generatore è molto semplice.
Inizialmente guarda il file web.txt, dove nella prima parte abbiamo la 
descrizione degli stati, partendo dallo stato di Idle, con una certa probabilità 
si passa in uno degli altri stati Read.
A questo punto il generatore va a leggere la pagina HTML indicata nel file 
urls.txt, dove se sono presenti più pagine, ne viene scelta una a caso.
In questo stato abbiamo una certa probabilità di rimanere nello stato Read, 
altrimenti si passa allo stato di Download della pagina.
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Finito il Download con determinate probabilità si salta in uno degli stati 
Read o Idle.
Questo ciclo dura per tutto il tempo in cui il generatore rimane attivo.
Cambiando quindi i parametri nel file web.txt, oppure aggiungendo indirizzi 
al file urls.txt, si riesce a generare le più svariate caratteristiche del traffico 
web.  
4.2.2HTTPerf
HTTPerf è un tool che permette di fare il testing di servizi web.
Questo è uno dei tool più usati per testare l’efficienza di un server, ma non 
vengono rilasciate nuove versioni dal 2000, anche in presenza di diverse 
segnalazioni di bug.
Recentemente però la University of Calgary ha in progetto il fix di questi 
bug, e il rilascio di nuove funzionalità.
Il sito di riferimento è [2], dove è possibile scaricare il file sorgente httperf-
0.9.0.tar.gz.
Questo tool non è stato usato in quanto GenSyn risultava più idoneo alle 
esigenze di questo lavoro.
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4.3 Traffico FTP
L'FTP, acronimo di FileTransfer Protocol (protocollo di trasferimento file), 
è un servizio che fornisce gli elementi fondamentali per il trasferimento di
file tra host. 
Indipendentemente dal tipo di applicazione utilizzata abbiamo due modalità 
per attivare una sessione FTP: FTP anonimo, e FTP con account.
Il trasferimento di file tramite FTP anonimo è quello tradizionalmente 
utilizzato per il prelievo di file presso università, enti, società. Consiste in 
un login, ovvero nell'ingresso in un computer remoto, effettuato senza 
disporre presso di esso di un proprio codice utente e di una propria 
password, quindi anonimamente. In questa modalità non avremo, per ovvi 
motivi di sicurezza, pieno accesso al computer remoto, potremo quindi 
entrare solo in determinate directory e potremo solo leggere alcuni file, ma 
non cancellarli, spostarli o modificarli.
L'utilizzazione di FTP con account, invece, dà pieno accesso ad una 
determinata directory del sistema remoto, nella quale potremo inserire, 
modificare e cancellare file, proprio come se fosse una directory del vostro 
hard disk. Di norma è riservata ai dipendenti dell'università, dell'ente o della 
società che ospita il server FTP, oppure ai loro collaboratori, oppure ancora 
ai loro clienti. Se, ad esempio, decidete di pubblicare su Internet una vostra 
pagina Web, acquistando lo spazio presso un Internet provider, quest'ultimo 
con ogni probabilità vi concederà un account FTP e una password 
personale.
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Per la generazione di traffico ftp poteva essere utilizzato tranquillamente 
GenSyn, che include anche qualche file da utilizzare per il trasferimento, 
ma si è scelto di utilizzare uno script shell .sh per sfruttare i comandi ftp.
In questo caso basterà installare i pacchetti ftp-server e ftp-client, che nel 
caso della debian si riduce al comando:  
$apt-get install ftp ftpd
Dove il pacchetto ftpd è il demone del server FTP,e il pacchetto ftp invece 
serve per installare il client.
Si può a questo punto creare un file di testo che  caso è stato chiamato ftp.sh







        quote USER $USER
        quote PASS $PWD 
                   get myfile1
        put myfile2
   quit
   END_SCRIPT
#end ftp.sh
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Le righe che cominciano con #, sono righe di commento, ma quando 
abbiamo #!, si ha l’invocazione di un interprete di shell, in questo caso sh, 
in pratica tutti i comandi che seguono vengono passati all’interprete sh.
In HOST viene indicato l’host con cui effettuare il collegamento FTP, in 
USER e PWD naturalmente vengono indicati l’username e la password 
dell’utente sulla macchina a cui accediamo.
A questo punto viene lanciato il comando ftp –n $HOST<<END_SCRIPT, 
dove il –n indica di collegarsi usando la modalità no-auto-login, e il 
<<END_SCRIPT indica che i comandi che d’ora in poi vengono lanciati 
siano passati al nuovo interprete, nel caso l’ftp.
Le opzioni per lanciare ftp sono:
      -p: enable passive mode (default for pftp)
      -i: turn off prompting during mget
      -n: inhibit auto-login
      -e: disable readline support, if present
      -g: disable filename globbing
      -v: verbose mode
      -t: enable packet tracing [nonfunctional]
      -d: enable debugging
I comandi lanciati da ftp sono l’autentificazione e le varie operazioni in ftp, 
come ad esempio il put e il get.
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Alla fine delle operazioni viene eseguito il comando quit per chiudere la 
connessione e viene indicato con END_SCRIPT, come già detto, la fine 
delle operazioni FTP.
4.4 Traffico SSH
SSH (Secure SHell, shell sicura) è un protocollo che permette di stabilire 
una sessione remota cifrata ad interfaccia a linea di comando con un altro 
host.
Il client SSH ha una interfaccia a linea di comando simile a quella di telnet 
e rlogin, ma l'intera comunicazione (ovvero sia l'autenticazione che la 
sessione di lavoro) avviene in maniera cifrata. Per questo motivo, SSH è 
diventato uno standard di fatto per l'amministrazione remota di sistemi unix 
e di dispositivi di rete, rendendo obsoleto il protocollo telnet, giudicato 
troppo pericoloso per la sua mancanza di protezione contro le 
intercettazioni. Ssh può autenticare un utente in vari modi:
 RhostsAuthentication: 
questo metodo si basa sulla normale autenticazione dei comandi 
r*: se il nome dell'host client è inserito all'interno del file 
/etc/hosts.equiv sul server allora ad un utente è concesso il login 
senza password a patto che abbia uno username sul server uguale a 
quello sul client; analogamente è concesso il login senza password 
se la coppia "client username/client host" è inserita all'interno del 
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file $HOME/.rhosts sul server (dove $HOME è la home directory 
dell'utente sul server). 
Questo è il metodo di autenticazione meno sicuro, in quanto è 
suscettibile ai problemi di sicurezza descritti all'inizio ed in una 
installazione di default è disabilitato.







questo è il metodo principale di autenticazione. Si basa 
fondamentalmente sulla RhostsAuthentication, ma l'identità 
dell'host client viene accertata attraverso la sua chiave pubblica 
RSA: il server possiede una copia della chiave pubblica degli host 
autorizzati alla connessione all'interno del file 
/etc/ssh_known_hosts ed inoltre ogni utente può crearsi una propria 
lista personalizzata di chiavi pubbliche utilizzando il file 
$HOME/.ssh/known_hosts, nella sua home directory sul server. 
Una volta accertata l'identità dell'host client la connessione viene 
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autorizzata e il login viene effettuato con le modalità della 
RhostsAuthentication. Alternativamente ai file /etc/hosts.equiv e 
$HOME/.rhosts sul server si possono utilizzare i file 
/etc/shosts.equiv e $HOME/.shosts, di formato identico; in questo 
modo ci si svincola completamente da qualsiasi legame con i 
vecchi comandi r* e non si incorre nei loro problemi di security.












questo tipo di autenticazione si basa sulla sola crittografia a chiave 
asimmetrica e presuppone che l'utente possegga una coppia di 
chiavi RSA. Se la chiave pubblica dell'utente è inserita nel file 
$HOME/.ssh/authorized_keys sul server, il server stesso genera 
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una sequenza casuale di bit, la codifica con la chiave pubblica 
dell'utente e spedisce il tutto al client; il client decodifica con la 
chiave privata dell'utente la sequenza di bit e la rispedisce al server 
codificandola con le chiavi pubbliche del server. Cosi' facendo il 
client dimostra di conoscere la chiave privata, autenticandosi col 
server. Con questo tipo di autenticazione è richiesto all'utente di 
inserire la password che sblocca la sua chiave privata.








Se un utente vuole utilizzare tale forma di autenticazione, è 
necessario che distribuisca la propria chiave pubblica a tutti i 
server ai quali vuole connettersi, in pratica copiando il contenuto 
del file $HOME/.ssh/identity.pub, presente all'interno della sua 
home directory sul client, all'interno del file 
$HOME/.ssh/authorized_keys sugli host server.
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 TISAuthentication: 
Questo tipo di autenticazione richiede la presenza di un server di 
autenticazione TIS: il server ssh cercherà di autenticare l'utente 
interagendo con il server di autenticazione TIS, agendo da tramite 
tra quest'ultimo e l'utente. Se l'utente viene autenticato dal server 
TIS, il server ssh concede l'accesso.
 Password: 
Quando i metodi di cui sopra falliscono, all'utente viene chiesto di 
inserire la password del suo account sul server: da notare che la 
comunicazione sta comunque avvenendo in maniera crittografata. 
Caratteristica interessante di ssh è la possibilità di effettuare una codifica di 
qualsiasi tipo di connessione, creando cosi' un canale di comunicazione 
crittografato tra client e server sul quale veicolare la connessione vera e 
propria.
Per la realizzazione di traffico ssh, così come per l’ftp è stato realizzato un 
piccolo script usando il comando scp.
Scp è un programma che permette una copia di file da un'host remoto con 
connessione protetta e sicura, usando gli stessi metodi di autenticazione di 
SSH.
E' un'evoluzione di rcp (remote copy), e in modo analogo chiederà 
un'autenticazione.
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La sintassi generale del comando è:
scp [-switch] [user1@host1:]file1 [...] [user2@host2:]file2
user nome utente
host1 nome host locale
host2 nome host remoto
user1 userid locale
user2 userid remota
file1 path del file origine
file2 path del file destinazione
Mentre per switch abbiamo:
-B :Abilita il batch mode, chiedendo prima user e password
-c :algo Seleziona l'algoritmo di crittografia di nome algo
-C :Abilita compressione
-i iden :Identità per una autenticazione tramite algoritmo RSA 
contenuta nel file di nome iden. Se non specificato, si assume 
come default le informazioni contenute nel file 
home/.scp/identity
-p :Preserva i tempi di creazione, modifica e i permessi del 
file originale
-P :port Collega alla porta remota port
-q :Quiet: Disabilita il progress meter (quanto è stato 
copiato?)
-r :Copia ricorsivamente intere directories
-v :Mostra messaggi di debug verbose
-V :Mostra la versione di SCP
-4 :Solo indirizzi IP tipo ipv4 (4 byte, default)
-6 :Solo indirizzi IP tipo ipv6 (6 byte)
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Lo script è stato realizzato mediante un semplice file di testo e reso 
eseguibile.
In questo modo basta lanciare da shell il comando:
$./nomefile
La scelta di questo metodo per la generazione di traffico, è stata fatto in 
quanto i generatori di traffico ssh sono pochi, e a questo momento non ne 
sono stati trovati degni di nota.
4.5 Traffico SMTP/IMAP
l Simple Mail Transfer Protocol, SMTP è il protocollo che permette di 
scambiare messaggi tra host, e si occupa di gestire quasi tutto il traffico 
email su Internet; quindi la sua funzione è molto importante. E’ stato 
formalizzato nella RFC 821.
Un server SMTP ascolta sulla porta TCP/25, ed accetta connessioni sia da 
altri server che da client: quando inviate un messaggio, il vostro programma 
si incarica di contattare il server SMTP del vostro provider, che a sua volta 
cercherà l’SMTP del destinatario e recapiterà la vostra email.
Quello che normalmente viene identificato con l’etichetta “server di posta in 
uscita” non è altro che il vostro server SMTP.
SMTP definisce il formato dei messaggi da trasferire e il metodo relativo: 
l’host mittente usa comandi SMTP per mandare messaggi all’host ricevente.
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Una connessione SMTP consta di (almeno) 6 fasi:
1. Il client si connette alla TCP/25 del server, che risponde con un 
messaggio 220 <ready>
2. Il client richiede l’inizio sessione con un comando HELO, seguito 
opzionalmente dal proprio nome completo di dominio (FQDN). Il 
server risponde con 250 <OK>
3. Il client specifica il mittente con mail from: <indirizzo>, il server: 
250 <OK>.
4. Adesso il client identifica i destinatari con rcpt to:<indirizzo>, la 
risposta è ancora 250 <OK>.
5. Il client dichiara di essere pronto a trasmettere il vero messaggio 
con: data, risposta del server: 250 <OK>. Il messaggio viene 
trasmesso tramite caratteri ASCII a 7 bit. Eventuali allegati sono 
codificati a 7 bit tramite BinHex, uuencode, o MIME.
6. Una volta conclusa la trasmissione, il client invia la stringa di fine 
messaggio, di solito si tratta di un punto seguito da una riga vuota, 
e la sessione viene chiusa tramite quit.
Per limitare lo spam, un server SMTP accetta posta solo per gli utenti del 
proprio dominio, rifiutando il “relay”.
Una volta che il server SMTP del provider ha ricevuto il messaggio, 
contatta il server SMTP incaricato della ricezione e gli trasmette la email.
Perché questo avvenga, ci deve essere un modo per risolvere la parte 
dominio di un indirizzo email (in pratica tutto ciò che segue “@”), e 
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normalmente il compito viene assolto dal DNS.
Interrogando un DNS per ottenere informazioni su un dominio, si può 
ricavare l’indirizzo del server SMTP incaricato dello scambio di posta, 
leggendo il valore del record MX (Mail eXchanger).
L'IMAP (Internet Message Access Protocol oppure Interactive Mail 
Access Protocol) invece, è un protocollo di comunicazione per la ricezione 
di e-mail. Il significato "Interactive Mail Access Protocol" è stato valido 
fino alla versione 3, dalla quarta in poi è cambiato in "Internet Message 
Access Protocol".
Il protocollo è stato inventato come alternativa più moderna 
all'utilizzatissimo POP. Entrambi permettono ad un client di accedere, 
leggere e cancellare le e-mail da un server, ma con alcune differenze. Ecco 
un elenco delle caratteristiche dell'IMAP ma non del POP:
 Accesso alla posta sia online che off-line
Mentre si utilizza il POP3, il client si connette per scaricare i nuovi 
messaggi e poi si disconnette. Con l'IMAP il client rimane 
connesso e risponde alle richieste che l'utente fa attraverso 
l'interfaccia; questo permette di risparmiare tempo se ci sono 
messaggi di grandi dimensioni.
 Più utenti possono utilizzare la stessa casella di posta
Il protocollo POP assume che un solo client (utente) è connesso ad 
una determinata mailbox (casella di posta), quella che gli è stata 
assegnata. Al contrario l'IMAP4 permette connessioni simultanee 
alla stessa mailbox, fornendo meccanismi per controllare i 
cambiamenti apportati da ogni utente.
Capitolo 4:”Generatori di traffico”
87
 Supporto all'accesso a singole parti MIME di un messaggio
La maggior parte delle e-mail sono trasmesse nel formato MIME, 
che permette una struttura ad albero del messaggio, dove ogni 
ramo è un contenuto diverso (intestazioni, allegati o parti di esso, 
messaggio in un dato formato, etc.). Il protocollo IMAP4 permette 
di scaricare una singola parte MIME o addirittura sezioni delle 
parti, per avere un'anteprima del messaggio o per scaricare una 
mail senza i file allegati.
 Supporto per attributi dei messaggi tenuti dal server.
Attraverso l'uso di attributi, tenuti sul server, definiti nel protocollo 
IMAP4, ogni singolo client può tenere traccia di ogni messaggio, 
per esempio per sapere se è già stato letto o se ha avuto una 
risposta.
 Accesso a molteplici caselle di posta sul server
Alcuni utenti, con il protocollo IMAP4, possono creare, modificare 
o cancellare mailbox (di solito associate a cartelle) sul server. 
Inoltre, questa gestione delle mailbox, permette di avere cartelle 
condivise tra utenti diversi.
 Possibilità di fare ricerche sul server
L'IMAP4 permette al client di chiedere al server quali messaggi 
soddisfano un certo criterio, per fare, per esempio, delle ricerche 
sui messaggi senza doverli scaricare tutti.
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 Supporto di un meccanismo per la definizione di estensioni
Nelle specifiche dell'IMAP è descritto come un server può far 
sapere agli utenti se ha delle funzionalità extra. Molte estensioni 
dell'IMAP sono piuttosto diffuse.
 Password criptate
Con il protocollo POP le password vengono solitamente inviate in 
chiaro, rendendo facile, con un’intercettazione, l'individuazione 
della password. Con l'IMAP è possibile criptare la password, anche 
se server e client devono negoziare sul metodo.
L'IMAP è principalmente utilizzato nelle grandi network come università o 
aziende, dove un utente cambia postazione spesso: con il POP3, sarebbe 
necessario scaricare i messaggi ogni volta che si cambia pc, mentre con 
l'IMAP si possono scaricare solo i nuovi messaggi o accedere ad un 
messaggio specifico senza dover scaricare gli altri
La porta predefinita del demone IMAP sull'host è la 143. Se si utilizza una 
connessione sicura tramite SSL, allora la porta è la 993.
Anche in questo caso non sono molti i generatori di traffico a disposizione, 
ma  molti sono progetti abbandonati, e quindi è stato realizzato un server 
mail e sulle virtual machine è stato installato un client di posta chiamato 
pine.
Per maggiori dettagli sul set up si rimanda al capitolo 5.
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4.6 Traffico TCP
Il TCP è un protocollo che opera a Livello Trasporto, garantendo la 
trasmissione tra mittente e destinatario, ed è di tipo connection-oriented, che 
permette ad una macchina di recapitare senza errore, un flusso di byte e non 
un flusso di messaggi. 
Con i byte in arrivo, il TCP ha il compito di: 
 riordinare i segmenti, inseriti nei pacchetti provenienti dall'IP del 
livello sottostante;
 eliminare i duplicati;
 calcolare il checksum per intero segmento 
 eseguire il controllo di flusso per regolare differenti velocità tra 
macchina mittente e destinataria;
 smistare i TPDU ai processi secondo la porta di destinazione 
(multiplexing/demultiplexing);
 informare client e server che il livello di rete non può operare (se ci 
sono inconvenienti quali interruzioni inaspettate di connessione).
4.6.1 D-ITG
Per generare traffico TCP è stato scelto DITG (Distributed Internet Traffic 
Generator), un generatore di traffico sviluppato dall’università di napoli 
“Federico II” , in grado di generare traffico a livello di pacchetto e 
replicando i processi stocastici adatti sia per le variabili casuali di IDT 
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(partenza inter Tempo) che di PS (formato del pacchetto) (esponenziali, 
uniforme, cauchy, normale, pareto,…).
Il sito di riferimento è [3].
Qui è possibile scaricare i file sorgente e la relativa documentazione, è 
presente inoltre una sezione forum, dove è possibile iscriversi per ricevere 
le news e le possibili risposte su eventuali problemi d’installazione e di 
funzionamento.
Per questo lavoro è stato scaricato il file D-ITG-2.4.4.zip.
Il generatore può essere installato sia su linux che su piattaforma windows, 
inoltre, è disponibile un tool per l’interfacciamento grafico chiamato D-ITG 
Gui.
Una volta installato il generatore, nella directory di installazione è presente 
una cartella chiamata /bin/, dove sono presenti i file di comando per far 
partire il generatore.
I comandi possono essere passati al programma in due diverse 
modalità,tramite uno script, oppure direttamente da console.
Nel caso dello script, la sintassi è:
$./ITGSend script file –l [logfile] –L [log server addr]
[protocol type] –x [receiver logfile] –X [log server 
addr] [protocol type]
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Per controllare il sender da remoto:
$./ITGSend –Q –l [logfile] –L [log server addr] [protocol 
type] –x [receiver logfile] –X [log server addr]
[protocol type]
Per lanciare i comandi da console invece:
$./ITGSend _–m [msr type] –a [destination address] –rp 
[destination port] –sp [source port] –T [protocol type]
–f [TTL]  –b [DS byte] –rk [receiver serial iface] –sk 
[sender serial iface] –D –P –s [seed] –t [duration] –d 
[gen delay] –l [logfile] –L [log server addr] [protocol 
type] –x [receiver logfile] –X [log server addr]
[protocol type] –C [pkts per s] –U [min pkts per s] [max 
pkts per s] –E [average pkts per s] –V [shape scale] –Y 
[shape scale]  –N [mean std dev] –O [average pkts per s]
–G [shape scale] –c pkt size –u min pkt size max pkt 
size  –e average pkt size –v shape scale  –y shape scale 
–n mean std dev  –o average pkt size –g shape scale 
Telnet DNS VoIP –x codec type –h protocol type –VAD
Infine per i comandi del receiver abbiamo:
$./ITGRecv –l [logfile] –L [log server addr] [protocol 
type]
Il generatore è risultato uno dei più completi e semplici da utilizzare, inoltre 
il gruppo di lavoro che lo ha creato è molto attivo e vengono rilasciate le 
nuove release abbastanza frequentemente.
In particolare, nelle future versioni è previsto inoltre la generazione di 
traffico di tipo SMTP.
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4.7 Traffico UDP
L’UDP è un protocollo di trasporto a pacchetto di tipo stateless.
Non viene garantito ne il riordinamento dei pacchetti né la ritrasmissione di 
quelli persi, ed è quindi un protocollo inaffidabile, ma in compenso molto 
rapido ed efficiente per le applicazioni "leggere" o time-sensitive.
L'UDP fornisce soltanto i servizi basilari del livello di trasporto, ovvero:
 multiplazione delle connessioni, ottenuta attraverso il meccanismo 
delle porte
 verifica degli errori mediante una checksum, inserita in un campo 
dell'intestazione del pacchetto.
Per la generazione di tale traffico sono stati testati diversi tipi di generatore, 
la maggior parte sono semplici applicazioni per il testing dei firewall, altri 
invece, danno la possibilità di eseguire script e offrono diverse opzioni. 
4.7.1 Mtool
Mtools è una collezione di tool per la misurazione delle performance di una 
rete, e lavora in due modalità:
 One way delay meter
 Round-trip-Time Meter
La prima modalità serve per trasmettere i pacchetti UDP ad un host
specifico e per misurare il periodo della trasmissione di ogni pacchetto.
Tutte le informazioni associate ad ogni pacchetto sono memorizzate in un
File di log.
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La seconda modalità invece, serve per trasmettere i pacchetti UDP ad un 
host specifico, e quest’ultimo rispedirà il pacchetto all’host che lo ha 
spedito.
In entrambe le modalità i comandi specifici possono essere dati tramite 
linea di comando oppure eseguendo uno script.
Per quanto riguarda l’installazione del generatore, il sito a cui fare 
riferimento è [4].
Qui è possibile scaricare i file sorgente, in questo caso Mtools.tar.gz.
Scaricato il file per l’installazione basta scompattarlo in una directory, 
creare la sotto directory newran e scompattaci  il file newran02.tar.gz.
A questo punto basta applicare la patch e continuare l’installazione.
Nel caso in cui si voglia utilizzare il generatore da linea di comando, la 
sintassi sarà:
$./owdmSend  [options]
Dove le opzioni saranno:
-a <dest_address> Specify destination host (both dotted                    
decimal notation and host name are accepted). Default is 
localhost (127.0.0.1)
-p <dest_port>  Specify destination port. Default is 
8999
-b <DS_byte>  Set DS byte in IP header. Default is 0
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-C <pkts_per_sec>  Specify that packets inter-departure 
is a constant (equal to the inverse of pkts_per_sec). 
This is the default mode for packet generation process 
and the default value for pkts_per_sec is 100
-U <min_pps> <max_pps>   Specify that packets inter-
departure is an uniformly distributed random variable 
between 1/max_pps and 1/min_pps
-E <average_pps>   Specify that packets inter-departure 
is an exponentially distributed random variable with 
mean 1/average_pps. In this case, packet generation 
process is a gaussian process
-V <shape> <scale>   Specify that the time (in 
milliseconds) between the transmission of two 
consecutive packets is modeled as a Pareto distributed 
random variable with the specified parameters
-c <pkt_size>   Specify that UDP packets payload size 
is a constant (equal to pkt_size bytes). This is the 
default mode and the default value for pkt_size is 1000 
bytes
-u <min_ps> <max_ps>   Specify that UDP packets payload 
size is an uniformly distributed random variable between 
min_ps bytes and max_ps bytes
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-e <average_ps>   Specify that UDP packets payload size 
is an exponentially distributed random variable with 
mean average_ps bytes
-s <seed>   Set the seed for the random number 
generator. Default is a random value (taken from time of 
day)
-t <duration>   Specify the generation duration in 
milliseconds. Default is 10 seconds
-d <delay>   Specify an amount of time (in 
milliseconds) to wait before the flow starts. Default 
value is 0
-l [<log file>]   This option is only available in 
command line mode and it is used to record packets 
transmission times. Default value for log file is 
`/tmp/owdmSend.log
Mentre dalla parte dell’host destinatario dobbiamo far partire il commando:
$./owdmRecv [option]
Dove per Opzioni abbiamo:
-p <ports>   Specify port numbers on which owdmRecv will 
listen for packets. It is possible to specify a range of 
ports using a `:` delimeter (e.g. 5000:5002 stands for 
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5000 5001 5002); port numbers or port ranges must be 
separated by white spaces. Default port number is 8999
-l <log file>   Specify the name of log file. Default 
is `/tmp/owdmRecv.log`
-h  Print an help screen
Nel caso in cui non vengono specificate le option, di default viene usata la 
porta 8999.
4.7.2 MGEN
Il Multi-Generator (Mgen) è un software open source sviluppato dal 
PROTocol Engineering Advanced Networking Research Group 
(PROTEAN) nel Naval Research Laboratori (NRL). 
Permette di eseguire test e misurazioni delle prestazioni di una rete IP 
utilizzando traffico UDP/IP.
L’applicativo genera flussi di traffico in tempo reale in maniera tale da 
caricare la rete in vari  modi. 
Il traffico generato può anche essere ricevuto e registrato su file di Log per 
successive analisi. 
Questi file di log possono essere utilizzati in seguito per emulare il traffico 
di applicazioni UDP/IP. 
I registri salvati da Mgen possono essere utilizzati per calcolare statistiche
di prestazioni sul throughput, livello di perdita di pacchetti, ritardo di 
comunicazione ecc.. 
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Successivamente i valori possono essere anche graficati con GnuPlot. 
Il sito di riferimento è [5].
Qui è possibile scaricare il file sorgente, in questo caso src-mgen-4.2b6.tgz.
Per l’installazione basta scompattare il file in una directory, dove verranno 
create diverse sottodirectory, per la compilazione, basterà trovare quella 
relativa al nostro sistema operativo, entrarvi e lanciare il comando make.
A questo punto il generatore è pronto per l’utilizzazione
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Di seguito è riportato un esempio di script:
# MGEN script begins here
# These are some "Transmission Event" script lines
# Originate two UDP flows
0.0 ON 1 UDP SRC 192.168.100.3/5001 DST 
192.168.100.1/5000 PERIODIC [1 1024]
0.0 ON 2 UDP SRC 192.168.100.3/5002 DST 
192.168.100.1/22 PERIODIC [1 512]
# Modify the pattern/rate of flow 2
4.0 MOD 2 POISSON [10 1024]
# These are some "Reception Event" script lines
# Monitor some ports for UDP traffic
0.0 LISTEN UDP 5000,22
# Join an IP multicast group
#0.0 JOIN 192.168.100.3 INTERFACE eth1
# For WIN32, use the "PORT" option
#0.0 JOIN 192.168.100.3 PORT 5002
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# Later, leave the group
#5.0 LEAVE 192.168.100.1 INTERFACE eth1
# Incrementally ignore some receive traffic
#6.0 IGNORE UDP 5000-5001
#8.0 IGNORE UDP 5001,6000,6003
# More MGEN lines (terminate the flows)
10.0 OFF 1
10.0 OFF 2
# MGEN script ends here
4.7.3 Altri generatori
Esistono molti generatori di traffico UDP, soprattutto quelli di tipo 
client/server.
In generale sono in grado di generare traffico sia TCP che UDP, sono 
abbastanza semplici da installare  ed utilizzare, ma rispetto ai precedenti 
presentano meno opzioni per la manipolazione del pacchetto.
Di seguito è riportato un elencodi vari generatori  con le principali 
caratteristiche, ovvero il nome il tipo di traffico generato ed il sito di 
riferimento.
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4.8TrafficoVoIP
Voice over IP , acronimo VoIP, è una tecnologia che rende possibile 
effettuare una conversazione telefonica sfruttando una connessione Internet 
o un'altra rete dedicata che utilizza il protocollo IP. 
Per questo lavoro è stato utilizzato lo standard SIP, ed il generatore di 
traffico utilizzato è il SIPp, essendo semplice e versatile nell’applicazione.
Quest’ultimo è un tool Open Source, il cui sito di riferimento è [15].
SIPp è un generatore di tipo client server in grado di generare diversi tipi di 
scenari e stabilire chiamate multiple con i vari metodi INVITE e BYE.
Per  l’installazione basta scaricare il file sorgente, in questo caso sipp-
2.0.tar.gz, scompattarlo e lanciare il make.
Dopodichè basta lanciare  il comando make pcapplay.
In questo modo abbiamo abilitato oltre alla  voce il supporto dei dati.
SIPp fornisce una serie di scenari tipici, ma grazie a XML è possibile 
modificarli o crearne di nuovi, inoltre è possibile registrare una chiamata ed 
usare i relativi flussi RTP inserendoli nello scenario.
Per questo lavoro è stato usato uno scenario tipico, con un client SIP (UAC) 
e un server (UAS).
In figura 4.1 è riportato lo scenario e i messaggi scambiati tra client e 
server. .
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SIPp UAC            Remote
|(1) INVITE         |
|------------------>|
|(2) 100 (optional) |
|<------------------|
|(3) 180 (optional) |
|<------------------|
|(4) 200            |
|<------------------|
|(5) ACK            |
|------------------>|              
|(6) RTP send (8s)  |
|==================>|
|(7) RFC2833 DIGIT 1|
|==================>|
|(8) BYE            |
|------------------>|
|(9) 200            |
|<------------------|
Figura 4.1
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Dal lato server basta lanciare il comando./sipp –sn uas, mentre dal lato 
client il comando è  ./sipp –sf uac_pcap   [option]
4.9 Traffico Telnet 
Telnet è un protocollo client-server basato su TCP, dove solitamente i client 
si connettono alla porta 23 sul server (nonostante la porta possa essere 
differente, come per parecchi protocolli internet). In parte a causa della 
progettazione del protocollo e in parte per la flessibilità tipicamente fornita 
dai programmi telnet, è possibile utilizzare un programma telnet per 
stabilire una connessione interattiva ad un qualche altro servizio su un 
server internet.
In questo lavoro, questa tipologia di traffico è stata utilizzata 
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5.1 Inizializzazione del sistema
In questo capitolo verranno illustrati i set-up delle varie macchine, e i 
principali file di configurazione dei tool utilizzati, in seguito verrà descritta 
la procedura utilizzata per eseguire i test. 
Dovendo realizzare uno scenario tipico di una rete Lan , è stata scelta una 
configurazione logica come quella rappresentata in figura 5.2, mentre la 
configurazione fisica è riportata in figura 5.1.
Sul Desktop, grazie a Netkit, è stata emulata una rete Lan con circa una 
ventina di postazioni, mentre sull’nx 9005-03, oltre a configurare i vari 
server, sono state inizializzate diverse interfacce di rete, in modo da avere a 
disposizione diversi indirizzi IP.
Figura 5. 1
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Figura 5. 2
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5.2 Set-Up
Di seguito verranno riportati i vari set-up delle macchine utilizzate e i 
principali file di configurazione
5.2.1 Set-Up Desktop
Il Desktop come si vede in figura 5.2, deve emulare la rete Lan 2, ed 
interfacciare quest’ultima con la Lan1
Per  fungere da emulatore è stato installato il Netkit (vedi cap 3), e sono 
stati realizzati degli script per l’inizializzazione delle virtual machine.
Il primo script di seguito riportato, serve per il set-up dell’interfaccia 
Tun/Tap e  la creazione delle route statiche.
tunctl –u Nicola
chmod 666 /dev/net/tun
ifconfig tap0 192.168.177.1 netmask 255.255.255.0 
echo 1 >/proc/sys/net/ipv4/ip_forward
route add –net 192.168.177.0 netmask 255.255.255.0 gw 
192.168.77.2 dev tap0 
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Mentre il secondo script serve al set-up delle varie virtual machine .
vstart pc1 –append=”eth0=tuntap,tap0” –eth1=1 –M80
vstart pc2 –eth1=1 –M 80
vstart pc3 –eth1=1 –M 80
vstart pc4 –eth1=1 –M 80
vstart pc5 –eth1=1 –M 80
Di seguito invece è riportata una tabella con le configurazioni delle virtual 
machine con i relativi indirizzi IP e nomi di posta elettronica assegnati. 
Virtual Machine 1 192.168.77.2/24
192.168.177.1/24
Pc1@iet.unipi.it
Virtual Machine  2 192.168.177.2/24 Pc2@iet.unipi.it
Virtual Machine  3 192.168.177.3/24 Pc3@iet.unipi.it
Virtual Machine  4 192.168.177.4/24 Pc4@iet.unipi.it
Virtual Machine  5 192.168.177.5/24 Pc5@iet.unipi.it
Virtual Machine  6 192.168.177.6/24 Pc6@iet.unipi.it
Virtual Machine  7 192.168.177.7/24 Pc7@iet.unipi.it
Virtual Machine  8 192.168.177.8/24 Pc8@iet.unipi.it
Virtual Machine  9 192.168.177.9/24 Pc9@iet.unipi.it
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Virtual Machine 10 192.168.177.10/24 Pc10@pluto.com
Virtual Machine 11 192.168.177.11/24 Pc11@iet.unipi.it
Virtual Machine 12 192.168.177.12/24 Pc12@nicola.de
Virtual Machine 13 192.168.177.13/24 Pc13@pluto.com
Virtual Machine 14 192.168.177.14/24 Pc14@pluto.com
Virtual Machine 15 192.168.177.15/24 Pc15@iet.unipi.it
Virtual Machine 16 192.168.177.16/24 Pc16@nicola.de
Virtual Machine 17 192.168.177.17/24 Pc17@iet.unipi.it
Virtual Machine 18 192.168.177.18/24 Pc18@nicola.de
Virtual Machine 19 192.168.177.19/24 Pc19@iet.unipi.it
Virtual Machine 20 192.168.177.20/24 Pc20@iet.unipi.it
Virtual Machine 21 192.168.177.21/24 Pc21@pluto.com
Virtual Machine 22 192.168.177.22/24 Pc22@nicola.de
Virtual Machine 23 192.168.177.23/24 Pc23@pluto.com
Virtual Machine 24 192.168.177.24/24 Pc24@nicola.de
Virtual Machine 25 192.168.177.25/24 Pc25@pluto.com
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Nelle virtual machine sono stati installati i generatori di traffico web, 
Telnet, ssh, voip, TCP/UDP, e pine v 4.6 come client di posta.
Per ogni virtual machine infine, sono stati creati degli script in grado di 
lanciare i vari generatori, in modo da rendere automatica la generazione 
traffico, come riportato di seguito.
Java –cp GenSyn.jar  GenSyn –t 550 –p 100
Java –cp GenSyn.jar  GenSyn –t 250 –p 80
Java –cp GenSyn.jar  GenSyn –t 1050 –p 120
Scp  /home/file1.pdf Nicola@87.114.65.28:/home/
Sh ftp.sh
All’interfaccia del pc, infine, è stato assegnato l’indirizzo 192.168.100.2/24,  
e collegata alla Lan 1 tramite un hub.
5.2.2 Set-Up nx9000
Questo  notebook è stato usato per funzionare con OS windows, in 
particolare Windows XP Professional.
L’indirizzo IP assegnato a questo pc è stato 192.168.100.2/24, ed è stato 
collegato all’hub per far parte della Lan 1.
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I tool installati sono il sipp, il D-ITG (vedi cap 4) ed il putty per le 
connessioni Telnet e SSH.
5.2.3 Set Up nx9005-02 
Questo pc è stato utilizzato esclusivamente per fungere da gateway, e 
collegare la Lan 1 alla parte di rete chiamata Internet in figura 5.2.
Per questo motivo è bastato settare gli indirizzi delle due interfacce Ethernet  
rispettivamente 192.168.100.1/24 e 87.114.52.1/24, ed abilitare il 
forwarding sulla macchina.
L’ interfaccia con indirizzo 87.114.52.1/24 infine,è servita per sniffare le 
tracce dei vari test tramite TcpDump.
5.2.4 Set-Up nx 9005-05
Su  questa macchina,  come si nota dalla figura 5.2, sono stati installati i 
vari server.
Per quanto riguarda il server-web è stato installato Apache 2, e l’unica 
modifica apportata al file di configurazione (httpd.conf) è stato aggiungere 
le seguenti righe in fondo al file.





Che permettano l’iterazione via web del server mail.
Per il server mail invece, la scelta è ricaduta su Postfix, che grazie a 
postfixAdmin risulta di facile implementazione e gestione.
I pacchetti utilizzati per la realizzazione del server mail sono:
 mysql 4.0.24-5 Database di riferimento
 phpmyadmin 2.6.2-1 Interfaccia web di gestione mysql
 postfix 2.1.5.9 server MTA
 postfix Admin 2.10 Interfaccia web di gestione postfix
 courier-imap 3.2.6-3 server per servizio con protocollo IMAP
 courier-pop 0.47-4 server per servizio con protocollo POP
Su Internet sono di facile reperibilità diverse guide per l’installazione[16].
Le due interfacce sono state configurate rispettivamente con indirizzo 
87.114.52.2/24, quella che collega la parte Internet al gateway, e 
87..114.53.1/24 per l’interfaccia collegata all’acer (denominato Attacker  in 
figura 5.2).
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Infine, nella cartella /var/www/, sono state salvate alcune pagine HTML per 
essere utilizzate dal generatore di traffico web GenSyn (vedi capitolo 4).
5.2.5 Set-Up Acer Aspire
Questo pc è servito esclusivamente per lanciare gli attacchi, e gli è stato 
assegnato l’indirizzo 87.114.53.2/24.
Gli attacchi utilizzati, sono di tipo DoS e DDoS reperibili in rete, e di 
recente pubblicazione.
Sono state trovati diversi siti di Hacking, ma la maggior parte degli exploit 
sono stati presi da [17].
Di seguito viene riportata una lista con i principali tool installati.
 1234: attacco DoS che invia alla vittima frammenti IP non validi, 
mandando in crash il sistema.
 ApacheDoS: attacco DoS contro un server web Apache, a cui 
vengono inviate delle richieste malformate.
 Biffit/Spiffit: attacco DoS che invia pacchetti UDP malformati.
 Bloop: attacco DoS contro macchine Windows che invia pacchetti 
ICMP malformati.
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 Bonk / Boink: attacco DoS che invia alla vittima frammenti IP che 
si sovrappongono. Il sistema può diventare instabile o andare in 
crash.
 Coke: attacco contro macchine Windows che crea degli errori 
negli event logs e può degradare le prestazioni del sistema.
 Flushot/Ssping: attacco DoS che invia frammenti IP malformati.
 Jolt: attacco DoS che invia pacchetti ICMP frammentati in modo 
che la macchina che li riceve non sia in grado di riassemblarli.
 Kkill / Paralyze: attacco che apre centinaia di connessioni verso 
un host remoto, mandando in crash il servizio.
 Nestea / Newtear: attacco DoS che invia frammenti IP 
sovrapposti.
 Opentear: attacco DoS che invia pacchetti UDP frammentati.
 Oshare: attacco DoS che invia pacchetti IP malformati.
 Overdrop: attacco DoS che invia pacchetti IP di dimensione 
errata.
 Rurf: attacco simile a smurf.
 Twinge: attacco che invia pacchetti ICMP malformati alla vittima 
in modo da degradarne le prestazioni.
 UDPflood: attacco che invia un flusso di pacchetti UDP
 Synflood: attacco che invia pacchetti di tipo SYN
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5.3 Test effettuati
Finita la parte di set-up siamo passati alla fase di test, che è stata  suddivisa 
in tre fasi.
 Realizzazione delle tracce senza attacchi
 Realizzazione delle tracce con attacchi
 Test sugli IDS  
5.3.1 Realizzazione delle tracce per la fase di training 
Nella prima fase quindi, è stato generato del traffico senza eseguire attacchi, 
utile per la fase di training degli IDS.
In figura 5.3, il punto rosso indicato dalla freccia, indica il punto in cui sono 
state prelevate le tracce. 
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Figura 5. 3
In particolare, sono state sniffate sulla porta ethernet dell’nx 9005-02, quella 
con indirizzo 87.114.52.2/24 (vedi 5.2.3).
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Dopo il set-up del sistema, per la realizzazione delle tracce è bastato 
lanciare il comando del TCPDump:
$ tcpdump –i eth0 –nttv –w tracciax
e successivamente  lanciare dalle virtual machine i vari script realizzati.
Lo shaping del traffico, è stato realizzato in modo  da avere  a disposizione 
tracce il più differente possibile tra di loro.
In linea di massima però, è stato mantenuto un comportamento simile a 
quello di una rete locale tipica, ovvero traffico di tipo smtp concentrato 
nelle prime ore di esecuzione delle tracce, e picchi di traffico concentrati in 
determinate ore.
In totale sono state realizzate dieci tracce, con una durata che và dalle 8 alle 
12 ore.
5.3.2 Realizzazione delle tracce per la fase di detection
Nella seconda fase di test, sono state realizzate cinque tracce, sempre 
prelevate nel punto segnato in figura 5.3 (vedi paragrafo 5.3.1).
In linea di principio sono state eseguite le stesse operazioni descritte nel 
paragrafo 5.3.1  in più, stavolta, dal pc denominato attacker  in figura 5.2, 
sono stati lanciati gli attacchi.
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Gli exploit eseguiti sono stati scelti in modo da realizzare almeno una 
trentina di tipi di attacchi diversi per traccia. 
In più, per ogni exploit sono stati eseguiti più attacchi, facendo variare, a 
seconda dell’exploit, il numero di pacchetti generati o la durata dell’attacco.
In maniera del tutto casuale veniva scelto, sia il tipo di attacco che il target 
host, e, sempre a seconda dell’exploit utilizzato, veniva cambiato sia l’IP da 
cui proveniva l’attacco che la porta sorgente e destinazione.
Tutto questo per avere a disposizione tracce che presentassero scenari di 
attacco più ampi possibili, in modo da testare gli IDS su diverse situazioni.
5.3.3 Test sugli IDS
Nell’ultima fase, siamo passati al test sull’IDS denominato Markov.
Questo IDS, è stato realizzato presso il laboratorio di Reti del dipartimento 
di ingegneria dell’informazione di Pisa, e come suggerisce il nome, sfrutta 
le catene di Markov per modellare il traffico (vedi A1 e A2 nell’appendice).
Il test è stato effettuato off-line, sia nella fase di training che di detection, ed 
è stato eseguito servendosi di script realizzati in C.
In particolare, nella fase di detection, è stata posta particolare attenzione al 
numero di attacchi e di falsi allarmi generati sulle porte principali (80, 22, 
23),  mettendo la soglia di allarme ad un livello ritenuto ottimale.
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Dopodichè,  facendo variare la soglia, sono state ricavate le curve ROC, che 
in seguito sono state analizzate e messe a confronto con le curve ottenute 
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6.1 Risultati dei test effettuati
In questo capitolo verranno illustrati ed analizzati i risultati dei vari test 
effettuati  nel capitolo 5.
I risultati ottenuti infine, saranno confrontati con i test eseguiti su un altro 
lavoro di tesi, eseguiti sullo stesso IDS ma usando il data-set DARPA del 
‘99.
A differenza però del data-set  DARPA, come già illustrato nei capitoli 
precedenti, sono stati eseguiti attacchi recenti e con modalità differenti.
Durante la sessione di attacchi, il traffico sniffato con il tcpdump è stato 
salvato in 5 file con formato tcpdump/libicap.
Per la fase di training dell’IDS invece, sono stati utilizzati i file di formato 
tcpdump/libpcap che contengono le tracce di traffico prelevate dallo sniffer 
sull’nx9000 (vedi capitolo 5) durante la fase di generazione del traffico 
pulito.
Infine, sono stati analizzate le prestazioni dell’IDS sulle porte principali, e 
confrontati in seguito con i risultati ottenuti utilizzando il data-set del 
DARPA.
Non essendo oggetto di questa tesi la bontà dell’IDS, ma semplicemente il 
confronto prestazionale tra i dati ottenuti con il test-bed e quelli ottenuti dal 
data-set del DARPA, in seguito verranno omessi i dettagli su quali attacchi 
sono stati rilevati e quali no.
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6.1.1 Test effettuati sulla porta 80
Su questa porta, utilizzando il tet-bed,  sono stati effettuati 181 istanze di 
circa una quarantina di attacchi differenti, suddivisi nei 5 giorni di test.
Utilizzando la soglia ritenuta ottimale, abbiamo ottenuto una percentuale di 
attacchi rilevati dell’80,58%, e una bassa percentuale di falsi allarmi.
Di seguito, in tabella 1 sono riportati i dati relativi a ciascun giorno con il 
numero di falsi allarmi e il numero di attacchi rilevati.
Giorno 1 Giorno 2 Giorno 3 Giorno 4 Giorno 5 
Totale  
Attacchi 
35 36 41 24 52 
Attacchi 
Rilevati 
33 35 37 22 45 
Falsi 
Allarmi 
4 6 8 3 11 
Tabella 2
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In figura  6.1 è riportata la ROC dove sono messi a confronto i risultati 
ottenuti utilizzando il data-set del DARPA, e quelli utilizzando il nostro 
test-bed.
Sull’asse x è riportata la percentuali di falsi allarmi, mentre sull’asse y è 
riportata la percentuale degli attacchi rilevati.
La curva è ottenuta facendo variare la soglia dell’IDS, quindi ad un punto 
della curva corrisponde una certa soglia, e da qui sugli assi è possibile 
vedere le percentuali di attacchi e falsi allarmi generati.
Figura 6. 1
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In blu è rappresentata la ROC  relativa ai risultati ottenuti con il test-bed, 
mentre in rosso è rappresentata la curva ottenuta con il data-set DARPA.
Si nota come le due curve sono abbastanza simili, anche se ottenute 
essenzialmente con  attacchi  diversi, sia per quanto riguarda la tipologia 
che nella modalità di esecuzione.
6.1.2 Test effettuati sulla porta 22
Su questa porta sono state effettuate 68 istanze di circa una trentina di 
attacchi diversi.
In figura 6.2 sono riportate le ROC.
Figura 6. 2
Capitolo 6: “Risultati Sperimentali”
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Anche in questo caso come per la porta 80, le due curve risultano 
abbastanza simili.
Anche su questa porta,come possiamo vedere dalla tabella 2,  utilizzando 
per l’IDS una soglia ritenuta ottimale, si sono ottenute percentuali di 
rivelazione di attacco sull’80% e una percentuale bassa di falsi allarmi. 
Giorno 1 Giorno 2 Giorno 3 Giorno 4 Giorno 5 
Totale  
Attacchi 
16 18 5 28 11 
Attacchi 
Rilevati 
14 15 4 23 8 
Falsi 
Allarmi 
2 3 1 5 1 
Tabella 3
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6.1.3 Test effettuati sulla porta 23
Su questa porta sono state effettuate 18 istanze di 3 tipi di attacco durante i 
cinque giorni di test.
In figura 6.3 sono riportate le curve relative a questa porta.
Figura 6. 3
Anche su questa porta come le precedenti, è stata rilevata la percentuale di 
attacchi rilevati e quella di falsi allarmi utilizzando una soglia ritenuta 
ottimale per l’IDS, e anche qui, le percentuali si aggirano sull’80% per 
quanto riguarda gli attacchi rilevati, e una bassa percentuale per quanto 
riguarda i falsi allarmi generati.
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I dati relativi a questa porta, sono riportati in tabella 3.
Giorno 1 Giorno 2 Giorno 3 Giorno 4 Giorno 5 
Totale  
Attacchi 
4 2 1 3 8 
Attacchi 
Rilevati 
3 1 0 3 6 
Falsi 
Allarmi 
1 0 0 1 2 
Tabella 4
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6.1.4 Test effettuati su tutte le porte
In figura 6.4 infine, sono riportate le ROC sul totale delle istanze effettuate 
su tutte le porte.
Il numero di istanze è 298 per un totale di 53 tipi di attacchi.
Figura 6. 4
Anche in questo caso, come era logico aspettarci visto i risultati precedenti, 
le due curve sono molto simili tra loro.
Infine anche sul totale degli attacchi, le percentuali di attacchi rilevati e 
numero di falsi allarmi rimane in linea con i dati forniti nei paragrafi 
precedenti.
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Infatti, come si può notare dalla tabella 4, sono stati ottenuti un basso 
numero di falsi allarmi e una percentuale di detection dell’ordine 
dell’ottanta percento. 
Giorno 1 Giorno 2 Giorno 3 Giorno 4 Giorno 5 
Totale  
Attacchi 
74 87 96 53 77 
Attacchi 
Rilevati 
68 76 83 45 63 
Falsi 
Allarmi 
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        quote USER $USER
        quote PASS $PWD 
                   get myfile1
        put myfile2
   quit
   END_SCRIPT
#end ftp.sh
135
A2 - Generalità sulle catene di Markov
Si supponga di avere un sistema che può trovarsi in un certo numero di stati 
appartenenti all’insieme  NSSS ,,, 21  e che sia verificata l’ipotesi 
di markovianità per cui lo stato futuro, condizionato al presente ed al 
passato, dipende solo dal presente. 
Se si indica con qt lo stato occupato dal sistema all’istante t e con P[qt=i] la 
probabilità che all’istante t il sistema occupi lo stato i (con P[qt=i]>0), si 
può definire come probabilità di transizione di stato dallo stato i allo stato j
la quantità:















È quindi possibile costruire la matrice di transizione A=[aij].
Si definisce inoltre il vettore  i come vettore delle probabilità di 





La coppia [A,  definisce in modo completo una catena di Markov 
stazionaria, per la quale la probabilità pj
(n) di trovarsi nello stato j all’istante 












A3 - Utilizzo delle catene di Markov per modellare connessioni 
TCP
Il protocollo TCP ha una struttura connection-oriented, che prevede una 
prima fase di setup della connessione, il successivo scambio affidabile di 
informazioni fra client e server ed infine la fase di abbattimento della 
connessione. Tutto ciò viene realizzato utilizzando i flag TCP che 
permettono di identificare il tipo di pacchetto ed il suo ruolo. Ad esempio, 
con un pacchetto di SYN si chiede di aprire la connessione, con un 
pacchetto ACK si notifica la ricezione di alcuni dati e così via. È possibile 
quindi considerare un sistema a stati [18], in cui ogni stato sia univocamente 
definito dalla particolare configurazione dei flag TCP. Ad ogni pacchetto 
viene perciò associato un valore Sp, compreso fra 0 e 63, che indica lo stato 
ad esso associato:
ackurgrstpshacksynS p  3216842
Nella fase di training relativa al modulo TCP/Markov si utilizzano i file 
disordinatoSSH, disordinatoHTTP, disordinatoFTP costruiti al momento 
dell’acquisizione dati (par. 4.2.1). Essi sono costituiti da righe contenenti 
indirizzo IP destinatario e  il valore di Sp relativo ad ogni singolo pacchetto 
delle applicazioni SSH, HTTP e FTP. Elaborando opportunamente questi 
file, vengono ricostruite le connessioni TCP relative ad ogni singolo host 
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destinatario e riportate nei file ordinatoSSH, ordinatoHTTP, ordinatoFTP, 
sotto forma di righe contenenti i “simboli” Sp di pacchetti aventi lo stesso 
indirizzo IP di destinazione. A partire da questi dati si possono costruire le 
matrici di transizione ed i vettori delle probabilità di stato iniziali che 
definiscono le tre catene di Markov relative ai protocolli SSH, FTP ed
HTTP. 
A questo proposito vengono create innanzitutto tre matrici C 64x64 i cui 
elementi cij indicano il numero di transizioni totali dallo stato i allo stato j, 
relativamente alle singole applicazioni. Successivamente vengono calcolate 
le matrici di transizione A, ottenute come:









In pratica, gli elementi aij sono ottenuti semplicemente dividendo il relativo 
elemento cij per la somma degli elementi cij presenti sulla riga i-esima e 
arrotondando il risultato alla quarta cifra decimale. Questo è possibile solo 
nel caso in cui la somma degli elementi sulla riga sia diverso da 0. Ciò non 
è sempre verificato, perché le specifiche del protocollo TCP prevedono 
soltanto alcune configurazioni di flag e non altre. Per risolvere il problema, 










Infine, per evitare degli zeri nelle matrici di transizione, si sono sostituiti 
tutti i valori nulli con =0.0001.
Nelle figure A.1, A.2 e A.3 sono mostrati tre esempi di modelli per le 
connessioni SSH, FTP e http.
Figura A.1 Modello per connessioni SSH
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Figura A.2 Modello per connessioni FTP
Figura A.3 Modello per connessioni HTTP
