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ABSTRACT
Magnetic Resonance Elastography (MRE) is a non-invasive imaging technique
that maps and quantifies the mechanical properties of soft tissue related to the prop-
agation and attenuation of shear waves. There is considerable interest in whether
MRE can bring new insight into pathologies. Brain in particular has been of utmost
interest in the recent years. Brain tumors, Alzheimer’s disease, and Multiple Sclerosis
have all been subjects of MRE studies. This thesis addresses four aspects of MRE,
ranging from novel applications in brain MRE, to physiological interpretation of mea-
sured mechanical properties, to improvements in MRE technology. First, we present
longitudinal measurements of the mechanical properties of glioblastoma tumorigenesis
and progression in a mouse model. Second, we present a new finding from our group
regarding a localized change in mechanical properties of neural tissue when function-
ally stimulated. Third, we address contradictory results in the literature regarding
the effects of vascular pressure on shear wave speed in soft tissues. To reconcile these
iv
observations, a mathematical model based on poro-hyperelasticity is used. Finally,
we consider a part of MRE that requires inferring mechanical properties from MR
measurements of vibration patterns in tissue. We present improvements to MRE re-
construction methods by developing and using an advanced variational formulation
of the forward problem for shear wave propagation.
v
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1Chapter 1
Introduction
1.1 Magnetic Resonance Ealstography
Magnetic Resonance Elastography or MRE was invented in mid 1990s by Muthupillai
et al. (Muthupillai et al., 1995). It was presented as a non-invasive imaging modality
that would quantitatively map the mechanical properties of material. In this method
shear waves are transmitted into the region of interest, the resulting displacements
are recorded using nuclear magnetic resonance, also known as NMR, and then the
displacements are used to infer the mechanical properties using a mathematical model
for shear wave propagation in the material. The first published results of MRE done
on tissue mimicking phantoms are displayed in figure (1·1).
In this MRE image, the shear modulus was computed using the local wavelength
of the shear wave. Since then, many novel approaches have emerged that improved
the quality of the shear modulus maps. Today MRE is clinically used for fibrosis
and cirrhosis assessment (Mariappan et al., 2010). Figure 1·2 contains a sample
clinical image of a patient’s liver. For liver fibrosis and cirrhosis the shear modulus or
the stiffness is significantly higher than normal healthy liver tissue (3.7kPa - 8.8kPa
compared to 2.1kPa at 60Hz) (Yin et al., 2007).
Other than liver, there are many applications of MRE that are active areas of
research. Breast MRE is an example of a growing field of MRE applications. Breast
tumors are typically stiffer than benign lesions (Krouskop et al., 1998), and palpation
is often used in order to identify the presence of any stiff regions in the breast.
2Figure 1·1: A tissue simulating gel object containing two embedded
gel cylinders (dotted lines, 44mm diameter) with differing stiffness was
imaged. Shear-wave excitation at 250Hz (perpendicular to the image
plane) with a lateral-displacement amplitude of 5µm was applied to a
wide contact plane on the surface. (A) This NMR displacement image
demonstrates planar shear wave propagating down from the surface.
The cylinder on the left is stiffer than the surrounding gel, resulting in
a wavelength larger than that in the surrounding gel. Conversely, the
wavelength in the softer gel cylinder in the right is shorter than than
in the surrounding gel. The image also shows refraction phenomena,
causing a focus effect within the softer cylinder. (B) Quantitative map
of shear modulus (µMR) computed from the local wavelength of the
displacement image. The NMR estimated shear modulus of the plug
on the left hand, for instance, is about 22kN/m2, in good agreement
with earlier measurements of large homogeneous samples of the same
gel (23.8kN/m2)
Reprinted from Science 269.5232, R Muthupillai et al. ”Magnetic res-
onance elastography by direct visualization of propagating acoustic
strain waves”, pp. 1854-1857, c©1995, with permission from AAAS.
3Figure 1·2: Hepatic MRE. Results are shown from clinical hepatic
MRE exams of a patient with a normal liver (top row) and a patient
with a cirrhotic liver. a,d: Conventional abdominal MR magnitude
images of the two patients, showing no significant difference between
the two livers. b,e: Wave images from the MRE acquisition at 60 Hz
showing shear waves with a shorter wavelength in the first patient,
and a substantially longer wavelength in the second patient. c,f: The
corresponding elastograms indicating that the two livers were normal
(1.7 kPa) and cirrhotic (18.83 kPa), respectively.
From Clinical anatomy 23.5, Yogesh K Mariappan et al., ”Magnetic
resonance elastography: a review”, pp. 497-511, c©2010, reprinted with
permission from John Wiley & Sons.
4Figure 1·3: In vivo results from a breast cancer case (AD) and a
fibroadenoma (EH). (A, E) MR magnitude images, where the lesions
are located within the red rectangles. (B, F) Images resulting from the
subtraction of pre- and postcontrast images. The lesions are character-
ized by a significant uptake of contrast agent. (C, G) Reconstructed
shear modulus. (D, H) Reconstructed shear viscosity.
From Magnetic Resonance Imaging 23.2, Proceedings of the Seventh
International Conference on Recent Advances in MR Applications to
Porous Media, Ralph Sinkus et al., ”Viscoelastic shear properties of
in vivo breast lesions measured by MR elastography”, pp. 159-165,
c©2005, reprinted with permission from Elsevier.
MRE has the potential to add valuable information about specificity of breast tumor
diagnosis (Sinkus et al., 2007). A sample breast MRE is shown in figure 1·3.
MRE has been the dominant elastography technique to calculate the mechanical
properties of the brain. MRE has the ability to non-invasively reconstruct the shear
modulus maps of the brain using three equally reliable displacement components, and
hence, provides a three dimensional map of the brain’s mechanical properties. MRE
has been used to detect the mechanical changes caused by Alzheimer’s disease (Mur-
phy et al., 2011), multiple sclerosis (Wuerfel et al., 2010), and brain cancer (Simon
5et al., 2013; Reiss-Zimmermann et al., 2015; Streitberger et al., 2014). In chapter
2 we present a study to monitor glioblastoma progression in mice. In this study
we observed correlations between the mechanical properties of the brain provided by
MRE and biochemical features from histology. Moreover, we observed a clear pattern
of change in brain’s viscoelastic modulus. Later in chapter 3 we present an exciting
discovery, one of a coupling between a neuro-mechanical effect and external stimulus.
1.2 MRE methodology
1.2.1 Step one: harmonic motion
MRE consists of three major steps. First, there needs to be time-harmonic motion
induced within the area of interest. This is usually done by sending shear waves
inside the body or the head of the imaging subject. For mouse brain MRE, this was
traditionally done by using a bite bar (see Riek et al. (Riek et al., 2012) for example).
This bite bar is connected to a piston on the other end that is harmonically moved
using an electromagnetic coil that shakes at 1000Hz frequency. The amplitude of
vibrations are estimated at tens of micrometers.
For our MRE experiments we designed a novel MRE apparatus, one that relies
on angular motion of the mouse brain as opposed to axial force exerted on the teeth.
This MRE ”shaker” consists of several pieces (figure 1·4) that are 3D-printed from
ABS and assembled using Loctite for initial adhesion and epoxy for more permanent
fixation.
Figure 1·5 shows an assembled shaker apparatus. In this figure the head cage
is connected to a rod that protrudes outside the magnet, connecting to an external
transducer. This transducer creates vibrations that are transmitted to the head cage
via the rod. The rod goes through parts 1-4, and connects to the head cage. In figure
1·5B a gelatin phantom wrapped in a plastic sheet has been placed where the mouse
6Figure 1·4: 3D rendering of the shaker apparatus. Mouse body is
placed on part 3, and the head is placed on part 6, which we refer
to as the ”head cage”. The mouse head is fixed between the posts of
the head cage and part 7, which we call the ”nose cone”. A symbolic
mouse skull has been placed in the image to show where the mouse
head would be placed. The head cage connects to part 4 with 2 plastic
screws. Part 9 holds the surface coil above the mouse head which
localizes the homogeneous magnetic fields through the mouse brain in
order to achieve high signal to noise ratios of the MR scans. This
surface coil connects with a short cable to a Transmit/Receive switch
which sits on top of part 5.
head would be. Figure 1·6 shows an anesthetized mouse with its head fixed inside
the head cage.
Before the mouse is placed inside the MR scanner, a pressure sensor is placed on
the back of the animal to measure and monitor the breathing rate throughout the
scan. Finally, a strap is placed around the mouse body to restrict any voluntary or
involuntary motion of the mouse during the scan.
1.2.2 Step two: imaging
After standard calibration, pilot scans and shimming, a coronal T2-weighted sequence
was acquired (RARE; TR/TE 5000/56 ms; FOV 19.2 mm; matrix 192 192; six aver-
7Figure 1·5: (A) top and (B) perspective view of the shaker apparatus.
The nose cone can slide back and forth (right and left in A), and it is
pulled with an elastic band to apply force on the mouse head. The
head cage assembly vibrates around a pivot axis created by the screws.
From NMR in Biomedicine 31:e3840, Schregel K, Nazari N, Nowicki
MO, et al., ”Characterization of glioblastoma in an orthotopic mouse
model with magnetic resonance elastography”, c©2018, reprinted with
permission from John Wiley & Sons.
ages; 9 0.3 mm slices; acquisition time 12 min) followed by a customized multislice,
single spin echo MRE sequence (Garteiser et al., ) (TR/TE 900/29 ms; FOV 19.2
mm; matrix 64 64; one average; eight wave phases; nine slices; isotropic resolution 0.3
mm; acquisition time 23 min; vibration frequency 1 kHz). RARE and MRE covered
identical volumes and were positioned in the region of interest.
1.2.3 Step three: reconstruction of mechanical properties
Displacement maps acquired in step two (imaging) are rarely used on their own as
a diagnostic tool. Typically, a mathematical model of the imaging target is used
to calculate the mechanical properties that are more directly related to a disease or
abnormality. In chapter 4 we present a poroelastic model of soft tissue that enables
us to explain regular MRE results as well as the seemingly contradictory results
from recent MRE experiments (see (Rotemberg et al., 2011a) for example). Once
a mathematical model of the material is chosen to represent the imaging target,
8Figure 1·6: A mouse inside the shaker apparatus.
displacement data is used in the equations of motion, and the mechanical properties
are calculated. This step is perhaps the most scientifically explored of all three steps.
There are two main categories for MRE reconstruction methods: a) direct inversion,
and b) iterative inversion. Both of these reconstruction methods aim to solve the
inverse problem of MRE, which is roughly ”given displacement everywhere, find the
shear modulus everywhere”.
1.3 Objectives and chapter outlines
The first half of the remaining portion of this dissertation focuses on two applications
of MRE in mouse brain. Chapter 2 consists of a study designed to monitor pro-
gression of glioblastoma. Prior studies have shown that glioblastoma tumors at ad-
vanced stages have lower shear modulus than healthy brain tissue(Simon et al., 2013;
Reiss-Zimmermann et al., 2015; Streitberger et al., 2014). We aimed to elucidate the
changes in mechanical properties that take place over time, with disease development,
and their corresponding biochemical correlates. To do so, we acquired MRE scans
longitudinally starting one week after injection of glioblastoma cells. Additionally, we
acquired high resolution anatomical scans to provide anatomical registration for the
elastography maps and compare elastograms to histopathology. Our results showed
an obvious decrease in the average viscoelastic modulus of the mouse brain with pro-
9gression of the tumor. However, further investigation using histology slides compared
to MRE elastograms showed regions of the tumor with elevated viscoelastic modulus
compared to healthy brain tissue. The differences in mechanical property change in
the heterogeneous tumors correlated qualitatively with biochemical features captured
in histology. The text of chapter 2 is partially adapted from article (Schregel et al.,
2018).
Chapter 3 consists of another experimental study designed to investigate the coinci-
dental yet exciting discovery of a coupling between a neuro-mechanical response and
external stimulus. While performing MRE scans on wild-type mice, Patz and Sinkus
(personal communication, 2014) observed a potential correlation between increased
brain rigidity and sensory stimulation. This led to the hypothesis that neuronal ac-
tivity is spatially and temporally correlated with tissue elastic modulus. We aimed
to evaluate the neuro-mechanical response of mice under conditions with controlled
neural stimulation.
To test this hypothesis, we used two interleaved MRE paradigms, one with electrical
stimulation to the hind-paw of a mouse and one without stimulation. We isolated
each paradigm’s data, and reconstructed each one individually. Then we compared
the two sets of results to detect any differences caused by electrical activation. We
repeated the experiment with no stimulation in either paradigm, and used the results
of the second experiment as control to get a measure of the repeatability of our MRE
acquisition under this pulse sequence. The results showed an obvious increase in
the viscoelastic modulus of regions within the mouse brain compared to the baseline
of the control scans. Interestingly, the paradigm with electrical stimulation showed
lower viscoelastic modulus compared to the paradigm with no electrical stimulation
in the same scan. However, as mentioned before, both paradigms in the experiment
showed higher viscoelastic modulus compared to the control scan.
10
The second half of the remaining portion of the dissertation focuses on the theoretical
side of MRE.
Chapter 4 presents a poroelastic model that appropriately describes the mechanical
response of soft tissue as captured by MRE. In-vivo elastography studies have demon-
strated the dependence of shear wave speed, and consequently viscoelastic modulus,
on pre-stress (Scott and Hayes, 1985; Shams et al., 2011; Thurston and Brugger, 1964;
Destrade and Saccomandi, 2007). This has led researchers to investigate a potential
connection between vascular pressure and shear wave speed, in both liver (Ipek-Ugay
et al., 2016) and kidney (Gennisson et al., 2012). Prior studies have reported seem-
ingly contradictory dependence of shear wave speed on vascular pressure (Rotemberg
et al., 2011a; Rotemberg et al., 2011b; Rotemberg et al., 2013). We aimed to elucidate
the mechanics of shear wave propagation in pressurized soft tissue, and identify the
physical factors contributing to the changes in shear wave speed inside these media.
Doing so would help elucidate the potential role of vascular pressurization of the brain
during tumor progression in chapter 2 and neural activation in chapter 3.
We modeled the soft tissue as a nonlinear poroelastic material and studied the im-
pact of static pressurization on shear wave propagation. Specifically, we considered
the boundary conditions of the experiments in (Rotemberg et al., 2011a; Rotemberg
et al., 2011b; Rotemberg et al., 2013) to derive the shear wave speed as a function of
pressure. Our results prove the dependence of shear wave speed on pre-stretch rather
than pre-stress. On the way to construct the poroelastic model, we encountered mul-
tiple constraints on the form of a suitable model to describe soft tissue which are
discussed in detail in chapter 4. This chapter is mostly reprinted from an article
(Nazari and Barbone, 2018) with permission from Elsevier.
Chapter 5 presents an algorithm to solve the inverse problem of MRE using new
advanced methods aimed at improving the reconstructions of MRE. A key step in
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MRE is inferring elastic modulus (or more precisely, shear wave speed) from MR
measurements of tissue vibration. A common simplifying assumption in solution of
this otherwise challenging problem is that the shear modulus is locally homogeneous
(see (Oliphant et al., 2001) for example). Iterative inversions, on the other hand,
provide the opportunity to reduce the approximations made in recovering the modu-
lus distribution (Doyley, 2012; De et al., 2010; Van Houten et al., 2001). We aimed
to leverage our team’s expertise with iterative inversions in ultrasound elastography
to advance the state-of-the-art in MRE. We adapted our approach from ultrasound
elastography to the MRE problem in three ways:
1. Adopt Pressure Curl Galerkin Least Squares (PCGLS) (Barbone et al., view)
for the computational formulation of the forward wave problem.
2. Adopt adjoint method (Oberai et al., 2004) for efficient gradient computation.
3. Use a quasi-static forward model to eliminate spurious resnoance artifacts.
The inversion algorithm was verified using simulated displacement data from a 2D
complex wave propagation. Also, the performance of the inversions with and without
PCGLS stabilization was compared. Finally, the inversion algorithm was validated
using measured displacement data from a phantom.
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Chapter 2
Glioblastoma Progression
2.1 Introduction
2.1.1 Glioblastoma treatment
Glioblastoma, is the most common and the most malignant primary tumor of the
central nervous system. Patients diagnosed with glioblastoma have a low survivabil-
ity, that is about 5%, 5 years post diagnosis (Ostrom et al., 2015).
Glioblastoma is mostly diagnosed and monitored by Magnetic Resonance Imaging
(MRI). Several MRI techniques such as T1-weighted, T2-weighted, and fluid-attenuated
inversion recovery shed light on some of the biological and biochemical properties of
glioblastoma. Full characterization of the tumor is rarely achieved non-invasively,
however (Schregel et al., 2018). For an example of complications regarding fully
capturing the glioblastoma using MRI, see figure (2·1).
2.1.2 Mechanical properties of glioblastoma
MRE can non-invasively add information about a tumor not otherwise available.
Therefore, MRE has been used to investigate brain malignancies (Simon et al., 2013;
Reiss-Zimmermann et al., 2015; Xu et al., 2007). Several groups have shown that
MRE results are in good agreement with qualitative stiffness assessment by neuro-
surgeons (Xu et al., 2007; Murphy et al., 2013; Hughes et al., 2015). For an example
of the results from these studies, see figure 2·2. Other MRE studies have reported
that intracranial malignancies tend to be softer than healthy brain parenchyma (Si-
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Figure 2·1: Local recurrence of glioblastoma. A right occipital
glioblastoma (left) was operated upon, and a postoperative magnetic
resonance imaging (MRI) scan confirmed complete removal (middle
left). Chemotherapy and Sixty-Gy radiation therapy were adminis-
tered. Twelve months later, a routine MRI showed a recurrent tumor
immediately adjacent to the resection cavity (middle right). Seventeen
months after the operation, the patient died (right).
Reprinted with permission from: Springer Nature, Cellular and Molec-
ular Life Sciences 64.4, M. Nakada et al., ”Molecular targets of glioma
invasion”, p. 458, c©2007.
mon et al., 2013; Reiss-Zimmermann et al., 2015), and that the tumors appear highly
heterogeneous in MRE elastograms (Streitberger et al., 2014).
An in-vitro study by Ulrich, et al. (Ulrich et al., 2009) showed that the rigidity
of the extracellular matrix is an important factor in regulation of glioma cells. Cells
spread over a wider region on more rigid polyacrylamide gels (figure 2·3). They also
moved and divided faster on more rigid than on more compliant mechanical environ-
ment.
Combining the information from the in-vitro study and the MRE studies raises ques-
tions such as does the tumor actively change the mechanical properties of the extracel-
lular matrix? When does the tumor start to get softer than the surrounding healthy
tissue? Here we present a study aimed at observing the evolution of the glioblas-
toma using MRI and MRE, and comparing the findings with biological features from
histology.
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Figure 2·2: Flow diagram of MRE results compared with surgeon
assessment.
Credit: Joshua D Hughes et al., ”Higher-resolution magnetic resonance
elastography in meningiomas to determine intratumoral consistency”,
In: Neurosurgery 77.4 (2015), pp. 653-659, by permission of Oxford
University Press.
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Figure 2·3: ECM rigidity alters glioma cell morphology and cytoskeletal organi-
zation. A) rigidity-dependent changes in cell structure. U373-MG cells cultured on
fibronectin-conjugated glass and polyacrylamide gels over a range of stiffnesses were
stained for F-actin (green), nuclear DNA (blue), and the nuclear antigen Ki67 (red).
Note that a subset of cells on all substrates stained positive for Ki67. Bar, 50µm.
P < 0.01 with respect to glass; n > 450 cells for each condition. B) high-magnification
imaging of cytoskeletal and adhesive structures. U87-MG cells were stained for F-
actin (green), nuclear DNA (blue), and the focal adhesion protein vinculin (red). Bar,
25µm. C) isolated view of vinculin signal only, showing structure and distributions
of cell-ECM adhesions.
Reprinted from Cancer research, 2009, 69.10, pp. 4167-4174, Theresa A Ulrich et al.,
”The mechanical rigidity of the extracellular matrix regulates the structure, motility,
and proliferation of glioma cells”, with permission from AACR.
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2.2 Methods
2.2.1 Animals
5 immunocompromised animals were included in this study. All experiments were
conducted in accordance with the local institutional animal care and use committee
(IACUC). About 50000 glioblastoma cells were injected into the right hemisphere of
each animal. The glioblastoma stem cell line (G30) used for these experiments was
originally established from a patient tissue sample obtained under an Institutional
Review Board (IRB) approved protocol at the Ohio State University Medical Center
and provided by The Ohio State University Tissue Procurement services. Tumor cells
were grown in vitro as previously described (Mao et al., 2013). A stable expression
of mCherry red protein and Firefly Luciferase marker was accomplished to delineate
the tumor cells in histopathology. One animal was sacrificed for histopathology im-
mediately after imaging 2 and 3 weeks after tumor implantation. At 4 weeks time
point, all remaining animals were sacrificed after imaging as they were reaching the
expected 30-day survivability.
2.2.2 Imaging and image processing
To anesthetize the mice during imaging, a mixture of 2.5% isoflurane in oxygen was
administered through a nose cone. Once the respiration of the mouse reached between
40 and 60 per minute level, the isoflurane level was decreased, but mostly kept between
1% and 2%, to keep a stable respiration during the imaging. The animals eyes were
lubricated immediately after induction of anesthesia, and gel was placed in both ears
to protect the animal from MRI scanner noise. The animal was placed inside the MRE
apparatus according to the procedure explained in section 1.2.1. T2-weighted and
MRE scans were performed weekly, starting one week after tumor injection. Tumors
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were identified by Katharina Schregel, a neuroradiologist from our group. After the
imaging experiment, reconstruction of the MRE data was performed using software
developed by Ralph Sinkus, a collaborator within our group (Sinkus et al., 2007).
In these reconstructions, |G∗| is the absolute value of the complex shear modulus.
Complex shear modulus includes elasticity Gd as the real part and viscosity Gl as the
imaginary part. We refer to |G∗| as viscoelastic modulus in the results.
2.2.3 Histology
All histology was done by Michal Nowicki, a neurosurgeon within our group. Mice
were euthanized by CO2 asphyxiation and perfused with 30 ml saline followed by
10% neutral buffered paraformaldehyde. Brains were harvested, and postfixed in
10% neutral buffered PFA and then transferred to 30% sucrose solution for dehydra-
tion. After this, brains were frozen and cryosectioned in 30µm sections. These were
collected into sets with 300µm spacing allowing for whole tumor volume reconstruc-
tion. The sections were stained as follows: DNA (Hoechst 33342, catalog no 62249,
Thermo Scientific, Waltham, MA, USA), myelin (catalog no F34651, Thermo Scien-
tific), actin cytoskeleton (catalog no A12380, Thermo Scientific), tubulin cytoskele-
ton (catalog no T34075, Thermo Scientific), blood vessels (purified rat antimouse
CD31, catalog no A00158, BD Biosciences Franklin Lakes, NJ, USA, and secondary
antibody donkey antiratAlexa647, catalog no 712606150, Jackson ImmunoResearch
Laboratories, West Grove, PA, USA). The endogenous mCherry red protein or vi-
mentin (catalog no ab16700, Abcam, Cambridge, MA, USA, catalog no 711586152,
Jackson) immunofluorescence labeling was used to mark the tumor area. Whole slide
images were captured with a motorized Nikon Eclipse Ti fluorescence microscope
(Nikon, Melville, NY, USA) and edited in Nikon’s NIS software, open source ImageJ
(NIH ImageJ, https://imagej.net) and Adobe Photoshop (Version CS2 for Windows,
Adobe Systems, San Jose, CA, USA). Histological images in representative locations
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Figure 2·4: The longitudinal evaluation of tumor in one animal is
shown on T2-weighted RARE images (A) and on elastograms of vis-
coelastic modulus in kPa (B). Borders of the hyperintense tumor in
the T2w scans are circumscribed in weeks 2 and 3 but are harder to
delineate in week 4. The tumor is easily detectable on elastograms (B).
Values for viscoelastic modulus decrease in tumors significantly over
time compared to healthy tissue (C). Mean and SD are shown.
From NMR in Biomedicine 31:e3840, Schregel K, Nazari N, Nowicki
MO, et al., ”Characterization of glioblastoma in an orthotopic mouse
model with magnetic resonance elastography”, c©2018, reprinted with
permission from John Wiley & Sons.
for each MRE and MRI image were identified. Morphological features of all three
modalities were directly compared with emphasis on the tumor subregions identified
on the elastograms.
2.3 Results
2.3.1 MRE parameters change over time
Figure 2·4 shows the progression of the tumor for one mouse. To compare the rigid-
ity of the tumor to healthy tissue, reference values were acquired from the healthy
hemispheres of all animals one week after tumor implantation. As the tumors were
very small at this time point, an influence of the tumor on rigidity of this non-tumor
bearing hemisphere was unlikely. Only two out of five animals showed small tumors
visible on T2w scans one week after implantation. Hence, this time point was ex-
cluded from the longitudinal analysis of visoelastic modulus. The tumors became
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significantly softer over time as evident in figure 2·4 (38% decrease of viscoelastic
modulus in week 4 compared to control).
2.3.2 Elastograms show differences revealed by histology
We next considered correlating elastic features with cellular and molecular structures.
In all animals investigated, the softer areas contained necrotic areas that could be
found next to viable tumor cells (figures 2·5, 2·6). The stiffer area, however, exhibited
two possibly different behaviors in the animals. In one animal, the density of viable
tumor cells (figure 2·5E) was higher than in the adjacent tumor region. A second
animal however presented with an increased number of vessels in the stiffer region
(figure 2·6F), while the density of viable tumor cells was not significantly different
(figure 2·6C and F). Note that the location of different histological features shown
in the blood vessel density map of Figure 2·6F does not correspond exactly to the
locations of different stiffness in the MRE map (Figure 2·6C). Hence it is certainly
possible that the MRE parameters are additionally influenced by another structure
that is not identified by the histology stains used.
2.4 Discussion
Brain tumors have so far been observed to be softer than healthy brain parenchyma
(Simon et al., 2013; Reiss-Zimmermann et al., 2015; Streitberger et al., 2014; Jamin
et al., 2015; Feng et al., 2016). Our results support these findings, and provide the
newly found observations regarding the heterogeneity of the tumor and its corre-
sponding mechanical properties.
Our data show significantly reduced viscoelastic modulus in most parts of the tumors
compared with healthy brain tissue. Feng et al. observed a progressive softening of
intracranially implanted glioblastoma (Feng et al., 2016) in mice. Despite using a
different tumor cell line from Feng et al., their findings are consistent with our mea-
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Figure 2·5: Anatomical T2w RARE scan (A), immunofluorescent
staining (B) and viscoelastic modulus map in kPa (C), all in the same
location in a mouse 4 weeks after tumor implantation. Magnifications
of the tumor region show three different immunofluorescent channels
depicting DNA in blue (Hoechst, D), viable tumor cells in red (endoge-
nous mCherry red protein, E) and blood vessels in green (CD31, F).
From NMR in Biomedicine 31:e3840, Schregel K, Nazari N, Nowicki
MO, et al., ”Characterization of glioblastoma in an orthotopic mouse
model with magnetic resonance elastography”, c©2018, reprinted with
permission from John Wiley & Sons.
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Figure 2·6: Anatomical T2w RARE scan (A), immunofluorescent
staining (B) and viscoelastic modulus map in kPa (C) in the same lo-
cation 4 weeks after tumor implantation and for a mouse different from
the one shown in Figure 2·5. Magnifications of the tumor region show
the separate immunofluorescent channels that DNA in blue (Hoechst,
D), viable tumor cells in red (endogenous mCherry red protein, E) and
blood vessels in green (CD31, F).
From NMR in Biomedicine 31:e3840, Schregel K, Nazari N, Nowicki
MO, et al., ”Characterization of glioblastoma in an orthotopic mouse
model with magnetic resonance elastography”, c©2018, reprinted with
permission from John Wiley & Sons.
22
surement of the change in MRE parameters with tumor progression.
Streitberger et al. (Streitberger et al., 2014) observed high biomechanical hetero-
geneity in patients with glioblastoma and hypothesized that this might be caused by
variable tumor composition. Our findings are not inconsistent with this hypothesis.
We identified tumor subregions on elastograms of the viscoelastic modulus that in-
deed differed in their histopathological appearance from the central tumor, but these
differences were inconsistent from case to case. In one case a higher density of viable
tumor cells, and in another case slightly elevated microvessel density, corresponded
to regions that demonstrated elevated stiffness when compared with adjacent areas
with hemorrhagic spots and areas consistent with necrosis. This finding may be con-
sidered in light of the results of Jamin et al. (Jamin et al., 2015), who compared the
biomechanical properties of three intracranially implanted tumor types in mice. They
showed that cellular and microvessel density contributed to relative tumor stiffness
and hence rendered the different tumors distinguishable based on their biomechanical
properties.
MRE seems to capture the degree of microstructural integrity of tissues (Sack et al.,
2013). Our study shows that MRE parameters depict regional differences in tumor
composition. The microstructural integrity is heavily affected in tumor regions with
hemorrhage and necrosis next to patches of viable tumor cells. Moreover, necrosis in
the brain leads to a liquefaction of the tissue (Kumar et al., 2014). This is reflected
by a significant decrease of viscoelastic modulus in partially necrotic tumor subre-
gions. In contrast, viscoelastic modulus is increased in subregions consisting mainly
of densely packed viable tumor cells and/or blood vessels, in which the mechanical
network remains comparatively intact.
One technical limitation of our approach leads to a bias toward softer viscoelastic
modulus estimates near the boundary of the ROI. This limits our ability to conclu-
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sively track changes of viscoelastic modulus in tissues near the skull. Additionally,
a comparative approach had to be used for the analysis of longitudinal changes in
viscoelastic modulus as different group sizes at several time points hindered statistical
testing. Hence, it was not possible to establish explicit histopathological correlates
of MRE parameters. Further studies using different cell lines and a larger group size
are needed to confirm our data. Eventually, the transferability of animal models to
patients should be tested.
2.5 Conclusion
We demonstrated that MRE can show longitudinal and morphological differences of
glioblastoma, which could not be as easily detected with conventional T2w imag-
ing. Given this, MRE may prove to be a valuable tool for tumor characterization in
patients complementing existing MRI techniques.
24
Chapter 3
Neuro-functional Mechanical Response
Measurement
3.1 Introduction
Neuroimaging consists of structural neuroimaging and functional neuroimaging. In
chapter 2 we presented a structural neuroimaging study aimed at monitoring the
progression of glioblastoma. During a preliminary scan related to the mentioned
study, it was discovered by two of our collaborators, Samuel Patz and Ralph Sinkus
(personal communication, 2014), that a signal related to the mouse neural function
might have been coincidentally captured. When the results were studied, a very
obvious asymmetry was observed in a region of the mouse brain that was believed to
be the somatosensory cortex (figure 3·1). Later it was discovered that one of the mouse
ears was not fully blocked during the scan. This observation led to the hypothesis
that there is potentially a coupled neuro-mechanical response to the external stimulus,
which in this case was the loud noise from the MR scanner. To test this hypothesis,
we designed a controlled experiment where instead of auditory stimulus, electrical
stimulus to the hind paw was used. This chapter explores the feasibility of functional
MRE in mice. Further studies with different stimuli in other species need to be
conducted in order to fully understand this effect. This imaging method has the
potential to significantly affect the field of neuroimaging because of its potentially
high temporal and spatial resolution, and its non-invasiveness.
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Figure 3·1: Discovery of the mechanical response of the brain tis-
sue to the neural stimulus by Samuel Patz and Ralph Sinkus. From
the MRI scan (left) it is visible that only the left ear is blocked. Ac-
cordingly, there is an asymmetry in the shear wave speed map (right)
corresponding to a region that is believed to be the sensory cortex.
Here we present a MRE study based on observations of changes in brain’s me-
chanical properties with neural activity. We report a mechanical response of the brain
to external stimulus that produces changes from the resting state. This mechanical
response shows a localized effect that offers high spatial resolution. We refer to this
imaging method as Functional Magnetic Resonance Elastography, or fMRE.
3.2 Methods
3.2.1 Animals
A number of experiments were done in developing a suitable fMRE protocol. Some
of these experiments were discarded or disregarded due to one of several issues such
as placement of the scan region, poor electrode placement, or a change in the po-
sition of the mouse in the scanner between the fMRE experiment and the control
experiment, or death of the animal during the scan. From this set of experiments,
results from seven animals were collected using data from the intact experiments and
a reconstruction software developed by Ralph Sinkus (Sinkus et al., 2007). Two sets
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of these results were lost due to author’s transition from the group. Here we show
results from the remaining five wild type mice.
3.2.2 Experiments
Anesthesia was induced according to the procedure explained in section 2.2. The
animal was placed in the MRE apparatus according to the procedure explained in
section 1.2.1. Hind limbs of the animals were stimulated, similar to a known procedure
common in fMRI (see for example (Adamczak et al., 2010)), using a commercial Tran-
scutaneous Electrical Nerve Stimulation (TENS) unit that supplied constant current
to the mouse through 30-gauge needles. Hind limbs were chosen to be stimulated
rather than forelimbs to keep the electrical current as far away from the brain as
possible in order to avoid the interference of the magnetic fields generated by the
electrical wires with the surface coil that was placed on top of the animal head. The
electrical current was controlled using a custom circuit, which facilitated controlling
the amplitude of the stimuli, monitoring the flow of the current, and measuring the
amplitude of the current. For more details about the stimulation circuit, see figure
(3·2).
3.2.3 Habituation to the stimulation
Since scan times tend to be long for MRE scans (about 30 minutes), the neural re-
sponse to a continuous stimulus would decrease substantially throughout the imaging
which is known as habituation. To avoid habituation of the animal to the electrical
stimulus, MRE was performed on the mice with two interleaved paradigms, one with
electrical stimulation to the hind-paw of a mouse and one without stimulation. Each
paradigm lasted 9 seconds.
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Figure 3·2: Schematic diagram of the electrical circuit used to con-
trol the current stimulating the mouse hind paw. Constant current is
supplied using a commercial Transcutaneous Electrical Nerve Stimula-
tion unit (Intelect TENS Basic, DJO Global, Carlsbad, California). A
switch (S1) turns on the circuit every time it receives a TTL pulse from
the MR scanner. This pulse is very accurate, and it is coupled with the
MRE pulse sequence. The current is measured using a voltmeter con-
nected to a known resistor (R1). The current going through the mouse
also passes through two parallel LED diodes that are placed in series
with the mouse and in opposite directions from each other in order to
show passing of the current through the mouse body in both directions.
The amount of current going through the mouse was controlled using
both the amplitude knobs on the TENS unit as well as potentiome-
ters (R3 and R4 with max resistance of 100Ω and 1kΩ, respectively)
placed in parallel with the mouse. Lowering the variable resistance in
parallel to the mouse decreases the current going through the mouse.
Using the mentioned controls, the electrical current to the mouse was
increased until a visible periodic twitch of the hind paw was visible.
The magnitude of the electrical current at this point was around 1mA.
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3.3 Results and Discussion
Figures 3·3 - 3·7 show fMRE results from five different fMRE scans. Figure 3·3 shows
the first set of results from the fMRE experiment. This figure shows a localized
effect of lowered shear modulus in the cortex during the paradigm with stimulation
compared to the one with no stimulation in the fMRE experiment. We note that
since the top part of the brain has higher signal to noise ratio due to the placement
of the surface coil of the scanner on top of the animal head, the changes in the shear
modulus in the bottom parts of the brain are less reliable compared to those seen
in the cortical region. The control experiments, performed immediately after the
fMRE scan, show little to no change between the paradigms in the cortical areas of
the brain. Any differences between the two elastograms in the control experiment
provides a measure of repeatability of our experiment.
Figure 3·4 shows the fMRE results from a different animal. Compared to the
previous scan, this scan was done in a region further in the anterior position of the
mouse brain to include bigger portions of the motor cortex and somatosensory cortex
because we believed that the electrical stimulus would mostly affect these regions.
Therefore this region was chosen for all the following fMRE scans as well. Just like
the previous scan, this scan shows an overall elevation of the shear modulus in the
fMRE experiment compared to the control experiment. The paradigm with electrical
stimulus shows a lower stiffness of the cortex compared to the paradigm without
stimulus in the fMRE experiment. The paradigms in the control scan show little to
no change in the shear modulus as expected.
The same behavior is seen in the results shown in figures 3·5 and 3·7. However,
one of the animals did not show any sign of change in the shear modulus due to neural
activation (figure 3·6). We acknowledge that there could have been a technical issue
with the electrical stimulus even though all technical aspects were monitored during
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(a)
(b)
Figure 3·3: (a) RARE images of a mouse brain in the axial plane
where the fMRE experiment was done. (b) Average shear modulus
maps of the corresponding brain region where scan 1 (top row) is the
fMRE experiment (stimulus/no-stimulus), and scan 2 (bottom row) is
the control (no-stimulus/no-stimulus). Paradigm 2 corresponds to the
portion of the fMRE experiment (top row) where electrical stimulation
was turned on. During the control scan, neither paradigms included
electrical stimulation. fMRE data was reconstructed individualy for
each slice corresponding to the regions shown in (a), and the results
were averaged and shown as one image to depict a more smooth effect
that can be easily compared between different paradigms in one scan,
and between different scans.
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(a)
(b)
Figure 3·4: (a) RARE images of a mouse brain in the axial plane
where the fMRE experiment was done. (b) Average shear modulus
maps of the corresponding brain region where scan 1 (top row) is the
fMRE experiment (stimulus/no-stimulus), and scan 2 (bottom row) is
the control (no-stimulus/no-stimulus). Paradigm 2 corresponds to the
portion of the fMRE experiment (top row) where electrical stimulation
was turned on. During the control scan, neither paradigms included
electrical stimulation. fMRE data was reconstructed individually for
each slice corresponding to the regions shown in (a), and the results
were averaged and shown as one image to depict a more smooth effect
that can be easily compared between different paradigms in one scan,
and between different scans.
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all of the experiments. The other possibility is that the fMRE effect does not happen
in the same fashion across different mice.
3.4 Conclusion
The results of the fMRE scans with stimulus and no-stimulus paradigms show observ-
able differences in elasticity maps of four out of five mice demonstrating a localized
decrease mostly in the cortical stiffness caused by the functional stimulus. Interest-
ingly, there seems to be an elevation of the shear modulus in the fMRE experiment
compared to the control experiment which is then lowered in the paradigms where
stimulation is turned on. Future studies are needed to explore the fMRE effect across
different electrical stimulation frequencies as well as different paradigms switching
frequencies to fully establish the fMRE effect. Once the shape and amplitude of the
fMRE response is established, hypotheses regarding potential mechanisms can be put
forth to explain what seems to be a primary response of the neurons to activation
which exhibits itself as a change in mechanical properties.
32
(a)
(b)
Figure 3·5: (a) RARE images of a mouse brain in the axial plane
where the fMRE experiment was done. (b) Average shear modulus
maps of the corresponding brain region where scan 1 (top row) is the
fMRE experiment (stimulus/no-stimulus), and scan 2 (bottom row) is
the control (no-stimulus/no-stimulus). Paradigm 2 corresponds to the
portion of the fMRE experiment (top row) where electrical stimulation
was turned on. During the control scan, neither paradigms included
electrical stimulation. fMRE data was reconstructed individually for
each slice corresponding to the regions shown in (a), and the results
were averaged and shown as one image to depict a more smooth effect
that can be easily compared between different paradigms in one scan,
and between different scans.
33
(a)
(b)
Figure 3·6: (a) RARE images of a mouse brain in the axial plane
where the fMRE experiment was done. (b) Average shear modulus
maps of the corresponding brain region where scan 1 (top row) is the
fMRE experiment (stimulus/no-stimulus), and scan 2 (bottom row) is
the control (no-stimulus/no-stimulus). Paradigm 2 corresponds to the
portion of the fMRE experiment (top row) where electrical stimulation
was turned on. During the control scan, neither paradigms included
electrical stimulation. fMRE data was reconstructed individually for
each slice corresponding to the regions shown in (a), and the results
were averaged and shown as one image to depict a more smooth effect
that can be easily compared between different paradigms in one scan,
and between different scans.
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(a)
(b)
Figure 3·7: (a) RARE images of a mouse brain in the axial plane
where the fMRE experiment was done. (b) Average shear modulus
maps of the corresponding brain region where scan 1 (top row) is the
fMRE experiment (stimulus/no-stimulus), and scan 2 (bottom row) is
the control (no-stimulus/no-stimulus). Paradigm 2 corresponds to the
portion of the fMRE experiment (top row) where electrical stimulation
was turned on. During the control scan, neither paradigms included
electrical stimulation. fMRE data was reconstructed individually for
each slice corresponding to the regions shown in (a), and the results
were averaged and shown as one image to depict a more smooth effect
that can be easily compared between different paradigms in one scan,
and between different scans.
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Chapter 4
Shear Waves in Pressurized Soft Tissue
4.1 Introduction
Clinical applications of shear wave elastography are on the rise, and many researchers
have looked for correlations between mechanical non-linearity of tissue response caused
by large strains to pathology. Goenzen (Goenezen et al., 2012) showed that the non-
linearity in the elastic response of breast tissue may help distinguish malignant from
benign tumors. Figure 4·1 shows the distinction between Invasive Ductal Carcinoma
and Fibroadenoma, which have similar shear modulus but different nonlinear param-
eter. This nonlinear parameter is a measure of the nonlinearity of the stress-strain
response of the tissue to deformation. In other studies, tissue pre-compression was
shown to be a co-founding factor in both inter- and intra-operator comparisons of ul-
trasound shear wave elastography (Barr, 2015). The theory for the effect of pre-stress
on wave propagation through hyperleastic materials, called acoustoelasticity, has a
rich history (Scott and Hayes, 1985; Shams et al., 2011; Thurston and Brugger, 1964;
Destrade and Saccomandi, 2007).
While incremental waves in prestressed elastic solids have been well studied (c.f.
(Scott and Hayes, 1985; Shams et al., 2011; Thurston and Brugger, 1964; Destrade
and Saccomandi, 2007)), the corresponding theory for nonlinear poroelastic solids is
less well developed. Nevertheless, the theory of nonlinear deformation of poroelastic
solids dates back several decades, at least to Biot (Biot and Temple, 1972; Biot, 1973).
Grinfeld et al. (Grinfeld and Norris, 1996) developed the acoustoelastic theory for
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Figure 4·1: Nonlinear vs linear average elastic parameter values for
different breast masses. Malignant invasive ductal carcinomas (red)
tend to be more nonlinear than the benign fibroadenomas (green).
From Sevan Goenezen et al. ”Linear and nonlinear elastic modulus
imaging: an application to breast cancer diagnosis”, IEEE transactions
on medical imaging 31.8, pp. 1628-1637, c©2011, reprinted with per-
mission from IEEE).
isotropic fluid-filled poroelastic solids applicable to biconnected porous solids. This
was later reexamined in Ba et al. (Ba et al., 2013). Fu and Fu (Fu and Fu, 2017)
recently considered incremental waves in a prestrained poroelastic medium charac-
terized by a strain energy function in the form of a rational function of the strain
invariants. The focus in all these papers is porous rock which, compared to soft tissue,
exhibits relatively small strains. By contrast, the focus here is on soft mixtures with
incompressible phases, characterized by an arbitrary strain energy function which is
suitable for modeling large deformations.
Vascular pressurization of soft tissue has been the subject of recent experiments rang-
ing from pig kidney (Gennisson et al., 2012) to human liver (Ipek-Ugay et al., 2016).
Hirsch, et al. (Hirsch et al., 2014) reported the sensitivity of volumetric strain to
symptomatically high values of tissue pressure in liver using MRE. Perhaps one of
the most intriguing studies in this field was that of Rotemberg, et al. which reported
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seemingly contradictory dependence of shear wave speed on vascular pressure in ex-
vivo canine liver (Rotemberg et al., 2011a; Rotemberg et al., 2011b; Rotemberg et al.,
2013). In their study, they created an experimental setup in which the shear wave
speed was measured with increasing pressure in the portal vein. They conducted
the experiment once with the liver constrained to its original volume and once with
the liver free to expand with induced pressure. Interestingly, the shear wave speed
increased only when the liver was not constrained.
Here we consider pressurization as a prestress in a poroelastic solid. In particular,
we present a mathematical model to predict the shear wave speed in a pressurized,
nonlinear poroelastic medium. Since the intended application is shear waves in soft
tissues, we focus on materials with incompressible phases.
4.2 Formulation
We consider a poroelastic medium with incompressible phases. Here we present
the conservation laws and constitutive equations governing deformations in such a
medium, following Almeida and Spilker (Almeida and Spilker, 1998).
4.2.1 Conservation equations
We begin with the balance of mass (continuity) equation for the phase α (for solid,
α = s, and fluid, α = f):
∂ρα
∂t
+∇ · (ραvα) = 0 . (4.1)
Here ∇ is the spatial gradient and vα is the velocity of phase α. Unless otherwise
noted, superscripts point to partial or average quantities and subscripts to intrinsic
or true quantities, while absence of subscripts and superscripts denotes a mixture
property. For example, ρf is the fluid mass per unit fluid volume; ρ
f is the fluid mass
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per unit mixture volume; and ρ is the mixture mass per unit mixture volume. For an
incompressible phase, equation (4.1) reduces to:
∂φα
∂t
+∇ · (φαvα) = 0 . (4.2)
Here φα is the volume fraction occupied by phase α. Balance of mass for the mixture
is derived by summing equation (4.2) for both phases:
∇ · (φsvs + φfvf ) = 0 . (4.3)
Here we assumed and used the saturation condition (φs + φf = 1) to derive (4.3).
Balance of momentum for phase α is:
∇ · σα + piα = ραdv
α
dt
. (4.4)
Here σ denotes the Cauchy stress tensor and pi is the momentum exchange between
the two phases. Total balance of momentum for the mixture dictates that pis+pif = 0.
Summing equation (4.4) for fluid and solid phases yields the momentum equation for
the mixture:
∇ · σ =
∑
α=s,f
ρα
dvα
dt
= ρ
dvs
dt
+ ρf
dv˜
dt
. (4.5)
Here we introduced the notation v˜ = vf − vs to represent the fluid velocity relative
to the solid matrix.
4.2.2 Constitutive equations
For fluid flow in the dynamic regime, the internal force between the two phases is
related to fluid velocity and pore size via Darcy’s law:
pif = p∇φf + (φf )2κ−1 · v˜ . (4.6)
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Here κ is the symmetric Darcy permeability tensor, which we will assume to be
isotropic.
We assume that the solid matrix is hyperelastic and thus can be characterized by
a strain energy function W = W (F ). Here F = ∇Xx is the deformation tensor,
x denotes the position of every particle in the current configuration, and ∇X is the
material gradient. We further assume the solid matrix is isotropic, and therefore can
write, with the customary abuse of notation1, W = W (I1, I2, I3), where Ij is the j
th
invariant of b = FF T , the left Cauchy-Green strain tensor (Holzapfel, 2000). In what
follows, we will assume that W is normalized so that:
W (I) = 0 (4.7)
∂W
∂F
(I) = 0 . (4.8)
Equations (4.7,4.8) mean that the elastic stress is zero when there is no strain. We
assume that the Cauchy stresses for mixture, fluid, and solid have the following
decompositions:
mixture stress: σ = σs + σf (4.9)
solid stress: σs = σelastic − φspI (4.10)
elastic stress: σelastic = 2J−1
[
I3W3I +
(
W1 + I1W2
)
b−W2b2
]
(4.11)
fluid stress: σf = −φfpI (4.12)
mixture stress: σ = σelastic − pI . (4.13)
In the above equations, p may be thought of as the intrinsic pressure in the fluid,
1That is, by writing W = W (F ) = W (I1, I2, I3), we are using the same symbol W to represent
the function W (F ), the different function W (I1, I2, I3), and the values of these functions.
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which is assumed to be equal to the intrinsic pressure in the incompressible solid.
Thus the pressure contributes to both the incompressible fluid and solid phases, and
J = det(F ) is the Jacobian. In (4.11), we use the notation Wα =
∂W
∂Iα
, which we
adopted from Shams et al. (Shams et al., 2011). Equation (4.13) is in a form that
is familiar for incompressible elastic solids, but here the elastic stress, σelastic, is not
required to be deviatoric. The equations (4.6,4.12,4.13) can be used in (4.4,4.5) to
rewrite the mixture and fluid momentum equations as:
∇ · σelastic −∇p = ρdvs
dt
+ ρf
dv˜
dt
(4.14)
−φf∇p+ (φf )2κ−1 · v˜ = ρf dvf
dt
. (4.15)
4.2.3 Boundary conditions for quasistatic deformation
Here we consider the boundary conditions associated with shear wave velocity mea-
surements of canine livers in constrained and unconstrained states done by Rotemberg
et al. (Rotemberg et al., 2011a; Rotemberg et al., 2011b; Rotemberg et al., 2013).
We model the liver as a poroelastic body submerged in a bath of incompressible fluid.
We denote the interface between the body and the bath by Γ. Pressurization of the
liver through the portal vein is modeled by a pressurized tube connected to a small
cavity, Γcavity, located at the origin of the reference configuration. The other end
of the tube is connected to a pressure reservoir. This gives the following boundary
conditions:
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Continuity of velocity: vs · nˆ+ v˜ · nˆ = vbath · nˆ on Γ (4.16)
Continuity of traction: σ · nˆ = −pbathnˆ on Γ (4.17)
Impermeable surface: v˜ = 0 on Γ (4.18)
Specified pressure: p = pind on Γcavity (4.19)
Fixed cavity: x = X on Γcavity . (4.20)
Here vbath and pbath represent the velocity and the pressure of the fluid in the bath,
respectively; nˆ is a unit outward normal vector from the poroelastic solid, X denotes
the position of particles in the stress-free reference configuration, and pind is the
pressure induced by the external reservoir. We augment the above conditions with
one of the following two conditions, depending on the case under consideration.
Constrained case
In this case the volume of bath fluid displaced by the liver deformation is zero:
∫
Γ
vbath · nˆ dS = 0 . (4.21)
Unconstrained case
In this case, the bath is open and the boundary condition for the pressure is:
pbath = 0 . (4.22)
4.3 Static equilibrium problem
The goal here is to find a set of fields x0, v˜0, σ
elastic
0 , φ
f
0 , p
bath
0 , and p0 that satisfy
(4.6, 4.11-4.15) and boundary conditions (4.16-4.22). Here a subscript 0 on a quantity
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denotes that the quantity is evaluated in the static pressurized state. We will use the
semi-inverse method.
4.3.1 Solution for the constrained case
Considering the incompressibility of both phases and the boundary condition (4.21)
motivates seeking a solution for the constrained case with no deformation, viz:
x0 = X ∴ F 0 = I (4.23)
v˜0 = 0 (4.24)
φf0 =
V pores0
V total0
= φfX . (4.25)
Here V is the volume and φfX is the initial fluid volume fraction. Equation (4.23)
together with constitutive equation (4.11) leads to the following elastic stress field in
the poroelastic medium:
σelastic0 = 2(W1 + 2W2 +W3)I|F=I = 0 . (4.26)
In (4.26), W1 ≡ W 01 , and similarly for W 02 , and W 03 . As in (4.26), the zero superscripts
will be suppressed for notational simplicity. Using equation (4.23,4.26) in the balance
of momentum (4.14) gives:
∇p0 = 0 . (4.27)
Equation (4.27) shows that fluid pressure is constant. Therefore, according to (4.19),
p0 = pind throughout the body. Equations (4.10,4.12,4.26) give the solid and fluid
stress in terms of the pressure to be:
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σs0 = −φsp0I (4.28)
σf0 = −φfp0I . (4.29)
The boundary conditions (4.17) then implies pbath0 = p0. Boundary conditions (4.16,4.18,4.20)
are satisfied trivially. In summary, the static solution for the constrained case is given
by (4.28,4.29), and:
x0 = X (4.30)
v˜0 = 0 (4.31)
φf0 = φ
f
X (4.32)
σ0 = −pindI (4.33)
p0 = p
bath
0 = pind . (4.34)
4.3.2 Solution for unconstrained case
Here we seek a solution in the form of an isotropic stretch of the elastic matrix.
Therefore, we take the deformation to be:
x0 = ΛX ∴ F 0 = ΛI (4.35)
v˜0 = 0. (4.36)
From conservation of volume of the incompressible phases, we have:
φf0 =
φfX + (J0 − 1)
J0
. (4.37)
Here J0 is the Jacobian of F 0, and the currently unknown constant Λ is the isotropic
stretch. Using equation (4.35) in (4.11) gives:
σelastic0 = 2
(
W1
Λ
+ 2W2Λ +W3Λ
3
)
I . (4.38)
44
The momentum equation (4.14) and boundary condition (4.19) give p0 = pind. Using
(4.38) and p0 = pind in boundary condition (4.17), together with (4.22), determines
implicitly the deformation Λ in terms of the pressure p0:
(σelastic0 − pind)I · n = 0 (4.39)
∴ σelastic0 (Λ) = pind . (4.40)
Therefore, equations (4.10,4.12,4.38) show that the stress fields in the poroelastic
medium in the unconstrained case are:
σelastic0 = pindI (4.41)
σs0 = (1− φs0)pindI = +φf0pindI (4.42)
σf0 = −φf0pindI . (4.43)
As before, boundary conditions (4.16,4.18,4.20) are satisfied trivially. We note that
in this case, the solid matrix is under tension that precisely balances the compres-
sion in the pore fluid. In summary, the static solution for the unconstrained case is
(4.41,4.42,4.43), and:
x0 = ΛX (4.44)
v˜0 = 0 (4.45)
φf0 =
φfX + (J0 − 1)
J0
(4.46)
σ0 = 0 (4.47)
p0 = pind (4.48)
pbath0 = 0 . (4.49)
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4.3.3 Material Stability
Here we take a closer look at the relation between the pressure and the stretch to
investigate the behavior of the model when pressure is induced inside the medium.
With increasing pressure, material stability requires the medium to expand. From
equations (4.38,4.41,4.48):
p0 = 2(
W1
Λ
+ 2W2Λ +W3Λ
3) (4.50)
∂p0
∂Λ
= 2
(W11
Λ
∂I1
∂Λ
+
W12
Λ
∂I2
∂Λ
+
W13
Λ
∂I3
∂Λ
+ 2W21
∂I1
∂Λ
Λ + 2W22
∂I2
∂Λ
Λ
+ 2W23
∂I3
∂Λ
Λ +W31
∂I1
∂Λ
Λ3 +W32
∂I2
∂Λ
Λ3 +W33
∂I3
∂Λ
Λ3
− W1
Λ2
+ 2W2 + 3W3Λ
2
)
(4.51)
∂p0
∂Λ
|F=F 0 =
(
2
W11
Λ
+ 4W21Λ + 2W31Λ
3
)
(6Λ)
+
(
2
W12
Λ
+ 4W22Λ + 2W32Λ
3
)
(12Λ3)
+
(
2
W13
Λ
+ 4W23Λ + 2W33Λ
3
)
(6Λ5)− 2W1
Λ2
+ 4W2 + 6W3Λ
2 (4.52)
The two cases considered above are treated by taking either Λ = 1 (J = 1), or the
solution of equation (4.40) where J 6= 1 for the constrained and unconstrained cases,
respectively. We note that at no strain, i.e. Λ = 1, equation (4.52) must be non-
negative. This poses a constraint on the strain energy functions that are suitable to
describe this medium as below:
∂p0
∂Λ
|F=I = −2W1 + 4W2 + 6W3 + 12(W11 + 2W21 +W31 + 2W12 + 4W22
+2W32 +W13 + 2W23 +W33) ≥ 0 . (4.53)
Combining the above equation with equation (4.26) leads to:
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−4W1 +4W3 +12(W11 +2W21 +W31 +2W12 +4W22 +2W32 +W13 +2W23 +W33) ≥ 0 .
(4.54)
For strain energy functions that are linear in the invariants, i.e. Wαβ = 0, equation
(4.54) reduces to:
At Λ = 1 : W3 ≥ W1 . (4.55)
4.4 Perturbation of the system with a small deformation
Now we superpose a small wave disturbance on the static deformation found in the
previous section. To that end, we consider the deformation: x = x0 +u
′(x0, t) where
u′ is a small disturbance with ∇u′  1. Similarly, we assume:
v˜ = v˜0 + v˜
′ (4.56)
φf = φf0 + φ
′f (4.57)
p = p0 + p
′ . (4.58)
Here we use a prime to denote the incremental small deformation. We choose to
consider it to be a function of the particle positions in the statically prestressed
configuration, which we describe next.
4.4.1 Reference, Prestressed, and Current Frames
In what follows, we need to distinguish between the derivatives in stress free configu-
ration (particle location X), the prestressed configuration (particle location x0), and
the current configuration (particle location x). They are related by:
x0 = ΛX (4.59)
x = x0 + u
′(x0, t) = ΛX + u′(ΛX, t) . (4.60)
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For balance of momentum equation (4.14), we need to compute
∂
∂xj
. For the
following equations, we will use x0 instead of x0 to reduce the number of subscripts.
By the chain rule, we find:
∂
∂xj
=
∂x0k
∂xj
∂
∂x0k
(4.61)
x0i = xi − u′i (4.62)
∂x0i
∂xj
= δij − ∂u
′
i
∂x0k
∂x0k
∂xj
(4.63)
= δij − ∂u
′
i
∂x0k
[δkj − ∂u
′
k
∂x0l
∂x0l
∂xj
] (4.64)
= δij − ∂u
′
i
∂x0j
+O(
∂u′i
∂x0j
)2 (4.65)
∂
∂xj
=
∂
∂x0j
− ∂u
′
k
∂x0j
∂
∂x0k
. (4.66)
Applying (4.66) to u′l shows that:
∂u′l
∂xj
=
∂u′l
∂x0j
− ∂u
′
k
∂x0j
∂u′l
∂x0k
(4.67)
=
∂u′l
∂x0j
+O
( ∂u′i
∂x0j
)2
. (4.68)
Thus we see that derivatives in the static frame and the perturbed frame are
equivalent to the first order in the gradient of the perturbation displacement.
4.4.2 Linearized constitutive equations for perturbation fields
We will write the deformation gradient F as:
F = F 0 + F ′ . (4.69)
Here F 0 = ΛI represents the static deformation, and F ′ represents the superposed
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deformation due to the small perturbation. Our goal here is to derive a set of coupled
wave equations for u′, v˜′, φ′f , and p′. To do so, we first need an expression for elastic
stress to use in momentum equation (4.14). We calculate the components of F and
the left Cauchy-Green strain tensor b = FF T , and replace the results in (4.11):
Fiα = Λδiα +
∂u′i
∂x0k
Λδkα = Λ
[
δiα +
∂u′i
∂x0α
]
(4.70)
bik = Λ
2[δik +
∂u′i
∂x0k
+
∂u′k
∂x0i
+O(
∂u′i
∂x0k
)2] (4.71)
bikbkj = Λ
4[δij + 4
′
ij +O(
′2)] (4.72)
′ik =
1
2
(
∂u′i
∂x0k
+
∂u′k
∂x0i
) . (4.73)
The ′ik represents components of the linearized strain tensor. To the first order
in ′, the invariants of b are:
I1(b) = Λ
2(3 + 2′kk) +O(
′2
kk) (4.74)
I2(b) =
Λ4
2
(6 + 8′kk) +O(
′2
kk) (4.75)
J = det(F ) = det(F 0) + Λ det(F )∇u′ : F−T |F 0
= Λ3(1 + ′kk) +O(
′2
kk) (4.76)
J−1 =
1− ′kk
Λ3
+O(′2kk) (4.77)
I3(b) = J
2 = Λ6(1 + 2′kk) +O(
′2
kk) . (4.78)
Replacing (4.70-4.78) in (4.11) and neglecting any nonlinear term of order ′2kk or
higher results in:
σik = 2δik
[W1(F )
Λ
+ 2W2(F )Λ +W3(F )Λ
3
]
+ 4′ik
[W1(F )
Λ
+W2(F )Λ
]
+ 2′jjδik
[− W1(F )
Λ
+W3(F )Λ
3
]
. (4.79)
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Now we need to find derivatives of the strain energy function at the incremental
displacement.
Wα(F ) = Wα(F
0 + Λ∇u′) (4.80)
= Wα(F
0) + Λ∇u′ : Wαβ ∂Iβ
∂F
|F 0 (4.81)
= Wα(F
0) + Λ
∂u′k
∂x0l
[2Wα1Fkl + 2Wα2(CmmFkl − ClmFkm) + 2Wα3F−1lk ]|F 0
(4.82)
= Wα(F
0) + Λ
∂u′k
∂x0l
[2ΛδklW
0
α1 + 4Λ
3δklW
0
α2 + 2Λ
5δlkW
0
α3] (4.83)
= Wα(F
0) +
[
2Λ2W 0α1 + 4Λ
4W 0α2 + 2Λ
6W 0α3
] ∂u′k
∂x0k
. (4.84)
Replacing (4.84) into (4.79) leads to the final form of the incremental stress:
σelastic = σelastic0 + σ
elastic′ = σelastic0 I + λtr(
′)I + 2µ′ (4.85)
σelastic0 = 2
W1
Λ
+ 4ΛW2 + 2Λ
3W3 (4.86)
λ = 4ΛW11 + 16Λ
3W12 + 8Λ
5W13 + 16Λ
5W22 + 16Λ
7W23
+4Λ9W33 − 2W1
Λ
+ 2Λ3W3 (4.87)
µ = 2
W1
Λ
+ 2ΛW2 . (4.88)
We note that the first term on the right hand side in (4.85) is constant with respect
to space, and it can be referred to as the prestress. This prestress develops only in the
presence of stretch i.e., σelastic0 = p0. When there is no stretch (Λ = 1), σ
elastic
0 = 0,
and:
W1 + 2W2 +W3 = 0 (4.89)
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which was shown for purely hyperelastic materials by Shams et al. (Shams et al.,
2011).
4.4.3 Perturbations in the Form of Shear Waves
Using (4.85) in field equations (4.2, 4.3,4.14,4.15) yields the following system satisfied
by the incremental quantities:
∂φf ′
∂t
+ φf0
∂v′fj
∂x0j
= 0 (4.90)
∂v′sj
∂x0j
+ φf0
∂v˜′j
∂x0j
= 0 (4.91)
λ
∂′ii
∂x0k
δjk + 2µ
∂′jk
∂x0k
− ∂p
′
∂x0j
= ρ0
∂vs′j
∂t
+ ρf0
∂v˜′j
∂t
(4.92)
−φf0
∂p′
∂x0j
+ (φf0)
2κ−1jk v˜
′
k = ρ
f
0
∂vf ′j
∂t
. (4.93)
Here we assume isotropic permeability κ = κI that is independent of deformation of
the solid skeleton.
We now assume a plane wave disturbance propagating in the mˆ direction with wave
number k and frequency ω:
u′ = A exp[i(kmˆ · x0 − ωt)] (4.94)
v˜′ = B exp[i(kmˆ · x0 − ωt)] (4.95)
p = p0 + P exp[i(kmˆ · x0 − ωt)] (4.96)
φf = φf0 + Φ exp[i(kmˆ · x0 − ωt)] . (4.97)
Here A , B , P , and Φ are complex. Replacing equations (4.94-4.97) in (4.90-4.93)
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results in:
−iωΦ + φf0(−iωAj +Bj)ikmj = 0 (4.98)
ωkmjAj + φ
f
0 ikmjBj = 0 (4.99)
k2[(λ+ µ)mjmk + µδjk]Ak − ρ0ω2Aj − iωρf0Bj + ikmjP = 0 (4.100)
ω2ρf0Aj + [(φ
f
0)
2κ−1 + iωρf0 ]Bj − ikφf0mjP = 0 . (4.101)
The focus here is on transverse waves, and transverse plane waves satisfy:
Akmk = 0 (4.102)
Bkmk = 0 . (4.103)
Substituting (4.102,4.103) in (4.98) results in Φ = 0, meaning that a shear wave does
not displace fluid from the matrix as it propagates. Substituting (4.102,4.103) in
(4.99) satisfies the equation trivially. The mˆ component of equation (4.101) gives
P = 0. Eliminating A and B from (4.100, 4.101) gives:
k2µ− ρ0ω2 + ρf0ω2
iωρf0
iωρf0 + κ
−1(
φf0 + (J − 1)
J
)2
= 0 . (4.104)
This simplifies to the following implicit equation for the shear wave speed, c = ω/k:
c2 =
µ
ρ(ω)
(4.105)
ρ(ω) = ρ0 − ρf0
iωτ
1 + iωτ
(4.106)
τ =
ρf0κ
(φf0)
2
. (4.107)
In equation (4.107) we introduce a porous flow diffusion time scale, τ , for the poroe-
lastic material. For ωτ  1, the effective density is real and is equal to the mixture
density, ρ0. For ωτ = O(1), the effective density is complex. The complex density is
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a measure of dissipation, which occurs when fluid moves relative to the solid matrix.
For sufficiently large ωτ , the effective density reduces to the average solid density. To
explain this behavior more clearly, we note that equation (4.101) gives the following
relation between the relative fluid velocity amplitude and the solid matrix velocity
amplitude in a shear wave:
v˜ =
ωτ
i− ωτ v
s . (4.108)
When ωτ is sufficiently small, the solid moves slowly enough to drag the fluid along
with it, and the whole mixture moves together; at higher frequencies, where ωτ =
O(1), a phase lag in the relative fluid velocity develops. When ωτ is large, then
v˜ ≈ −vs. We recall that v˜ is the fluid velocity relative to the solid, so that v˜ = −vs
implies the absolute fluid velocity vanishes. Therefore at sufficiently high frequency,
the solid skeleton moves too quickly for the fluid to be dragged along with it.
4.5 Discussion
To visualize the changes in the shear wave speed, we non-dimensionalize the shear
wave speed from equation (4.105):
c2
c20
=
W1(Λ) + Λ
2W2(Λ)
Λ[W1(1) +W2(1)]
(4.109)
Here c0 is the shear wave speed at no strain (Λ = 1). We note that the change
in shear wave speed with prestretch depends only on Λ, W1, and W2. Since the
phenomenon of interest here is the change in shear wave speed with dilatation, it may
come as a surprise that equation (4.109) shows that cs is independent of I3, which
measures volume change. W1 and W2, however, are both functions of prestretch Λ,
and they dictate how the shear wave changes with prestretch. For example when
W1  W2, the square of the shear wave speed increases linearly with prestretch Λ
for a constant W2(Λ). For the opposite case where W1  W2, the squared shear
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wave speed decreases approximately by a factor of 1
Λ
for a constant W1(Λ). Here we
note that any change in W1 and W2 happens through prestretch. In what follows, we
look further into the constraints imposed on the strain energy functions suitable to
describe the poroelastic solid in this model.
4.5.1 Decoupled Strain Energy Function
It is common to decouple the strain energy function into a volumetric and an isochoric
part (Holzapfel, 2000):
W (F ) = W vol(J) +W iso(I1, I2) . (4.110)
Here I1 = J
− 2
3 I1 and I2 = J
− 4
3 I2 are invariants of the decoupled left Cauchy-Green
strain tensor, B = FF
T
, and F = J−
1
3F . We use equation (4.110) to decouple the
terms in equation (4.88):
W1 =
∂I1
∂I1
∂W iso
∂I1
= J−
2
3
∂W iso
∂I1
(4.111)
W2 =
∂I2
∂I2
∂W iso
∂I2
= J−
4
3
∂W iso
∂I2
(4.112)
∴ µ = 2
Λ3
(
∂W iso
∂I1
+
∂W iso
∂I2
) . (4.113)
We now recall that F 0 = ΛI, which gives J = Λ
3, I1 = 3Λ
2, and I2 = 3Λ
4.
Therefore, for the purely volumetric quasistatic deformation considered here,
I1 = J
− 2
3 I1 = Λ
−2 3Λ2 = 3 (4.114)
I2 = J
− 4
3 I1 = Λ
−4 3Λ4 = 3 (4.115)
That is, for any Λ,
µ =
µ0
Λ3
, (4.116)
where µ0 is the shear modulus at zero strain (Λ = 1). This shows that any decoupled
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strain energy function of the form (4.110) predicts precisely the same behavior of
the shear wave speed with pressurization. Furthermore, it predicts that the shear
wave speed decreases with increasing stretch, which is inconsistent with experimental
observation (Rotemberg et al., 2011a; Rotemberg et al., 2011b; Rotemberg et al.,
2013). Therefore, the decoupled strain energy function is not appropriate to model
the soft tissue (liver in this case) considered here.
Figure 4·2: Shear wave speed versus pressure (left) modeled ana-
lytically, and (right) measured experimentally for constrained (no ex-
pansion) and unconstrained (with expansion) canine liver (Rotemberg
et al., 2011b).
4.5.2 Example
Here we consider a strain energy function in the form below:
W = c1I1 +
c2
γ
exp
(
γ(I2 − 3)
)
+ f(I3) . (4.117)
Here c1, c2, and γ are constant coefficients related to material properties. To fit this
energy function to the data from the Rotemberg study (Rotemberg et al., 2011a;
Rotemberg et al., 2011b; Rotemberg et al., 2013), we add one more constraint on the
energy function motivated by the experimental results (figure 4·2). We seek a strain
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energy function that gives zero slope of the shear wave speed at zero strain:
∂
∂Λ
c2
c20
|Λ=1 = 0 . (4.118)
To evaluate the above equation, we need to do the same analysis as the stability
condition in section (4.3.3). From equation (4.109):
[W1(1) +W2(1)]
∂
∂Λ
c2
c20
=
1
Λ
∂W1
∂Λ
− W1
Λ
+W2 + Λ
∂W2
∂Λ
(4.119)
= −W1
Λ2
+W2 + 6[W11 + 2W12Λ
2 +W13Λ
4]
+6Λ2[W21 + 2W22Λ
2 +W23Λ
4] (4.120)
Setting the above equation to zero at no strain gives the final constraint:
W1 = W2 + 6(W11 + 3W12 + 2W22 +W13 +W23) when Λ = 1 . (4.121)
Using constraints (4.89,4.121) in the energy function (4.117) gives, respectively:
W3(1) = −c1 − 2c2 (4.122)
c1 = c2(1 + 12γ) . (4.123)
Furthermore, the stability constraint (4.54) at Λ = 1 dictates:
−4W1 + 4W3 + 12(4W22 +W33) ≥ 0 (4.124)
−4c2(1 + 12γ) + 4(−1− 12γ − 2c2) + 48γc2 + 12W33 ≥ 0 (4.125)
∴ W33 ≥ 1
3
(4 + 12γ)c2 . (4.126)
These constraints on W3 motivate a more specific form for f(I3) in the strain energy
function (4.117), as below:
f(I3) = (c3 + c4)I3 − c4 log(I3). (4.127)
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Constraint (4.122) is satisfied by choosing
c3 = −3(1 + 4γ) c2. (4.128)
Constraint (4.126) is satisfied by choosing k > 0 and
c4 =
4
3
(1 + 3γ)c2 + kc2. (4.129)
Finally, after satisfying all the constraints above, we obtain the final form of our strain
energy function, which depends on three constants, c2, γ, k:
W = c2(1+12γ)I1+
c2
γ
exp
(
γ(I2−3)
)
+
[
k − 5
3
− 8γ
]
c2I3−
[
4
3
(1 + 3γ) + k
]
c2 log(I3)
(4.130)
Here k > 0 is a constant coefficient related to material properties. Now we are able
to fit the strain energy function to the experimental data in (Rotemberg et al., 2011a;
Rotemberg et al., 2011b; Rotemberg et al., 2013). The results are plotted and shown
in figure 4·2, with the choice c2 = 1/4 kpa; γ = 2/3; k = 300.
4.6 Conclusion
We considered the study done by Rotemberg et al. (Rotemberg et al., 2011a; Rotem-
berg et al., 2011b; Rotemberg et al., 2013), and used the boundary conditions from
their experiment to derive the shear wave speed using a pressurized poroelastic model.
Our model predicts direct dependence of shear wave speed on prestretch rather than
prestress, similar to the experimental findings of Rotemberg et al. (Rotemberg et al.,
2011a; Rotemberg et al., 2011b; Rotemberg et al., 2013). We encountered multiple
constraints on an appropriate strain energy function to model the pressurized liver,
which hinder applicability of traditional models such as any decoupled strain energy
function. Using these constraints, an example strain energy function was presented
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that closely reproduced the shear wave speed behavior with pressure measured in
both constrained and unconstrained pressurization of the canine liver (Rotemberg
et al., 2011a; Rotemberg et al., 2011b; Rotemberg et al., 2013).
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Chapter 5
The Inverse Problem of MRE
5.1 Introduction
Part of MRE requires solving an inverse problem to infer mechanical properties from
measured data. Waves at a known frequency are transmitted inside the region of in-
terest, and displacements are recorded using motion encoding gradients. There have
been multiple algorithms on how to infer mechanical properties, namely elastic shear
modulus, from the measured displacement data. These algorithms are categorized
into two groups: direct inversions and iterative inversions.
Direct inversions tend to estimate the mechanical properties of the body by pre-
processing the measured data and using different levels of differentiation of the dis-
placement data. Among these approaches are local frequency estimation (LFE) meth-
ods (Muthupillai et al., 1995), algebraic inversions (Oliphant et al., 2001), and curl-
based methods (Sinkus et al., 2007). LFE works based on local estimation of the
frequency while utilizing aggressive filters to smooth the displacement data. Alge-
braic inversion assumes that the mechanical properties are locally homogeneous, and
by doing so ignores the derivatives of the shear modulus. This paves the way for
a rather easy and simple inversion of the equation of motion. We will discuss this
method in more detail in the following subsection. Curl-based methods are designed
to remove any form of pressure waves and their effects on the equation of motion, and
hence, provide a more accurate reconstruction of the shear modulus field. However,
these methods use higher order differentiated displacement data. The measured data
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is inherently noisy, and the derivatives add more noise, and therefore, suffer greatly
from noise in the measured data. Like other methods of direct inversion, filtering
is commonplace in curl-based methods to mitigate the effect of noise in the recon-
structions. Our results in chapters 2 and 3 were acquired using a curl-based inversion
method designed by Ralph Sinkus (Sinkus et al., 2007). Direct inversions have been
generally successful in clinical applications (Mariappan et al., 2010), but have short-
comings that motivates a more accurate, albeit computationally costly, category of
inversions.
Even though there have been implementations of non-linear inversions that directly
solve the inverse problem of MRE (Babaniyi et al., 2017), non-linear inversions usu-
ally refer to iterative inversions that present the inverse problem as an optimization
problem where the objective is to minimize the least-square difference between the
measured and calculated data. The calculated data is computed at every iteration
by solving what is known as the forward problem, using a new shear modulus field
that is updated using the information from the previous iteration. Given the signifi-
cantly higher number of problems to be solved, the computational cost of non-linear
inversions is much higher than that of direct inversions. The cost of these computa-
tions depends on the optimization method used to update the shear modulus field.
Three widely used methods are Gauss-Newton, Quasi-Newton, and Conjugate Gra-
dient methods.
In this chapter, we present an iterative inversion that utilizes an advanced technique to
solve the forward problem. Traditional FEM methods exhibit a phenomenon known as
computational dispersion. That is, the wavelength of the computed wave is (slightly)
different from the true wavelength. The magnitude of the wavelength difference is a
function of the mesh size and interpolation order. For linear elements in a mesh with
6 points per wavelength, the difference is about 7% (Barbone et al., view). Since
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iterative inversions work by matching computed waves to measured waves, having a
forward model that computes wave fields with the correct wavelength is essential. In
what follows, more detail is provided about our inversion scheme.
5.1.1 Background
The inverse problem is roughly ”given displacement everywhere, find the shear mod-
ulus everywhere”. Displacement data is measured at discrete points in the body
dictated by the MRI parameters. The field of view of the MRI is chosen to include a
slice of the body as well as the full physical boundary in that two dimensional slice.
Multiple adjacent slices are chosen based on the region of interest. These slices pro-
vide a discrete 3D field. The domain of interest consists of the points within the 3D
measured field that are inside the physical body. These points usually have non-zero
displacements. As one can imagine, within the domain, there could be one or multiple
separate bodies that have often unknown boundary conditions. The inverse problem
aims to find the mechanical properties at each point within those bodies.
To solve the inverse problem, a mathematical model for phenomenon of interest is
assumed. Options include hyperelastic, viscoelastic, and poroelastic to name a few.
Small amplitude steady-state vibrations of a linear elastic, isotropic (but potentially
inhomogeneous) body are modeled by the Navier equation:
−∇p+∇ · [µ(∇u+∇uT )] = ρω2u (5.1)
∇ · u+ p
λ
= 0 . (5.2)
If an incompressible model of the body is assumed, one further condition must be
satisfied by the displacement field:
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∇ · u = 0 . (5.3)
Usually this condition is not met even if the considered body is truly incompressible
because of the noise in the measured displacement data.
The Navier equation can be solved by either a direct or a non-linear approach as
discussed in section 5.1. One of the most widely used direct approaches is algebraic
inversion of the Navier equation. Algebraic inversions are fast and easy to compute,
but they have a few drawbacks. For example, there is an unknown pressure term p
in Navier equation. This pressure term hinders a direct solution of that equation.
To remedy this issue, there are two common approaches. Either the pressure term
is completely neglected (see (Oliphant et al., 2001) for example), or the curl of the
Navier equation is taken (Sinkus et al., 2007). Taking the curl introduces 3rd order
derivatives in the equation. Taking high order derivatives of measured data that is
inherently noisy leads to less accurate reconstructions. Therefore, using aggressive
filters is commonplace in algebraic inversions which reduces the spatial resolution.
Additionally, the locally homogeneous assumption corrupts the loss modulus esti-
mates by neglecting the derivatives of shear modulus within the region of interest.
These shortcomings can be addressed by iterative approaches.
Iterative approaches use the full Navier equation and usually make no assumption
about the homogeneity of the shear modulus. Avoiding these assumptions, however,
comes at the expense of higher computational cost and complexity. Current iterative
approaches usually have a similar algorithm (figure 5·1):
1. Provide an initial estimate of the unknown shear modulus distribution.
2. Solve the equations (5.1, 5.2) to compute displacements uc.
3. Use uc and measured displacement um in an error functional F (um − uc).
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Figure 5·1: Iterative inversion flowchart
4. Update µ to reduce the error functional F .
5. Go back to step 2 unless convergence occurs.
This chapter describes an iterative scheme with an advanced finite element tech-
nique to solve the forward elasticity problem, yielding improved elasticity reconstruc-
tion. Starting from a rather simple inversion algorithm, every step of the solution
is described in detail in sections 5.2 and 5.3. Then simulated 2D wave propagation
in a homogeneous domain is analyzed in section 5.4 to consider the behavior of each
significant element of the inversion algorithm introduced in section 5.2. This infor-
mation helps us find any issues that might arise when solving the inverse problem
using measured MRE data. Finally, the inversion scheme is used to reconstruct the
elasticity map of a phantom in section 5.5.
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5.1.2 Iterative inversion scheme
To solve the inverse problem defined in equations (5.1, 5.2), we model the inverse
problem as an optimization problem, where the objective is to minimize the differ-
ence between the calculated and the measured, or simulated, displacement. So we
formulate a cost functional as below:
L(w,u, µ) = Π(uc) + αR(µ) (5.4)
Π(uc) =
1
2
||uc − um|| (5.5)
In the above formulation, Π is the objective function, 0 ≤ α ≤ 1 is a constant, R(µ)
is the regularization term, and the computed wave field depends on the modulus
distribution µ(x) through the constraint equations, i.e. the Navier equations (5.1,
5.2). We note that w is the Lagrange multiplier.
There are 2 major components needed to solve the optimization problem iteratively:
1) solution of the forward problem, i.e. calculation of the displacement field using
a computational model, a known shear modulus map, and appropriate boundary
conditions, and 2) an algorithm to update the shear modulus at every point in the
body to reduce the cost function. In what follows, we explore these steps in detail.
5.2 Forward problem
To solve the forward problem, we used FEniCS (Alns et al., 2015) which is an open-
source computing platform for solving boundary value problems written in variational
form. Since FEniCS works directly from variational statements rather than partial
differential equations, it allows the user to directly design the variational formulation
of the boundary value problem. FEniCS then enables users to quickly translate
variational statements of boundary value problems into efficient finite element code.
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5.2.1 Boundary Conditions
Perhaps the most challenging aspect of the forward problem is using suitable bound-
ary conditions. Traditionally in iterative inversions of MRE measured data, displace-
ments on the boundaries are taken as ”exact” displacements and used as Dirichlet
boundary conditions for the forward problem. However, for incompressible models,
this approach causes complications since the data may not exactly satisfy the incom-
pressibility condition. It would be impossible for an incompressible model to change
its volume in accordance with the data when the body is constrained on all of its
sides. One way to avoid this issue is to assume a material model that is close to
incompressible (Poisson ratio ν > 0.499), but it was shown in (Barbone and Oberai,
2007) that these nearly incompressible models can be quite inaccurate. Another way
to mitigate this issue about incompressible models is to use springs attached to the
boundary that allow motion on the boundary, but exert traction on the surface equal
to k(u − um) where k is a spring constant. This method allows for the boundary
displacements to be calculated similar to the interior points. Using this boundary
condition and the equations of motion (5.1-5.2), we can derive the weak forms to use
in the finite element formulation:
A(u˜, p˜;u, p, µ) = l(u˜) ∀u˜ ∈ V (5.6)
u ∈ S ≡ {u|ui ∈ H1(Ω)} (5.7)
u˜ ∈ V ≡ {u˜|u˜i ∈ H1(Ω)} (5.8)
Here the terms in the weak form of the Navier equations are:
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A1(u˜, p˜;u, p, µ) = −(p,∇ · u˜) + (∇u˜, µ(∇u+∇uT ))− 2
3
(∇ · u˜, µ∇ · u)
−ρω2(u, u˜) + k(u− um, u˜)Γ (5.9)
l1(u˜) = (u˜,f) (5.10)
A2(u˜, p˜;u, p, µ) = −(q,∇ · u)− (q, κp) (5.11)
l2 = 0 . (5.12)
Here u˜, p˜ are the variations on u, p, respectively. κ = 1
λ+ 2
3
µ
is the compressibility of
the material in the model, and κ = 0 for incompressibile models. Parentheses are
used to represent an integral over the domain Ω, or over the boundary if indexed by
Γ sign, of the inner product of the terms inside the parentheses. For example,
(u˜,f) =
∫
Ω
u˜ · f dΩ (5.13)
k(um, u˜)Γ =
∫
Γ
k(um · u˜) dΓ . (5.14)
Here we present a series of results from solution of a forward problem with known
exact analytical solution using different ranges of stiffness for the spring boundaries.
Figure 5·2 shows the analytical solution that will be used as displacement on the
boundaries to solve the forward problem, and it also shows the solution of the for-
ward problem using Dirichlet boundary conditions. To solve the wave propagation
problem using Dirichlet BC, displacements were set to analytical solution displace-
ment on all faces except front and back (normal to the z-axis) to simulate a 2D
wave propagation problem in a 3D domain. On the front and back faces, the z-
displacement was set to zero, and the x and y- directions were assumed to be traction
free. Using these boundary conditions, the forward solution recreated the analytical
solution data closely. Therefore, it serves as reference for comparing the results from
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the solution of the forward problem using boundary springs. Figure 5·3 shows the
calculated displacements using boundary springs with three different spring stiffness
values. The higher spring stiffness allows the forward solution to replicate the results
from the solution using Dirichlet BC, but Seidl (Seidl, 2015) found that higher spring
constants suffer from the same limitations and artifacts of solving inverse problems
with Dirichlet BC. Therefore, to solve the inverse problem using boundary springs, a
middle value for the spring constant has to be chosen such that it solves the forward
problem efficiently while giving the boundary elements enough flexibility to avoid
fitting noise in the measured displacement data. The main reason, however, for using
boundary springs is to avoid fitting the calculated data exactly to the measured data
on the boundary because of the noise in the measured data. We aim to use spring
stiffness values that would keep the calculated data in the vicinity of the measured
data, and as far as the mismatch values inside the domain.
5.2.2 A Stabilized Finite Element Method
In the finite element method, the body is divided into smaller elements. These ele-
ments include nodes and edges that connect the adjacent nodes of one element. The
Galerkin method provides a standardaized procedure for converting continuous oper-
ator problems into discrete ones. For more information regarding the Galerkin meth-
ods, see for example (Hughes et al., 1989). When using standard Galerkin discretiza-
tion to solve problems of shear wave propagation, the wavelength of the propagating
shear waves are overestimated. Moreover, other problems such as mesh-locking in
incompressible models and false pressure fields (Hughes, 2012) are among the known
problems associated with the standard Galerkin in the incompressible limit. Residual
based stabilization methods have historically helped with the poor performance of
this method (Hughes et al., 1989). These methods tend to overcome mesh-locking
in incompressible models and provide a better estimate of the wavelength. We (Bar-
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(a) (b)
(c) (d)
Figure 5·2: (a),(c) show the real displacement in the analytical solu-
tion and the solution of the forward problem using Dirichlet boundary
conditions, respectively. (b),(d) show the respective imaginary displace-
ments.
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(a) (b)
(c) (d)
(e) (f)
Figure 5·3: (a),(c),(e) show the real part of the calculated displace-
ment in the solution of the forward problem using boundary springs
with spring stiffness k ∼ 1, k ∼ 100, k ∼ 10000, respectively. (b),(d),(f)
show the respective imaginary displacements.
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bone et al., view) showed that the standard Galerkin even with stabilized pressure
suffers from the wavelength estimation issues mentioned in this section. We found
that while the standard formulation overestimates the wavelength in a 2D simulated
elastic wave propagation, the pressure-stabilized formulation grossly underestimates
the wavelength. We presented a novel Pressure Curl Galerkin Least-square Stabilized
(PCGLS) method by combining the pressure stabilization method with the curl of the
residual of the equation of motion (5.1, 5.2) to stabilize the shear waves and control
their dispersion. The PCGLS terms are added to the weak forms as follows:
A1(u˜
h, p˜h;uh, ph, µh) + A2(u˜
h, p˜h;uh, ph, µh) + s1(u˜
h, p˜h;uh, ph)− s2(u˜h;uh)
= l1(u˜
h)− ls1(u˜h, p˜h) + ls2(u˜h) ∀u˜h ∈ V h . (5.15)
Here a superscript h signifies a discrete variable. The pressure stabilization and the
curl stabilization are represented by s1 + ls1 and s2 + ls2, respectively, and they are
defined as follows:
s1(u˜
h, p˜h;uh, ph) =
(
− p˜h,i+2(µhu˜h
′
(i,j)),j +ρω
2u˜hi , τ1
(−ph,i+2(µhuh′(i,j)),j +ρω2uhi ))
Ω˜
(5.16)
ls1(u˜
h, p˜h) =
(
− p˜h,i + 2(µhu˜h
′
(i,j)),j + ρω
2u˜hi , τ1f
h
i
)
Ω˜
(5.17)
s2(u˜
h;uh) =
((
2(µhu˜h(i,k)),k + ρω
2u˜hi
)
,j
,
τ2
[
2(µhuh(i,k)),k + ρω
2uhi
)
,j
− (2(µhuh(j,k)),k + ρω2uhj ),i])
Ω˜
(5.18)
ls2(u˜
h) =
((
2(µhu˜h(i,k)),k + ρω
2u˜hi
)
,j
, τ2(fi,j − fj,i)
)
Ω˜
(5.19)
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Here, u′(i,j) =
1
2
(ui,j + uj,i) − uk,k δi,j
3
is the deviatoric part of the strain. A subscript
Ω˜ on the inner product signifies an integral over the union of element interiors as
opposed to the whole domain. The stabilization parameters τ1 and τ2 depend on the
element size, the finite element interpolation, and material parameters. The signs on
s1, ls1 and s2, ls2 in the above equations result in a positive definition for τ1 and τ2.
Next we will discuss how to choose τ1 and τ2.
Dispersion Analysis
One of the issues that rises from incompressible model assumption in standard Galerkin
is the dispersion of the shear waves in the form of overestimation of the shear wave-
length. We introduced a correction to the weak form of the pressure stabilized forward
problem by adding the curl of the residual of the equation of motion. Here we present
an analysis designed to find the right coefficient parameter to estimate the shear wave-
length correctly.
The discrete weak form of the equation of motion estimates the shear wavelength
by kh. To find this numerical estimate of the wavelength, we considered a uniform,
two-dimensional mesh of four-noded bilinear quadrilateral elements of size h, with
continuous, equal-order linear interpolation of displacements and pressure (figure 5·4).
Here we consider a wave propagation problem in the x-direction along the mesh
lines. We note that for node A, xA = Ah. We consider finite element solutions with
nodal values (d1A, d2A, pA) for the x and y-direction displacements and the pressure,
respectively.
d1Ad2A
pA
 =
Uh1Uh2
P h
 exp(ikxA) =
Uh1Uh2
P h
 exp(ikhh)A . (5.20)
Substituting the solution presented in equation (5.20) into the weak form of the
stabilized forward problem equation (5.15) results in the following equation for the
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Figure 5·4: Nine-node Cartesian patch.
shear wave:
(1 + τp)
2 + c
3
− (1 + τs)2(1− c)
(ksh)2
= 0 . (5.21)
Here c = cos khh, τp = τ1ρω
2, and τs = τ2ρω
2k2s . We note that the shear wave
stabilization parameter depends on the pressure stabilization parameter. Therefore,
the pressure stabilization parameter must be defined first. For a discussion of how to
best choose this parameter, see (Barbone et al., view). The pressure parameter was
chosen based on error analysis in static incompressible elasticity and supported by
numerical analysis as follows:
τ1 =
h2
2µ
. (5.22)
With the pressure stabilization parameter defined as above, we choose the curl stabi-
lization parameter so that khs = ks. In other words, we want the numerical estimate of
the shear wavelength be equal to the exact shear wavelength. Replacing these values
inside equation (5.21) defines the curl stabilization parameter as:
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τ1 =
h2
2µ
(5.23)
τ2 =
µ
ρ2ω4
[(
1 +
1
2
(ksh)
2
)
2 + cos ksh
3
k2sh
2
2(1− cos ksh) − 1
]
. (5.24)
5.2.3 Resonance-free Formulation
With purely real µ and with real springs on the boundary, the forward problem
exhibits resonance. Whenever the eigenvalues of the wave equation, ρω2n, approach
ρω2, the calculated displacements from the forward problem keep getting larger. At
the point where ρω2n = ρω
2, the calculated displacements will be infinity. We note
that the eigenvalues of the wave equation depend on the material properties. In an
iterative approach, therefore, where the shear modulus is updated at every iteration,
it is likely that the material properties at one of these iterations will constitute a
resonant state. In order to mitigate this issue, we decided to replace u in ρω2(u, u˜)
in equation (5.9) by um. In other words, instead of calculating the displacement in
ρω2(u, u˜) which was causing the resonance, we decided to use the measured values
for u. By taking away the dynamic contribution of the wave equation, we create
a new static formulation that has a force term on the right hand side. Our weak
formulations (5.9) and (5.10), therefore, becomes:
A1(u˜, p˜;u, p, µ) = −(p,∇ · u˜) + (∇u˜, µ(∇u+∇uT ))− 2
3
(∇ · u˜, µ∇ · u)
+k(u− um, u˜)Γ (5.25)
l1(u˜) = (u˜,f) + ρω
2(um, u˜) . (5.26)
The equations (5.11) and (5.12) remain unchanged. We note that this static
formulation is free of the occasional ill-posedness of the forward problem that happens
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with the eigenvalues of the dynamic wave equation approaching ρω2.
5.3 Optimization Methods and Algorithms
To update the shear modulus map, we used the adjoint method (Oberai et al., 2003;
Oberai et al., 2004) to find the gradient of the cost function with respect to the
shear modulus. Once the gradient was found, either the steepest descent method or
a conjugate gradient method was used to update the shear modulus map. Here we
explain these steps in more detail.
5.3.1 Gradient Evaluation
Once a working formulation is set in place to solve the forward problem, the objective
function defined in equation (5.5) can be evaluated. If the objective function does
not satisfy the convergence criteria, the shear modulus will be updated. We used
the adjoint method (Oberai et al., 2003; Oberai et al., 2004) to find the gradient of
the objective function. We consider changing µ to µ + dµ, and seek to characterize
the change in the objective function with this change. We define u + du to be the
solution to the new problem with the new shear modulus. Thus, du represents the
change in u when shear modulus changes from µ to µ+ dµ:
Π(µ0) =
1
2
(u0 − um,u0 − um) + 1
2
αR(µ0, µ0) (5.27)
dΠ = Π(µ0 + dµ)− Π(µ0) = (du,u0 − um) + αR(dµ, µ0) . (5.28)
Next we examine the sum of the weak formulations for the forward problem, con-
sidered for both starting µ shear modulus field as well as the perturbed µ + dµ, as
follows:
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A(u˜, p˜;u0, p0, µ0) = 0 (5.29)
A(u˜, p˜;u0 + du, p0 + dp, µ0 + dµ) = 0 (5.30)
A(u˜, p˜;u0 + du, p0 + dp, µ0 + dµ) = A(u˜, p˜;u0, p0, µ0)
+A(u˜, p˜; du, dp, µ0) + A(u˜, p˜;u0, p0, dµ) +
:0O(du, dµ) (5.31)
∴ A(u˜, p˜; du, dp, µ0) = −A(u˜, p˜;u0, p0, dµ) . (5.32)
Adjoint problem is to find u˜0 such that:
A(u˜0, p˜0;v, q0, µ0) = −(v,u0 − um) ∀v ∈ V . (5.33)
du is a variation of u0, so it disappears on the boundary, and du ∈ V . So in this
equation we can replace v with du:
A(u˜0, p˜0; du, dp, µ0) = −(du,u0 − um) . (5.34)
Just like above, we can replace u˜ with u˜0 in equation (5.32):
A(u˜0, p˜0; du, dp, µ0) = −A(u˜0, p˜0;u0, p0, dµ) . (5.35)
Now we can replace the first term on the right hand side of equation (5.28) using
equations (5.34, 5.35):
dΠ = A(u˜0, p˜0;u0, p0, dµ) + αR(dµ, µ0) . (5.36)
In order to find the derivative of the objective function with respect to shear
modulus one would need to:
1. solve equation (5.29) to find u0,
2. solve equation (5.33) to find u˜0,
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3. use u0 and u˜0 at every node to find the variations of Π due to variations at µ
n:
∂Π
∂µ˜n
= A(u˜0, p˜0;u0, p0, N
n(x)) + αR(Nn(x), µ0) . (5.37)
Here µh =
∑
n
µ˜nNn(x), Nn(x) is the shape function at node n, and µ˜n is the
value of µ at node n. We note that the last term in equation (5.37) depends on the
choice of the regularization. Typical regularizations include:
R(µ) =

∫
Ω
µ2 dΩ L2 norm∫
Ω
∇µ2 dΩ H1 semi-norm∫
Ω
|∇µ| dΩ TV semi-norm .
(5.38)
Once we find the gradient of the objective function with respect to µ, we can use
an optimization technique to update µ to a value closer to the solution. We choose
either a conjugate gradient optimization or the steepest descent method. Once µ is
updated, we repeat the above steps iteratively until our convergence criterion is met.
We define the convergence to happen when the cost function, Π = ||u − um|| stays
within 0.01% of the last calculated Π for 10 consecutive iterations.
5.3.2 Steepest Descent
Our implementation of the steepest descent method is quite simple. We start with
a fixed step length, and whenever the objective function does not decrease with the
taken step length, we keep dividing the step length by 2 until the objective function
can decrease. If the optimization successfully decreases the objective function three
consecutive times with a given step length, the step length is multiplied by two for
the next step.
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5.3.3 Conjugate Gradient Method
We adopted an implementation of the Conjugate Gradient method from (Wright and
Nocedal, 1999). The steps are as follows:
1. Given µ0, evaluate the objective function Π(µ0), g(µ0).
2. n
set
= 0, p0
set
= −g(µ0).
3. while g(µn) 6= 0 and convergence criterion is not met:
a) Compute αn.
b) µn+1
set
= µn + αnpn.
c) Evaluate g(µn+1).
d) βFRn+1
set
=
gt(µn+1) · g(µn+1)
gt(µn) · g(µn) .
e) pn+1
set
= −g(µn+1) + βFRn+1pn.
f) n
set
= n+ 1.
Here p is the search direction, and αn is the n
th step length for the optimization, and
it is calculated at every step as follows:
αn = − pn · rn
pn · Apn . (5.39)
Here r is the residual. To see how this method of line search works, we start with the
expansion of the objective function when shear modulus is changed in an arbitrary
direction x:
C(µ0 + x) = C(µ0) +∇C(µ0) · x+ 1
2
xt∇∇C(µ0) · x+O(∇∇∇C) . (5.40)
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From here on, we refer to ∇∇C by A. We note that r0 = −∇C(µ0). Now moving
the shear modulus in the direction of p0 by a small step δ, we evaluate the gradient
of the new objective function:
∇C(µ0 − δp0) ≈ ∇C(µ0)− δAp0 . (5.41)
Here we note that we don’t need to calculate the second derivative of the objec-
tive function for Ap0, and we can use the approximation
∇C(µ0 − δp0)− p0
δ
≈ Ap0
.We assume that along the p0 direction, there exists a step length that would cause
∇C(µ0 − α0p0) = 0. This would be our ideal step length α for this step of the
optimization. From equation (5.41), we multiply both sides by the search direction
p0:
−r0 − αAp0 = 0 (5.42)
−p0 · r0 − αp0 · Ap0 = 0 (5.43)
∴ α0 = − p0 · r0
p0 · Ap0 . (5.44)
We note that all of the above steps can be generalized to be used in the following
steps as well. Therefore, the above formula provides a suitable line search for every
step of the optimization.
5.4 Inversions with Simulated Data
Here we present simulations of 2D wave propagation to test the performance of indi-
vidual components of the inversion algorithm as well as the accuracy of the inversions
using noisy simulated displacement data. The simulations are done in a cube with
side length 0.5mm and mass density of 1kg/mm3, vibrating with a frequency of 3Hz.
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Figure 5·5: Exact real (left) and imaginary (right) displacement fields
from analytical solution.
All surfaces of the cube are fixed in the z-direction, and the two surfaces whose nor-
mal is in the z-direction are traction free in the x-direction and y-direction. All other
surfaces are constrained in the x-direction and y-direction using springs. The stiff-
ness of the springs affects the results of the inversion as discussed in (Seidl, 2015).
Briefly, high spring constants generally cause the calculated displacement to fit better
to the measured displacement field, but they suffer from boundary artifacts that are
common when using Dirichlet boundary conditions. In our calculations, the spring
constants were chosen so that the displacement mismatch on the boundary is in the
same order of that inside the domain.
In these inverse problems, we used H1 regularization as we expected smooth results
without any sharp changes in the shear modulus map. We kept the regularization
parameter, α = 10−4, constant across these problems in order to focus on the perfor-
mance of each component of the forward solution or the optimization individually.
Figure 5·5 shows the displacements from the analytical solution in the cube with
a homogeneous shear modulus of 1kPa. To test the performance of the inversion
scheme with springs on the boundary and stabilized pressure, the exact displacements
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Figure 5·6: Shear modulus map calculated by iterative inversion of
complex wave field with (right) and without (left) PCGLS.
were used in the cube with an initial guess of 0.8kPa. Then PCGLS was added to the
formulation to test its effect on the inversion. As shown in figure 5·6 the results of the
inversion without PCGLS are overestimated by 10%-20%, while the PCGLS reduced
this overestimation to 0%-10%. The mismatch between the exact displacement and
calculated displacement fields are similar between the two inversions (figures 5·7 and
5·8). This simulation shows that PCGLS, while keeping the general shape of the
resulting shear modulus, introduces a small correction to the formulation that causes
the calculated values in the shear modulus map to be closer to their correct values.
Next we examined the effect of noise added to the simulated data on the inversion
(figure 5·9). Figure 5·10 shows the resulting shear modulus maps with and without
PCGLS. While the mismatch in the displacement is greater than before as expected
(figures 5·7 and 5·8), the shear modulus map was not affected much by a small amount
of noise. In this case the noise was chosen to be randomly distributed at every point
with a maximum magnitude of 1% of the maximum magnitude of the simulated
displacement.
Finally, noise with 5% magnitude was added to the simulated data (figure 5·13).
This time the shear modulus maps (figure 5·14) as well as the displacement mismatch
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Figure 5·7: Mismatch between real calculated displacement and exact
displacement map calculated by iterative inversion of complex wave
field with (right) and without (left) PCGLS.
Figure 5·8: Mismatch between imaginary calculated displacement and
exact displacement map calculated by iterative inversion of complex
wave field with (right) and without (left) PCGLS.
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Figure 5·9: Exact real (left) and imaginary (right) displacement fields
with 1% added noise.
Figure 5·10: Shear modulus map calculated by iterative inversion of
complex wave field with (right) and without (left) PCGLS with 1%
added noise.
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Figure 5·11: Mismatch between real calculated displacement and dis-
placement map calculated by iterative inversion of complex wave field
with (right) and without (left) PCGLS with 1% added noise.
Figure 5·12: Mismatch between imaginary calculated displacement
and exact displacement map calculated by iterative inversion of com-
plex wave field with (right) and without (left) PCGLS with 1% added
noise.
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Figure 5·13: Exact real (left) and imaginary (right) displacement
fields with 5% added noise.
maps (figures 5·15 and 5·16) were affected by the noise. However, the formulation
with PCGLS was far less affected in its calculation for the shear modulus. In fact, the
PCGLS formulation reduced the error in the overestimation of shear modulus from
-14%-40% to 8%-20%.
5.5 Application to phantom data
Here we present the results from our iterative inversion of displacement data gathered
from MRE of a phantom by Johnson et al. (Johnson et al., 2013). The parallelpiped
phantom was made using agarose gel with three cubic inclusions that were stiffer
compared to the background. The side lengths of the inclusions were 10, 15, and
20mm. The phantom was vibrated at 100Hz, and imaged in 20 slices with 2mm
thickness resulting in 2 × 2 × 2 mm3 resolution. Inversions were computed without
apriori knowledge of the inclusion sizes, shapes, or moduli.
5.5.1 Algebraic Inversion
We developed a very simple algebraic inversion scheme by ignoring the pressure term
in equation (5.1) and solving directly for the shear modulus. In this formulation, once
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Figure 5·14: Shear modulus map calculated by iterative inversion of
complex wave field with (right) and without (left) PCGLS with 5%
added noise.
Figure 5·15: Mismatch between real calculated displacement and ex-
act displacement map calculated by iterative inversion of complex wave
field with (right) and without (left) PCGLS with 5% added noise.
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Figure 5·16: Mismatch between imaginary calculated displacement
and exact displacement map calculated by iterative inversion of com-
plex wave field with (right) and without (left) PCGLS with 5% added
noise.
the pressure is ignored, and the shear modulus is assumed to be locally homogeneous,
the equation of motion (5.1) reduces to:
µ∇2u = −ρω2u . (5.45)
Since with this formulation, only one direction of motion is required to solve for
the shear modulus, the displacement field with the highest signal, which was believed
to have the highest signal to noise ratio, was chosen. Considering only the z-direction
of the above equation, and multiplying both sides by the complex conjugate of the
displacement field, we get the shear modulus field as follows:
µ =
ρω2(uzruzr + uziuzi)
(uzr∇2uzr + uzi∇2uzi) + i(uzr∇2uzi − uzi∇2uzr) (5.46)
Due to the significant effect of noise on simple algebraic inversions, smoothing is
commonplace. In our implementation, after limiting the results of the shear modulus
to 0.1 ≤ µ ≤ 50, a 3D Gaussian filter was applied to the shear modulus map in
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MATLAB (MATLAB, 2017). The results are shown in figure 5·17.
5.5.2 Iterative Inversion
We broke up the phantom’s domain to three adjacent regions, and reconstructed
each region individually in order to get a better understanding of the features in each
region before reconstructing the whole phantom in one effort. To find the optimal
value of regularization parameter with TV regularization, L-curves (Vogel, 2002) were
generated for different regions of the phantom identified in the algebraic inversion
and the whole phantom. These L-curves consist of the objective function, defined in
equation (5.5), on the y-axis and the regularization R(µ) on the x-axis. Each point
in the L-curve represents a full reconstruction of the shear modulus using a different
regularization parameter. The optimal point was chosen so that the regularization
would be minimized while the objective function remained almost constant. The point
right before a sudden increase in the objective function was chosen to represent the
best regularization parameter. Figures 5·18-5·20 show the L-curves for three different
regions within the phantom. Figures 5·21-5·23 show the corresponding shear modulus
maps for the optimal regularization parameter.
Once the shear modulus maps for every region in the phantom were reconstructed,
we attempted to reconstruct the whole domain. First, an L-curve was generated for
the domain, similar to the L-curves for individual regions in figures 5·18-5·20. The
optimal TV regularization parameter was chosen based on the results of the L-curve,
and the shear modulus map was reconstructed as shown in figures 5·26, 5·27. The
general shape of the phantom’s homogeneous background and its three inclusions
seem to conform well with the NLI reconstructions of (Johnson et al., 2013) (figure
5·24).
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(a)
(b)
(c)
Figure 5·17: Reconstruction of the phantom. Top row (a) shows
a slice halfway between the mid plane and the back of the phantom.
Middle row (b) shows a slice in the mid plane. Bottom row (c) shows
a slice halfway between the mid plane and the front of the phantom.
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Figure 5·18: L-curve for phantom’s left region. Each data point rep-
resents a full reconstruction of the shear modulus map with a different
regularization parameter, which is shown in the legend of the figure.
For this L-curve, regularization parameter α = 2 × 10−5 was selected
for the inverse problem.
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Figure 5·19: L-curve for phantom’s mid region. Each data point rep-
resents a full reconstruction of the shear modulus map with a different
regularization parameter, which is shown in the legend of the figure.
For this L-curve, regularization parameter α = 2 × 10−4 was selected
for the inverse problem.
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Figure 5·20: L-curve for phantom’s right region. Each data point rep-
resents a full reconstruction of the shear modulus map with a different
regularization parameter, which is shown in the legend of the figure.
For this L-curve, regularization parameter α = 2 × 10−5 was selected
for the inverse problem.
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(a) (b)
(c) (d)
(e) (f)
Figure 5·21: Reconstruction of the left region within the phantom. Top row (a,b)
shows a slice halfway between the mid plane and the back of the phantom. Middle row
(c,d) shows a slice in the mid plane. Bottom row (e,f) shows a slice halfway between
the mid plane and the front of the phantom. Values in the right column have been
constrained between 1 kPa and 20 kPa to show the boundaries of the inclusion better.
The left column is not constrained to show the magnitudes.
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(a) (b)
(c) (d)
(e) (f)
Figure 5·22: Reconstruction of the middle region within the phantom. Top row
(a,b) shows a slice halfway between the mid plane and the back of the phantom.
Middle row (c,d) shows a slice in the mid plane. Bottom row (e,f) shows a slice
halfway between the mid plane and the front of the phantom. Values in the right
column have been constrained between 1 kPa and 20 kPa to show the boundaries of
the inclusion better. The left column is not constrained to show the magnitudes.
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(a) (b)
(c) (d)
(e) (f)
Figure 5·23: Reconstruction of the right region within the phantom. Top row (a,b)
shows a slice halfway between the mid plane and the back of the phantom. Middle row
(c,d) shows a slice in the mid plane. Bottom row (e,f) shows a slice halfway between
the mid plane and the front of the phantom. Values in the right column have been
constrained between 1 kPa and 20 kPa to show the boundaries of the inclusion better.
The left column is not constrained to show the magnitudes.
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Figure 5·24: Calculated real shear modulus distributions for the phan-
tom study. a: High-resolution T2-weighted image showing inclusions.
Real shear modulus estimates from different isotropic resolutions: (b)
2 mm, (c) 3 mm, and (d) 4 mm. The white arrows show the location of
the smallest inclusion. [Color figure can be viewed in the online issue,
which is available at wileyonlinelibrary.com.]
From Magn. Reson. Med., 70: 404-412., Johnson, C. L., McGarry,
M. D., Houten, E. E., Weaver, J. B., Paulsen, K. D., Sutton, B. P.
and Georgiadis, J. G., ”Magnetic resonance elastography of the brain
using multishot spiral readouts with selfnavigated motion correction”,
c©2013, reprinted with permission from John Wiley & Sons.
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Figure 5·25: L-curve for phantom’s whole domain region. Each data
point represents a full reconstruction of the shear modulus map with a
different regularization parameter, which is shown in the legend of the
figure. For this L-curve, regularization parameter α = 3.5 × 10−5 was
selected for the inverse problem.
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(a)
(b)
(c)
Figure 5·26: Reconstruction of the phantom. Top row (a) shows
a slice halfway between the mid plane and the back of the phantom.
Middle row (b) shows a slice in the mid plane. Bottom row (c) shows
a slice halfway between the mid plane and the front of the phantom.
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(a)
(b)
(c)
Figure 5·27: Reconstruction of the phantom. Top row (a) shows a slice halfway
between the mid plane and the back of the phantom. Middle row (b) shows a slice in
the mid plane. Bottom row (c) shows a slice halfway between the mid plane and the
front of the phantom. Shear modulus values have been constrained between 1 kPa
and 20 kPa to show the boundaries of the inclusion better.
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5.6 Discussion and Conclusions
In this chapter we were able to show improvements made by the PCGLS finite element
method in iterative inversions of a simulated wave propagation compared to pressure-
stabilized formulation, as well as its higher stability with increasing noise in the data.
We showed that PCGLS produces more accurate results while decreasing the objective
function. We note, however, that when data is acquired in high resolution (i.e. the
wavelengths are big enough for the measurement grid), the coefficients of PCGLS
defined in equations 5.23,5.24 get smaller, and its effect is reduced. The reason for this
phenomenon is quite simple. As the resolution gets higher, the dispersion in the shear
waves gets smaller, and there will be less room for improvement in the wavelength
estimation. Since PCGLS is only a small correction in the form of a residual that is
added to the discrete weak form of equation of motion, it will get even smaller with a
more accurate formulation that is the result of the high measurement (or simulation)
resolution. For the iterative inversion of the phantom, we found this to be the case
when comparing results with and without PCGLS. Even though PCGLS formulation
accelerates the convergence of the inversion towards the final reconstruction results,
the final shear modulus map is almost identical to the inversion without PCGLS
(results not shown).
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Chapter 6
Conclusion
This thesis considers two novel applications of MRE in the brain, presents a math-
ematical model to explain pressure dependence of shear wave speed, and the use of
a new forward model in iterative nonlinear inversion for modulus. Even though the
experimental part of our work focuses on the brain, the theoretical parts are not
constrained to any region inside the body. The poroelastic model in chapter 4 was
derived using boundary conditions of an elastography experiment on canine liver, but
the results are applicable to any pressurized soft tissue. We note that vascularization
in soft tissue would usually be the source of the mentioned pressure. The inversion
approaches of chapter 5 are applicable to MRE of any soft tissue as well.
In chapter 2 we observed a continuously decreasing average shear modulus in the
regions where the presence of a tumor was identified from MRI images. We also
observed features in the histopathology of the same animals that were distinct in the
tumor regions. Necrotic areas appeared soft while regions with high viable tumor cell
density and vasculature density presented with higher shear modulus compared to
other tumor regions or even ”healthy” brain tissue. As it was discussed previously,
Jamin (Jamin et al., 2015) showed that microvessel density contributes to the stiffness
of the tumor. Their results as well as our observations of higher shear modulus in areas
with high vessel density are in line with our findings about the effect of pressurization
on shear wave speed captured through elastography. Again we acknowledge the small
dataset of our project, and we note that a bigger sample size is needed for any
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conclusive remarks.
In chapter 3 we observed a change in the baseline of shear modulus reconstruc-
tions in parts of the brain where we suspected neurons were activated. This change
in shear modulus was reduced in paradigms where neurons where activated compared
to adjacent paradigms where stimulus was turned off. This could potentially signify
at least two competing mechanisms responsible for the change in shear modulus. One
mechanism that has a more lasting effect and increases the shear modulus across both
paradigms, and one mechanism that has a sharp and fast response and decreases the
shear modulus when neurons are activated. It is known in the field of fMRI that
neural activation increases blood flow to the activated areas with some delay. This
response is relatively slow (on the order of tens of milliseconds) and could potentially
be responsible for the increase in the baseline of the shear modulus in activated areas
across both paradigms in fMRE scans shown in chapter 3. The extent to which vas-
cular pressure can affect measured shear wave speed is quantified in the mathematical
model of chapter 4. We note, however, that blood pressure is one of many potential
mechanisms for the observed neuro-functional mechanical property changes, and fur-
ther experiments are needed for any type of conclusion on the responsible mechanisms
for this phenomenon.
The experimental studies in chapters 2 and 3 showed the potential of MRE in new
exciting applications of neuroimaging. We explored both the structural and functional
aspects of neuroimaing and found promising results. MRE has the potential to cap-
ture biomechanical characteristics of brain tumor that are not obvious even to the
expert neuro-radiologists. Therefore, it can be a prominent complimentary imaging
technique to the existing standard-of-care for patients with brain tumors. Moreover,
MRE showed differences in regions brain due to activation. Given its potentially high
switching frequency as well as its high spatial and temporal resolution, MRE could
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shed more light on neural activation with its biomechanical changes in elasticity.
Finally we presented an improvement to the shear modulus estimation when solv-
ing the inverse problem of MRE. We introduced an advanced finite element for-
mulation designed to improve the wavelength estimates in shear wave propagation
problems. This method showed closer estimates of the target shear modulus in 2D
simulations of complex shear wave propagation in a homogeneous domain. It was
less susceptible to noise in the measured (simulated) displacement data and provided
better fitting of calculated displacements. When applied to phantom data, however,
the PCGLS did not show an improvement over standard discretization. The noise in
the data, and hence in the reconstruction, was higher than the difference between the
two computational formulations. Our inversion technique successfully reconstructed
MRE measured displacement data gathered from a phantom. It clearly showed dis-
tinct inclusions within the phantom. We note that the shear modulus within the
inclusions was higher than those reported in (Johnson et al., 2013).
References
Adamczak, J. M., Farr, T. D., Seehafer, J. U., Kalthoff, D., and Hoehn, M. (2010).
High field bold response to forepaw stimulation in the mouse. Neuroimage,
51(2):704–712.
Almeida, E. S. and Spilker, R. L. (1998). Finite element formulations for hyperelastic
transversely isotropic biphasic soft tissues. Computer methods in applied mechanics
and engineering, 151(3-4):513–538.
Alns, M., Blechta, J., Hake, J., Johansson, A., Kehlet, B., Logg, A., Richardson, C.,
Ring, J., Rognes, M., and Wells, G. (2015). The fenics project version 1.5. Archive
of Numerical Software, 3(100).
Ba, J., Carcione, J. M., Cao, H., Yao, F., and Du, Q. (2013). Poro-acoustoelasticity
of fluid-saturated rocks. Geophysical Prospecting, 61(3):599–612.
Babaniyi, O. A., Oberai, A. A., and Barbone, P. E. (2017). Direct error in consti-
tutive equation formulation for plane stress inverse elasticity problem. Computer
methods in applied mechanics and engineering, 314:3–18.
Barbone, P. E., Nazari, N., and Harari, I. (In Review). Shear wave propagation in
incompressible soft solids: Stabilized finite element formulations.
Barbone, P. E. and Oberai, A. A. (2007). Elastic modulus imaging: some exact
solutions of the compressible elastography inverse problem. Physics in medicine
and biology, 52(6):1577.
Barr, R. G. (2015). Breast elastography. Thieme.
Biot, M. A. (1973). Nonlinear and semilinear rheology of porous solids. Journal of
Geophysical Research, 78(23):4924–4937.
Biot, M. A. and Temple, G. (1972). Theory of finite deformations of porous solids.
Indiana University Mathematics Journal, 21(7):597–620.
De, S., Guilak, F., and Mofrad, M. R. (2010). Computational modeling in biome-
chanics. Springer.
Destrade, M. and Saccomandi, G. (2007). Waves in nonlinear pre-stressed materials,
volume 495. Springer Science & Business Media.
102
103
Doyley, M. (2012). Model-based elastography: a survey of approaches to the inverse
elasticity problem. Physics in medicine and biology, 57(3):R35.
Feng, Y., Clayton, E., Okamoto, R., Engelbach, J., Bayly, P., and Garbow, J. (2016).
A longitudinal magnetic resonance elastography study of murine brain tumors fol-
lowing radiation therapy. Physics in medicine and biology, 61(16):6121.
Fu, B.-Y. and Fu, L.-Y. (2017). Poro-acoustoelastic constants based on pade´ approx-
imation. The Journal of the Acoustical Society of America, 142(5):2890–2904.
Garteiser, P., Sahebjavaher, R. S., Ter Beek, L. C., Salcudean, S., Vilgrain, V.,
Van Beers, B. E., and Sinkus, R. Rapid acquisition of multifrequency, multislice
and multidirectional mr elastography data with a fractionally encoded gradient
echo sequence. NMR in Biomedicine, 26(10):1326–1335.
Gennisson, J.-L., Grenier, N., Combe, C., and Tanter, M. (2012). Supersonic shear
wave elastography of in vivo pig kidney: influence of blood pressure, urinary pres-
sure and tissue anisotropy. Ultrasound in medicine & biology, 38(9):1559–1567.
Goenezen, S., Dord, J.-F., Sink, Z., Barbone, P. E., Jiang, J., Hall, T. J., and Oberai,
A. A. (2012). Linear and nonlinear elastic modulus imaging: an application to
breast cancer diagnosis. IEEE transactions on medical imaging, 31(8):1628–1637.
Grinfeld, M. A. and Norris, A. N. (1996). Acoustoelasticity theory and applications
for fluid-saturated porous media. The Journal of the Acoustical Society of America,
100(3):1368–1374.
Hirsch, S., Guo, J., Reiter, R., Schott, E., Bu¨ning, C., Somasundaram, R., Braun,
J., Sack, I., and Kroencke, T. J. (2014). Towards compression-sensitive magnetic
resonance elastography of the liver: Sensitivity of harmonic volumetric strain to
portal hypertension. Journal of Magnetic Resonance Imaging, 39(2):298–306.
Holzapfel, G. A. (2000). Nonlinear solid mechanics, volume 24. Wiley Chichester.
Hughes, J. D., Fattahi, N., Van Gompel, J., Arani, A., Meyer, F., Lanzino, G., Link,
M. J., Ehman, R., and Huston, J. (2015). Higher-resolution magnetic resonance
elastography in meningiomas to determine intratumoral consistency. Neurosurgery,
77(4):653–659.
Hughes, T. J. (2012). The finite element method: linear static and dynamic finite
element analysis. Courier Corporation.
Hughes, T. J., Franca, L. P., and Hulbert, G. M. (1989). A new finite element formu-
lation for computational fluid dynamics: Viii. the galerkin/least-squares method
for advective-diffusive equations. Computer methods in applied mechanics and
engineering, 73(2):173–189.
104
Ipek-Ugay, S., Tzscha¨tzsch, H., Hudert, C., Garcia, S. R. M., Fischer, T., Braun, J.,
Althoff, C., and Sack, I. (2016). Time harmonic elastography reveals sensitivity
of liver stiffness to water ingestion. Ultrasound in medicine & biology, 42(6):1289–
1294.
Jamin, Y., Boult, J. K., Li, J., Popov, S., Garteiser, P., Ulloa, J. L., Cummings,
C., Box, G., Eccles, S. A., Jones, C., et al. (2015). Exploring the biomechanical
properties of brain malignancies and their pathologic determinants in vivo with
magnetic resonance elastography. Cancer research, 75(7):1216–1224.
Johnson, C. L., McGarry, M. D., Van Houten, E. E., Weaver, J. B., Paulsen, K. D.,
Sutton, B. P., and Georgiadis, J. G. (2013). Magnetic resonance elastography of
the brain using multishot spiral readouts with self-navigated motion correction.
Magnetic resonance in medicine, 70(2):404–412.
Krouskop, T. A., Wheeler, T. M., Kallel, F., Garra, B. S., and Hall, T. (1998). Elastic
moduli of breast and prostate tissues under compression. Ultrasonic imaging,
20(4):260–274.
Kumar, V., Abbas, A. K., Fausto, N., and Aster, J. C. (2014). Robbins and Cotran
pathologic basis of disease, professional edition e-book. elsevier health sciences.
Mao, P., Joshi, K., Li, J., Kim, S.-H., Li, P., Santana-Santos, L., Luthra, S., Chan-
dran, U. R., Benos, P. V., Smith, L., et al. (2013). Mesenchymal glioma stem cells
are maintained by activated glycolytic metabolism involving aldehyde dehydroge-
nase 1a3. Proceedings of the National Academy of Sciences, 110(21):8644–8649.
Mariappan, Y. K., Glaser, K. J., and Ehman, R. L. (2010). Magnetic resonance
elastography: a review. Clinical anatomy, 23(5):497–511.
MATLAB (2017). version 7.10.0 (R2017a). The MathWorks Inc., Natick, Mas-
sachusetts.
Murphy, M. C., Huston III, J., Glaser, K. J., Manduca, A., Meyer, F. B., Lanzino,
G., Morris, J. M., Felmlee, J. P., and Ehman, R. L. (2013). Preoperative assess-
ment of meningioma stiffness using magnetic resonance elastography. Journal of
neurosurgery, 118(3):643–648.
Murphy, M. C., Huston III, J., Jack Jr, C. R., Glaser, K. J., Manduca, A., Felmlee,
J. P., and Ehman, R. L. (2011). Decreased brain stiffness in alzheimer’s disease
determined by magnetic resonance elastography. Journal of magnetic resonance
imaging, 34(3):494–498.
Muthupillai, R., Lomas, D., Rossman, P., Greenleaf, J., Manduca, A., and Ehman,
R. (1995). Magnetic resonance elastography by direct visualization of propagating
acoustic strain waves. Science, 269(5232):1854–1857.
105
Nazari, N. and Barbone, P. (2018). Shear wave speed in pressurized soft tissue.
Journal of the Mechanics and Physics of Solids, 119:60 – 72.
Oberai, A. A., Gokhale, N. H., Doyley, M. M., and Bamber, J. C. (2004). Evaluation
of the adjoint equation based algorithm for elasticity imaging. Physics in Medicine
and Biology, 49(13):2955.
Oberai, A. A., Gokhale, N. H., and Feijo´o, G. R. (2003). Solution of inverse problems
in elasticity imaging using the adjoint method. Inverse problems, 19(2):297.
Oliphant, T. E., Manduca, A., Ehman, R. L., and Greenleaf, J. F. (2001). Complex-
valued stiffness reconstruction for magnetic resonance elastography by algebraic
inversion of the differential equation. Magnetic resonance in Medicine, 45(2):299–
310.
Ostrom, Q. T., Gittleman, H., Fulop, J., Liu, M., Blanda, R., Kromer, C., Wolinsky,
Y., Kruchko, C., and Barnholtz-Sloan, J. S. (2015). Cbtrus statistical report:
primary brain and central nervous system tumors diagnosed in the united states in
2008-2012. Neuro-oncology, 17(Suppl 4):iv1.
Reiss-Zimmermann, M., Streitberger, K.-J., Sack, I., Braun, J., Arlt, F., Fritzsch, D.,
and Hoffmann, K.-T. (2015). High resolution imaging of viscoelastic properties of
intracranial tumours by multi-frequency magnetic resonance elastography. Clinical
neuroradiology, 25(4):371–378.
Riek, K., Millward, J. M., Hamann, I., Mueller, S., Pfueller, C. F., Paul, F., Braun,
J., Infante-Duarte, C., and Sack, I. (2012). Magnetic resonance elastography
reveals altered brain viscoelasticity in experimental autoimmune encephalomyelitis.
NeuroImage: Clinical, 1(1):81 – 90.
Rotemberg, V., Byram, B., Palmeri, M., Wang, M., and Nightingale, K. (2013).
Ultrasonic characterization of the nonlinear properties of canine livers by measuring
shear wave speed and axial strain with increasing portal venous pressure. Journal
of biomechanics, 46(11):1875–1881.
Rotemberg, V., Palmeri, M., Nightingale, R., Rouze, N., and Nightingale, K. (2011a).
The impact of hepatic pressurization on liver shear wave speed estimates in
constrained versus unconstrained conditions. Physics in medicine and biology,
57(2):329.
Rotemberg, V., Palmeri, M. L., Rouze, N. C., Nightingale, R., and Nightingale, K. R.
(2011b). Comparison between acoustic radiation force impulse (arfi)-based hepatic
stiffness quantification in deformed and undeformed pressurized canine livers. In
2011 IEEE International Ultrasonics Symposium (IUS), pages 2090–2093. IEEE.
106
Sack, I., Jo¨hrens, K., Wu¨rfel, J., and Braun, J. (2013). Structure-sensitive elastogra-
phy: on the viscoelastic powerlaw behavior of in vivo human tissue in health and
disease. Soft Matter, 9(24):5672–5680.
Schregel, K., Nazari, N., Nowicki, M. O., Palotai, M., Lawler, S. E., Sinkus, R., Bar-
bone, P. E., and Patz, S. (2018). Characterization of glioblastoma in an orthotopic
mouse model with magnetic resonance elastography. NMR in Biomedicine, 31(10).
Scott, N. and Hayes, M. (1985). A note on wave propagation in internally constrained
hyperelastic materials. Wave motion, 7(6):601–605.
Seidl, D. T. (2015). A computational framework for elliptic inverse problems with
uncertain boundary conditions. PhD thesis, Boston University.
Shams, M., Destrade, M., and Ogden, R. W. (2011). Initial stresses in elastic solids:
constitutive laws and acoustoelasticity. Wave Motion, 48(7):552–567.
Simon, M., Guo, J., Papazoglou, S., Scholand-Engler, H., Erdmann, C., Melchert,
U., Bonsanto, M., Braun, J., Petersen, D., Sack, I., et al. (2013). Non-invasive
characterization of intracranial tumors by magnetic resonance elastography. New
Journal of Physics, 15(8):085024.
Sinkus, R., Siegmann, K., Xydeas, T., Tanter, M., Claussen, C., and Fink, M. (2007).
Mr elastography of breast lesions: understanding the solid/liquid duality can im-
prove the specificity of contrast-enhanced mr mammography. Magnetic Resonance
in Medicine, 58(6):1135–1144.
Streitberger, K.-J., Reiss-Zimmermann, M., Freimann, F. B., Bayerl, S., Guo, J., Arlt,
F., Wuerfel, J., Braun, J., Hoffmann, K.-T., and Sack, I. (2014). High-resolution
mechanical imaging of glioblastoma by multifrequency magnetic resonance elastog-
raphy. PloS one, 9(10):e110588.
Thurston, R. and Brugger, K. (1964). Third-order elastic constants and the veloc-
ity of small amplitude elastic waves in homogeneously stressed media. Physical
Review, 133(6A):A1604.
Ulrich, T. A., de Juan Pardo, E. M., and Kumar, S. (2009). The mechanical rigidity
of the extracellular matrix regulates the structure, motility, and proliferation of
glioma cells. Cancer research, 69(10):4167–4174.
Van Houten, E. E., Miga, M. I., Weaver, J. B., Kennedy, F. E., and Paulsen, K. D.
(2001). Three-dimensional subzone-based reconstruction algorithm for mr elastog-
raphy. Magnetic Resonance in Medicine, 45(5):827–837.
Vogel, C. R. (2002). Computational methods for inverse problems, volume 23. Siam.
107
Wright, S. and Nocedal, J. (1999). Numerical optimization. Springer Science.
Wuerfel, J., Paul, F., Beierbach, B., Hamhaber, U., Klatt, D., Papazoglou, S., Zipp,
F., Martus, P., Braun, J., and Sack, I. (2010). Mr-elastography reveals degradation
of tissue integrity in multiple sclerosis. Neuroimage, 49(3):2520–2525.
Xu, L., Lin, Y., Han, J., Xi, Z., Shen, H., and Gao, P. (2007). Magnetic resonance
elastography of brain tumors: preliminary results. Acta radiologica, 48(3):327–330.
Yin, M., Talwalkar, J. A., Glaser, K. J., Manduca, A., Grimm, R. C., Rossman,
P. J., Fidler, J. L., and Ehman, R. L. (2007). Assessment of hepatic fibrosis
with magnetic resonance elastography. Clinical Gastroenterology and Hepatology,
5(10):1207 – 1213.e2.
CURRICULUM VITAE
109
110
111
112
113
114
