Abstract-The human colorectal carcinoma cell line (Caco-2) is a commonly used in-vitro test that predicts the absorption potential of orally administered drugs. In-silico prediction methods, based on the Caco-2 assay data, may increase the effectiveness of the high-throughput screening of new drug candidates. However, previously developed in-silico models that predict the Caco-2 cellular permeability of chemical compounds use handcrafted features that may be dataset-specific and induce over-fitting problems. Deep Neural Network (DNN) generates high-level features based on non-linear transformations for raw features, which provides high discriminant power and, therefore, creates a good generalized model. We present a DNN-based binary Caco-2 permeability classifier. Our model was constructed based on 663 chemical compounds with in-vitro Caco-2 apparent permeability data. Two hundred nine molecular descriptors are used for generating the high-level features during DNN model generation. Dropout regularization is applied to solve the over-fitting problem and the non-linear activation. The Rectified Linear Unit (ReLU) is adopted to reduce the vanishing gradient problem. The results demonstrate that the high-level features generated by the DNN are more robust than handcrafted features for predicting the cellular permeability of structurally diverse chemical compounds in Caco-2 cell lines.
INTRODUCTION
O RAL administration is the preferred type of drug delivery. Therefore, screening the oral bioavailability of chemical compounds is a major consideration in drug discovery and development. For such reasons, testing the absorption potential of orally administered drugs has become important and essential in the early stage of drug development. One of the most important screening processes in oral drug development is the movement of chemical compounds across the intestinal epithelial barrier that determines the rate of drug absorption [1] , [2] , [3] .
Various in-vitro assays to screen the apparent permeability (Papp) of chemical compounds are applied in the early stage of the drug development process. The parallel artificial membrane permeability assay (PAMPA), the Madin-Darby canine kidney (MDCK) cell assay, and the Caco-2 monolayer cell culture assay are the commonly used in-vitro models for absorption screening. The transport of drug and other bioactive compounds across the intestinal epithelium may follow different routes, such as passive paracellular, passive transcellular diffusion, and active carrier transport (e.g., P-gp). Caco-2 monolayers have been used to study drug transport by all these absorption routes [4] . Due to these extensive characteristics, from the number of assays, the Caco-2 cell line is considered as the gold standard for the in-vitro prediction of intestinal drug permeability and oral absorption [5] . The US Food and Drug Administration (FDA) also suggested using Caco-2 monolayers for determining the permeability of chemical compounds as part of their Biopharmaceutics Classification Systems(BCS) [6] .
Nowadays, the number of chemical compounds has dramatically increased [7] . Thus, even though there has been an improvement in the in-vitro models for screening absorption, purely relying on in-vitro models may still be an expensive and labor-intensive process [3] , [8] , [9] . As a consequence, there is an increasing demand for in-silico prediction models that may increase the screening effectiveness of potential drugs and bioactive compounds [8] .
There are previous in-silico studies that developed machine learning based Caco-2 permeability classification models [1] , [3] , [9] , [10] , [11] . Even though these previous insilico studies suggested the possibility of reducing the expensive cost and time, there are several drawbacks. First is the size of the dataset. For the model generation, Y.M. Ponce et al. [10] , [11] and J.A. Castillo-Garit et al. [1] used 51, 146, and 138 small datasets, respectively. These previous models may be less capable of predicting absorption in a structurally diverse external dataset due to the small training dataset. The second drawback is the feature selection method. H. Pham The et al. [3] and K.P. Singh et al. [9] developed their model based on a handcrafted approach, using prior knowledge, statistical analysis, and various model-fitting approaches [1] , [3] , [9] , [10] , [11] . The generation of handcrafted features is a labor-intensive process and requires expert knowledge and intuition. Consequently, nonoptimized features (over-specific, incomplete feature) can be extracted and thus lose valuable predictive information [12] .
The Deep Neural Network (DNN) is an architecture of neural networks that is gaining highlights in the machine learning society. The DNN consists of many hidden layers and hidden units. It can learn abstract and high-level features with high discriminate power making use of the nonlinear transformations for raw features [13] .
High-level features are, therefore, more global and more invariant. Through this process, more abstract features and higher-level representation make it easier to separate the various explanatory factors in the data [14] . These characteristics differentiate DNN from the previous machine learning algorithms, which used handcrafted features.
Therefore, to overcome the limitations of the previous models, we present a DNN-based in-silico model that predicts the Caco-2 permeability of chemical compounds based on 663 structurally diverse chemical compounds. 209 molecular descriptors are fully used to generate abstracted hierarchical features. With a large independent test set, we evaluate the accuracy of our high-level feature based DNNclassifier with previous research [3] , [9] , which are developed with handcrafted features. We also identified descriptors that more contribute to the constitution of high-level features in our DNN-based classifier.
MATERIAL AND METHODS

Datasets
Structurally heterogeneous compounds with in-vitro Caco-2 apparent permeability (LogPapp) values were gathered from the literature [2] , [3] as shown in Fig. 1 . P. Paixão et al. [2] provide a list of 296 compounds with drug names and in-vitro Caco-2 permeability data. Compounds that are absorbed by passive diffusion, active transport are included. H. Pham The et al. [3] extracted 674 compounds from more than 250 studies. For each compound, in-vitro Caco-2 permeability data, compound name, and SMILES are provided. Before comparing the data duplication of two previous studies, we first extracted the canonical SMILES string of the each compound with ChemSpider API [15] . ChemSpider is a free online chemical structure resource database, which includes about 35 million chemical structure information gathered from more than 490 data sources. Various information about chemical compounds can be searched by chemical names (e.g., systematic names, synonyms, trade names, database identifier) and also by chemical structures (SMILES, InChi, or CSID). ChemSpider provides APIs in many programming languages, such as Perl script, Java, Python, etc. We imported ChemSpiPy, which is a Python wrapper for the ChemSpider API, to extract canonical SMILES string of the chemical compounds. 296 chemical names provided by P. Paixão et al. [2] and the 676 SMILES strings given by H. Pham The et al. [3] were imported into the ChemSpiPy. Through this process, we extracted 674 and 249 canonical SMILES strings from P. Paixão et al. [2] and H. Pham The et al. [3] , respectively.
Based on the canonical SMILES string, duplication check was done between the two datasets. We removed 124 duplicated compounds from P. Paixão et al. [2] Table 1 shows several examples of the descriptors that were used. The overall information about 209 descriptors is organized in Appendix 2, available in the online supplemental material. 10 compounds returned 'NULL' value for all the molecular descriptors in H. Pham The et al. [3] compound set and they were removed from the dataset.
After calculating the molecular descriptor, 663 and 125 unique compounds were derived from H. Pham The et al. [3] and P. Paixão et al. [2] , respectively. We selected the 663 compounds from H. Pham The et al. [3] as a training dataset for model generation. 125 compounds from the work of P. Paixão et al. [2] were used as the independent test set for model evaluation and performance comparison. No compounds in the training set and the independent test set overlapped. All compounds were classified into a high Caco-2 permeability class or a moderate-poor Caco-2 permeability class. Based on previous studies [3] , [16] , the permeability cut-off level was set as Papp ! 8x10-6 cm/s for high Caco-2 permeability and Papp < 8x10-6 cm/s for moderate-poor Caco-2 permeability. In the training dataset, out of the 663 compounds, 296 (44.7 percent) and 367 (55.3 percent) compounds were high permeability and moderate-poor permeability, respectively. Out of 125 compounds, 51 Fig. 1 . The overall process of dataset generation. Six hundred sixty-three compounds were extracted from the work of Hai Pham-The, et al. [3] . Out of 296 compounds provided by Paula Paixao, et al. [2] , 125 compounds that are not included in the training set were used as the independent test set. N_h and N_mp are the numbers of compounds with high Caco-2 permeability and moderate-poor Caco-2 permeability, respectively.
(40.8 percent) compounds were high-permeability, and 74 (59.2 percent) compounds were moderate-poor permeability in the independent test set ( Fig. 1 ). The overall dataset that was used for our study is provided in Appendix 3, available in the online supplemental material.
In addition, the value of the molecular descriptors of the two datasets, the training sets and the independent test, were rescaled by MinMax normalization method (1)
x is the original molecular descriptor value, and x min , x max is the minimum and maximum values within each molecular descriptor, respectively. x 0 is the normalized descriptor value, which range between 0 and 1.
Deep Architecture-Based Model
We took account of the Caco-2 permeability prediction as a binary classification problem. In our study, the proposed DNN architecture consisted of an input layer (209 molecular descriptors), a softmax output layer (two predictive tasks), and three hidden layers with 2,100, 2,100 and 1,100 hidden units (Fig. 2) . The units of neural networks were fully connected to each other, where each connection was represented by a real-valued weight. The output of each hidden units in our DNN was computed by using the activation function:
where a 0 and M 0 are visible (input) unit into the model and the number of visible units, respectively. M l indicates the number of hidden units of the hidden layer l. In this work, we took advantage of the rectified linear unit (ReLU) [17] that utilize the max-with-zero-nonlinearity, that is,
ReLU has several merits over traditional activation functions (sigmoid or hyperbolic tangent function), including a significant reduction of the vanishing gradient effect and the learning time [17] . The input (X) to DNN model is 209 molecular descriptors representing properties of a chemical compound. The input values were rescaled by the min-max normalization method. To predict the Caco-2 permeability (Y) of input chemicals, we used a standard softmax classifier (4) in the last layer and the cross entropy loss function
where i and j represent prediction types (i.e., True or False).
Model Training
The objective of the model generation is to predict the Caco-2 permeability of chemical compounds. The dataset extracted from H. Pham The et al. [3] consists of 663 chemicals. We randomly divided the dataset into five parts for cross-validation. Four parts were used for training the DNN, and the rest was used for validation. We trained the DNN using training dataset and selected the final model based on the prediction performance on the validation dataset. In our model, we randomly initialized all hidden layer weights with zero-mean normal distribution with standard deviation (std) 0.01. We used a dropout technique that prevents over-fitting by randomly dropping units from the hidden layers in the training step [18] . The dropout rate for all hidden units were set to 50percent, and 20 percent of units were dropped in the input layer. The model was optimized by using stochastic gradient descent (SGD) with momentum and minibatch size of 100. The momentum (m) was linearly increased from 0.5 to 0.99 and then remained 0.99. It was multiplied by the learning rate ("), reducing the learning time. The DNN was trained for 3,000 epochs (t), and the weights (w) of all layers were updated as below:
where L is the loss function.
We performed experiments to optimize the architecture of the DNN based on a grid search (Appendix 4), available in the online supplemental material. The search ranges for the size of hidden layers, and the number of units of each layer is 1-3, 100-2,500, respectively. In the searching step, the DNN model using three hidden layers with hidden units of 2,100-2,100-1,100 gave the best prediction performance. Therefore, we utilized these parameters in our research. NVIDIA Tesla C2075 with CUDA 7.0 library was used for our experimental GPGPU environment. We used Theano 6.0 library to construct the deep learning through python.
RESULTS AND DISCUSSION
Dataset for Evaluation
We used 125 compounds provided by P. Paixão et al. [2] as an independent test set to evaluate our model. 51 and 74 compounds were classified as high Caco-2 permeability and moderate-poor Caco-2 permeability, respectively. The Tanimoto Similarity (TS) between all compounds in the independent test set were calculated to evaluate the structural diversity of the compounds in the independent test set. As shown in Fig. 3 , most of the compounds in the independent test set were structurally different from each other. This structural diversity guaranteed to evaluate the stability of classification models.
Performance Comparison
Several binary prediction models based on LDA [1] , [3] , [10] , [11] and GBT [9] have been proposed for classifying the compounds into high Caco-2 permeability and moderate-poor Caco-2 permeability (Table 2 ). Since models generated with small dataset [1] , [10] , [11] can show overfitting problems, we only selected previous studies that developed their model on large dataset [3] , [9] . To compare the performance among classifiers (DNN, LDA, and GBT based model), we used well-accepted performance parameters: Accuracy and area under the curve (AUC) score of receiver operating characteristic curve (ROC). Accuracy is presented as (7):
where TP, TN, FP and FN represents the true positive, true negative, false positive and false negative value, respectively.
Prediction Accuracy of LDA-Based Classifier
We first reconstructed the LDA-based classifiers with the scikit-learn machine learning library in Python (http:// scikit-learn.org/). To check the performance similarity between the original and reconstructed LDA-model, we considered performance parameters reported in H. Pham The et al. [3] . There were no significant differences between the original LDA-based model and reconstructed model for all performance parameters (Appendix 5), available in the [3] were randomly divided into five datasets for cross-validation. Four parts were used for training the LDA-based models, and the rest was used for validation. For the LDA-based classifier, the prediction accuracy ranged 73.33 to 81.48 percent with the average value of 78.22 percent in five-fold cross-validation. The molecular descriptor values were only given for the 663 training set from H. Pham The et al. [3] . Therefore, as introduced in the original study [3] , we estimated the nine molecular descriptors of the independent test sets by DRAGON 5.4 software. The average prediction accuracy for the independent test set was 65.76 percent, where the prediction accuracy ranged 61.01 to 66.95 percent.
Prediction Accuracy of GBT-Based Classifier
We next reconstructed the GBT-based classifier by adopting the work of K. P. Singh et al. [9] . Same randomly divided datasets, which were used for generating the LDA-based classifier, were also applied to build the GBT-based model. As introduced by K. P. Singh et al. [9] , six molecular descriptor values (LogS, XlogP, Hdon, TPSA, 2DACorr_PiEN_3, and 3DACorr_SigEN_9) were calculated with MOSES descriptor Community. We built the GBT-based classifier with the scikit-learn machine learning library in Python (http://scikit-learn.org/). The parameters were set as 400, 11, and 0.01 for a total number of trees in series, a maximum depth of any tree, and shrinkage factor values, respectively. All parameter values were extracted from the work of K. P. Singh et al. [9] . To compare the performance similarity between the original and reconstructed GBTmodel, we considered performance reported in K. P. Singh et al. [9] . There were no significant differences between the original GBT-base model and reconstructed model for all performance parameters (Appendix 5), available in the online supplemental material. For the GBT-based classifier, the prediction accuracy ranged between 71.11 percent and 77.04 percent with the average value of 75.11 percent in fivefold cross-validation. The average prediction accuracy based on the 125 independent test set was 69.44 percent, where the minimum and maximum accuracy was 67.2 and 73.6 percent, respectively.
Performance Comparison of LDA, GBT, and DNN-Based Classifier
To compare the accuracy of LDA, GBT, and DNN-based model, we first constructed our DNN-based model with the same randomly divided datasets that were used for generating LDA, and GBT-based model. For five-fold crossvalidation, the average prediction accuracy of the DNNbased classifier was 83.51 percent, where the prediction accuracy ranged 79.24 to 88.24 percent. Also, the prediction accuracy on the independent test set ranged 70.40 to 77.60 percent with the average value of 73.92 percent. As shown in Fig. 4 (a) , the prediction accuracy of the DNN-based classifier are higher than other classification models both on the cross-validation (validation) and independent test set. Additionally, the area-under-the-curve (AUC) score of receiver-operating-characteristic (ROC) was used for a quantitative assessment of the performance of each method. As shown in Fig. 4 (b) , (c), our DNN-based model provided higher AUC score on both validation and independent test set.
Performance Difference due to the Different Feature Engineering Approach
Same datasets extracted from H. Pham The et al. [3] and P. Paixão et al. [2] were used for comparing the overall performance of DNN, LDA, and GBT-based classifiers. The only difference was the feature engineering process during model generation. For example, in the previous studies [3] , [9] , descriptors exhibiting small variations were filtered and several model fitting approaches were applied to select the key molecular descriptor sets. Even the though H. Pham The et al. [3] extracted a reasonable performance on the ten external datasets (independent test sets) in their study, when 125 independent test set were imported, the classification accuracy decreased. Similar to the GBT-based classifier, the classification accuracy reduced about the independent test set. We speculate that these phenomena occurred due to the difference of feature engineering process. While the previous studies tried to optimize a feature set that may well represent the input data, that process may have lost valuable predictive information. Compared to the previous studies, high-level features with great discriminate power have been generated through the DNN-based classifier. When the independent test set was imported into all three classification models, the classification accuracy dramatically dropped for the two previous studies compared to our model. This result shows that LDA and GBT-based classifiers may have been overfitted to the training dataset. Whereas, DNN-based classifier solved the overfitting problem by using the dropout technique and the high-level feature generation process.
Feature Analysis
Analysis Strategy
In our model, 209 molecular descriptors are all utilized to construct high-level features. Out of the 209 molecular descriptors, there are descriptors that more contribute to the constitution of high-level features. In our study, we assumed that units connected to high edge weights between layers are more contribute to the construction of high-level features. To examine which molecular descriptor affects the DNN-based classifier, we statistically analyzed the significance of the edge weights that connects the hidden units. The identification process starts from the output layer and ends at the input layer. We implemented the identification process as below.
1) Starting from the output layer ( Fig. 5 (a) ), we create a background distribution using the absolute edge weights (w) between the output layer and 3rd hidden layer (H3). We then measured the statistical significance (p-value) of each edge weight based on the background distribution. Each edge is considered as a significant edge if it has p-value lower than 0.005. The units in the 3rd hidden layer (H3) that are connected to the significant edges are retained as the high contribution node. 2) Repeat step 1) for other layer sets.
-3rd hidden layer (H3)-2nd hidden layer (H2), 2nd hidden layer (H2)-1st hidden layer (H1), 1st hidden layer (H1)-input layer 3) Through process 1) and 2) we identify molecular descriptors that highly contribute to the construction of high-level features. Fig. 5 (b) shows the number of molecular descriptors filtered at the end of the identification process. They are the descriptors that have higher contribution than other molecular descriptors for building high-level features. The list of ranked descriptors is in Appendix 6, available in the online supplemental material. Several data-specific and handcrafted molecular descriptors from the previous studies [3] , [9] are also considered as significant features for our model generation (Appendix 7), available in the online supplemental material. Nevertheless, our DNN-based model provides better prediction accuracy compared to the previous study due to the high-level features constructed with the combination of 209 molecular descriptors. 
Discussion on Features
We have built the DNN-based model using 209 molecular descriptors, which are categorized into constitutional, topological, electronic, and geometrical descriptors (Appendix 1), available in the online supplemental material. Through the descriptor analysis process, we filtered 112 descriptors (p-value ¼ 0.005) which highly contribute to the construction of high-level features (Appendix 6), available in the online supplemental material. Out of the 112 molecular descriptors, we tried to interpret top-ranked descriptors. The BCUTc-1h descriptor is based on a weighted version of the Burden-CAS-University of Texas (BCUT) eigenvector descriptor that considers both the connectivity and atomic properties of a molecule. It returns the number of the lowest eigenvalue, and the highest atom weighted BCUTs [19] . It has been used in the previous study for predicting absorption [20] . nAtomLAC is the longest aliphatic chain descriptor that returns the number of atoms in the longest aliphatic chain. Aliphatic can be combined with heparin in aqueous solutions to affect the gastrointestinal absorption of the drug [21] . XLogP is a prediction of the octanol/water partition coefficient of compounds [22] . It has been used in various studies for oral absorption [23] , [24] . nHBDon calculates the number of hydrogen bond donors and nHBAcc is the number of hydrogen bond acceptor. Both descriptors are computed using a slightly simplified version of the PHACIR atom type [25] . The number of rotatable bonds is given as nRotB. These descriptors have been used in various studies to predict the oral bioavailability of drug candidates [26] , [27] . AlogP is the octanol/water partition coefficient calculated in the logarithm [28] . It is notable as the measure of molecular lipophilicity and has been used in various studies for measuring and predicting the permeability of drugs [29] , [30] . TopoPSA is the calculation of topological polar surface area based on O, N, S and the H bonded to any of these atoms [31] . TPSA is one of the most popular parameters for predicting the molecular absorption and is used in various studies [32] , [33] . LipinskiFailure descriptor returns the number of failures of the Lipinski's rule of five (RO5). It is known that a compound is likely to be permeable and absorbed by the body if it matches the four criterias (molecular weight < 500, lipophilicity < 5, the number of hydrogen donors < 5, and the number of hydrogen acceptors < 10). RO5 has been widely used for screening the passive diffusion of compounds in the early stage of drug development [34] . nAcid indicates the sum of acidic groups. 
, and $(n1nnnc1)), which are presented in JOELib [35] . Previously, the number of acids has been considered for predicting the human intestinal absorption [36] . FMF descriptor defined in Y. Yang et al. [37] for selecting druglike molecules, is an approach to characterizing molecular complexity. The descriptor is calculated by dividing the heavy atoms in the molecular framework with the total number of the heavy atoms in the molecules [36] . Kier-Hall Smarts Descriptors is a fragment count descriptor that is based on e-state fragments. CDKDescriptor provides 79 Kier-Hall Smarts descriptors based on the atom types defined from Hall and Kier [38] . Out of the 79 Kier-Hall Smarts descriptors, 14 descriptors were ranked in the 112 highly contributing molecular descriptors (Appendix 6), available in the online supplemental material. Kier-Hall Smarts descriptors were used for predicting compound solubility and also for other QSAR related properties [39] . Carbon type descriptors (C1SP2, C2SP3, C3SP2, and C3SP3) characterize the connectivity of carbon. Carbon type descriptors were used for predicting the gastrointestinal absorption of drugs in previous studies [40] .
CONCLUSIONS
In the current study, the DNN-based Caco-2 permeability classification model was developed with 663 structurally diverse compounds and with high-level features extracted from 209 molecular descriptors. We compared our approach with recently developed previous studies that were built with a large dataset and handcrafted molecular descriptor sets. The main difference between our model and the previous studies was the feature engineering process. While previous studies selected a feature set through the handcrafting process, we used DNN to generate the high-level features, which had good discriminate power. Through the performance comparison, we showed that high-level features ensure good discriminant power for Caco-2 permeability prediction than the previous studies. These results suggest that the constructed DNN-based binary classifier is suitable for predicting the cellular permeability of diverse chemical compounds in Caco-2 cell lines. It may also be a useful prediction model for screening new drugs and potential bioactive compounds in the early stage of the drug development process.
Even though our approach showed good classification performance, there are still chances for improving in-silico prediction of Caco-2 permeability. The data that was used for the model generation was collected from different studies and various experimental environments. These variations may cause erros in model generation and eventually lower the classification performance. Therefore, larger invitro datasets of Caco-2 permeability measurement from the identical sources and experimental environmental may be useful data for improving the accuracy of in-silico methods. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
