The optimum detector for a random signal, the estimator-correlator, is difficult to implement. If the power spectral density (PSD) of a continuous time signal is known, a locally optimum detector is available. It maximizes the deflection ratio (DR), a measure of the detector output signal-to-noise ratio (SNR). A discrete version of this detector is developed here, called the discrete-MDRD, which takes a weighted sum of the spectral components of the signal data as the detection statistic. Its derivation is applicable to nonwhite noise samples as well. A comparison of this new detector against three other common types, through their DR values and simulation results, reveals that the discrete-MDRD is near optimal at low SNRs.
I. INTRODUCTION
There are many applications that require the detection of stochastic signals in the presence of noise. Examples are in the passive detection of spread spectrum, radar, and sonar signals. Since these signals have random waveforms, the standard matched filter cannot be used. Let the received data be y(t) = ½ s(t) + Á(t), signal present Á(t), no signal (1) where s(t) is a stochastic signal independent of the background zero mean Gaussian white (ZMGW) noise Á(t). The problem is to decide, from the data y(t) whether s(t) is present. Due to the ease of hardware implementation, detection schemes invariably use a fast Fourier transform (FFT) processor and perform detection in the frequency domain. Sampling y(t) at t = nT yields y(n), n = 0,1,:::, N ¡ 1. Assume for simplicity but without loss of generality that the sampling interval T = 1, then the discrete Fourier transform of y(n) is
When the power spectral density (PSD) of s(t) is not known, there are two common detectors. The first one is
The detector selects the largest value of jY(m)j 2 , at m ¤ , and compares it against a threshold TH. A detection occurs when ¤ 1 (m ¤ )¸TH. This detector is optimum if s(t) is a sinusoid of unknown amplitude, phase, and frequency [1] , and if the frequency is equal to a bin frequency, i.e., it equals 2¼m ¤ =N, m ¤ = integer. Optimum detection here means that for a given probability of false alarm (P FA ), the detector gives the maximum probability of detection (P D ). The other detector is
which takes on the various names of radiometer, energy detector, and quadratic detector [2] . It is optimum if s(n), the samples of s(t), is a ZMGW noise process. When the PSD of s(t) is known, a detector that utilizes this knowledge is [1, 2] 
where
is the Fourier transform of y(t) and G ss (!) the PSD of s(t). This detector maximizes the deflection ratio (DR)
given by
and is termed the maximum DR detector (MDRD) here. In (7), Ef¢g denotes the expected value, Varf¢g the variance, and ¤=1 the random variable test statistic when a signal is present, and ¤=0, when not. The DR, which relates to the signal-to-noise ratio (SNR), is an intuitively appealing measure since its maximization will also maximize the separation between the means of ¤=1 and ¤=0, normalized by the variance of ¤=0.
It also leads to a tractable solution for MDRD [1] [2] [3] , as given by (5) . The interpretation of (5) is that the MDRD matches the PSD of y(t) against the known PSD of s(t), G ss (!). Thus in a sense it is a matched filter in the frequency domain. However, the MDRD does not necessarily give maximum P D for a given P FA [3] . An analysis of the MDRD is not available in the literature, other than the rather qualitative result that it is near optimum for low SNRs [4] . Thus it is of interest to see if the DR is a good measure of detector performance, how close is the MDRD to the optimum, and how it compares with the detectors of ¤ 1 of (3) and ¤ 2 of (4).
When the data length is finite of N points, the discrete implementation of (5) is
Now ¤ d is different from ¤ i because it is an approximation, and more importantly, since the data length is finite, the PSD G ss (!) is no longer the proper weighting that maximizes the DR of (7). The optimum detector for a discrete stochastic signal is the estimator-correlator which first estimates the signal before detection. It has, however, a different structure for implementation and is not realizable in real time [2] . The purpose of this work is to give a derivation of the MDRD for the detection of a random signal in noise, when the data is discrete and finite. This detector is different from ¤ d of (8) and is applicable even when the noise is not white. This is in Section II. A comparison, in terms of the DR, of the MDRD against two other common frequency domain detectors is in Section III. It also contains a discussion on the possible effects, on detection performance, of data segmentation which spectral estimators often employ to reduce spectral variance [5] . For detector ¤ 1 of (3), the optimum length that maximizes the DR is approximately inversely proportional to the bandwidth of the signal. Section IV contains simulation experiments to corroborate some of the findings in Sections II and III. It has a high SNR example showing that a detector with a smaller DR can actually outperform the MDRD. The conclusions are in Section V.
II. DISCRETE-MDRD
From y(n), n = 0,1,:::, N ¡ 1, consider the test statistic ¤ = W T g (9) where
and
is the weight vector of length L=2. Thus (9) weights the Bartlett [5] spectral componentsG yy (m) with w(m) and sums the products to form ¤. The choice of the Bartlett spectral estimator for computingG yy (m), as opposed to the Welch estimator, is to provide an extra degree of freedom, yet to conform with the detector of (8), which uses the periodogram. Indeed, Section III shows that the periodogram gives the best detection results for (9) . The problem is to select w(m) and L, the number of data points in a Bartlett segment, to maximize the DR of (7) . Let
where Á(n) are the samples of Á(t). Then from (11), when s(n) is present, where EfS k (m)© k (m)g = 0 since the signal and noise are independent, and
When there is no signal,
whereG
From (17) 
22) and
(23) Let
which is the covariance matrix for the noise spectral components. Then
Putting the expectations of (9), with and without the signal into (7) gives
The next step is to choose W to maximize (27). The optimum weight vector is the Wiener-Hopf solution [6] given by
and the discrete-MDRD is
The interpretation of (28) and (29) is that the vector W o first prewhitens the noise spectral components, and then weights the data spectrum with the expected values of the PSD of the finite length signal. The computation of W o requires knowledge ofḡ s and § ÁÁ .
But the expected value of the kth periodogram is independent of k, since s(n) is stationary. Hence from (30),
(31) Let u ¡ v = i and (31) becomes
and is the autocorrelation function of s(n). Using (33) in (32) simplifies it, with
When the noise samples Á(n) in (15) are ZMGW random variables, the Appendix gives a derivation for § ÁÁ . In this case, it is a diagonal matrix equal to
where ¾ 2 Á = EfÁ 2 (n)g, the noise power and K is the number of data segments in (16). Hence W o has the simple form
When the noise samples are non-Gaussian and/or nonwhite, the derivation for the discrete-MDRD still holds, although the computations for § ÁÁ will be more difficult.
III. DR COMPARISON
This section gives the DR values for the four detectors discussed above. First, substituting W o of (28) for W in (27) and simplifying, gives
An examination of (35) may suggest that a further maximization of DR o is possible through a judicious choice of L, the number of data points in a Bartlett segment. However, sinceḠ ss (m) of (31) is also dependent on L so thatḡ T sḡs will decrease proportionally with decreasing L, letting L = N always gives the maximum DR o . Some numerical DR o values computed as a function of L in Section IV will confirm this reasoning. Thus the extra degree of freedom available in selecting L is not useful for ¤ o . However, there is an L · N that maximizes the DR for ¤ a of (40) below.
The discrete-MDRD in (29) first finds the spectral estimate of the data, and weights it, at each frequency bin, with the expected value of the signal spectral estimate. This expected value is calculated based on the same number of segments and segment length used in the spectral estimate of the data. The detector then sums all the weighted spectral components and compares the sum against a threshold. This detector is different from the detector in (5), or its discrete approximation in (8) , which uses the ideal PSD as weights.
For ¤ d of (8), its DR is
Note that the vector length here is L, as opposed to that of W o which has length L=2. This is because ¤ i of (5) calls for the use of both the negative and positive components of the PSD. Since G ss (m) 6 = G ss (m), and DR o is a maximum, DR d < DR o .
In practice, the PSD of s(n) is often not known although some knowledge of spectral features such as bandwidth or location of the PSD peak will be available. It will not be possible to compute W o or W d when the true PSD of s(n) is not known. Here it is more appropriate to use the detector
where m ¤ gives the highestG yy (m ¤ ), and compares it against a threshold. Of course if the peak location of the PSD of s(n) is known a priori to be at m 0 , then ¤ a simply equalsG yy (m 0 ). Note that (40) is similar to ¤ 1 (m ¤ ) of (3) except that instead of using the periodogram as in (3), (40) uses the Bartlett spectral estimate. The DR of ¤ a is hence dependent on L, the number of points in a Bartlett segment. For ¤ a , unlike ¤ o of (29), the extra degree of freedom provided by choosing L to maximize the DR is useful. Indeed, the examples in Section IV for ¤ a show that the optimum L is approximately inversely proportional to the bandwidth of s(n). This is certainly an important result for designing the detector ¤ a . It gives a guide for selecting the data segment length L for the Bartlett spectral estimate to give optimum detection. 
In (42), the only non-zero element of unity value is at m ¤ . Hence
where r m ¤ m ¤ is the m ¤ m ¤ element of § ÁÁ . Finally, for the detector ¤ 2 of (4), letting the weight vector W in (25) have all unit elements gives
When s(n) is an ideal lowpass process of bandwidth ¼ so that
then for L = N, it is easy to show, since allḠ ss (m) = constant, that DR o = DR d = DR 2 , confirming the assertion in Section I that the radiometer is an optimum detector for an ideal lowpass process [2] . Next, consider the effects of changing L in (43). Both the numerator and denominator of DR a increase with increasing L and vice versa. Thus for a given G ss (!) there is an L which maximizes DR a . From (34), it is clear thatḠ ss (m ¤ ), and hence the numerator of DR a , increases with increasing L only as long as there are positive contributions from R ss (i) to the sum. Generally, the values of R ss (i) become insignificant after i > l m , where l m is the location, from zero, of the end of the mainlobe of R ss (i). For the ideal bandpass process with
the bandwidth is ¢ Hz and l m = 1=¢. In practice, there is really no need to determine precisely the value of l m since FFT dictates that L = 2 i , i = integer. Hence it is sufficient to use the approximation l m = 1 Bandwidth in Hz (47) for bandpass processes. Note however if the process is lowpass so that 
Simulation results in Section V confirm the above findings.
IV. SIMULATION EXPERIMENTS
The following experiments aim to illustrate the relative performance of the different detectors and confirm the theoretical developments in Sections II and III. The simulation procedure follows that of [8] .
Experiment 1
The signal is the first-order autoregressive process
where '(n) is a ZMGW sequence of variance ¾ 2 ' . Then
The data is
where Á(n) is another ZMGW sequence independent of '(n). For N = 256, Table I gives the DR for the four detectors for ½ = 0:95 and SNR = 0 dB where
The DR for another SNR is just a simple scaling of the DR in that table. The computation of the weights for ¤ o is from (34), using the R ss (i) from (52). The weights for ¤ d come from (51) with Table I shows that ¤ o is indeed the discrete-MDRD with the highest DR, followed by ¤ d , ¤ a , and ¤ 2 . For ¤ o and ¤ d , the best L to use is L = N = 256. In contrast, the DR for ¤ a peaks at L = 32, which is approximately the length at which R ss (i) is 20% of the value of R ss (0). There is only one value for DR 2 since the radiometer always takes L = N. To assess the detectors, this experiment performed 100,000 independent trials, with a different set of random numbers in each trial for '(n) in (50) and Á(n) in (53). Though not shown, P D versus P FA , or receiver operating characteristic (ROC) curves, were obtained for the detector ¤ o , at N = 256 and L = 8, 16, :::, 256. As indicated by the DR in Table  I , L = N = 256 gave the best ROC curves. Next, for L = N = 32 and SNR = ¡3 dB, Fig. 1 plots the ROC curves for the four detectors and shows that ¤ o is the best, followed by ¤ d , ¤ a , and ¤ 2 , as predicted by their DR in Table II. However, the relative performance of the detector changes with increasing SNR, and contradicts the DR figures of merit in Table II . The ROC curves for SNR = 3 dB are in Fig. 2 where the curves for ¤ o , ¤ a and ¤ 2 almost overlap each other, and are above that for ¤ d . Raising the SNR further to 6 dB now has ¤ 2 becoming the best in Fig. 3 , then ¤ a , ¤ o and ¤ d . These seemingly puzzling results indicate that first, the relative performance of the detectors are SNR dependent and second, the DR may not be a good figure of merit. Both [1] and [3] have addressed the second issue and [4] did specify that the MDRD is optimum only when the SNR is low. An examination of the probability density functions (pdf) of the detectors can provide a plausible explanation of the preceding. In [7] , there is an alternate derivation of the classical matched filter through a maximization of the DR. In that example, both ¤=0 and ¤=1 have Gaussian pdfs. Hence, a maximum DR leads to optimum detection only when both ¤=0 and ¤=1 are Gaussian. But the vector g Á in (24) has elements G ÁÁ (m) which are chi-square random variables, as seen from (20). Thus ¤=0 is non-Gaussian, and neither is ¤=1. Nevertheless, the portion of a pdf that is close to its peak is always close to a Gaussian shape, so that if the detection is along that portion, the DR is a good measure of optimality. This occurs when the SNR is low. At high SNRs, the detector operates at the tails of the pdfs. They deviate significantly from a Gaussian distribution, rendering the DR unsuitable as an indicator of optimal performance.
Experiment 2
The signal is ideal lowpass and has the autocorrelation function of (48). The bandwidth is ¢=2 Hz and is a parameter in this experiment. First note that if ¢ = 1, the elements of W d and W o are all unity, so that ¤ o , ¤ d , and ¤ 2 all have identical DR and ROC curves. This of course confirms that ¤ 2 , which is the radiometer, is optimum if s(n) is a ZMGW process [1] . For N = 32, L = 16 and ¢ = 1=8, Table III lists the DR for the four detectors at SNR = ¡6 dB. Fig. 4 displays the ROC curves from 10,000 trials of the detectors. Their performances agree with the prediction from the DR in Table III . A detector with a high DR has a high ROC curve, although there is little difference between ¤ o and ¤ d . This order fails when the SNR is high at 6 dB and L = N = 8 in Fig. 5 , where for P FA · 0:4, ¤ a is the best, even though only slightly. An explanation for this change in relative performance as the SNR changes was given at the end of Experiment 1.
To test the assertion that for ¤ a , the best L to use is L = 1=¢, Table IV gives the DR as a function of L and ¢ for N = 128. It certainly shows that for a given ¢, the DR is highest at L = 1=¢. To verify the predictions in Table IV , the detector ¤ a was used in 10,000 trials each at -12 dB for ¢ = 1=16, N = 128 and L ranging from 4 to 128. Fig. 6 contains the ROC curves and they agree with the predictions that L = 16 gives the best results. Repeating the experiment for SNR = ¡9 dB gives ROC curves in Fig. 7 that follow the same order as those in Fig. 6 . Thus the optimum length L = 1=¢, regardless of the SNR.
Experiment 3
The signal is a sinusoid of random initial phase ' 0 so that and
The phase ' 0 is different for each of the 10,000 trials. For a sinusoid, ¤ a is known to be the optimum detector [1] but it is of interest to see how the others compare. They outperform ¤ a because they use the a priori knowledge of the known frequency of s(n). When ! = 0:257813¼, which is a frequency between the two bins, W d theoretically has all zero elements since G ss (!) = ±(! ¡ ! 0 ) and G ss (m) = 0 for any m. Hence the ¤ d curve is not in Fig. 9 . Here, ¤ a has a lower ROC curve than in Fig. 8 and is close to ¤ 2 . When the frequency is not on a bin, one standard technique to recover the peak is to append zeros (zero-fill) to the data before taking FFT to provide more frequency bins. Fig. 10 contains the results when zero-fill is applied. Note that with zero-fill, § ÁÁ is no longer diagonal (see Appendix). Comparing Figs. 9 and 10, it is clear that zero-fill has significantly improved the ROC curves of both ¤ o and ¤ a . The maximum magnitude which lies in mid-bin and was missing before zero-fill, is now available for detection. 
V. CONCLUSIONS
In the detection of a discrete stochastic signal, even when its PSD is known, there is presently no practical scheme that can utilize this PSD to give an optimum detection of the signal. There is an intuitive appealing detector in the literature [1, 2] that multiplies the received spectrum with the signal PSD and then integrates the product over all frequencies. This detector ¤ i maximizes the DR, which is a measure of the output SNR. However, its maximum DR property is valid only for continuous time and infinite data duration.
In practice, the data is discrete with finite length. The development for a detector to suit this case leads to the new discrete-MDRD ¤ o , which is different from the discrete implementation of ¤ i , ¤ d . It can maintain maximum DR even if the background noise is nonwhite. Section IV contains simulation examples that evaluate four different detectors. Computations of DR verify that ¤ o indeed has the highest value. However, these examples also show that at high SNR, the maximum DR criterion does not ensure an optimum detection. Some detectors that possess lower DRs actually produce slightly better ROC curves. The reason is that a maximum DR is equivalent to optimum detection only if the detection statistic has a Gaussian pdf [7] . Although ¤ o is optimal at low SNR [4] , when it operates on portions of the pdf curves that are close to Gaussian, it is not optimal in general because its detection statistic is a weighted sum of spectral components, which have a chi-square pdf. Hence, the problem of finding an optimum detector for a discrete stochastic signal of known pdf remains open.
The pdf of a signal is often not available. In this case a standard detector is ¤ a , which takes the peak of the data spectrum as a detection statistic. The DR of ¤ a is dependent on L, the number of points per segment taken by the Bartlett spectral estimator to compute the data spectrum. The L that gives the maximum DR is approximately the reciprocal of the signal bandwidth, and simulation examples have confirmed that this choice of L did provide the best ROC curves. This is an important result since in many applications, the signal bandwidth is approximately known.
APPENDIX. COMPUTATION OF § ÁÁ
This Appendix outlines the steps to compute the covariance matrix § ÁÁ that appeared in (26). Let the elements of § ÁÁ be r ij so that from (25)
and is an L=2 £ L=2 matrix. The m, l element is, on using (23), (29), and (20)
(58) Now
Since Á(n) are ZMGW samples, (60) becomes
Hence the second term of (58) is L 2 ¾ 4 Á . The first term of (58) is, for k 6 = i,
Since k 6 = i, the samples in the k and i segments are independent, giving
For k = i, it is necessary to consider individually the expectation operations in (64) for
giving rise to the result
(66) For example,
and using series summation formulas for sines and cosines [9] give
Hence § ÁÁ is a diagonal matrix. Given L data points, the FFT returns L frequency points (bins). Suppose the signal is a sinusoid whose frequency lies in the middle of two bins. Then the detector ¤ a , which chooses the spectral peak for detection, will have available a lower peak than theoretically possible for detection. This reduces detectability. A simple way to recover the peak at mid-bin is by zero-fill. Appending L zeros to the data to extend it to 2L in length gives 2L bins and enables the detector to check at midbins. With zero-fill, the matrix § ÁÁ becomes nondiagonal. In (66), the summation of i is still from 0 to L ¡ 1, but the frequency points
giving twice as many points as those from (61).
Completing the summation in (66) yields the elements of the L £ L symmetric matrix § ÁÁ , whose upper triangular part is § ÁÁ = 2¾ 
