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The equation 
u(t) = - 
I 
t A(t - ~)g(u(~)) dr + h(t), t>O 
0 
is studied on a Hilbert space H. d(t) rs a family of bounded linear operators and 
g can be unbounded and nonlinear. Stability and asymptotic stability of solu- 
tions are studied. Frequency domain conditions are statements about the 
Laplace transform of A. An extension of the frequency domain method of 
Popov for H = R1 is given. Here it is assumed that g is the gradient of a 
functional G. The frequency domain conditions are related to monotonicity 
and convexity conditions on A thus connecting Popov’s result with work of 
Levin and London on equations in RI. A second result is given in which g is 
not assumed to be a gradient. This extends a result of Levin in R’. The ideas 
are illustrated by an example of a nonlinear partial differential functional 
equation. 
1. INTRODUCTION 
This paper concerns equations of the form, 
u(t) = - 1” A(t - T)g(u(T)) dr + h(t), t 20, (1) 
0 
on a Hilbert space H. A(t) is a family of bounded linear operators and g can 
be unbounded and nonlinear with domain D, C H. For H = R1 Eq. (I) has 
been studied by Levin [8], London [9] and Popov [13]. We review the results 
briefly. 
* This work was supported by the National Science Foundation. 
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We will use the following conditions on g, A and h, all in R1: 
g E q-a, co), 6%) 
q?(u) b 0, W 
I g(u)1 < M (1 + [oug(5) dt) for some M > 0, e-5) 
(- 1)” A(k)(t) 3 0, h = 0, l,...) N, Pi4 
h’“’ EL1(O, co) tHk) 
THEOREM A (Levin). (i) (G,), (G,), (PI), (Hi) Z- u EL,(O, 00); (ii) (G,), 
(G,), (PJ, (Hi) and lim supU,,,g(u)/u < 0~) 3 u(t)+0 as t+ co. 
THEOREM B (London). (Go), (G,), (GJ, (Pd, (HJ 3 .fift)g(t) dt-, 
g(u(t)) EL&O, a) and g(u(t)) -+ 0 us t -+ co. 
Equation (I) has also been considered under a variety of frequency domain 
conditions. These require that A(t) = A, + A,(t), A, E&(O, 00). Then A 
has a Laplace transform AA(s) = A& + A,,-(s), A,*(s) defined in Re s > 0. 
We consider the following frequency domain conditions: 
Re(l + ~$7) AA > 0 for some 4 3 0 and all 7 (PA) 
-1m AA 3 0 for all 3 7j 0 (Pl^) 
Re A^(i7) >, 0 for all 7j > 0. Pz^) 
THEOREM C (Popov [2, Theorem 2.2, Chap. 31). (G,), (G,), (G,), (H,), 
(Hi), A, >, 0 and (P^) imply the concksions of Theorem B and u(t)g(u(t)) E 
w, co). 
The purpose of this paper is to study possible extensions of these theorems 
to general Hilbert spaces with particular emphasis on the interrelations 
between the various conditions on A and g. One effort in this direction is 
contained in [lo]. It was shown there that London’s result, Theorem B, has 
an extension to general H’s The result in [IO] required that A(t) be sym- 
metric and that g be the gradient of a functional G(u) that is, 
(W dW = (44 GW). (1.1) 
(G,) was then replaced by, 
II g(4ll < MU + G(4). (1.4 
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The result was, roughly, that if > in (Pi*) is replaced by “is positive semi- 
definite” then Theorem B remains true. The connection with London’s 
result was made by showing that the generalization of (Pr), that is (- 1)‘” A(“)(t) 
postive semidefinite K = 0, 1, implies the generalization of (Pr”) that is 
-1m AA positive semidefinite. 
We continue this study here. One result is an extension of Popov’s result. 
This is quite easy and is a variation of some work by Dolezal [2; Theorem 
(6.1) Chap. 31. Again we assume symmetric A’s. The frequency domain 
conditions then simplify and one sees clearly the relations between the 
generalizations of (P”), (Pr”) and (Ps^) and their connections to the generaliza- 
tions of (P,).We show that, essentially, either (Pi”) or (Ps^) will imply (P”) 
while P, implies PNh for N = 1 or 2. 
Our main concern is to obtain an extension of Levin’s result, Theorem A. 
Levin’s result differs from the other two in an essential way: it does not require 
(G,). Thus a reasonable analog of his result in general H’s should not require 
the existence of the functional G nor should it require (1.2) even if such a G 
exists. These changes are of critical importance in general spaces since the 
requirement that g be a gradient is then very strong. Moreover for unbounded 
g’s even if such a G exists (1.2) is very unlikely to hold. We illustrate these 
points in Section 4 by an example. 
Levin’s result is all the more remarkable in that the bound for u is com- 
pletely independent of both A and g and depends only on h. His techniques 
depend heavily on the ordering of R1 and are very one-dimensional. Thus it 
is not surprising that our general result is much weaker; the hypotheses are 
stronger and the conclusions weaker. It is, however, in the same spirit. Our 
result is stated precisely in Section 3 but roughly it is as follows: 
Suppose A(t) is symmetric with A, positive semide$nite, Re A^(iT) is positive 
definite for all 7 and (A(0) u, u) > a /I u /I2 for some a > 0. Suppose g satis$es 
(u, g(u)) >, m jj u /I2 for some m > 0. Suppose one of the following cases holds. 
Case (1). (A,u, u) > a 11 u 112, CY > 0, h e&(0, co: H); Case (2). A, = 0, 
h, fa E&(O, CO: H) n&(0, co: N). Then any solution of (I) satisfies the foZ- 
lowing : 
sup II u(t)ll < k, u EL,(O, co: H), (9 t>o 
if g is a bounded map then u(t) -+ 0 as t+ co. (ii) 
The constant k in (i) depends on g only through the coercivity constant m 
but it does depend on A. 
The discussion in Section 2 shows that the hypotheses on A in the above 
result is implied by (P2), a stronger condition than Levin’s which is P, . 
It is shown, however, that there are kernels which satisfy our hypotheses 
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but do not satisfy even (Pi). The class of kernels satisfying Re AA positive 
definite is a proper subset of those satisfying the extension of Popov’s condi- 
tion, Re( 1 + &) A(i7) positive definite. 
The proof of our result requires a careful study of inverses of linear 
Volterra operators and brings our work in contact with that of Grossman 
and Miller [6]. Some preparatory material is given in Section 2 and the 
generalization of Popov’s result appears there. 
It would be of great interest to narrow the gap between our result and that 
of Levin (see Remark 3.2). Moreover, the restriction to symmetric A’s limits 
the applicability to control problems (see the first example in Section 4) and it 
would be useful to see to what extent it could be eliminated. 
2. POSITIVITY OF OPERATORS AND POPOV'S RESULT 
We begin this section with a review of some results from [lo] and [12]. 
Throughout the remainder of the paper we will assume that A(t) is a family 
of bounded symmetric transformations on H and that the following condi- 
tions are satisfied: 
A E U2’[0, co] (Al) 
4) = AC + Ao(t), At) ELJO, co), k = 0, 1,2. (-42) 
(The uniform topology is meant throughout.) Under these assumptions A 
has a Laplace transform AA which satisfies the following conditions (see 
WI): 
AA(s) = A,s-l + A,,“(s), A,^ continuous in Re s 3 0, 
analytic in Re s > 0, 
(2-l) 
AA(s) = A(0) s-l + A(0) sr2 + o(r2) as s-+m in Res>O. 
(2.2) 
We consider linear Volterra operators L, of the form, 
LA@] (t) = s’ A(t - T) V(T) dr, (2.3) 
0 
and the two associated forms: 
Q&J: Tl = s,’ W), L.&l (9) dt, 
Rr&: Tl = j-,’ (@Iv $&&I (t)) dt. 
(2.4) 
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Set /loA = U(T) + U(q) and, 
Then we have the following results: 
LEMMA 2.1 [12, Lemma 4.31. For any D E C[O, KI) and any T > 0 
LEMMA 2.2 [IO, Proof of Theorem 2.11. Suppose v E Ca[O, T] a& 
v(O) = 0. Then, 
R&-J: Tl = - ; jam ((7 WI) C(q, T: 4, WI, T: 4) 
+ P’drl) WI, T: 4, S(rl, T: 4)14. 
Remark 2.1. Lemmas 2.1 and 2.2 hold without such strong assumptions 
on A. The proofs in [lo] and [12] h s ows that the essential assumption is that 
A, should have a transform A,^(s) which is analytic in Re s > 0 and has 
boundary values A,“(iv) which belong to L,( -00, co) for some p > 1. 
We use these results to establish our version of Popov’s result. Suppose 
g(u) is a mapping from B, into H. (g may be unbounded.) We require 
g(u(t)) E C[O, co) whenever u E CIO, oo), u(t) E D, . g is to satisfy the condition, 
(UT g(4) 2 0 for all u E D, . (G,) 
In addition it is required that there exist a functional G defined on D, such 
that G = inf, G(u) > --CD, G(u) + co as /I u Ij -+ co and 
(44 G(W) = (W, g(W)> II &)ll d WG + G(u)) (Gz) 
for some M > 0 and all u E D, .l 
THEOREM I. Suppose g satisfies (G,), (G,) and h, it E&(O, co). Suppose 
further that A satisfies condition PA, that is, 
Wl + iw) A”(+) positive semideJinite for some q > 0 and all 7, PAI 
* See the RaarRs in Section 4. 
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and A, is positive semidejnite. Then any solution u of (I) satisjes: 
II gW)ll G M and /I u(t)[l < M for some M > 0; 
(u(t), g(u(t>>> G(O, xl: H), 
(9 
if g(u) is a continuous map then 
(uW9 &(t>> -+ 0 as t--t co. (ii) 
The proof is an extension of Popov’s own. We differentiate (I) and obtain, 
40 = -Wdt)~,k(ull (4 + A. (I’) 
We multiply (I) by g(u(t)) and (I’) by q(g(u(t)), add the results and integrate 
from 0 to T. This yields, by (G,), 
G(W)) + J“ (4th &W) dt + Q&W Tl + ~Rd&): Tl 
0 
= GM-W + .r’ (h(t) + &h g(W) dt. 
0 
Suppose we can establish the inequality, 
QA[v: T] + qR,[v: T] > 0. 
Then (2.5), (G,) and (G,) yield, 
G(uV)) + 1’ (u(t), g(W) dt 
0 
< G&(O)) + J“ M II h(t) + qh(t)ll (G + G@(t))) dt. 
0 
Since h and & are in L, this yields conclusion (i). 
(2.5) 
(2.6) 
The fact that (u(t), g(u(t))) ---f 0 as t -+ co will follow from the second part 
of conclusion (i) if one can show that this quantity is uniformly continuous on 
[0, co). We claim that u itself is always uniformly continuous. This follows 
from (I). Indeed h ~Li(0, co) implies that h is uniformly continuous and it 
can be seen that for g(u(t)) b ounded the assumptions (A,) and (A,) on A 
imply that ~A&)1 (t> is uniformly continuous. Since u and g(u) are bounded 
we conclude that if g(u) is continuous then (u(t), g(u(t)) is uniformly continu- 
ous. 
In order to complete the proof of the theorem we have only to show that 
(PA) implies (2.6). We note first that 
QA[v: Tl = I (v(t), f 4x44) d-r + Q,+,[v: Tl 2 Q& Tl (2.7) 
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since A, is positive semidefinite. Next we observe that by Parseval’s theorem 
we have, 
s oT (v(t), AAt)) dt 
= 
.i 
’ (A;%(t), Az2v(t)) dt 
0 
= ; jam {II C(7, T: A1,/‘v II2 + II S(q, T, Ay2v II”} 4 
= ; jam ((AcX(7, T: 4, C(7, T: 4) + (&S(q, T: 4, S(rl, T: v>>drl. 
GQ) 
Also, 
R&J, Tl = iT (v(t), &v(t)) dt + R&J, Tl. (2.9) 
0 
We obtain from (2.7), (2.8), (2.9) and Lemmas 2.1 and 2.2, 
Q&J: Tl + @.i[v: Tl 
>, ; jo= Kh> % T: 4, CC?, T: 4) + (I(T) S(rl, T: 4, S(7, T: v))> 4, 
for v E Cc2)[0, T], v(0) = 0, where, 
J(7) = Re A,(i7) - +(Im AO(i7) - A,(i7)-l) = Re(1 + in7) A^(i7). 
Hence PA implies (2.6) for v E C*[O, T], v(0) = 0 but since these are dense 
in L,[O, T] it must hold for all U. This completes the proof of Theorem I. 
Remark 2.2. If A, is strictly positive that is (A,u, u) 3 01 I/ u /j2, 01 > 0 
then the conclusion of Theorem I continues to hold if h = h, + h where ho 
is a constant and h, h ~Lr(0, co). The term involving ho can be dominated by 
the neglected term in (2.7). 
We now investigate the relations between the various conditions on A. We 
consider first the relation between the frequency domain conditions. We 
emphasize once again that all our results depend on A(t) being symmetric. We 
use the notation: 
Re(l + %7) A”(i7) positive semidefinite (PA) 
-1m A^(i7) positive semidefinite 
(positive definite, 7 > 0) P,^> P;,) 
Re A^(i7) positive semidefinite 
(positive definite). P,? P;,) 
It is clear that (Pr^) and (P2^) will together always imply (P”). 
409!55/3-3 
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PROPOSITION 2.1. Suppose H is Jinite dimensional and A(0) and -A(O) 
are positive definite. Then 
(i) (Pi,+) 3 (PA) for su$cientZy small q 
(ii) (P;,,) 3 (PA) for su$%ientZy large q. 
Proof. We observe that by (2.2), we have, for large 7, 
Ml + Cm) A%) = d40) + Jddld - W,J”> (ho) + Jdrl)) 
where Jlc(~) = o(1) as 7 + 00. It follows that there exists an N so large that 
(PA) is satisfied for ( 7 1 > N and any q > 0. If (Pi,,) holds, let S(N) = 
min(A^(iv) U, u)/jl u II2 and Z(N) = max / (Im A”(&) u, u)I for 1 77 j < N, 
S(N) > 0. (Here we use the finite dimensionality of H.) Then (P*) will be 
satisfied if q < G(N)/Z(N). 
Suppose P;,+ holds. Then it follows from Proposition 5.1 of [lo] that 
(Re A,,“(O) u, U) is positive definite. Hence there exists an n such that 
(Re A^($) u, u) is positive semidefinite, and consequently (PA) holds, for 
0 < 7 < n. Let S(n, N) = min(-Im AA u, u)/II u lj2, L’(n, N) = 
max j(Re A”(i7) U, ~)/lj u II2 I , for n < 7 < N, S(n, N) > 0. Then (PA) is 
satisfied for q > Z(n, N)/S(n, N). 
We now connect the frequency domain conditions with (PN), that is, 
(-1)” A”“‘(t) positive semidefinite k = 0, I,..., N. cPN) 
The following results are established in [lo] and [12]. 
LEMMA 2.4. (i) If A(t) = 0, (Pi) 3 (Pi,+). 
(ii) If A(t) = constant, (P2) z= (Pi,+). 
Lemma 2.4 gives a way of generating kernels satisfying (P;,+) or (Pi,,) and 
hence Popov’s condition (PA). 
An example of a kernel satisfying all of the conditions described is 
A(t) = e-utI, where I is the identity and 01 > 0. We have then, 
A+$ = (2.7) + a)-1I = [a/(2 + ?y)] I - i[T)/(ci” + Tjq] I. 
On the other hand consider A,(t) = e-at cos /3t 1, cy > 0 and A,(t) = 
ecet sin /3t I, 01 > 0, /3 > 0. We have, 
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Neither A, nor A, satisfy (PN). A, satisfies (Pi,+) but not necessarily (Pr^) 
while AsA satisfies (P;,,) but not (Ps”), One can check that A,” satisfies (P^) 
even though A,(O) = 0. 
The classes of kernels satisfying (Pi.,) and (Pi,+) are closed under linear 
combinations with positive coefficients. The above examples can be extended 
to show that if M is a symmetric negative operator on Rn then eMt, eMt cos Mt, 
-eMt sin Mt satisfy the same conditions as their counterparts in R1 (see [lo]). 
We note that the equation (1 + qs) A”(s) = F(s) is equivalent to, 
A(t) = $6 e--(l/Q)(t-T)B(T) dT for q > 0. (2.10) 
Thus we have another way of generating kernels satisfying (PA); namely 
choose a B satisfying (PzA) and define A by (2.10). 
3. INVERSES OF OPERATORS AND LEVIN'S RESULT 
The general result to be established in this section was outlined in the 
introduction. The fact that we work on infinite dimensional spaces requires 
some technical hypotheses. We state the result precisely. We require (A,) 
and (A,) and the additional conditions: 
(A(O) u, 4 b 01 IIu II2 for some o( > 0 6%) 
(40) % 4 e -B II u l!2 for some /I > 0. (A4) 
We impose on g the strengthened version of (G,), 
64 g(u)) > m II u II2 forsomem>OandalluED,, G+) 
but we do not require (G,). We consider two cases: 
Case 1. (A,u, u) >, y I( u (I2 for some y > 0, h E&(O, co: H). 
Case 2. A, = 0 and h, h ~Li(0, co: H) n&(0, co: H). 
(When A, is negative definite the equation is, in general unstable. We are 
not sure what happens when A, is merely positive semidefinite.) 
THEOREM II. Suppose (A,), (A,), (Aa), (A*) and (G,+) hold and A sutisjies 
the strengthened version of (PzA); given any N > 0 there exists a S(N) > 0 such 
that 
(Re Ao^(iq) u, u) > 6(N) jj u ]I2 for all j TJ I < N and all u. P+) 
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Then in Case (1) or Case (2) any solution of (I) satisfies the following conditions: 
u EL(O, a) nJq0, a), 0) 
if g is a bounded map g(u(t))+O as t -+ c0. (ii) 
Remarks 3.1. In finite dimensional spaces conditions (Aa), (A4), 
(A,u, U) 2 y 11 u II2 and P, can be replaced respectively by A(O), -A(O), 
A, , Re A^($) positive definite. Notice the effect of A,; in Case (1) h can 
tend to a constant h, as t--j co and solutions still tend to zero. The work of 
[12] shows that a sufficient condition for (P+) can be given which is analogous 
to that in Lemma 2.4. The condition is: 
given any E > 0 there is a S(E) > 0 such that 
((4(t) - A& + c)) u, 4 2 q4 II u II2 
for all t in [0, ~1 and all u. 
(3.1) 
The idea of the proof of the theorem is as follows. We differentiate (I) and 
obtain, 
w = --A(O) g(4t)) - ~dkb41 (4 + .m. (I’) 
Then we consider the linear Volterra equation, 
40) v(t) + ~.&I 0) = dt) (3.2) 
and observe that the operator (A(O) +Ld) has an inverse which can be 
written in the form: 
(4) + L&l [VI (t) = 4Y w + h&l w. (3.3) 
We use this to solve (I’) for g(u(t)) and then obtain an energy estimate for the 
resulting equation. 
We solve (3.2) by taking Laplace transforms. Formally we obtain, 
SAA(S) VA(S) = q?(s). 
LEMMA 3.1. Under the hypotheses of Theorem II, sA*(s) has an inverse 
(d”(s))-l in Re s > 0, s # 0. (sA”(s))-l is continuous in Re s 3 0, s # 0 and 
analytic in Re s > 0. Moreover, 
(sA^(s))-l = A(O)-l + C,s-l + O(sr2) as s -+ co in Re s > 0. 
(3.4) 
Proof. It follows from (Aa) that A(O) h as an inverse. Then the existence of 
(SE(S))-i for sufficiently large s as well as formula (3.4) follows immediately 
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from successive approximations. For s # 0 we show that AA(s) itself has an 
inverse. That is that we can solve, uniquely, the equation, 
AA(s) WA = x^. (3.5) 
On finite dimensional spaces a sufficient condition for solvability of (3.5) 
would be det A”(s) # 0. (See Grossman and Miller [6] for this kind of 
argument.) What we will do is to exploit the symmetry of A to show that 
condition (P+) actually suffices. 
Notice that (3.5) is an equation on H+ , the complexification of H. We 
have A^ = U(s) + iv(s) where, if s = 5 + iq .$ > 0, 
e-f cos @A,(t) dt + A, Re(s-l) = U,,(t, 7) + A, Re(s-1) 
V(s) = - lorn e-ft sin eta dt + A, Im(s-r) = V,(t, 7) + A, Im(s-l). 
(3.6) 
Thus A^ is a bounded complex linear map on H. It extends to a linear map 
A^ on H+ in the obvious way, and (3.5) is an equation for the extended map. 
An equivalent form of (3.5) is 
B(z^, w”) = (f, AA(s) w^)+ = (f, xA) for all z? E H+ , (3.7) 
where (*, .)+ is the scalar product on H+ . A sufficient condition for (3.7) to 
have a unique solution is an inequality of the form, 
I B(wA, WA>1 > P II WA 11; , /3 > 0 for all w” E H, . (3.8) 
Now we use the symmetry of A. From (3.6) it follows that U and V are sym- 
metric. Hence we have for wh = u + iv, 
B(w^, wA) = (u + iv, Uu - Vv + i(Uv + Vu)), 
= (u, Uu) + (v, Uv) - i[(u, Vu) + (0, Vv)]. 
Thus (3.8) will be established if we can show that, 
(UT vu> z B II u II2 for all u E H, (3.9) 
and this we proceed to do now. 
Let -CR denote the semi-annulus 0 < E < j s 1 < R, Re s > 0. We will 
show that if R is sufficiently large and c is sufficiently small then, for any 
u # 0, the function n(t, 7) = (u, Re A”(s) u)/ll u (12 satisfies an inequality 
of the form, 
45, d 3 14, R) on a&,, (3.10) 
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where P(E, R) > 0 and is independent of u. Since n(E, 7) is a harmonic 
function it will follow that (3.10) holds inside ZE,E,R and this implies that 
(3.9) holds for any s # 0 in Re s 3 0. 
Condition (P,) shows that for any fixed E and R, n(0, 7) 3 6(R), E < 7 < R. 
For sufficiently large R we have, by (2.2), 
11 = (A(0) u, u) cos e (A(0) u, u) cos 28 
II u II2 R + 11 u II2 -+0(h) RZ 
(3.11) 
where s = Reie. It follows immediately from (As) and (AJ that for R suffi- 
ciently large we have 1z > p1 > 0 for 1 s / = R. Finally we consider n on 
the inner boundary s = Eeie of J& . From (Pi) we deduce that 
(U,(O, 0) U, u)/II u II2 > p where pr > 0, say /3r = S(1). But U,,([, 7) is con- 
tinuous at 0 hence we have (U&f, 7) u, n)/ll u II2 2 &/2 for j 4 + & I = E, 
E sufficiently small. Then we have for E sufficiently small and s = eeie, 
n>PLow4cos~ I A,& 
‘-pip-E 2 2’ 
This establishes (3.10) and hence (3.9) and completes the proof of Lemma 
3.1. 
We consider now two cases: 
Case (1). (A,u, u) > y/I u /Ia. Then A;’ exists and (2.1) shows that, 
(d-(s))-1 = A$ + o(l) as s -+ 0, Re s > 0. This means that (&V(s))-l 
has a removable singularity at s = 0. We write then, 
(SAA(s))-1 = A(O)-1 + F(s) (3.12) 
and observe that K”(s) is continuous at s = 0 and K^(s) = Css-l + O(S-~) 
ass-+co. 
Case (2). A, = 0. Now we have, by (3.4), 
(AA(s))-1 = A(O)-1 s + co + K,^(s) (3.13) 
where &“(s) = O(s-I) as s -+ co. We observe that (As) shows that A”(O)-1 
exists and then successive approximations shows that (A”(s))-l = 
E(O)-1 + o(1) near s = 0. It follows that K,^(s) in (3.13) is continuous at 
s = 0 and, 
(sqs))-l = my + (G/s) + KA(s)/sl. (3.14) 
We obtain the solution of (3.2) by taking inverse transforms. Consider first 
Case (1). Define, 
K(t) = & [:I eStK”(s) ds for any C > 0. (3.15) 
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From the stated properties of K” it is not difficult to verify that the integral 
is independent of c in c > 0 and defines a continuous function of t in t > 0 
with R(0) = C, . For t > 0 we can pass to the limit c = 0 in (3.15). Since 
K^(+) is continuous in (-co, co) and K^(ir)) = 0(7-l) for large 17 we 
have K*(ir]) E L,( - co, co) and hence K E L,(O, co). 
We claim that the solution of (3.2) is given by, 
e> = 4OY cpw + WPI (4 (3.16) 
for any continuous v. We sketch a proof. We have, by (3.15) 
A(0) K(t) + lo’ ki(t - 7) K(T) dr 
1 
(3.17) 
=- jcizm [@“A(O) K^(s) + j,,’ A(T) ee($+K^(s)/ ds. 
2nz’ c-& 
We note that the integral jr A(t) @(t-T) dr is analytic in Re s > 0 and by 
(A.2) it is O(s-l) as s -+ 0~) in Re s > 0. Since the same is true of K”(s) we 
have, 
e+im m 
s s 
A(T) es(t-T) dTK^(s) ds = 0. 
c--i02 0 
If we add this to (3.17) we obtain, from (3.12) 
A(0) K(t) + f” A(t - T) K(T) d7 
0 
=y 2L /“_“” 19~{A(0) K^(s) + (sP(s) - A(O)) K’.(s)) ds 
c zm 
=; 2;l /“ia eWP(s) K^(s) ds 
c im 
(3.18) 
- sA^(s)) A(O)-l ds = -./i(t) A-l(O). 
This is the resolvent equation for K and it follows easily that (3.16) solves 
(3.2). 
We apply (3.16) to (I’) and obtain, 
A(O)-1 ti(t) + I&] (t) + g@(t)) = A(O)-1 h(t) + Lid] (9, 
or 
A(O)-]- e(t) + (d/dOL[z4 (t> + g@(t)) = Wt) (3.19) 
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where H(t) = A(O)-l h(t) +L&] (t) + K(t) U(O). Since h ~Lr(0, cc) and 
K EL,(O, oz) it follows that H e&(0, CO). 
We consider now Case (2). We use (3.13) and set 
K,(t) = & j”;; etKl*(s) ds 
and again obtain a function inL,(O, co). In analogy to (3.16) the solution of 
(3.2) is now given by, 
v(t) = WV1 p)(t) +Co jt V-J(T) dT + J'b (jot-' K&f) df) U(T) d7. (3.20) 
0 
A similar computation to that above shows that this indeed solves (3.2). 
We apply (3.20) to (I’). If we integrate by parts and observe that, from (I), 
u(0) = h(O) the result can be written, 
iqy 40 + Cou(t) + &,[4 (t) + s(@>> = W) (3.21) 
where H(t) = A(O)-1 h(t) + Co/z(t) + L,Jh] (t). Since Kr ~La(0, co) h and 
h ~Lr(0, co) n L,(O, co) we have again H g&(0, co). 
The proof of the theorem can be completed once we have the following 
result. 
LEMMA 3.2. In Case (1) we haae -1m K^(iT) positive semidejinite for 
77 > 0. In Case (2) we haoe Re(C, + Kl(iT)) positive semidefinite for all 7. 
In Case (l), we have, by (3.19), 
W(O)-1 u(T), u(T)) + RK[u: Tl + j’ (u(t), g(W) dt 
0 
s 
T (H(t), u(t)) dt. 
(3.22) 
= 
0 
We see from Lemma 2.22 that the first conclusion of Lemma 3.2 implies that 
R,[u: T] 3 0. Also (A(O)-l U, u) > 6 11 u 1j2, 6 > 0 hence by (G,+) we obtain 
the energy estimate, 
p II u(T>II” + m JOT II U(t)l12 dt< joT II H(t)11 II u(t)ll dt. (3.23) 
Since H EL,(O, 00) we obtain conclusion (i). If g is bounded then it follows 
from u EL,(O, co) that g(u(t)) EL,(O, co). Then one deduces from (I) that u 
* Here we use Remark 2.1. 
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is uniformly continuous on [0, co) just as in the proof of Theorem (I). Hence 
u E L,(O,co) implies u(t) --+ 0 as t -+ co. 
In Case (2) we have, by (3.21), 
Now by using Parseval’s theorem as in the proof of Theorem (I) we obtain, 
s 
= (C,&)t u(t)> dt + QKJu, Tl 
0 
= $ Jam W(rl) C(T, T: 4, CC,, T: 4) + (Q(q) S(rl, T: 4, S(T, T: 4)) 4 
(3.25) 
where D(v) = Co + Re Kr(iy). (We first approximate u with functions in 
C2)[0, T] which are zero at t = 0 as before.) The second conclusion of 
Lemma 3.2 implies this quantity is nonnegative and we again obtain (3.23). 
The rest of the proof is then as before. 
Proof of Lemma 3.2. We wrote AA(s) = U(s) + iv(s) so that if we also 
write A^(s)-l = M + iN then A”(s) AA(s)-i = I yields 
UM-VN=I and UN+ VM=O. 
It follows that 
(u, Mu) = ( UMu, Mu) - (VNu, Mu) + ( UNu, Nu) + (VMu, Nu). 
Hence by the symmetry of V we have (u, Mu) = (UMu, Mu) + (UNu, Nu). 
From this and (P+) it follows that (u, Mu) 3 0 on s = in. Now from (3.12) 
we have 
-1m K”(i7) = -Im(i+lA(s))-l = +(l/~) M, 
which is positive semidefinite. From (3.14) we have similarly, 
Re Co + K,“(iq) = Re A^(iy)-l = M(iq), 
again positive semidefinite. 
Remark 3.2. The work of Grossman and Miller [6] suggests that the 
kernels K and Kl ought to be L, functions. If this is true we could improve 
our results on boundedness. For this would mean that the functions H in 
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(3.19) and (3.21) would be in L, . Then we could replace (G,+) by (G,), that 
is (II, g(u)) 3 0 and still obtain the boundedness of u from (3.23). The bound 
would then be completely independent of g thus making our result closer to 
Levin’s. We have not been able to prove that K and Kl are in L, . 
4. EXAMPLES AND APPLICATIONS 
In this section we present some applications of Eq. (I). We begin with a 
problem in control theory. We consider the system, 
,2 = Mx - b[, ii = g(u), u = cx - pt. (4.1) 
Here z E R”, f E Rm, u E RnZ, M, b, c, p are linear maps R” -+ R”, R” --+ Rn, 
R” + P and R” --f P respectively and g is a nonlinear map from R” into 
R”. This represents an indirect control system (see [7, p. IS]) but with m 
control variables (ur ,..., u,). We follow [7] and introduce the variables, 
x = Mz - b[, u = cx -p.f (4.2) 
so that (4.1) becomes, 
d = Mx - bg(u), ti = cx - pg(u). (4.3) 
It follows from a result in [7, p. 1331 that the transformation (z, 6) -+ (x, u) is 
invertible if M is invertible and, 
det(p - CM-lb) # 0. (4.4) 
We eliminate x in (4.3) and arrive at the equation, 
ti(t) = -pg(u(t)) - Iot ceM(t-T)bg(u(T)) dT + ceMtx(0), (4.5) 
on R”. We define A(t): P + R1” and h(t) by, 
A(t) = p + lt ceMTb dT, h(t) = u(O) + l’ ceMT d7 x(0). (4.6) 
Then the integration of (4.5) yields Eq. (I). 
We assume that M is symmetric and that (Mu, u) < -m 11 u /12, for some 
m > 0 (that is the uncontrolled system is asymptotically stable). If follows 
that eMt = O(e+*) hence we have A = A, + A,(t) where, 
A, = p + lrn ceMtb dt = p - CM-lb, (4.7) 
0 
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and A,(t) = - Jf ce”Tb do e&(0, co). We have also h = h, + h where, 
ceM7 dr x(O) = u(O) - cM-lx(O), (4.8) 
and h(t) = - J-f ceMT d7 x(O) E&(O, co). We assume finally that c = bT so 
that A(t) is symmetric. Then we have a situation to which we can apply 
Theorem (I) with the modification in Remark 2.2. 
THEOREM 4.1. Suppose g satisjies (G,) und (G,) and g(u) # 0 for u # 0. 
Suppose (pu, u) >, p- /I u II2 where p- > 0 and, 
P- > II c II II b II m-l. (4.9) 
Then all solutions (2, I) of (4.1) tend to zero as t tends to injnity. 
Proof. Since (Mu, u) < -ml/u /I2 we have I/ M-l/j < l/m. Hence by 
(4.9) 
((p - CM-lb) u, u) b P- II u II2 - II c II II b II m-l II u II2 = E II u 112, E > 0. 
This shows that (4.4) is satisfied and at the same time, by (4.7), that A, is 
strictly positive as required in Remark 2.2. Next we observe that it suffices to 
show that u(t) + 0 as t + 00 for then g(u(t)) + 0 and, by (4.3)i, x(t) -+ 0. 
Since (4.2) is invertible it follows that z and t -+ 0. Since g(u) = 0 only for 
u = 0, Theorem (I) yields the desired conclusion once we show that Popov’s 
condition (PA) is satisfied. 
We note that the transform of eMt is (sl - M)-l hence, by (4.6)i , 
AA(s) = /rl + s-L(sI - M)-l b. (4.10) 
We write (sI - M)-l = K + iL. Then, 
Re(1 + iTq) A”(iT) = q(p + cKb) + cLb-l = I’(q). (4.11) 
We now estimate K and L. For fixed u let U = Ku, V = Lu. Then, 
(iv-M)(U+iV)=u 
or 
-MU-7jv=u, TU-MV=O. 
We have then, 
(u, U) = -(MU, U> - T(V, U> 
= -(MU, u) - (V, MV) 2 m(ll U /I2 + II Vl12). 
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Hence II UII < (l/m) II u II or II KII < (l/m). Then II V//I = IT I II M-lull < 
I 17 1 II U II m-l < I 7 1 /I u // m-2 or jl L II ,< j 7 1 m2. We use these estimates in 
(4.11) and obtain, 
(W uj 4 b df- - II c II II b II m-7 - II c II II b II m-2. 
From (4.9) it follows that (P”) is satisfied for 4 sufficiently large and the proof 
is complete. 
Next we illustrate the implications of our second theorem with the partial 
differential Volterra equation, 
u(x, t) = jt a(t - T) 5%(x, T) dT + h(x, t), 
0 
(4.12) 
In an region G of Rn. Here 9 is an elliptic partial differential operator. 
Equation (4.12) can be used as a model for various problems in the theory 
of materials with memory. An example is heat flow [l]. In that situation u 
is the temperature in a body G. It is assumed that the heat flux q(x, t) is a 
functional Q(x, u$(x, .), Vut(x, .)) of the histories of u and Vu that is 
&(x, T) = U(X, t - T) and Vut(x, 7) = Vu(x, t - T). The equation of energy 
balance is, 
E~(x, t) = divq(x, t) = div Q(zJ(x, *); Vut(x, *)) + T(X, t), (4.13) 
where E is the internal energy and Y is the heat supply. 
Suppose that Q has the form 
Qb ‘ps #> = -40) W, v(O), W>) - jam 44 WG V(T), W) do. (4.14) 
Assume further that the temperature is zero up to time t = 0 and that E is 
proportional to u, E(X, t) = cu(x, t). Then, with c = 1, integration of (4.13) 
yields Eq. (4.12) with, 
27’~ = div R(u, VU), h(x, t) = jot r(x, T) dT. (4.15) 
Equation (4.15) is subject to boundary conditions, say u = 0 on Z?. 
The operator in (4.15) is a special case of the class of nonlinear operators 
most studied, see for example [3]. These have the general divergence form, 
%(x) = 1 (--l)lml DaGa(x, D”u) IYlGT (4.16) 
14e 
01 is a multi-index (01~ ,..., CY,) of nonnegative integers, j 011 = (II, + ... + 01, 
and Da denotes the operator (a/&@ .*. (a/ax,p. To fit (4.12) into our 
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general theory take H = L,(Q) with D, = {u: u E Czv(Q) n CT-l(Q), Dau = 0 
on aJz I 01 / < Y - l} and g(u) (x) = $u(x). 
We want to discuss the implications of conditions (G,) and (G,) in the 
present context. (G,) is quite natural here since it is a standard coercitivity 
condition used for nonlinear partial differential equations. Indeed it is shown 
in [3] that one can give algebraic conditions on G,(x, p) as functions of p 
which are sufficient to make, 
(u, g(u)) = c j G,(x, Dw) D% dx > K1 c j (D”u)~ dx (4.17) 
Ial9 * Ial< Q 
for some K1 > 0 and all u E Bg . For u ~9~ the L, norm over Sz is dominated 
by a constant times the sum on the right side of (4.19). Hence (4.17) yields 
FI+). 
Condition (G,) causes trouble here. From (4.16) we have, 
(6, g) = s, u,% dx = c j Gol(x, Dyu) D=ut dx. 
Iale 52 
(4.18) 
The first part of condition (G,) requires that (4.18) should equal (d/dt) G(u) 
for some functional G. Suppose 
ax, F) = (a/w) wx, 5y) for all 01 and all p, 
lal<r, IrI<r. 
(4.19) 
Then we could take, 
G(u) = s, H(x, D%) dx. (4.20) 
Condition (4.19) is very restrictive and is not needed at all in (G,). 
Even if (4.19) holds there is still difficulty with the second part of (G,). 
That condition would require, 
j g(u)” dx < M (1 + I, H(x, Dyu) dx) . (4.21) 
R 
(4.21) can never hold since Q involves derivatives of order 2r and H derivatives 
of order r. This difficulty can sometimes be overcome if h has enough smooth- 
ness by the following observation (compare [12]). One sees from formula (2.5) 
in the proof of Theorem (I) that the inequality really needed is, 
(h(t) + ~6 g(W) G 4t> (G + W(t)) 01 E L,(O, 00). 
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In the present context this would be satisfied if, 
c j GJ x, Dyu) Da(h(x, t) + c&(x, t)) dx < a(t) s H(x, Dyu) dx, Ial0 R Ja 
CiEL,. This inequality could conceivably be satisfied since it involves 
derivatives of u of order Y on both sides. 
Our Theorem (II) states that we need not worry about any of the difficulties 
presented by (G,) provided that we restrict ourselves to kernels a which 
satisfy (P+) rather than the weaker Popov condition (PA). We remark that 
the inversion process used in Theorem (II) appears to provide a method for 
establishing existence theorems for (4.12). This is related to an idea in [I I] and 
we hope to pursue it further. 
Equations of the form (4.12) f or 1 inear 9’s are studied in [5]. If one chooses 
a in (4.12) to be a linear combination of functions of the form e+, eetit sin pt, 
e-“t cos /3t then (4.12) is equivalent to a nonlinear partial differential equation 
of the form, 
P(d/dt) u(t) = Q(d/dt) S(t) + m(t). (4.22) 
These are studied in [4] when ‘33 is linear but a lower order perturbation is 
included. 
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