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ABSTRACT 
Overplanning means planning of more prod- 
ucts than forecasted in order to handle uncer- 
tainty in customer demand. At master schedul- 
ing level it may be a way to improve the 
cooperation between the commercial depart- 
ment and the production department. In this 
paper, overplanning margins at master sched- 
uling level are determined by the commercial 
department. On request of the production de- 
partment of a consumer electronics factory, sev- 
eral alternatives are developed to convert hese 
margins into overplanning margins for the pre- 
ceding component level. These alternatives are 
investigated on their logistic performance by 
means of simulation. Two of these are recom- 
mended and investigated in more detail with re- 
spect o future objectives of the factory. 
1. INTRODUCTION 
In many companies a close cooperation be- 
tween the commercial department and the 
production department is a necessary condi- 
tion for survival. The main reason for failures 
in this relationship are the contradicting goals 
of both departments. For the commercial de- 
partment a considerable amount of flexibility 
is required to react on short term customer re- 
quirements, while production needs reliable 
information beforehand in order to plan ca- 
*Presented at the Second International Conference on Pro- 
duction Systems, INRIA, Paris, France, April 6-10, 1987. 
pacity utilization and material availability 
properly. 
One reaction of the production department 
to unreliable information from the sales de- 
partment is to take protective measures like 
safety stocks and/or safety times on compo- 
nent and material levels. However the main 
objection of the sales department against such 
measures is their invisibility for realistic order 
promising. 
Historically, finished goods safety stocks 
have been considered as the most appropriate 
method to react on short term customer re- 
quirements. However, as Miller [ 2 ] has 
pointed out, an important alternative to tin- 
ished goods safety stocks is the utilization of 
0167-188X/89/$03.50 0 1989 Elsevier Science Publishers B.V. 
184 
“pipeline” safety stocks on the product levels 
more upstream in the goods flow, using depen- 
dent demand relationships. In effect, the idea 
is to determine xtra amounts of finished goods 
for planning purposes rather than actually pro- 
ducing them. The extra amounts are exploded 
using the bills of material thus providing phys- 
ical safety stocks on upstream levels. In this 
way the risk of unsalability at the finished 
product level is reduced. Because of the added 
value structure of products, safety stocks on 
component levels are preferable over those on 
finished product level, in particuIar if some 
flexibility in reaction time is allowable. 
In a material requirements planning (MRP) 
environment his concept is known as hedging 
the master schedule (cf. Miller [ 1 ] ). 
An alternative term, used by Mather [2 J is 
adding contingency to the master schedule. In 
the company considered here the term over- 
planning has struck root. 
In this case study overplanning margins on 
the master production schedule (MPS) level 
are determined by the sales department. These 
margins are successively converted into over- 
planning margins for components. There are 
several alternatives for this conversion, one of 
which is straightforward explosion of the sizes. 
However, in setting these sizes, straightfor- 
ward explosion does not take into account the 
diversity in lead times among components. In 
total four alternatives were compared on logis- 
tic performance by means of simulation. Fi- 
nally, two of these were chosen as candidates 
for use in practice. 
Concluding this section it is remarked that 
the setting of overplanning margins on com- 
ponent level given those on MPS-level appears 
to be underexposed in the literature. This study 
shows that it has important consequences for 
the overall logistic performance. 
2. A SUMMARY OF THE PLANNING 
PROCEDURE 
In this section the planning procedure in the 
Consumer Electronics Division of the com- 
pany is reviewed. Primarily some terminology 
is explained. Televisions sold to customers are 
called types. Types are the end-con~gurations 
of televisions. A family of related types is called 
a chassis. 
The National Sales Organisation provides 
monthly rolling sales plans on chassis level. 
These plans are converted into monthly com- 
mitment plans for the factories by a so-called 
commitment procedure. This commitment 
plan can be considered as a MPS of which the 
first four months are frozen. To the commit- 
ment plan the planning bills for common com- 
ponents are attached. 
The requirements planning for non-com- 
mon components could be attached to the so- 
called mix/replenishment plan on type level. 
However the forecasts on type level are quite 
unreliable and therefore not used. Instead it has 
been decided to use the sales figures realized in 
the past. The following rule has been adopted 
by the company. Let N denote the present 
monthly period. Then the production quan- 
tities of types in month Nf2 are taken equal 
to the sales figures in the past unit period 
(month N- 1). As a consequence the mix/re- 
plenishment plan is frozen for the months N, 
N+ 1 and N+2. The requirements for non- 
common components with purchase lead times 
not exceeding two months can be derived di- 
rectly from the mix/replenishment plan. The 
requirements for non-common compone,nts 
with a purchase lead time exceeding two 
months are derived from a provisional pro- 
duction plan on the so-called feature level. A 
feature may be a function (picture, sound, 
tuning system) or an option (teletext, auto- 
matic picture control, remote control) or may 
be determined by technical specifications of a 
country (U.K., rest of Europe). The investi- 
gation of this paper is concerned with those 
non-common components which can be at- 
tached to a feature. The relations between 
types, features and components are depicted in 
Fig. 1. 
Fig. 1. Relations between types, features and components. 
3. OVERPLANNING METHODS AND 
PERFORMANCE INDICATORS 
As mentioned before, a provisional produc- 
tion plan on feature level has been developed 
for the requirements planning of non-common 
components of types with purchase lead times 
exceeding two months. This provisional pro- 
duction plan is a rolling plan with a month as 
time unit and a planning horizon equal to the 
largest purchase lead time. It specifies the re- 
quirements and the overplanning margins for 
features. Given the provisional production 
plan for features the requirements and over- 
planning margins for components have to be 
determined. How this is done appears to have 
considerable consequences for stock and serv- 
ice levels of these components. In this section 
four different ways of determining the over- 
planning margins are investigated on their 
performance. 
At decision moment N the provisional pro- 
duction plan for features extends over the 
monthly period N( 1 )N+ L,,,, where L,,, de- 
notes the maximum purchase lead time of a 
component. Since it is a rolling plan and pre- 
viously calculated quantities are frozen, at time 
Nonly the proposed production lot size and the 
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overplanning margin for period N+ L,,, have 
to be determined for each feature. Denoting 
these two quantities by P,(N+ L,,,) and 
O,( N+ L,,,) respectively for feature F they 
are given by 
P,(N+ L,,,) = moving average 
and 
OF(N+Lmax)= service factor 
x moving standard deviation 
of the monthly sales over the months 
N-12(l)N-1. 
In formula (denoting the sales of feature F in 
month Xby S,(X)): 
and 
-P,(N-L,,) I’ ’ 
1 
where k is the service factor. 
It has been tacitly assumed that there are 
neither capacity restrictions nor production 
failures. 
Next these quantities should be translated 
into order quantities includLlg overplanning 
margins for purchased components. This is 
done under the following assumptions 
l components are specific for a feature 
l multiplicities are equal to unity 
l unlimited order quantities 
In fact, components are only distinguished with 
respect to their lead times. 
The net requirement in month N+ L for each 
component with purchase lead time L is deter- 
mined by standard MRP (cf. Orlicky [ 3 ] ) . 
The purchase order quantity is equal to the 
sum of the net requirement and the overplan- 
ning margin. The calculation of the purchase 
order quantity is shown in Fig. 2. 
The four proposed overplanning methods for 
186 
backlog in 
production 
N+2 N+3 
III 
N+4 N+Lmax--1 N+Lmax 
+ 
proposed 
poductlon 
on hand 
scheduled 
receym 
net 
req”lrement 
overplanning 
order 
quantity 
cl q dIl q + 
cl 
q cl~*fl 
q 
cl + 
Fig. 2. Calculation of the purchase order quantity. 
components are described successively. The 
formulae reflect the overplanning margins for 
components, calculated at the start of month 
N. 
1. The cumulative method 
The overplanning margin is equal to the sum 
of those for its parent feature F over the months 
N+ 3 ( 1 )N+L. In formula for a component 
with lead time L: 
X=L 
O,(N+L)= C O,(N+X) 
x=3 
This method is based on the fact that in the 
calculation of the net requirement the sum of 
q 
the proposed production lot sizes over the 
months N+ 3 ( 1) N+ L is used. The method is 
shown in Fig. 3. 
2. The non-cumulative method 
The overplanning margin is equal to the cor- 
responding overplanning margin for its parent 
feature in month N+ L. In formula for a com- 
ponent with lead time L: 
O,-(N+L)=O,(N+L) 
The method is shown in Fig. 4. 
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Fig. 4. Non-cumulative method. 
3. The square-root method 
In view of the addition of L- 2 proposed 
production lot sizes in the net requirement cal- 
culation, standard statistical reasoning leads to 
an overplanning margin proportional to 
m. In formula for a component with lead 
time L: 
O,(N+L)=O,(N+L)JL-2 
The method is shown in Fig. 5. 
4. Balance method 
In the preceding three methods the release 
date for the purchase orders has always been 
the present month N as depicted in Figs. 3, 4 
and 5. This is no longer true for the balance 
method. It is constructed in such a way that the 
overplanning margins for components due in 
the same month are all equal to the overplan- 
ning margin for a maximum lead time com- 
ponent multiplied by dm. In formula for 
each component, irrespective of its lead time: 
The release date of the purchase order is the 
start of month N+L,,,- L however. The 
method is shown in Fig. 6. 
In order to compare these four overplanning 
methods quantitatively three performance in- 
dicators are used. 
The first performance indicator expresses to 
what extent a proposed production lot size in 
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the provisional production plan on feature level 
can be realized due to the stock situations of 
its components. In fact the amount actually 
produced (accepted production) is deter- 
mined by the component with the minimum 
amount of available stock. The measure used 
here is called acceptance degree and is defined 
by the following ratio 
acceptance degree = 
total accepted production 
total proposed production 
This ratio is calculated over the whole length 
of a steady state simulation run. 
The second performance indicator used is 
the average total component stock value. This 
quantity is calculated over the length of a 
steady state simulation run by summing the 
monthly ~ont~butions of the components 
multiplied by their values and dividing by the 
number of months. 
The third performance indicator is related to 
the way the stocks of components are bal- 
anced. It is called unbalance indicator. It is cal- 
culated by summing the amounts of stock of 
all components which cannot be utilized for 
production due to stock-out of some other 
component in the same month, multiplied by 
their values and divided by the run length in 
months. Note that this measure determines the 
part of average stock that cannot be used for 
immediate production. 
As already mentioned, the component with 
the lowest available stock will be critical for the 
acceptance of proposed production lot sizes. 
suppose that the net requirement of a compo- 
nent with purchase lead time L, is calculated 
for month N+L, by MRP. Then the available 
stock of component 2 with purchase lead time 
L2 > L, has already been calculated at some 
preceding step. Obviously there is no use in 
having more available stock in month N+L, 
for component 1 than already specified for 
component 2. The net requirement for com- 
ponent 1 is then adjusted in such a way that the 
available stock of component 1 does not ex- 
ceed the available stock of component 2. In the 
sequel this adjustment will be called a reality 
adjustment. Note that, as a consequence, the 
component with the largest purchase lead time 
controls the stock of all other components. 
4. EXPERIMENTS, RESULTS AND 
CONCLUSIONS 
In this section the simulation experiments 
involving the methods proposed in the preced- 
ing section are described. Next the numerical 
results of the simulation runs are exhibited and 
discussed. Finally some conclusions will be 
drawn. Two of the four methods will be se- 
lected for application in the Consumer Elec- 
tronics Division. Some results of this applica- 
tion are reported in Section 5. 
The four methods are compared by varying 
the service factor k. Actually 10 values of k were 
taken, for each of which 20 simulation runs of 
600 months were executed. An imaginary fea- 
ture has been chosen containing 4 equally ex- 
pensive components with lead times respec- 
tively equal to 3, 4, 5 and 6 months. Since 
components with equal lead times have the 
same performance there is no need to extend 
the experiment. Sales per month are assumed 
to be normally distributed with a variation 
coefficient equal to 0.5. The performance of the 
methods is presented in two-dimensional 
graphs of respectively average stock and un- 
balance indicator against accceptance degree. 
Average stock and unbalance are expressed as 
percentages of the annual turnover. A curve has 
been drawn through the points corresponding 
to the values of the parameter k. Moreover the 
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effect of the reality adjustment is investigated 
by performing the experiments with and with- 
out it. The results are presented in Figs. 7 and 
8 respectively. 
Before discussing these numerical results, 
some obvious deductions about relations be- 
tween methods and performance indicators can 
be made. 
In the case of the balance method the per- 
formance for a specific value of k only depends 
on L,, since the monthly order quantities are 
all equal to those of the maximum lead time 
component. Hence there is zero unbalance in 
stocks. Moreover, since the stock levels of the 
components are equal, the balance method is 
insensitive to diversity in component prices. 
Furthermore it is clear that in general the 
acceptance degree is independent of the reality 
adjustment. The acceptance degree is deter- 
mined by the component with minimum avail- 
ability. Reduction of the availability of non- 
critical components to this minimum level does 
VALUE OF STOCK 
OF COMPONENTS 
80 % 8; % 90 % 95 % 100% 
ACCEPTANCE DEGREE 
Fig. 7. Results with reality adjustment: - - - - - cumulative 
method, . . . . . . . . non-cumulative method, -------- square root 
method, and ~ balance method; upper four lines: aver- 
age value of stock, and lower four lines: unbalance indicator. 
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VALUE OF STOCK 
OF COMPONENTS 
25% , I I 
80 % 85 % 90 % 95 % 100% 
ACCEPTANCE DEGREE 
Fig. 8. Results without reality adjustment: - - - - - cumula- 
tive method, .. . . . . . . non-cumulative method, ------square root 
method, and __ balance method; upper four lines: aver- 
age value of stock, and lower four lines: unbalance indicator. 
not change the acceptance degree. However it 
reduces average stock as well as unbalance. 
Considering the results for the cumulative 
method (cf. Figs. 7 and 8 ) its bad perform- 
ance with respect to stock level is noted. More- 
over there appears to be substantial unbalance 
due to the large differences in over-planning 
margins on component level. The reality ad- 
justment seldom works since the average avail- 
ability increases with the lead time of a 
component. 
The non-cumulative method gives the worst 
results in terms of average stock percentage. 
However the reality adjustment works remark- 
ably correctively for this method since the av- 
erage availability of the components is almost 
equal. Unbalance is only caused by diversity in 
lead times, implying its insensitivity to the 
acceptance degree. 
The square root method yields the best per- 
formance on stock level for acceptance degrees 
> 90%. Since the over-planning margins are de- 
pendent on lead time the effect of the reality 
adjustment lies somewhere between the first 
two methods. Unbalance increases with accep- 
tance degree just as in the case of the cumula- 
tive method. 
As already explained before, the component 
stocks are completely balanced if the balance 
method is used. The average stock level is in- 
sensitive to the reality adjustment. Moreover, 
the balance method is easily implemented. In 
fact it is straightforward explosion of the ov- 
erplanning margins of the arent feature mul- 
tiplied by the constant &3. 
The square root method and the balance 
method have been recommended for use in 
practice. The cumulative method has been 
skipped because of its relatively bad perform- 
ance on stock level and its considerable unbal- 
ance. In spite of the corrective influence of the 
reality adjustment on stock level performance, 
the non-cumulative method has been aban- 
doned because of its unreal overplanning 
margins. 
5. SIMULATIONS BASED ON ACTUAL 
DATA 
In this section data supplied by the Con- 
sumer Electronics Division form the basis for 
the simulation experiments. The sales data ex- 
perienced during the past two years have been 
used. The necessary statistical parameters were 
estimated in order to simulate sales patterns 
governed by the same statistical mechanism 
over much larger time intervals. Again, run 
lengths of 600 months could be used in agree- 
ment with the experiments presented 
previously. 
The aim of the experiments in this section is 
two-fold: to obtain more insight into the be- 
haviour to be expected in practice and to pro- 
vide answers to certain sensitivity questions. 
Since the real data showed a seasonal pattern, 
the performance of the two selected methods 
has been studied for different degrees of sea- 
sonality expressed by the first order autocor- 
relation coefficient yI. In addition to this the 
sensitivity of the performance with respect to 
the reduction of 
l the maximum component lead time 
l the mix/replenishment lead time 
l both 
has been studied. 
Primarily the present situation with a mix/ 
replenishment lead time of 2 months and pur- 
chase lead times of 3, 4, 5 and 6 months has 
been simulated. The results corresponding to 
the present seasonality ( r1 = 0.42 ), no season- 
ality (Y, =O) and a larger one (rl =0.75) are 
presented in Figs. 9, 10 and 11, respectively. 
Observing these results it is clear that sea- 
sonality has considerable influence on logistic 
performance. Absence of seasonality results in 
the lowest stock levels and the smallest differ- 
ences between the two methods. Increasing 
seasonality increases both. 
The simulation results corresponding to re- 
duction of the maximum purchase lead time 
from 6 to 4 months are presented in Fig. 12. 
Comparing them with the present situation de- 
VALUE OF STOCK 
OF COMPONENTS 
25 
20 
15 
10 
5 
80 % 85 % 90 % 95 % 100 % 
ACCEPTANCE DEGREE 
PER FEATURE 
Fig. 9. Results based on actual data: ~ balance method, Fig. 11. Results for large seasonality: ___ balance method, 
and -------- square root method; autocorrelation coefficient of and --------- square root method; autocorrelation coefficient 
sales r, z 0.42, mix/replenishment lead time 2 months, and of sales r, ~0.76, mix/replenishment lead time 2 months, and 
original purchase lead times. original purchase lead times. 
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VALUE OF STOCK 
OF COMPONENTS 
20 % 
80 % 85 % 90 % 95 % 100% 
ACCEPTANCE DEGREE 
PER FEATURE 
Fig. 10. Results without seasonality: __ balance method, 
and --------- square root method; autocorrelation coefficient 
of sales Y, L 0.0, mix/replenishment lead time 2 months. and 
original purchase leads times. 
VALUE OF STOCK 
OF COMPONENTS 
80 % 85 % 90% 9! 
ACCEPTANCE DEGREE 
PER FEATURE 
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VALUE OF STOCK 
OF COMPONENTS 
VALUE OF STOCK 
OF COMPONENTS 
ACCEPTANCE DEGREE 
PER FEATURE 
Fig 12. Results for reduced purchase lead time: ~ bal- 
ance method, and --------- square root method; autocorrela- 
tion coefftcient of sales rl z 0.42, mix/replenishment lead time 
2 months. and maximum purchase lead time 4 months. 
pitted in Fig. 9 a considerable decrease in stock 
level is observed. Moreover the difference be- 
tween both methods becomes very small. This 
latter fact favours the use of the easier imple- 
mentable balance method. 
The simulation results corresponding to a 
reduction of the mix/replenishment lead time 
from two to one month (meaning that the pro- 
duction in month Nf 1 instead of N+ 2 equals 
the sales in month N- 1 ) are represented in 
Fig. 13. Comparing the results with the present 
situation depicted in Fig. 9 a slight decrease in 
logistic performance is observed. However a 
consequence of the reduction of the mix/re- 
plenishment lead time is the implied extension 
of the range of purchase lead times since com- 
ponents with a purchase lead time of two 
months are added. 
Finally the results of the reduction of both 
lead times are presented in Fig. 14. Comparing 
these results with those depicted in Fig. 12 it 
may be concluded that both performances are 
about the same. Hence the effect of reducing 
the range of the purchase lead times yields the 
20 % - 
15 % 
/ 
’ /’ 
./ 
10 “/a 
_-- _--- 
80 % 85 % 90 % 95 % 100% 
ACCEPTANCE DEGREE 
PER FEATURE 
Fig. 13. Results for reduced mix/replenishment lead time: 
~ balance method, and --------- square root method; au- 
tocorrelation coefftcient of sales Y, z 0.42, mix/replenish- 
ment lead time: I month original purchase lead time. 
VALUE OF STOCK 
OF COMPONENTS 
20 ‘36 
15 % 
1 0 % 
5 % 
I I I I 
80 % 85 % 90 % 95 % 100% 
ACCEPTANCE DEGREE 
PER FEATURE 
Fig. 14. Results with both lead times reduced: ~ balance 
method, and--------square root method; autocorrelation coef- 
ficient of sales Y, 5 0.42, mix/replenishment lead time 1 
month, and maximum purchase lead time 3 months. 
most fruitful improvement in performance. 
The general conclusion is that the square- 
root method yields the best results but the dif- 
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ference in performance with the balance REFERENCES 
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