Many different techniques have been proposed to address the problem of automated test case generation, varying in a range of properties and resulting in very different test cases. In this paper we investigate the effects of the test case length on resulting test suites: Intuitively, longer test cases should serve to find more difficult faults but will reduce the number of test cases necessary to achieve the test objectives. On the other hand longer test cases have disadvantages such as higher computational costs and they are more difficult to interpret manually. Consequently, should one aim to generate many short test cases or fewer but longer test cases? We present the results of a set of experiments performed in a scenario of specification based testing for reactive systems. As expected, a long test case can achieve higher coverage and fault detecting capability than a short one, while giving preference to longer test cases in general can help reduce the size of test suites but can also have the opposite effect, for example, if minimization is applied.
Introduction
Software testing remains the most important technique in practice to find errors in programs and to gain confidence in software quality. Automation is desirable because testing is a very complex and error prone task. Many automated techniques to derive test cases have been presented in the past, differing on the underlying software artifacts, algorithms, and actual interpretations of what is a test case. In this pa- * The research herein is partially conducted within the competence network Softnet Austria (www.soft-net.at) and funded by the Austrian Federal Ministry of Economics (bm:wa), the province of Styria, the Steirische Wirtschaftsförderungsgesellschaft mbH. (SFG), and the city of Vienna in terms of the center for innovation and technology (ZIT).
per we experimentally investigate the effects of the structure of test suites, and in particular try to determine whether it is preferable to use many short test cases or fewer long test cases.
The experiments are performed in a scenario of specification based testing for reactive systems. In such a setting, test cases are sequences of test data, and as test cases can be derived from a specification or model the expected output is known as well. In order to derive such test cases we use model checkers, and apply several different well known coverage criteria, mutation testing, and random testing. Using these ingredients we generate test suites differing on the number of test cases and their length, and analyze them with regard to several important aspects:
• How does the test case length influence the fault detecting capability? This question is addressed by coverage and mutation analysis.
• How does the test case length influence the computational costs of testing? To answer this question the effects of the test case length on the test suite size are investigated as well as the effects on redundant test cases, test suite minimization, and monitoring of coverage items during test case generation.
Of course, there is no definite preference between short and long test cases, as the choice will always depend on the requirements of the concrete testing scenario. However, as a consequence of the experiments we identify important insights that help deciding whether to give preference to short or long test cases. This paper is organized as follows: Section 2 gives background information on the testing scenario we assume for our experiments and on the testing techniques we apply. Section 3 describes the experimental setup, i.e., the specifications, tools, techniques, and the actual experiments. Section 4 contains a representative selection of the data gath-ered by these experiments, Section 5 discusses the results in detail, and the paper is concluded in Section 6.
Preliminaries
In this section we aim to clarify the testing scenario we assume for our experiments and present the necessary background information.
Testing reactive systems
Software testing differs very much depending on the type of system under test (SUT). In this paper, we assume that the SUT is a reactive system: A reactive system is a system that changes its actions and outputs in response to stimuli from within or outside. Such a system is usually tested by providing input values (test data) and comparing the resulting outputs with expected values (test oracle). Reactive systems can often be executed in an infinite loop, which means that we assume a test case can have any length and from any state there is a path to any other state (i.e., the underlying automaton is fully connected).
Testing with model checkers
Model checking [10] describes the process of determining whether an automaton model satisfies a specification given as temporal logic properties. In practice, one of the most useful features of model checkers is their ability to create counterexamples to illustrate how properties are violated. Such counterexample sequences can be interpreted as test cases under certain constraints; e.g., we assume that the system under test and its specification are deterministic.
To use model checkers for test case generation the test objective (e.g., satisfaction of a coverage criterion) is usually encoded as a set of temporal logic properties, such that for each distinct test requirement (e.g., coverage item) of the overall objective there is one property (trap property or test predicate) [16, 21] . Any counterexample to a trap property represents a test case that satisfies the test requirement posed by the property. Other test objectives include, for example, mutation testing [2, 15] or combinatorial testing [5] . A noteworthy advantage is that once a framework has been created it is very easy to apply any of these techniques or combine several at the same time. For a detailed overview of testing with model checkers we refer to [13] .
Counterexamples are sequences of states; in this paper, we assume that a test case is also a sequence of states, and each state represents input and output values serving as test data and test oracle: For each state, test data is provided as input to the system under test and the returned outputs are compared to the expected output values to derive a verdict. The length of a test case is defined as the number of states it consists of. A test suite is a set of test cases, its size is the number of test cases it consists of, and its length is the sum of the lengths of its test cases.
Generating test cases of variable length
The traditional approach to test case generation using model checkers is to call the model checker once for each trap property. A call on a feasible trap property results in a counterexample starting in an initial state, while trap properties for infeasible test requirements simply do not result in counterexamples. The length of the counterexamples is determined by the underlying model checking technique. For example, explicit state model checking with breadth first search or bounded model checking will result in short test cases, while explicit state model checking with depth first search will result in longer test cases.
For the purposes of our experiments we need a way to influence the length of the test cases generated. Therefore, we use an approach similar to that proposed in [17] 
Experimental Setup
While intuitively longer test cases are expected to have higher fault detecting capability and to be computationally more expensive, it is necessary to take into account that for a given test objective using long test cases will usually reduce the number of test cases in a test suite, as each individual test case is likely to cover more test requirements; under that light it so obvious what to prefer. Consequently, the experiments aim to answer the following research questions: 
Specifications
The experiments performed in this evaluation create large numbers of different test suites. In this paper, we present the results of experiments on two different specifications known in the testing literature: The Safety Injection System (SIS) specification models the control of coolant injection in a nuclear power plant. It was introduced in [4] and has since been used frequently for studying automated test case generation. The Cruise Control (Cruise) specification models a simple automotive cruise control. It is based on [19] , and has also been used several times for automated test case generation, e.g., [2] .
Testing techniques
There is a large number of different testing techniques to choose from, even when only considering those techniques suitable for test case generation with model checkers. The evaluation presented in this paper uses techniques where each test requirement (coverage item for coverage criteria or mutant in the case of mutation analysis) is encoded in temporal logic, such that a counterexample derived for the property is a test case for the underlying test requirement.
To keep the number of results to a tractable number we have selected a representative subset of independent techniques, motivated by an evaluation [1] of specification based coverage criteria: Mutation testing (e.g., [2, 15] ) encodes small changes in the specification as trap properties, and resulting test cases can distinguish between original and mutant specification. Transition pair [1] coverage requires that all possible pairs of transitions of the formal specification are executed. Modified Condition Decision Coverage (MCDC) requires for each literal (condition) to be shown to independently affect the value of the expression (decision) it is part of. We use masking MCDC [6] , and apply it to all expressions in the specifications. Pairwise testing [5] requires that all possible pairs of values for monitored variables are covered. Finally, random testing just uses random test cases generated with predefined length.
Tools
We use version 2.4.3 of the freely available model checker NuSMV [8] , which supports symbolic and bounded model checking; for our experiments we used the symbolic model checker. NuSMV implements an algorithm for counterexample generation [9] which does not guarantee the shortest possible counterexamples, but still creates very short ones. In order to generate random test cases we use the interactive command line interface provided by NuSMV: At each state NuSMV picks one of the possible successor states with equal probability.
Experiments
The experiments that were performed for this evaluation are described below. Because the order in which trap properties are considered during test case generation can have an impact on the results [12] , each of the experiments was repeated 10 times with different random ordering of the trap properties, and the results were averaged.
Experiment 1:
For each of the specifications and test techniques test suites are generated according to the following procedure: For the first test suite a distinct test case is generated for each trap property. Then, for the second test suite one test case is generated for two trap properties, where the second trap property is used to extend the test case generated for the first trap property. Then this is done for every three trap properties, and so on, until at the very end of the spectrum a test suite consisting of only a single test case covers all trap properties. To reduce the number of test suites a little bit we only consider test suites that differ in the number of test cases, without any loss of generality. For each of the test suites the coverage and mutation score are measured.
Experiment 2:
The second experiment uses the test suites generated in the first experiment, removes duplicate or subsumed test cases such that only unique test cases remain, and then minimizes the remaining test suite using a greedy minimization algorithm. A test case t is a duplicate, if there exists another test case t consisting of exactly the same state sequence. A test case t is subsumed by another test case t , if t is a prefix of t .
The aim of test suite minimization is to find a subset of the test cases that still fulfills the test objective. The motivation for minimization is that the costs of running a complete test suite against the software repeatedly can be quite high, but in general not all test cases of a test suite are necessary to fulfill some given test objective. A test suite is minimal [18] with regard to some objective if removing any test case from the test suite will lead to the objective no longer being satisfied. The problem of finding the optimal (minimal) subset is NP-hard, which can be shown by a reduction to the minimum set covering problem [14] .
In this experiment, we use a simple greedy heuristic [7] to the minimum set covering problem for test suite minimization: The heuristic selects the test case that satisfies the most test requirements and remove all test requirements satisfied by that test case. This is repeated until all test requirements are satisfied.
Experiment 3:
A single test case will usually cover more than one test requirement, and so it is not strictly necessary 
Experiment 4:
This experiment investigates how the fault detecting capability of individual test cases relates to their length. To do so the average mutation score per test case for the test suites created in experiment 1 is determined. In addition, we use randomly generated test cases of different length and measure their mutation score as well.
Results
Because we generated thousands of different test suites in the course of our experiments we can only present selected results that are useful for the discussion here. Table 1 lists some statistics about the specifications and test objectives used for the experiments. The trap properties were generated automatically from the NuSMV specification. Test requirements can be infeasible, which in the case of testing with model checkers simply results in a trap property being satisfied by the model. This means that the infeasible trap properties contribute to the costs of the test case generation, but not to the resulting test suites. Figure 1 illustrates how the average test case length relates to the number of test cases in a test suite. 'Total' describes the total number of test cases generated (experiment 1), 'Unique' represents the number of unique test cases, i.e., the test cases that remain after removing duplicate and subsumed test cases (experiment 2). 'Minimized' represents the number of test cases after the greedy minimization algorithm is applied with regard to the coverage criterion that was used to generate the test cases (experiment 2). 'Monitored' represents the number of test cases using monitoring during test case generation (experiment 3). Figure 1 shows
While the standard deviation is constant for the case of one trap property per test case (without monitoring) it can vary when using more trap properties per test case, therefore the results shown are averaged over 10 runs with different random orders of the trap properties.
Duplicate and subsumed test cases are common for short lengths, but starting at a certain length there are hardly redundant test cases, and the curves for 'Total' and 'Unique' collapse. At a much greater length there is also a point where the test suites generated are minimal, which means that no more test cases can be removed, and the curves for 'Total' and 'Minimized' collapse. This is typically the case when there are only in the order of three test cases in a test suite. While monitoring does create more test cases initially, the number of test cases is smaller than when using minimization for longer test cases. Figure 2 shows how the average test case length is related to the total length of a test suite, which is calculated as the sum of the lengths of all test cases. The figure shows mutation adequate test case generation in greater detail, while the other criteria are omitted for space reasons again but are similar in nature. Considering test suites of unique test cases there is a noticeably increase in the total test suite length with increasing test case length initially, but once the number of unique test cases and total number of test cases coincide this increase is reversed and the total length continues to decrease. A test suite consisting of only a single very long test case is usually similar in length to a test suite consisting of as many as possible short test cases. With regard to the minimized test suites Figure 2 reveals that the total length increases with the average test case length, while for monitoring the total length decreases; for longer test cases, monitoring results in the smallest test suites with regard to the total length. Figure 3 relates transition pair coverage and average test case length for the Cruise example, and pairwise coverage for the SIS example. Once more, the other criteria are omitted for space reasons but are similar in nature. If the coverage is low for the short test cases then in all experiments longer test cases increase the values. However, in many of our experiments the coverage level was already relatively high and the increase was only minor. Note that we only consider unique test cases here because duplicate and subsumed test cases do not add to coverage values or mutation scores in our setting. Figure 4 gives an example of the effects of the average test case length on the time necessary to create test suites. In all experiments, there was no significant change in the time necessary to generate a full test suite; the post-processing steps of removing redundant test cases and minimization are not considered here. In contrast, the time necessary to generate a test suite with monitoring is significantly lower for longer test cases.
While the previous figures considered the effects of the average test case length in a test suite, Figure 5 shows how for individual test cases the length relates to their mutation scores (experiment 4) . This serves to demonstrate the basic assumption that longer test cases are likely to cover more faults. While the criteria we considered all achieved very high mutation scores, random test cases performed comparatively bad.
Discussion

Fault detecting capability
When considering the fault detecting capability of a single test case then as expected mutation score ( Figure 5 ) and coverage increase with the test case length. However, the fault detecting capability cannot simply be seen as a function of the test case length: Extending the length of random test cases does in general increase the coverage and mutation score, but at a much slower rate than when using different coverage criteria to extend test cases ( Figure 5 ). An obvious explanation for this is that random testing tends to repeatedly explore already visited parts of the state space while using coverage criteria will guarantee that every extension of a test case reaches some previously uncovered part of the state space. Because random testing is so cheap it is feasible to generate much longer test cases than considered in these experiments, which is likely to lead to higher fault detecting capability.
If we consider the corresponding test suites then the effect of the average test case length is not so predictable -after all, the longer the test cases the less test cases are needed for a full test suite (see Figure 1) . As illustrated in Figure 3 the coverage usually increases together with the average test case length, even though the number of test cases is reduced. This was observed for the majority of coverage criteria, but there are exceptions (e.g., see pairwise coverage for the Cruise specification in Figure 3 ). It can also be observed that while the shortest test cases have the smallest coverage and an increase of length improves the coverage initially, there is less additional improvement when further increasing the length very much.
Consequently, in order to answer research question 1 we assume that in order to increase the fault detecting capability it seems feasible to increase the test case length and not use the shortest possible test cases. As to how long exactly the test cases should be for maximal fault detecting capability there are two possible suggestions: One is to create test cases that cover as many test requirements as possible, possibly even only a single test case covering all test requirements: Our experiments show that this gives good values for coverage and mutation score. The alternative suggestion is to test as much as possible in terms of the test suite length. As our experiments show this is usually achieved with test case lengths closer to the short end of the scale, where the total test suite length is maximized (around the point where total and unique number of test cases collapse, see Figure 2 ). This point also coincides with the point where the coverage with increasing test case length stops increasing significantly (see Figure 3 ).
Costs
It is difficult to draw generic conclusions regarding the influence of the test case length on the testing costs. The execution costs depend on several factors: Depending on the system under test the setup and pull-down costs of a single test case might be very high; in such a case it is advantageous to minimize the number of test cases. If setup and pull-down costs are negligible, then it will be advantageous to minimize the total length of a test suite. In addition, there might be other factors such as whether test cases have to be understandable for test engineers, in which case they might, for example, have to be as short as possible. Consequently, we distinguish three different aspects to minimize the costs: The size, the total length, and the test case generation costs.
The trivial answer to minimize the number of test cases is to simply generate a single very long test case that satisfies all test requirements. However, as can be seen in Figure 2 this long test case is in most cases longer than the total length of test suites with shorter test cases.
For test suites without any optimization ('Total' in the graphs) there is a steady decrease of the total length with increasing average test case length, therefore the minimal test suite length in this case is achieved with maximal test case length (see Figure 2) . Consequently, the longer the test cases the smaller the test suite length, and the answer to research question 2 in such a scenario is no in general. When removing duplicate and subsumed test cases ('Unique') the minimal length is achieved for shorter test cases, as the number of test cases that can be dropped reduces with increasing test case length, up to a point where there are no more redundant test cases (see Figure 1) . Consequently, the answer to research question 2 in such a scenario is yes.
Interestingly, when applying minimization an increase in test case length actually leads to a greater total test suite length (Figure 2 ). In such a scenario the answer to research question 2 is yes. This is because with increasing test case length less test cases can be dropped from a test suite with regard to achieving coverage. Consequently, when using minimization the smallest possible test suite will be achieved by using short test cases.
When using monitoring during test case generation the total test suite length also generally decreases with increasing test case length. However, we observed that the order in which trap properties are selected can sometimes have an effect on this: Figure 6 shows one particular run of experiment 3 on the Cruise specification for transition pair coverage where the test suite length initially decreases but then starts increasing again at a certain average test case length (around 38 states). A closer look reveals that the number of test cases stays almost constant in the time where the total length increases again. However, the average case shown in Figure 2 shows that the number of test cases decreases with increasing test case length. Consequently, we conclude that in a scenario where monitoring is applied the shortest possible test suite can be created by using as long as possible test cases, as long as the increase in length leads to a reduction of the number of test cases. In such a scenario the answer to research question 2 is no.
The computational costs of the actual test case generation are also minimized by using monitoring and long test cases (see Figure 4) . Although experiments showed no effect on the test case generation time when not using monitoring, it is still advisable to increase the test case length such that duplicate test cases are avoided, as this reduces the post-processing effort. There might also be other factors dependent on the underlying test case generation technique.
Threats to validity
There are several threats to the validity of our results: First of all, the question is how far the results in our testing scenario can be generalized to other testing scenarios. For example, it might not always be possible to execute test cases of deliberate length. Even though in such a case long test cases can be simulated with a dedicated reset transition further experiments in this direction are necessary. Furthermore, the influence of the test case generation technique was not analyzed in this paper: For example, a depth first search resulting in very long test cases might change some of the findings.
Our experiments only considered deterministic systems; for non-deterministic systems test cases are not necessarily linear sequences possibly leading to different conclusions. We did not discuss the costs of test objective decomposition, test case generation and assembling in detail in this paper: The test objective decomposition in our scenario is independent of how test suites are generated, and the costs of test case generation with our method basically correlate with the test suite length except when applying monitoring (e.g., see Figure 4 ).
In our experiments we chose trap properties in random order. Each experiment was repeated 10 times with different random orders and the values were averaged. It is conceivable that the order in which trap properties are selected can have an influence on the results; for example, the length of a test case might vary according to the order of trap properties, and consequently the size of a test suite can vary also. However, experiments with regard to trap property order [12] lead us to the assumption that repeating the experiments 10 times should be sufficient to remedy effects of the order.
Some kinds of faults, not considered in this paper, may provide an additional motive for preferring either long or short test cases. For instance, discovering a fault in an implementation that adds new extra states requires very long input sequences, also called combination locks. This fact has been proved for finite state machines [20] , where the minimum length of tests capable of discovering k extra states increases exponentially with k.
Related work
Andrews et al. [3] investigated the question whether to execute a small number of long test cases or a large number of short test cases in the context of random testing. We only considered random testing in a limited scope (e.g., only similar test case lengths as for the other techniques), therefore this work can be seen as complementary to ours. Similarly to our findings, their results show that the length has a major influence on the effectiveness of random testing, but the optimal length with regard to quality and costs varies.
Rothermel et al [22] performed experiments on the test suite granularity -which essentially is similar to the number of test cases and their length -in the context of regression testing, which was not part of our investigations; they arrived at similar conclusions as this paper regarding the effects on test suite reduction and fault finding effectiveness. In contrast, Xie and Memon [23] showed that in a GUI testing context it is favorable to initially generate many short test cases to cover 'shallow' bugs, and then turn to longer test cases for 'deep' bugs.
Conclusions
In this paper we have reported on investigations regarding the structure of test suites. In particular it is of interest how the length of individual test cases influences the characteristics of a test suite. To analyze this we have performed a set of experiments, where the average length of test cases is continually increased and the effects on test suite size, length, coverage, redundancy, minimization, and monitoring were observed.
When deciding whether to prefer long or short test cases there are many different special cases depending on the testing environment that need to be considered. For example, longer test cases are counterproductive if minimization is applied as a post-processing step. However, in most scenarios it seems feasible to give preference to fewer longer test cases instead of many short test cases: In fact an increase in test case length can reduce the overall size and length of the resulting test suites while actually increasing the fault detecting capability at the same time.
