Abstract. We study the weighted scale-free percolation (SFP W,L ) model on Z d . The vertices of Z d are assigned independent and identically distributed (i.i.d.) vertex-weights (Wx) x∈Z d from a power-law distribution with exponent τ > 1. Conditioned on the vertex-weights, the edges (x, y) x,y∈Z d are present independently with probability that a Poisson random variable with parameter λWxWy/( x − y ) α is at least one, for some α, λ > 0, and where · denotes the Euclidean distance. After the graph is constructed, we assign i.i.d. random edge-weights from distribution L to all edges present. The focus of the paper is to determine when is the obtained model explosive, i.e., when it is possible to reach infinitely many vertices in finite time from a vertex. We show that explosion happens precisely for those edge-weight distributions that produce explosive branching processes with infinite mean power-law offspring distributions. For non-explosive edge-weight distributions, when γ = α(τ − 1)/d ∈ (1, 2), we characterise the asymptotic behaviour of the time it takes to reach the first vertex that is graph distance n away. For γ > 2, we show that the number of vertices reachable by time t from the origin grows at most exponentially, thus explosion is never possible.
Introduction and results

1.1.
Introduction. How long does it take for a video to go viral? Can we predict when the flu epidemic in the Netherlands will reach Japan? These questions are emblematic for the study of this paper: spreading processes on spatial complex networks. Spreading processes on complex networks can be found in many aspects of our life. By understanding them, we can understand how infectious diseases spread, or which individuals should be targeted with advertisements to reach the most people at minimal cost. Statistical analyses [3, 4, 45] suggest that real-life networks tend to be scale-free, i.e., their degree sequences follow a power law. That is, P(deg(v) > x) ≈ x −γ , typically for some γ ∈ (1, 2), where deg(v) denotes the degree of vertex v. The small world property of acquaintance networks -often referred to as six degrees of separation -was popularised by the experiment of Milgram [42, 49] . Generally, real-life networks are small worlds or even ultrasmall worlds. That is, typical distances scale as a logarithm or even a double logarithm of the network size [6, 42, 44, 49] . Real-life networks also tend to have high local clustering: the proportion of triangles versus possible triangles tends to be rather large [50] .
Many random graph models have been proposed so far to model real-life complex networks, each capturing some of the important features of these networks. Random graphs without geometry such as the configuration model [21, 43] , variants of the Norros-Reitu model [22, 27, 46] , and the preferential attachment model [7] mimic the scale-free and the small-world property well, but fail to produce an asymptotically positive clustering coefficient. To add the missing feature of positive clustering and to accommodate the rather natural spatial aspect of many real-life networks, spatial versions of the above models have been proposed. Scale-free random graph models with underlying geometry include spatial preferential attachment models (SPA) [2, 30, 35] , hyperbolic random graphs [20] and their generalisation, geometric inhomogeneous random graphs (GIRG) [23] , and the model that we study in this paper, scale free percolation (SFP) [28] . These spatial models are equipped with an additional long-range parameter α > 0 that describes how spread out the edges are in space. Let us mention briefly that there are other methods to incorporate clustering, e.g. by adding local communities to an existing model, yielding hierarchical configuration models [33, 48] or scale-free random intersection graphs [19] .
Once there is an underlying model that one can use to model real-life networks, the possibility to study the behaviour of information spread on networks opens up. Information spread is a general term that we use to cover a broad range of processes such as information diffusion, spreading of 'activity', infection spread, etc., on different types of networks. A way to model information spread is to allocate random edge-weights to all edges in the model from some underlying distribution. The length on an edge corresponds to the transmission time through that edge. Distances in the newly obtained weighted random graph then correspond to spreading time of information from one vertex to the other one.
The behaviour of information spread is fairly well understood on random graph models without underlying geometry, such as the Erdős-Rényi random graph, inhomogeneous random graphs [12, 40] , or the configuration model with finite asymptotic variance of the degrees [8, 11, 13, 14] . The infinite variance degree regime, that is, γ ∈ (1, 2), seems to be more challenging. Recently with Baroni [10, 9] and Adriaans [1] we have determined the universality classes for weighted distances in the configuration model in this regime. Due to the novelty of spatial models, the theoretical study of information spread on them is rather limited: a related process, bootstrap percolation, is studied on hyperbolic random graphs and GIRGs [25, 39] . The behavior of random walk is studied on SFP in [32] . Typical graph distances are studied for SFP in [28, 29] , for GIRGs in [24] for some range of the parameters. This paper is a step in studying information spread on spatial scale-free models. Our aim is to set up a program to analyse how the combination of the topology of the networks and the transmission time distribution affects the spreading time, and to identify universality classes. We believe that the phenomena described in this paper are rather universal and similar results could be proven for other scale-free spatial graph models.
1.2. Our contribution. In this paper we study information diffusion on the SFP model [28] . SFP is a random graph with vertex set Z d that combines the Norros-Reitu model with long-range percolation. After the construction of the graph, we allocate i.i.d. edge-weights to each existing edge. We identify the (only) two universality classes of edge-weight distributions for information diffusion, that we call explosive and conservative class, respectively. We show that an edge-weight distribution F L (x) = P(L ≤ x) with generalized inverse function F is the generalized inverse function of F L . First we study the first passage profile of the origin, i.e., the growth of the cluster of vertices available from the origin within distance t as a function of t. For the explosive class, when γ ∈ (1, 2), we show that there is a finite random time V 0 , such that the number of vertices reachable from the origin within distance V 0 is infinite. We call this event explosion and V 0 the explosion time of the origin. For the conservative class, the number of vertices reachable within any finite distance is a.s. finite, see Theorem 1.1. We show that explosion is never possible when γ > 2, see Theorem 1.8 and Corollary 1.9. For the conservative class, and when γ ∈ (1, 2), we further study typical (weighted) distances, extending the results on graph distances in [28] . For a unit length d-dimensional vector e, let ⌊ne⌋ denote the vertex in Z d obtained by coordinate-wise taking the integer part of the vector ne. We determine the leading order of the distance between 0 and the vertex ⌊ne⌋ in terms of the edge-weight distribution, see Theorem 1.3. As a corollary (setting the edge-weights to be 1 with probability 1) we obtain that for the graph distance
when γ ∈ (1, 2), where P −→ denotes convergence in probability, and x is the Euclidean norm of x ∈ Z d . Whether this convergence holds was an open question in [28] when a third parameter τ , that equals the power-law exponent of the vertex-weight distribution, satisfies τ > 2.
Our proofs require a more detailed analysis of the SFP without the edge-weights. An outcome of this analysis is that we are also able to identify the double exponential growth rate of the maximal displacement (that is, the distance of the farthest vertex graph distance n away from the origin) when γ ∈ (1, 2), see Theorem 1.5, a result that is interesting in its own right. When γ > 2, we show that the growth rate of the maximal displacement is at most exponential, see Theorem 1.8.
Distances in the explosive class turned out to be surprisingly hard, due to the infinite number of vertices and non-compactness of Z d . This is in sharp contrast with explosion in non-spatial random graph models such as the configuration model, where typical distances converge to the sum of two explosion times [10, 11] . We have a lower bound on asymptotic distances in Theorem 1.7 and we state a conjecture about a matching upper bound in Conjecture 1.11. Our theorems show that as long as γ ∈ (1, 2), the only relevant parameter of the model in terms of weighted distances is the power law of the degree distribution, γ. Neither the hidden parameter τ (coming from the Norros-Reitu model as the 'fitness' of vertices) nor the long-range parameter α seem to play a role. Similar phenomenon occurs in GIRGs, where the authors [24] observe that as long as the degrees have infinite variance, the only relevant parameter for typical distances is the power-law exponent of the degree distribution. For a more explicit connection between GIRGs and SFP, see Section 1.5.
New techniques. Beyond studying information diffusion in a spatial random graph model with completely general edge-weight distributions, our paper improves existing techniques that are valuable in their own rights. In Sections 2 and 6, we describe and study a Branching Random Walk (BRW) in random environment that has both (1) infinite mean offspring, and (2) infinite expected displacement. We show that, just like branching processes with infinite mean offspring, the size and maximal displacement of these BRWs grow double-exponentially. The results naturally carry through for the multi-type BRW with the same properties, i.e., when the environment is not fixed in advance but is re-shuffled every time the children of an individual are determined. Related work is [15] , where the authors study a BRW with property (2) . For critical BRWs, the one-arm exponent of BRWs with infinite expected displacement is studied in [34] .
Another novel technique is the application of the idea of min-summability that was invented in [5] for determining explosion in infinite-mean BRWs, in the random graph setting. The idea is that along a collection of paths with growing degrees (d i ) i≥m , one can estimate the shortest path by the sum of the typical minimal-edge-weights (that is,
(1/d i )), and this estimate can be shown to be sharp when the degrees grow sufficiently fast.
Notation. We write r.v., lhs and rhs for random variable, left-hand side and right-hand side, respectively. For a sequence of random variables (X n ) n≥1 , X n converges in probability to a r.v.
X, shortly X n P −→ X, if for all ε > 0, lim n→∞ P(|X n − X| > ε) = 0. Similarly, X n converges in distribution/almost surely to X, shortly X n d −→ X, X n a.s.
−→ X, if lim n→∞ P(X n ≤ x) → P(X ≤ x) for all x ∈ R where P(X ≤ x) is continuous/ lim n→∞ P (lim n→∞ X n = X) = 1. For a nondecreasing right-continuous function F (x) the generalised inverse of F is defined as F (−1) (x) := inf{y ∈ R : F (y) ≥ x}.
1.3.
The model and results. In the scale-free percolation model, each vertex x ∈ Z d is assigned an i.i.d. vertex-weight W x from a distribution W . Let us fix the long-range parameter α > 0 and the percolation parameter λ > 0. Conditioned on the collection of vertex-weights (W x ) x∈Z d , there is an edge between any pair of non-nearest neighbor vertices x, y ∈ Z d with probability
where x−y is the Euclidean distance between x, y, and P W (·) := P(·|(W x ) x∈Z d ) is the conditional measure with respect to (wrt) the vertex-weights. Let us denote the resulting random graph by SFP W . After this procedure is done, we assign each existing edge e a random edge-weight, L e , i.i.d. from some distribution L. Since our interests below are not affected by whether nearest neighbor edges are present in the graph, we assume that this is indeed the case, that is,
Let us denote the resulting weighted random graph by SFP W,L . Here, somewhat confusingly, "weighted" refers to the presence of edge-weights and not the vertex-weights (W x ) x∈Z d . We shall consistently call the variables L e on edges edge-weights and W x on vertices as vertex-weights.
In this paper we are interested in the case when W follows a power-law distribution with exponent τ > 1, that is, we assume that
for some function ℓ(t) that varies slowly at infinity, that is, lim t→∞ ℓ(ct)/ℓ(t) = 1 for all fixed c > 0. We assume 1 throughout that that P(W ≥ 1) = 1. It is shown in [28, Theorems 2.1, 2.2] that the degree distribution then follows a power-law distribution again, with tail exponent
That is, for some function ℓ varying slowly at infinity, as long as α > d and γ := α(τ − 1)/d > 1,
We assume throughout the paper that α > d and γ > 1 both hold. The case γ > 1 includes the case where the tails in (1.2) are thinner than a power law. We are interested in weighted distances, that is, for two vertices x, y ∈ Z d , let Γ x,y := {π : π is a path from x to y} be the set of paths between x, y ∈ Z d . We define the L-distance and the graph distance as 5) where for a path π, |π| denotes the number of edges on π. We shall write |π| L := e∈π L e for the L-length of a path. Let us define three important metric balls around a vertex x ∈ Z d , the ones for Euclidean distance, graph distance and weighted distance, respectively, as
r (x) are random, depending on the realization of SFP W,L . Finally, for an integer n, we write ∆B
We shall consider the collection of sets (B L t (x)) t∈R + as indexed by time t ∈ R + . Note that the set B L t (0) grows as t increases. We call this collection the first passage profile of x. To be able to analyse its characteristics, we introduce two hitting times. The first is
the first time when the L-metric ball contains n vertices. We write τ n := τ n (0). Next,
is the hitting time of (B
. Again, we write M n := M n (0). In this paper, we write F X (·) for the distribution function of a random variable X. Let
(1.12)
Our first theorem characterises the event of "explosion" for infinite-variance degrees:
2) with a power-law exponent τ > 1, α > d and γ = α(τ − 1)/d ∈ (1, 2), and edge-weight distribution L. Let x ∈ Z d be an arbitrary fixed vertex.
(1) (Explosive part). When I(L) < ∞, the hitting times τ n (x) and M n (x) both converge almost surely, i.e., τ n (x) a.s.
13) where V x < ∞ a.s. We call the random variable V x the explosion time of x.
(2) (Conservative part). When I(L) = ∞,
Further, in this case,
We comment that the (possibly infinite) almost sure limits of τ n (x) and M n (x) are always equal for any graph with almost surely bounded degrees, thus the message of this theorem is that this limit is finite if and only if the integrability condition (1.12) holds, as well as quantifying the rate of growth of M n (x) in the conservative case. There is a deep connection to age-dependent branching processes (BP). In an age-dependent BP, individuals have i.i.d. life lengths, and upon death they produce an i.i.d. number of offspring. An age-dependent BP is called explosive if it produces infinitely many individuals within finite time with positive probability, see [31, 47] . The criterion in (1.12) is the same criterion that is needed for an BP with offspring distribution given in (1.4) but with γ ∈ (0, 1) and birth-time distribution L to be explosive. This statement can be found in [41, Lemma 5.8, Theorem 6.1] and it first appeared in some form in [5] . As a corollary we obtain: Corollary 1.2. Let W(SFP) := {L : SFP W,L explosive} be the set of distributions that produce explosive first passage profiles for the origin in SFP W,L when γ ∈ (1, 2). Similarly, let W(BP) be the set of life-length distributions that produce explosive age-dependent BPs with power-law offspring distribution for some γ ∈ (0, 1). Then W(SFP) = W(BP).
For the conservative class, we characterise the first order of L-distances (see (1.5)) in SFP W,L : Theorem 1.3 (Distances in the conservative case). Let us consider the same model as in Theorem 1.1, with I(L) = ∞. Fix an arbitrary unit vector e. Then, as m → ∞,
Setting L ≡ 1 yields typical graph distances, an open question in [28] when γ ∈ (1, 2) but τ > 2:
Corollary 1.4. Consider the scale-free percolation model with α > d, γ ∈ (1, 2). Then
Related to this result, we study the maximal displacement at graph distance n from 0. We believe this result is of independent interest, so we state it as a separate theorem:
. Then for all ε, for some random variables Z(ε) ≤ 2 and Y (ε), and almost surely for all n ≥ 1,
In other words, almost surely,
Further, Y (ε) has exponentially decaying tails. For some strictly positive constants c = c(d, α, τ ), C ε ,
Remark 1.6. It would be natural to ask for almost sure convergence instead of convergence in probability in the statement of Theorem 1.3. We believe that almost sure convergence is only valid along subsequences that grow sufficiently fast, e.g. along the subsequence ([e n e]) n≥1 . The reason for this is that Y (ε), the random prefactor in the upper bound in (1.18), decays (only) exponentially. Thus in the sequence ⌊ne⌋, it might happen that for infinitely many n the corresponding Y (ε) in the maximal displacement is of order log log n. This, in return, makes distances to be shorter than 1 − δ times the numerator in (1.22) , so that the almost sure convergence is lost. We give an argument why our proof cannot be strengthened to a.s. convergence in the proof of Theorem 1.3.
Studying distances in the explosive case turns out to be harder. It is possible to show based on the proof of Theorem 1.1 that two vertices, arbitrarily far away, can be connected via paths with total length that is a.s. finite, but we failed to show so far that they can be connected within the sum of the two explosion times. The next theorem states that far away vertices have asymptotically independent explosion times, and states the lower bound on the L-distance. Theorem 1.7 (Distances in the explosive case). Consider the same model as in Theorem 1.1, with I(L) < ∞ in (1.12). Then, as x → ∞,
where V (1) , V (2) are two independent copies of the limiting random variable from (1.13). Further, for all ε > 0 lim
The theorem could have been stated in a similar formulation than the one in Theorem 1.3:
Next we study SFP W,L with finite-variance degrees, i.e., when γ > 2. Recall the notation for different metric balls from (1.6)-(1.8). The next theorem bounds B L t (0) in the Euclidean space. Theorem 1.8. In SFP W,L with α > d, γ > 2 and F L (0) = 0, there exist deterministic constants C, C > 0 (depending only on the distribution of W and L but not on the realization of the graph), and random constants n 0 (x) ∈ N, t 0 (x) ∈ R such that, almost surely for all n ≥ n 0 (x), t ≥ t 0 (x),
The value of n 0 (x), t 0 (x) depend on the random realisation of the graph as well as on x ∈ Z d .
Note that since |B
| grows at most exponentially, and thus explosion is impossible: 24) and thus τ n (x) → ∞ almost surely. That is, explosion is never possible when γ > 0.
Let us write Vol d for the volume of the unit ball in R d , and define the constant holds for any β > β + , where β + is the solution to
The proof requires cca 8 pages, and it does not provide a spatial embedding, so we decided to cut it from the paper.
Organization of the paper.
We discuss some open questions in Section 1.5, and relate our model to GIRGs. Then, we start proving our results. In Section 2 we define two BRWs that both provide a coupling upper bound on the exploration of the cluster of a vertex in SFP W,L . Theorem 2.1 -the coupling of the exploration to these BRWs -is a crucial ingredient for proving lower bounds for the results in Section 1.3. In Section 3 we prove Theorem 1.8. Then, in Section 4 we state some basic notions and introduce a boxing method that structures the high-weight vertices in the graph. In Section 5 we prove the explosive part of Theorem 1.1, and Theorem 1.7. These are the easier proofs of the paper. Then, in Section 6 we prepare to prove the conservative theorems, by analysing the size of and maximal displacement in generation n of the upper bounding BRW from Section 2 when γ ∈ (1, 2). This section is novel from the BRW point of view since it studies a general BRW in a random environment that has infinite mean offspring. We bound the doubleexponential growth rate of the generation sizes and the maximal displacement of this BRW. Section 7 then makes use of the results in Section 6 and proves the conservative part of Theorem 1.1, and Theorems 1.3, 1.5. Finally, Section 8 is devoted to describing an exploration process of the cluster of the origin (Section 8.1), which results in the proof of Theorem 2.1 (Section 8.2). 
The fact that the distance between two vertices tends to the sum of two explosion times is observed in the configuration model with infinite-variance degrees [10, Theorem 1.2], a non-spatial model with finitely many vertices. A related model to SFP, with a finite number of vertices is the geometric inhomogeneous random graph model, (GIRG) [23] . This model lives on a compact space, -the d-dimensional unit torus
d -the location of n vertices is sampled independently and uniformly at random according to the Lebesque measure and then an i.i.d. power-law vertex-weight W x is assigned to each vertex x. The long-range parameter of the model, α is assumed to be larger than 1. Two vertices, given their locations x, y ∈ T d and vertex-weights W x , W y are then connected with probability p n (x, y, W x , W y ) that satisfies
, to a box with volume n. Considering the images of the points T n x as vertices, the connection probabilities in the model after this transformation become 28) that is, the factor 1/n cancels. Note that the edge connection probabilities of SFP in (1.1) also satisfy (1.28) . A Poissonised version of the number of points in GIRGs could provide a natural extension of the model to R d . If we assume that the vertex-weights follow a power-law distribution with exponent τ > 2 in GIRG, then it is not hard to see that setting α = d α and τ − 1 = ( τ − 1)/ α in the SFP model produces γ = τ − 1. So, the GIRG can be looked at as a modification of SFP where (a) the nth graph is restricted to a box of volume n, (b) the locations of vertices are randomised (instead of the grid Z d in SFP) (c) the edge probabilities are somewhat more general. Here we state the corresponding conjecture about GIRGs. Conjecture 1.12. Add i.i.d. edge-weights from distribution L with I(L) < ∞ to the edges of the GIRG. When the vertex-weights follow a power law distribution with exponent τ ∈ (2, 3), the L-distance between two uniformly chosen vertices from the giant component converges to the sum of two i.i.d. random variables. In particular, the average L-distance does not grow with n.
To prove Conjecture 1.11 on the SFP model on Z d , one could try to show that the two shortest explosive paths γ ⋆ 0 and γ ⋆ x , having length V 0 , V x respectively, can be connected by a short path (length less than ε). This turns out to be a hard problem, since the space Z d is non-compact and in principle it is possible that these paths wander off in different directions, avoiding very high degree vertices, so that a short connection cannot be established. Further note that shortest exploding paths are special, in particular, both the degrees of their vertices and the edge-weights on the edges attached to them fail to be i.i.d. and we do not know how 'densely' they cover the vertices of Z d . A shortest path that goes to infinity slowly can cause strong dependencies on the neighboring edge-weights, which makes probabilistic bounds based on independence impossible to apply. Based on the analogy to the conservative setting Double-exponential growth would be fast enough so that the shortest path cannot cover too many vertices in one region, and hence some independence on the edge-weights can be maintained. This conjecture is strong enough to imply Conjecture 1.11: Claim 1.14. Conjecture 1.13 implies Conjecture 1.11.
This implication is far from obvious, we provide a sketch proof below the proof of Theorem 1.7. Moving away from the γ ∈ (1, 2) setting, there is a lot to discover when γ > 2. Typical graph distances in this regime are widely open: we only know a general logarithmic lower bound from [28, Theorem 5.5] , and that distances are linear when γ > 2, α > 2d, see [29, Theorem 8 (b2) ]. When α ∈ (d, 2d), the precise order is unknown, and so is the constant prefactor when α > 2d. It would be interesting to see whether the BRW upper bound is a close approximation in the α ∈ (d, 2d) regime and whether distances are truly logarithmic. These latter questions are similar in flavour to first passage percolation on long-range percolation, when edges of the long-range percolation model have exponential lengths [26] . Due to the lack of power-law degrees, explosion is impossible in that model. Graph distances in supercritical long-range percolation are investigated in [17, 18] .
Dominating branching random walks
In this short section we set the preliminaries to the lower bound of the proof of Theorem 1.8 and Theorem 1.3, (1.14) and the lower bound for (1.15) in Theorem 1.1. The crucial ingredient of these proofs is the exploration of the neighborhood of a vertex x in the order that corresponds to the L-distance, that is an interpretation of Dijkstra's algorithm, and we call it first passage exploration (FPE). Importantly, Theorem 2.1 below describes a three-process coupling that couples the exploration on the SFP W,L to two dominating (BRW) in Z d . First we describe the two BRWs, one with Poissonian and one with sum of Bernoulli offspring distributions, denoted by PoiBRW and BerBRW, respectively.
In the skeleton 3 of the BRWs, we name the individuals in the Harris-Ulam manner. That is, we order the children of the same individual in a way that corresponds their birth-order and call the root ∅, the children of the root 1, 2, . . . , the second generation as 11, 12, . . . , 21, 22, . . . In general, i 1 i 2 · · · i k stands for the individual that is the i k th child of the i k−1 th child . . . of the i 1 st child of the root. We refer to this coding as the name of the individuals. We write p(z) for the parent of an individual z. Naturally, 1) and allocate N P y (a) many children to the location y ∈ Z d . Each of these children have vertexweight W y but note that each of them reproduces independently again. Since the sum of Poisson rvs is Poisson again, the total number of children via this method is distributed as
We additionally add 2d children, each of them located at one of the 2d nearest-neighbors of M a . We describe BerBRW coupled to PoiBRW: here, we allow at most one edge to each location y ∈ Z d , i.e., for the individual a located at M a in BerBRW, we allocate N B y (a) := ½{N P y (a) ≥ 1} many children to location y ∈ Z d . Again, we additionally add 2d children, each of them located at one of the 2d nearest-neighbors of M a . When there are multiple edges to a nearest-neighbor vertex, we keep the added one. Note that
3) so the number of children of a to y ∈ Z d equals the probability that the edge (M a , y) is present in SFP, see (1.1). Another way to realize the vector in (2.1) is to first draw D P a in (2.2) and then apply a multinomial thinning, that is, we choose D
fashion, each of them having the conditional distribution
Since a multinomial thinning of a Poisson variable yields independent Poisson variables, we obtain (2.1) back again. Once the two BRWs are generated in a coupled manner, we assign i.i.d. edge-weights from distribution L to each existing edge 5 in the two BRWs in a coupled way, i.e., whenever N B y (a) = 1 for an individual a ∈ BerBRW, we use an edge-weight chosen uniformly from the N P y (a) ≥ 1 many edge-weights between a and its children at y in PoiBRW.
Let us denote by B 
We provide the three-process coupling and the proof of Theorem 2.1 in Section 8. Let us make a remark. In the Norros-Reitu (a similar, non-spatial) model the exploration of the cluster of a vertex can be coupled to a multitype branching process instead of a BP in a random environment. In other words, the whole collection of vertex-weights can be newly drawn to determine the children of a newly explored individual. In the scale-free percolation model, this is not possible for the following reason. The information that a vertex close to the origin is not explored for many steps of the exploration reveals some information on the vertex-weight of the given vertex (i.e., it is most likely very small). This phenomenon is not present in the non-spatial model.
Non-explosion for γ > 2
In this section we prove that the scale-free percolation model can never explode when γ > 2 and F L (0) = 0. That is, we prove Theorem 1.8. Recall that we write m x = E[W x ] for x ∈ R. The proof of Theorem 1.8 is based on the following lemma:
Lemma 3.1. Consider BerBRW as descibed in Section 2. Then, the expected generation sizes Z B n of BerBRW grow exponentially. Namely, for all n,
Proof. Recall the definition of the edge probabilities in BerBRW from (2.3), and that nearest neighbor edges are, additionally, always present. So, let us write N := {y : y = 1} for the nearest neighbors of the origin. For a set A ⊂ R + , N B w (A), called the reproduction kernel, denotes the number of children with vertex-weight in the set A of an individual with vertex-weight w located at the origin. In case of the BerBRW, the distributional identity holds:
The expected reproduction kernel (cf. [36, Section 5] ) is defined as µ(w, dv) :
, λwv/ y α }, it can be bounded from above as (1.25) . To obtain the second line, we bound the sum on the rhs in (3.3) by approximating the two sums by two integrals. Then, Vol d denotes the volume of the unit ball in Z d , while π d , used when bounding the second integral, is defined as
The factor 2 is a crude upper bound on the approximation between the integrals and the sums. Finally, the term 2d comes from the contribution of nearest neighbors, where
we obtain an upper bound µ(w, dv) ≤ µ + (w, dv) uniform in v, w. Observe that BerBRW without the edge-weights is a branching process (BP), where each individuals have a 'type' being its vertexweight. It is not a multi-type BP in the usual sense, since the environment causes dependencies between the types of children of different individuals, while in a multi-type BP those types should be independent. Nevertheless, we can bound the expected number of individuals with given type in generation n by simply applying the composition operator * acting on the type space, that is, define
For instance, µ * 2 counts the expected number of individuals with type in A in the second generation, averaged over the environment. The rank-1 nature of the kernel µ + implies that its composition powers factorize. An elementary calculation using (3.4) shows that
Thus,
We are ready to prove Theorem 1.8:
Proof of Theorem 1.8. We know from [28, Theorem 5.5] that when γ > 2, for a fixed x ∈ Z d with x large enough, lim x →∞ P(d G (0, x) ≥ η log x ) = 1 for some η > 0. We improve this theorem and show that this holds for all x ∈ Z d with the same norm simultaneously. In other words,
for some C > 0 for all sufficiently large n. Indeed, quoting the second formula after [28, (5.16) ], for some constants C ′ , κ > 0, and x ∧ y := min(x, y),
First we sum this formula in i, for i = 1, . . . , n. Since
Summing now for all x with norm x ≥ e Cn for some C > 0, we obtain that
for some d-dependent constant C d , where we have used (4.3) to obtain the last line. Note that
Thus we can choose C large enough so that the product of the first and last factor on the rhs is < 1/2 n , say, and then we arrive at
Since the rhs is summable in n, by the BorelCantelli lemma, almost surely only a finitely many A n s occur. Let n 1 denote the first index so that A c n holds for all n > n 1 . That is,
exp{Cn} }. This shows (3.6) . In what follows we show that the following implication is true for some C, t 1 ≥ 0:
Recall that ∆B G,L n (0) denotes those vertices in SFP W,L from which the shortest path to the origin uses n edges, and that Proposition 8.1 states that the shortest path tree B L,S t (0) is also present in BerBRW. This implies that |∆B
n , the size of generation n in BerBRW. Let m + be as in Lemma 3.1, and let t 0 be so small that F L (t 0 ) < 1/(16m 2 + ). Set n := ⌊2t/t 0 ⌋ + 1 and
Note that d G (0, y) > n means that the L-shortest path from y to 0 uses more than n edges. Following the shortest path from any such y to 0 we can also find a
n , and thus a union bound results in
where 
Now we bound F * ,n L (t). If more than n/2 variables in the sum L 1 + · · · + L n would have length at least t 0 , then the sum exceeds nt 0 /2 ≥ t. Hence at least n/2 variables have value at most t 0 . Thus,
(3.10)
Combining (3.9) with (3.10), the rhs of (3.8) is at most
Clearly e
Ck ≤ e C e Ct ≤ e 2 Ct for all t ∈ (k−1, k) and t ≥ 1. Thus, (3.7) follows with C = 2 C = 4C/t 0 and t 1 = k 1 . This finishes the proof of (1.23).
Boxing and greedy paths
In this section we develop the main ingredient for proving upper bounds -a boxing method combined with greedy minimum-length paths. We begin with some definitions. Definition 4.1 (Power-law tail behavior). We say that the random variable has regularly-varying tail with power-law exponent α ∈ (0, 1) if there exists a K > 0 and a function ℓ(·) that varies slowlyat infinity such that for all
We shall often use Potter's theorem about slowly-varying functions. For all ε > 0,
We shall use the following Karamata-type theorem [16, Propositions 1.5.8, 1.5.10]: For any β > 0, and a > 0,
We continue with the notion of min-summability, a powerful tool to analyse the explosion of age-dependent BPs, a criterion developed in [5] . We cite [5, Corollary 4.3] after this definition:
The following lemma is a rewrite of [5, Corollary 4.3] .
Lemma 4.3 (Min-summability criterion, [5] ). Given a sequence (a k ) k∈N with a k ≥ ca k−1 for all sufficiently large k and some c > 1, the distribution F L is a k -summable if and only if
The proof is based on Kolmogorov three series theorem, we refer the reader to [5, Corollary 4.3] for details. A consequence of this powerful lemma is that if two sequences ( 
Claim 4.5. For a double-exponentially growing sequence (a k ) k∈N , and an edge-weight distribution F L , the criterion in (4.4) is equivalent to the integral criterion (1.12).
Proof. By definition, a n ≥ exp{b 1 c
Choose K large enough so that K log c 1 + log b 1 > 0. The rhs of (4.6) is equi-convergent with
Thus the convergence of (1.12) implies (4.4). The other direction is established in a similar manner using that
Boxing around the origin and greedy paths. The upper bound in many of the proofs uses a boxing procedure that we describe now. We surround vertex 0 by an infinite sequence of box-shaped annuli Γ n , and we divide each annulus into equal-size subboxes, B (i) n , i = 1, . . . , b n . More precisely, let us fix C, D > 1 to be chosen later, and define
and set
The construction is as follows: for each n ∈ N, Γ n is an annulus with outer and inner radius D n /2, D n−1 /2, respectively (we use ℓ ∞ norm to get a box-shape). We divide each Γ n into disjoint subboxes of radius R n /2 as in (4.8) . Then the number of boxes in Γ n , denoted by b n , is given by
Evidently, for all large enough n, n . Let us fix a small ε > 0, and for δ := δ(ε) = ε(γ − 1)/(2γ) define
The next lemma is a quenched, i.e., it holds for almost all realisation of the vertex-weights and the edges in SFP W :
Lemma 4.6. For any δ > 0, there is a random n w (δ) such that for all n > n w (δ), all centers of boxes (c
More importantly, for C := C(ε), D := D(ε) as in (4.11), and δ := ε(γ − 1)/(2γ) as in (4.11), there is a random n 0 := n 0 (ε) ≥ n w (δ) such that for all n ≥ n 0 , the centers (c
n ) i≤bn of the subboxes within Γ n form a complete graph on b n vertices, and the centers (c
n ) i≤bn in Γ n form a complete bipartite graph on b n−1 and b n vertices in each bipartition, respectively.
Further, for some constants c 1 , c 2 that do not depend on ε, and for all large enough K,
Proof. We start by showing (4.12). Note that W c
, and that 1 − x ≤ e −x as well as (1.2),
where we have used (4.2) to establish that there is an n 1 (δ) such that for all n ≥ n 1 (δ), e −dC n δ/2 ℓ(e −dC n (1−δ)/(τ −1) ) > 1. Thus, using (4.10) and a union bound, the probability that Γ n contains at least one center that has smaller vertex-weight than the rhs in (4.12) is at most
which is summable in n. Thus by the Borel-Cantelli lemma, there is a random n w (δ) > n 1 (δ) such that the statement in (4.12) holds for all n ≥ n w (δ) and i ≤ b n . Next we show that the centers in Γ n−1 are connected to the centers in Γ n . Note that the ℓ 2 distance between any two subboxes in Box n is at most √ dD n . Here we set δ := ε(γ − 1)/(2γ), and assume that n − 1 > n w (δ). Using the connection probability in (1.1), the estimate in (4.12) and writing d/(τ − 1) = α/γ, we bound the probability that we can find two centers c (i) n and c (j) n−1 for some i ≤ b n , j ≤ b n−1 that are not connected by an edge by:
Using (4.7), the exponent on the rhs becomes −λd −α/2 times
For a decay with n in (4.16), the coefficient of C n−1 in the exponent in (4.17) must be positive, i.e.,
(
18) This is satisfied with the choices C(ε), D(ε) in (4.11), (4.18) holds (the lhs of (4.18) equals ε(1 − ε)/(4γ) > 0). Note also that this is the best possible double-exponential growth rate achievable, since for any C ≥ 1/(γ − 1), D > 1 cannot be satisfied. By (4.10), b n b n−1 ≤ exp{C n 2(D − 1)}, and hence the rhs of (4.16) is at most 19) which is summable in n. The Borel-Cantelli lemma ensures that the event {∃i ≤ b n , j ≤ b n−1 : c
n−1 } happens only finitely many times. We set n 0 (ε) > n w (δ(ε)) to be the random index after which the complement of the event on the lhs of (4.16) holds for all n ≥ n w (ε).
Collecting the terms on the rhs of (4.15) and (4.19), and summing them from K + 1 to infinity, we can notice that the first term is dominant. We obtain that
/(4γ)} and we assumed 1 − ε > 1/2 to obtain c 2 . The factor 1/2 in c 1 compensates the prefactors dDC n in (4.15) and C n 2(D − 1) in (4.19) . This shows (4.13). The proof of the statement that the centers within Γ n form a complete graph is the same, only b n b n−1 should be replaced by b 2 n and C n−1 by C n in (4.16).
The theorems with conservative edge-weights require the extension of the boxing to connect two vertices, 0 and x ∈ Z d , where x := ⌊me⌋ in the proof later. For this extension, we define two infinite sequences of annuli (Γ
n for all large enough n: Set
where ⌊z⌋ = max{y ∈ Z : y ≤ z}.
, centered around 0 and x, respectively, given by (4.8). Let us then define
n(x) ) to ensure that it contains both Γ
n := Box n \ Box n−1 as defined in (4.7) (returning to the 'usual' sizes). Let us call this merging system of annuli merging annuli connecting 0, x. The proof of Lemma 4.6 implies the following corollary: Corollary 4.7. Consider the merging annuli connecting 0, x as described before. With this definition, Lemma 4.6 stays valid for (Γ
n are connected to all the centers of boxes in Γ (x) n+1 and all centers of boxes within Γ n(x)+1 . Finally, with the same c 1 , c 2 as in Lemma 4.6,
Proof. Note that the vertex and edge set of Box
n(x) are independent since the boxes are disjoint. Thus, the error estimates in the proof of Lemma 4.6 can be applied to the two systems of annuli separately for all n ≤ n(x). The random variable n 0 (ε) can be defined as the index of the last annulus that contains a center with too small vertex-weight or a center that is not connected to all the centers in the next annuli in the infinite system (Γ n(x)+1 have large enough vertex-weights, thus n x (ε) can be defined as 1 plus the largest k ∈ [0, n(x)] such that the annulus Γ (x) k either contains a center with too small vertex-weight or does not have all the connections to centers in Γ (x) k+1 . Note also that n x (ε) = n(x) might occur, in which case the second statement of Corollary 4.7 is empty. The error bound in (4.22) is obtained in the same way as (4.13), since conditioning on the event n 0 (ε) < n(x) implies that all the centers in all the centers of boxes in Γ
n(x)+1 have large enough vertex-weights.
We finish this section with two definitions. We define a unique greedy path based on the boxing starting from the origin. This greedy path will be used in many of the proofs later on.
Definition 4.8 (Greedy path
We denote the resulting infinite path by γ gr 0 . Using Corollary 4.7, we immediately extend this definition to construct two merging greedy paths, one from vertex 0 and one from vertex x. Assuming that n 0 (ε), n x (ε) ≤ n(x), let us apply Definition 4.8 twice, using the separate annuli (Γ
n(x)+1 , to define two greedy path segments, started at 0 and x, respectively, 
), (4.24) i.e., we use the minimal-length path of two edges via centers to connect c n ) n≥n(x)+1 and the two merged paths follow the same edges to infinity.
'Explosive' proofs
In this section we prove the explosive part of Theorem 1.1 and Theorem 1. 
] has at least n edges and it might not be optimal. Thus, (M n (0)) n≥1 is a uniformly bounded increasing sequence, hence it converges a.s.
Proof of Theorem 1.7. We start using [28, Theorem 5.3] 
Then, [28, Theorem 5.3] says that lim x →∞ P (A 0,x ) = 1. Set r x := ⌊(1 − 2δ) log log x /| log κ|⌋, where ⌊y⌋ is the smallest integer that is at most y. On the event A 0,x , the graph distance balls B 
where M n (y) was defined in (1.10). Since B 
holds. Further, Y (ε) has exponentially decaying tails with
where C ε , C ε are constants that do not depend on K.
Consequently, both the size, and the maximal displacement in generation k, of BerBRW grow double-exponentially with rate at most (1 + ε)/(γ − 1). To be able to prove Proposition 6.1, we need to bound not only the generation sizes but also the number of individuals with vertex-weight in a given (generation-dependent) interval, which is the content of the Lemma 6.2 below. For fixed ε, i > 0 and all k ≥ 0 define
and for some fixed integer n > 1 and all 1 ≤ j ≤ n define the intervals
denote the list of vertex-weights of individuals in G B k . Roughly speaking, we would like to track the tail distribution of vertex-weights of individuals in generation G B k . For this we use a discretisation technique, and set some 1/h that is large but not too large, and then count the number of individuals with vertex-weight in an interval that can be heuristically described as follows: the expected maximal vertex-weight in generation k − 1 (6.4), raised to two powers that form a h-wide interval, (6.5). It turns out this is the right scaling, i.e., we have to group individuals with vertex-weight that are roughly a given power away from the maximal vertex-weight. Further, let us set 6) and define S k := S k (ε, i) := (m k (ε, i)) z as in (6.1). Then, Proposition 6.1 is a consequence of the following two lemmas: Lemma 6.2 (Weights and displacement in G B k ). Consider BerBRW as described in Section 2 and let γ ∈ (1, 2). Fix ε > 0 and some integer n ∈ [2(γ − 1)/ε, 3(γ − 1)/ε]. Let
(a) Then, for all sufficiently large i, and with p ε,i , p ε,i defined in (6.3),
We first prove Proposition 6.1 subject to Lemma 6.2.
Proof of Proposition 6.1 subject to Lemma 6.2. Let
With a Borel-Cantelli type argument, we strengthen the result of Lemma 6.2. For all integers i ≥ 1, set
Then using the second inequality in (6.8), 
finishing the proof.
Before proceeding to the proof of Lemma 6.2, we state and prove a claim about the expected number of children of an individual with certain vertex-weights and norms. Consider an individual with vertex-weight w located at the origin. For a number S > 0, let N w (dv, ≥ S) denote the number of its children with vertex-weight in the interval (v, v + dv) and displacement with norm at least S in BerBRW. Let us further write N w (≥ u, ≥ 0), N w (≥ 1, ≥ S) for the number of its children with vertex-weight at least u, and displacement with norm at least S in BerBRW, respectively. 
Proof. Recall the definition of the edge probabilities in BerBRW from (2.3), and that we write N = {y : y = 1} for the nearest neighbors of the origin. Similarly to (3.2), the distributional identity
holds where W y is i.i.d. from W and the Bernoulli r.v.s are (conditionally on u) are independent of W y . First we aim to show (6.12) . By the same argument as in (3.3), and with c d,λ as in (1.25),
Integrating with respect to v for all v ≥ u yields /γ. Next we prove (6.13). Let us assume that S > 2 so nearest-neighbor edges do not play a role. To bound E[N w (dv, ≥ S)] we can use any of the two bounds λwv/ y α or 1 on the expectation of the Bernoulli r.v.s in (6.14). We distinguish three cases depending on whether v ≤ S α /wv or not, and whether y ≥ (λwv) 1/α in the latter case. With F W (dv) := P(W ∈ (v, v + dv)), separating the three different cases and taking expectations,
Let us denote the first term on the rhs of (6.17) by T 1 . The inner sum in T 1 is at most λwv2π d S d−α , by the definition of π d after (1.25). Thus the first term is at most 
Combining this estimate with (6.18), for τ ∈ (1, 2), 19) contributing to the second term in (6.13). When τ > 2, E[W ] = m 1 < ∞, thus in this case 20) yielding the first term in (6.13). Let us write T 21 and T 22 for the two integrals arising when distributing the sum in the second term in (6.17). Since S ≥ 2, the inner sum in T 21 is at most
Thus, for all τ > 1, by Karamata's theorem in (4.3), and (1.2)
as required in (6.13). We continue estimating T 22 in (6.17). Here, similarly as in (6.15), the inner sum is at most 2π d (λwv) d/α , so, We are ready to prove Lemma 6.2.
Proof of Lemma 6.2. Note that Parts (b) and (c) are direct consequences of Part (a). Namely, assuming (a), using the sum of a geometric series we obtain that
where we have assumed that i is so large in (6.4) that m 
where we set E −1 := Ω the full probability space in the second line. Taking expectation of both sides with respect to (W y ) y∈Z d yields
In what follows we inspect P(E 
where we got rid of ℓ(·) on the rhs of the first line using Potter's theorem in (4.2). Let us write E k,j for the event that the statement in Part (a) holds for a specific j. Then E s = ∩ j≤1/h E s,j and thus
. We estimate P(E c s,j | E s−1 ) using Markov's inequality as
To bound the numerator, note that each individual in W (G 27) where the requirement that the child in G 
We carry out some analysis to bound the rhs (6.28). By using the recursion m s = m (1+ε)/(γ−1) s−1 on the middle factor, we collect factors of m s−1 containing the exponent h − 1 to form a geometric series:
. The geometric sum is at most 2 since its parameter is at most 1/2 for i large enough. Using the recursion on m s+1 and collecting exponents containing j/n, the rhs of (6.28) is at most is 1/n − ε/(γ − 1) < −ε/(2(γ − 1)) by the lower bound on n in the statement of Lemma 6.2. We get rid of the slowly varying function by using Potter's bound in (4.2) and obtain that for some constant M ε independent of i, the following bound holds:
with ξ := (τ − 1)ε(γ − 1)/(4γ(1 + ε)). The same bound holds for all j ≤ n since we took the smallest exponent ξ that is obtained at j = 0. Thus we have arrived at
Using this bound in (6.26), we see that the factor m (j/n)(1+ε)d/α s cancels. Then, summing the rhs of (6.26) in j ≤ n yields that
(6.29)
Note that n + 1 ≤ 3(γ − 1)/ε + 1 is a constant. More importantly, since m i grows doubleexponentially, the expression on the rhs is summable in s and its sum from zero to infinity is dominated by the sum of a geometric series. Choose i so large that m (d/α)(1+ε)ε/(4(γ−1)) 0 > 2 and then the sum is at most twice its first term (Otherwise, the constant prefactor changes only). Thus, combining this with (6.24), we obtain that (6.24) turns into
where we have used (6.25) to estimate P(E c 0 ), and one has to choose ε so small that ε/4 ≤ τ − 1/2 so that that term is swallowed by the second term (when increasing the constant prefactor to 16, say). Let us set C ε := 16(γ − 1)M d,λ M ε /ε in the definition of p ε,i in (6.3). Note that the rhs does not depends on k. Taking k to infinity, we obtain that
finishing the proof of the first inequality in (6.8). Next we prove the second inequality in (6.8). Let us write S k := B 2 S k (0). Similarly as in (6.24), we use the Markov branching property of BerBRW across generations, which implies that
With an analogous rewrite as in (6.24), we obtain that
where we have set F −1 := Ω the full probability space again. Taking expectations on both sides with respect to the environment (W y ) y∈Z d results in
First we give an upper bound on the first sum on the rhs. We shall inductively use that P(E s−1 ∩ F s−1 ) ≥ 1/2 (in a bootstrap-type argument). This trivially holds for s = 0 since E s−1 ∩ F s−1 = Ω by definition. Assuming that P(E s−1 ∩ F s−1 ) ≥ 1/2 holds for all s ≤ k − 1, by the definition of conditional probability, dropping F s−1 from the numerator and dividing by P(E s−1 ) yields
We can now use (6.29) in the proof of Lemma 6.2 to bound the rhs, and the argument between (6.29) and (6.30) to estimate its sum over s. We arrive that the first sum in (6.33) is at most 2p ε,i . It remains to estimate the second sum on the rhs of (6.33). We start with s = 0. In generation 0 the only individual is the root, located at 0. By (6.1), S 0 > 0, so F 0 = {G Since we condition on E s−1 ∩ F s−1 , all these parents have norm at most S s−1 and we can use the bound on their number from (6.7). Note that each child in S c s thus have to has replacement at least S s − S s−1 . Thus, analogously to (6.27), but now focusing on the location of the children rather than on their vertex-weight,
where we have again used that the expected number of children is monotone increasing in the vertex-weight of the parent. We use that S s − S s−1 ≥ S s /2 when i large enough, in (6.4), and then the bound (6.13) in Claim 6.3, as well as (6.7), to obtain . Using this recursion also on the middle factor and collecting the factors that contain the exponent h − 1, we obtain that
The sum on the rhs is a geometric sum with base less than 1 since d/α − 1/(γ − 1) < 0. Its base is < 1/2 for all s (including s − 1 = 0) for i large enough (otherwise, 2 should be replaced by another generic constant). Thus the sum on the rhs is at most 2. Using the second term from (6.6), we see . Then
Since τ − 1 = γd/α, the exponent of m s−1 inside the sum is (1 + ε)d/α(1 − 1/(γ − 1)) < 0, so, the sum would be a geometric series with parameter < 1 if the slowly-varying function would not be present, so next we get rid of that. Let us define
Note that M ℓ < ∞ by Potter's theorem in (4.2) and since there are only finitely many values of h. Importantly, M ℓ does not depend on i. Using this bound, at the expense of an additional exponent +ε of m s−1 outside the sum, the ℓ(·) factor disappears from the geometric sum. This sum is then at most 2 for i large enough, and we obtain that
Note that when Z ≥ 2ε + (1 + ε)(d/α)(γ/(γ − 1) + 1/n), the exponent of m s−1 is at most −ε.
Using the first term in (6.6) and that Z = d(1 + ε)z, it is elementary to see that this is indeed the case. Hence, setting
Returning to (6.33), we can now bound P(F c s | E s−1 ∩ F s−1 ) using Markov's inequality and the bounds (6.37) and (6.38) on (6.35). Namely, since P(
with C ε := max{M 1 , M 2 }. Finally we advance the induction hypothesis on F s ) ). We can then estimate P(E k ∩ F k ) following (6.33) , which is at least 1 − 2p ε,i − p ε,i ≥ 1/2 when i is sufficiently large, finishing the proof.
'Conservative' proofs
In this section we prove the theorems related to the conservative case when γ ∈ (1, 2). That is, we prove Theorem 1.5, the Conservative Part of Theorem 1.1, and finally Theorem 1.3. The proofs of these theorems all have the similarity that their upper bound part uses the boxing method described in Section 4 while their lower bound uses the coupling described in Theorem 2.1 to a BerBRW and the upper bound on the growth of this BerBRW established in Proposition 6.1.
Proof of Theorem 1.5 subject to Theorem 2.1. The upper bound in (1.18) as well as (1.19) follows directly from Theorem 2.1 and Proposition 6.1. Namely, by the thinning, the set of vertices graph distance n away from the root in the SFP W,L is a subset of the vertices in generation n in BerBRW. Thus, the maximal displacement in ∆B G n (0) is dominated by that of generation n of the BerBRW. Proposition 6.1 finishes the proof. Recall the greedy boxing and the connectivity between the centers of subboxes in Lemma 4.6. For the lower bound, recall that all centers in Γ k are connected to all centers in Γ k+1 whenever k ≥ n 0 (ε). Since nearest-neighbor edges are always present, let
n0(ε) ) be the graph distance between 0 and the centers in Γ n0(ε) , and let c ⋆ n0(ε) be the vertex where this is attained. There is a path of k − n 0 (ε) edges between c ⋆ n0(ε) and any center c
. So, the the following lower bound on D max n holds:
Since n 0 (ε) ≥ 0, H(n 0 (ε)) ≥ 0, and D(ε) is from (4.11), set Z(ε) := D((γ −1)/(1−ε)) 1+H(n0(ε)) ≤ 2 for all ε < 1/4. An estimate of Z(ε) on ε can be obtained using (4.13) and the bound H(n 0 (ε)) ≤ exp{dDC n0(ε) }, but we believe that that is far off the truth.
Proof of Theorem 1.1: Conservative part, upper bound. We shall first show that, for ε > 0 arbitrarily small, almost surely,
where b k is as in (4.9). Then we show that the denominator is at most a factor 1 + ε times the denominator of (1.15). To show (7.1), we analyse the length of the greedy path γ gr constructed in Definition 4.8. Recall that the greedy path when at a center in Γ k , chooses the minimum edge-weight from b k+1 ((4.9)) edges leading to a center Γ k+1 . Hence, exactly as in (5.1), almost surely,
We analyse the behavior of the summands on the rhs. Note that
Since b k grows double-exponentially by (4.10), the rhs is summable in k. Thus, by the BorelCantelli lemma, there is a random n 1 ≥ n 0 (ε) such that for all k ≥ n 1 , each term in the sum in 7 Strictly speaking, Theorem 2.1 couples the BerBRW to SFP W,L not in breadth-first-search way but according to the edge-weights L. However, it is not hard to modify the exploration algorithm and the proof of Theorem 2.1 to accommodate thinning in breadth-first-search order, and then this statement is true.
Hence for n ≥ n 1 , almost surely,
We explain the second line. Observe that 0 can be connected to any vertex within Box n0 by a nearest-neighbor path of length at most dD n0 , where D n0 is the side-length of Box n0 , see (4.7). Thus, the first term on the rhs of the first line of (7.4) is at most the sum of dD n0 many i.i.d. copies of L. The extra n 1 copies of L in the second line can be chosen to be one of the variables within each minima in the second sum in the first line, hence the inequality holds almost surely. By the assumption that the integral in (1.12) diverges and that b k grows double exponentially, by Claim 4.5, the sum
Hence, for any fixed realization of n 0 , n 1 , and the variables L j in the first term in (7.4),
Combining this with (7.4) yields (7.1). It is left to show that 
Let us write ξ := 1/(γ − 1) and change variables so that exp{−bC x } = exp{−ξ y }. Thus, (7.6) can be bounded from above by
Note that by definition, C = (1 − ε)ξ, hence small enough ε > 0, log ξ/ log C ≤ 1 + 2ε/ log ξ. Since log C/ log ξ < 1, the integration boundary in (7.7) is ≤ n for all n > log b/ log(1 − ε). Thus,
Finally, we turn the integral back to the sum in the denominator in (7.5). Clearly
Since both the integral and the sum diverge, the ratio of the sum in the middle and the integral tends to 1. Combining (7.8) with this establishes (7.5) with ε ′ = 2ε/| log(γ − 1)|. Since ε ′ is arbitrarily small, combining (7.1) and (7.5) results in lim sup
finishing the proof of the upper bound.
Proof of Theorem 1.1, Conservative Part, lower bound, subject to Theorem 2.1. Theorem 2.1 establishes a coupling between the exploration on SFP W,L and the BerBRW, with the important feature that from each vertex in the explored cluster, the shortest paths to the origin in the thinned BerBRW has the same distribution as the shortest path to the origin in the SFP W,L . Recall M n (0) from (1.10), and let us denote by M B n the time to reach generation n in BerBRW. Under the coupling in Theorem 2.1, M B n ≤ M n (0) almost surely. Trivially, M B n is almost surely larger than the sum of the minimum edge-weights in each generation of the BerBRW. Thus we obtain
where Z B k stands for the size of generation k in BerBRW, and we have used (6.2) from Proposition 6.1 for an a.s. upper bound on Z B k , and the monotonicity of the minimum. Next we analyse the expression on the rhs. We abbreviate c k := c k (ε, Y ). Similarly to (7.3),
Since c k grows double-exponentially, the rhs is summable in k. Thus, by the Borel-Cantelli Lemma, there is a random k 1 s.t. for all k ≥ k 1 , the kth term on the rhs of (7.11) is at least
Next we relate the rhs to the denominator in (1.15) in Theorem 1.1 using the same method as in the proof of the upper bound. We can lower bound the sum by an integral as in (7.9) and then change variables, now using lower bounds: Here, with C := (1 + ε)ξ, and b : 14) and in this case, since log C/ log ξ > 1, the upper integration boundary after change of variables in (7.7) equals n · log C/ log ξ + log b/ log ξ, which is larger than n for all sufficiently large n. See the proof of (7.5) between (7.6)-(7.9) for more details. Ultimately, when ε > 0 in (6.1) is arbitrarily small, then
with ε ′′ also arbitrarily small. Combining (7.13) with (7.15), we obtain that
This finishes the proof of the lower bound in (1.15), and, with the upper bound in (7.10), (1.15) is now proved. Finally, (1.14) follows by noting that this lower bound tends to infinity as n → ∞, due to the equi-convergence of the sum in the denominator and the integral in (1.12).
Proof of Theorem 1.3 subject to Theorem 2.1. We start by showing the upper bound, that uses the boxing technique again. Set x := me. Recall the deterministic n(x) from (4.20) and the random n 0 (ε), n x (ε) from Lemma 4.6 and Corollary 4.7, respectively. In this case, we use the merging greedy paths γ {n 0 (ε), n x (ε) ≤ n(x)}, by Definition 4.8, for q ∈ {0, x} γ gr q leaves q by using the shortest path between q and the centers of boxes (c (i) nq(ε) ) i≤b nq (ε) (see between (4.7)-(4.11) for notation) that stays within Box (q) nq(ε) . The center where the shortest L-distance path is attained is denoted by c gr nq(ε) (q). From c gr nq(ε) (q), q ∈ {0, x}, respectively, the two greedy paths follow the minimal-edgeweight towards centers of boxes in the next annulus until they reach annuli Γ (q) n(x)+1 at respective centers of boxes c gr n(x)+1 (q). Finally, the two paths merge by connecting both of these last two vertices via a vertex c gr n(x)+2 within Box n(x)+1 as described in (4.24) . Thus, the path γ 0, x) . This is what we analyse now.
Recall the tail behavior of n q (ε), for q ∈ {0, x} from (4.13) in Lemma 4.6 and from (4.22) in Corollary 4.7:
Then, for q ∈ {0, x},
where we fill the sum on the rhs with newly drawn
k,j for all k ≤ n q (x). Let us define the random variables k x (q) ≤ n(x), q ∈ {0, x} as the last index in the sum on the rhs of (7.17) that is larger than
Such a k x (q) exists by (7.3) and the Borel-Cantelli lemma. For k ≤ k x (q) we can use one of the L (q) k,j inside each mimina, so that combining this with (7.17), we have the upper bound
where the L (q) j are independent collections of i.i.d. variables, and we took the worst possible case for connecting q to c gr nq(ε) (q) via nearest-neighbor edges. By adding one edge-weight to each of the first two terms on the rhs of (7.19), we also take into account the last two edges connecting c gr n(x)+1 (0) to c gr n(x)+1 (x). We would like to show that, for q ∈ {0, x},
as m → ∞ and x = ⌊me⌋. To show this, we argue as follows. As m → ∞, the sequences n 0 (ε), k x (0) converge to their unrestricted limits (dropping the restriction k ≤ n(x) in (7.18)), thus the lhs within the probability sign converges to a proper random variable. Then, (7.20) for q = 0 follows directly from this since the rhs within the probability sign tends to 0. Further, n x (ε), k x (x) come from boxing around vertices x = ⌊me⌋, which is different for each x, thus, these are tight sequences of random variables, with respective uniform tail bounds given by (??) and (7.16) . The tightness of the sequences n x (ε), k x (x) implies the tightness of dD nx(ε) + k x (x) + 1 and thus the tightness of the sum on the lhs within the probability sign of (7.20) . Since the rhs tends to infinity as n(x) → ∞, (7.20) follows by the definition of tightness. Combining (7.20) with (7.19), for any δ > 0, as m → ∞ and with x = ⌊me⌋,
Next, we change this to (1.16). Recall from (4.10) that b k ≤ exp{bC n } with C = (1 − ε)/(γ − 1) and for b = d(D − 1) > 0. Following (7.6) and (7.7), as well as log ξ/ log C < 1 + 2ε/ log ξ, we obtain
Finally, using the bound on the integral in (7.9),
where ⌈z⌉ = min{y ∈ Z : y ≥ z}. Using that ⌊z⌋ ≤ z, ⌈z⌉ ≤ z + 1, as well as (4.20), the summation boundary on the rhs is, for x = ⌊me⌋, at most
Since the summands tend to zero, as m → ∞, a constant deviation from log log m/ log ξ in terms of the number of summands is negligible in the limit. Thus, combining (7.23) with (7.24) and setting 1 + δ ′ := (1 + δ)(1 + 2ε/ log ξ), yields that
for arbitrary small δ ′ > 0, for all m sufficiently large. This inequality, combined with (7.21) finishes the proof of the upper bound of Theorem 1.3.
We turn to prove the lower bound. We use the upper bounding BerBRW from Theorem 2.1 and Proposition 6.1 on its maximal displacement and generation sizes. Let us first set the vertex vertex-weights (W z ) z∈Z d , and then use two explorations on SFP W,L , one started from 0 and one from x, with two dominating BerBRWs, denoted by BRW (0) , BRW (x) , independent of each other conditioned on (W z ) z∈Z d . We add (0) and (x) either as a superscript or as an argument to quantities related to the two explorations started from a root individual located at 0 and x, respectively. Edges are present independently conditioned on the vertex-weights, so the two explorations are also independent on SFP W,L as long as we guarantee that they stay in disjoint boxes.
d from which the L-shortest path to q contains at most/precisely n edges in SFP W,L . Suppose for some N x (0), N x (x) ≥ 0 we can guarantee that ∆B
Nx(x) (x). Then, any shortest path from 0 to x must intersect these sets and thus
Let us consider the two disjoint boxes
We will find below N x (0), N x (x) ≥ 0 that satisfies
and 
The minimum decreases if we increase the set, thus, by (7.26) and (7.27), (7.28) where the two variables on the rhs are independent. We now modify (6.2) in Proposition 6.1 to hold for the two explorations to determine N x (0), N x (x). The two explorations become dependent after leaving their respective boxes B ′ (0), B ′ (x) and thus the definition of Y (ε) as the one after (6.10) needs to be modified to maintain independence. In order to do so, similarly as in (6.9), for q ∈ {0, x}, we define the event
Recall S k (ε, i) from (6.1) and define the deterministic number
Then, we set, for q ∈ {0, x},
Heuristically speaking, H i ), q ∈ {0, x} as well, namely,
By the Borel Cantelli lemma only finitely many ( H
i ) c events occur and hence
is a.s. finite and Y 0 (ε), Y x (ε) are independent, since they are determined on a disjoint vertex and edge-set of the graph. The meaning of Y q (ε) is again that BRW (q) grows double exponentially with rate (1 + ε)/(γ − 1) and prefactor Y q (ε) before it leaves the box B ′ (q). Finally, the tail estimate (6.3) remains valid for Y q (ε) as well by (7.31) . With Y q (ε) at hand, the last generation where
We can use these in (7.28) , and also that Z B k (q) ≤ c k (ε, Y q (ε)) by (7.29) and the definition of Y q (ε). Since M B n (q) is a.s. larger than the sum of the minimum edge-weights in each generation (see the inequality (7.11)), (7.28) can be further bounded from below by
}.
(7.33) By (7.12), the kth term on the rhs is at least
) with probability at least 1−c k (ε, Y q (ε)))/c k+1 (ε, Y q (ε))). Using (6.1), the error probabilities are summable and thus defining k x (q) := max k : k ≤ N x (q) and min{L
with k x (0), k x (x) being independent. The tail of k x (q) can be estimated using (6.1) as follows: − 1) ). Continuing to bound (7.33), we arrive at
To proceed we use a change of variables. We estimate the sum using the lower bound in (7.9), with
(7.37)
where in the last step we used (7.14) and the upper bound in (7.9) to relate the integral to a sum again. We investigate the upper summation boundary on the rhs. Note that N x (q) = N x (ε, Y q (ε)) as defined in (7.30), (7.32) and b = Y q (ε)(1 + ε)(d/α)C. Using that ⌊y⌋ ≥ y − 1, the upper summation boundary in the last row of (7.37) can be bounded from below as follows, for x = ⌊me⌋
Importantly, the random variable Y q (ε) cancels and the obtained value is a deterministic constant away from log log x / log ξ. Next we investigate the lower summation boundary in (7.37). Let us introduce a partial sum and for any fixed δ > 0
Since Q(t) → ∞ as t → ∞ by the assumed divergence of I(L) in (1.12), K δ (t) → ∞ as t → ∞. Combining (7.36) with (7.37) and (7.38), we have shown that, with C := log(ξ(1 + ε)d/(αz))/ log ξ,
By choosing ε small enough and m sufficiently large, we can obtain that (1 − ε log ξ )Q log log(m/2)/ log ξ − C ≥ (1 − δ/2)Q(log log m/ log ξ).
For the convergence in probability, we would like to show that the last term in (7.40) is at least −Q(log log m/ log ξ)δ/2 with probability tending to 1. By the definition of K δ (t), the complement of this event is contained in q∈{0,x} k x (q) log C + log b log ξ + 2 ≥ K δ (log log m/ log ξ) .
Thus, recalling that b = Y q (ε)(1 + ε)(d/α)C from before (7.37), we bound the probability of each of these two events by a union bound as follows:
By (7.35) and (6.3), and since K δ (log log m/ log ξ) tends to infinity with m, both probabilities on the rhs tend to zero as m → ∞. This finishes the proof of the lower bound. We comment on why this proof could not be strengthened to showing a.s. convergence: k x (x) and Y x (ε) come from explorations where the root x = ⌊me⌋ is different for each x, thus, these are tight sequences of r.v.s, with respective uniform tail bounds given by (7.35) and (6.3). Thus in principle the proof could be strengthened to a.s. convergence if the probability of the event in (7.41) were summable, by a Borel-Cantelli type argument. We argue why this is not the case. The lhs of (7.42) is summable if log b is comparable to K δ (log log m/ log ξ) only finitely often. For this, using (6.3), one needs that exp{− Ce K δ (log log m/ log ξ) log ξ } (7.43) is summable in m, for some C. Since the terms in Q(t) are strictly less than 1 and monotonously decreasing, K δ (t) ≤ tδ/4, implying that the expression in (7.43) is never summable in m. Heuristically speaking, large values do occur frequently enough in the sequence ( Y ⌊me⌋ (ε)) m≥1 , and this means that the lower summation boundary in (7.37) starts from a significantly higher value than 1. We do believe that a.s. convergence is actually never possible. However, Y x (ε) is not independent for different values of x, so the second Borel-Cantelli lemma here cannot be used.
The dominating branching random walks
In this section we describe the three process coupling mentioned in Theorem 2.1 and prove Theorem 2.1. The coupling is developed by coupling the exploration process on the three graphs together, that we describe now.
8.1. The exploration algorithm. Our exploration algorithm runs on SFP W,L , PoiBRW, and BerBRW in Section 2 at the same time, providing a three-process coupling of the exploration algorithm of B L,S
L,P t (0) in BerBRW, PoiBRW, respectively. We would like to emphasise the following: We describe the coupling of the exploration by describing the exploration algorithm on PoiBRW, and applying two consecutive thinning procedures that yield the exploration on BerBRW and on SFP W,L , respectively. When we thin individuals corresponding to multiple edges and their descendants in the PoiBRW, we obtain BerBRW, while a global thinning -we thin all those individuals and their descendants who are at already visited spatial locations -yields the exploration on SFP W,L . Quantities related to the exploration on PoiBRW, BerBRW, SFP W,L get a superscript (or subscript) P, B, S, respectively.
Recall that we write τ n for the time to reach the nth new vertex from the origin. The exploration algorithm runs in discrete stages n = 0, 1, . . . , where a stage corresponds to exploring one more individual (vertex) in PoiBRW. We keep track of the true 'time' t as well, that is, stage n of the exploration corresponds to time (L-distance from the origin) τ P n . At time τ S n , the first passage exploration (FPE) has discovered all the individuals that are reachable from the origin on a path with L-distance at most τ S n , that is, it has discovered the individuals in B L,S τ S n (0) together with their vertex-weights and the shortest L-weighted path leading to them. We use the following lists during the exploration: (e) R n , the remaining edge-weight to the parent for each active individual at time τ
be the sigma-algebra generated by the lists by stage n and G n := σ(F n−1 ∪ {E n , U P n }) be an intermediate sigma algebra (F n−1 ⊂ G n ⊂ F n ) before determining the active individuals at stage n. For a list of lists C, let C[i, j] denote the jth element of the ith sublist of C, while C[·, j] denotes the list formed by the jth elements of every sublist. Finally, for a list with elements from R, B − x denotes a list where we subtract x from each element of B. Our exploration process is as follows:
(1) (Initialization) At stage n = 0, E 0 := {(0, ∅, W 0 , 1, 1)}, that is, the root individual is explored, and its location M ∅ := 0 and vertex vertex-weight is revealed. We then 
We denote by
the degree of the root in the BerBRW. We call this the Bernoulli thinning, since we have dropped all multiple edges. We initialize the remaining edgeweight list by taking the 4th element of each sublist in A 0 :
For q = S, B, P, we set τ (ii) (Time increasing for BerBRW) For q = B, S, P, let f q (n − 1) ≤ n − 1 be the largest index k for which τ q k is defined after step n − 1. Thus, there are f B (n − 1) many individuals explored after step n − 1 in BerBRW. We only increase τ B in the exploration of BerBRW if the individual j n is part of the Bernoulli-exploration, i.e., it is active in BerBRW. In this case we increase the index by one and set the last exploration time to τ B fB(n−1)+1 := τ P n , the actual time after step n. If j n is Bernoulli-thinned, then we neither increase the number of vertices explored in BerBRW nor τ B . In formulas: 
A (j n ), which, combined with comparing (8.5) to (8.6) yields
(4) (Renewing the explored list, the used edge-list, and the remaining edge-weight list) We refresh
For q = P, B, S, we add the (location of the endpoints of the) edge between p(j n ), j n and its length L jn to the used edges if j n was part of the exploration: 
We then remove j n from the list of actives and append its children to it:
(Renewing the remaining edge-weight list) Finally, we renew the remaining edge-weight list by (a) removing the minimum edge-weight that led to j n , (b) decreasing the other remaining edgeweights in the list by min R n−1 , (c) appending the new, i.i.d. edge-weights to all the newly active children of j n . In formulas,
(7) (Repetition) Increase stage number by 1 and repeat from (2) . Note that the exploration on BerBRW and on SFP W,L only differs in Step (3ii) versus (3iii). Namely, in SFP W,L , an extra thinning is executed by checking that the location of the newly explored vertex has not been visited before in the exploration of SFP W,L .
Next we extend the definition of the used edge list and the explored vertex list to the 'real time' (that equals L-distance from 0) of the exploration. For a time t ≥ 0 let us define n(t) := max{n :
, and set E q t be the elements in the list E n P (t) that have ½ q E (·) = 1. Similarly, let us denote by E q n those elements in E n that have ½ q E (·) = 1.
8.2.
Coupling SFP to the BRWs. After having described the joint exploration, we are ready to prove Theorem 2.1. First we rephrase Theorem 2.1 in terms of the exploration. n , thus it is enough to check the distributional identity at times (τ S n ) n≥0 . Since the sequence (τ S n ) n≥0 is a subsequence of (τ P n ) n≥0 , it is enough to check the distributional identity at the latter sequence, equivalently, at each step of the exploration algorithm. Thus, our induction hypothesis is that ( E Advancing the induction. Note that during Steps (1ii) and (5ii), we thin all multiple edges, while in Step (3iii) we thin those edges that go to locations that have been already allocated to earlier explored individuals in SFP W,L , i.e., an application of Step (3iii) corresponds to discovering a (not necessarily edge-disjoint) cycle, i.e., a location y ∈ Z d that is reachable from 0 on more than one path. Further note that the result of Step (5iii) is that all the descendants of a thinned vertex will also be thinned (both in BerBRW as well as in SFP W,L ).
Recall that we write E We thus need to check that the set of new locations and their vertex-weights available from any location M ji ∈ E S n−1 [2] (corresponding to j i ∈ E S n−1 [1] ) in the exploration is the same in the two models, since once this is given, upon the consecutive exploration of these new locations, the thinning is done in a natural way that keeps only the shortest path to the root. Recall that the sigma-algebra G i contains all the lists until step i − 1 but only (E i , U i ) but not A i , R i , and that we write N (x) := {y : y − x = 1} for the nearest-neighbors of x ∈ Z d . The coupling described between (2.1)-(2.4) and the fact that the locations of active individuals are determined in Step (5ii) of the algorithm implies that the number of edges leading to each location y ∈ Z d , y ∈ N (M ji ) of the individual j i ∈ E Thus, the probability that the location y / ∈ E S n−1 [·, 2], y ∈ N (M ji ) appears among the list of children of j i ∈ E S n−1 [·, 1] in the BerBRW at time τ P i (after step i) is given by 10) which is exactly the same as having an edge between location M ji with vertex-weight W Mj i and any y with vertex-weight W y from distribution W in the scale-free percolation model. Since the environment is fixed in advance, and (W y ) y∈Z d is independently drawn from everything else, the vertex-weight distribution is matching. The multinomial thinning of the Poisson variable in Steps (1ii) and (5ii) ensures that the edges from M ji going to different locations y ∈ Z d are conditionally independent given G i . The addition of nearest neighbor edges in Steps (1ii) and (5ii) ensures that the nearest-neighbor edges M ji ± e k , for all k ≤ d, are always present.
Let us write τ (ji) ∈ {τ S 1 , . . . , τ S fS(n−1) } for the time when we explored j i . Suppose now that the edge (M ji , y) is present, say, it belongs to the child j i k of j i . The fact that we thinned every multiple edge in the active list ensures that each such edge (M ji , y) is allocated only one edgeweight with distribution L. Thus, the exploration will explore the location y from M ji precisely at time τ (ji) + L jik . At that moment, (which is after stage n − 1 by the assumption that y / ∈ E S n−1 [·, 2]) the location y might have already been explored via another path that is not contained entirely in E S n−1 , thus it might be thinned by Step (3iii). Nevertheless, the rate of exploring this edge, given that it is there, is precisely the same in the two models. 8 The distribution of the other edge-weights leaving (E (0), the number of edges and corresponding lengths to every new location in Z d has the same distribution. In other words, the edge-weights within R n−1 that correspond to leading to new locations, also have the same distribution. Taking the minimum of the remaining edge-weight list R n−1 yields j n , the individual to be explored at step n. At this point we have to distinguish several cases:
If j n has ½ S A (j n ) = 0, then j n is not active in the SFP W,L exploration, she will not become explored in SFP W,L , ½ S E (j n ) = 0 will be set in Step (3iii), and the last exploration time τ
in SFP W,L remains unchanged by (8.6), so there is nothing to prove.
If ½ S A (j n ) = 1, and the location M jn is not a new location
9
, i.e., M jn ∈ E S n−1 [2] , then the location M jn have been explored earlier. That is, the shortest path to this location is not via j n , i.e., exploring j n would lead to a longer path. In this case, Step (3iii) thins j n , that is, ½ S E (j n ) = 0 and the last exploration time τ S fS(n−1) remains unchanged again by (8.6 ).
In the previous two cases, all the descendants of j n will also have ½ S A , ½ S E = 0 so they will not be added to the exploration either. (0), so, we only have to show that the distribution of the location and vertexweight of j n is that of the last discovered vertex in B L,S τ P n (0) and that the shortest path from this vertex is contained in U S n . These are direct consequences of (⋆):
Step (2) of the algorithm determined the next-to-explore vertex j n , based on which individual is closest to the explored vertices in B L,S τ P n−1 (0) in terms of L-distance. This individual happened to be at a new location in the exploration, thus, by (⋆), its vertex-weight was drawn i.i.d. from W at stage p(j n ), and we an interpret the length min R n−1 as the distance of the vertex M jn ∈ Z d from the set B L,S τ P n−1 (0).
8 This is why deleting multiple edges in Steps (1ii) and (5ii) was necessary. If we would not have done this, then whenever there are k multiple edges between y and M i , we explore y from M i first at time τ (i) + min(L i,1 , . . . , L i,k ), which does not have the right distribution. 9 Since E S n−1 contains those elements of E n−1 that have ½ S E (j i ) = 1, this means precisely that there is an i ≤ n−1, such that the individual j i ∈ E n−1 [1] has ½ S E (j i ) = 1 and M j i = M jn .
Since the location M jn is explored via the individual j n with parent p(j n ) for the first time, any consecutive exploration of the location M jn will happen later, thus yielding longer paths. Thus, the shortest path from M jn to the origin starts with the edge (M jn , M p(jn) ). By induction, the path M p(jn) , M p(p(jn)) , . . . , 0, contained in U
is the shortest path from M p(jn) to the origin. Thus, the path M jn , M p(jn) , M p(p(jn) , . . . , 0 gives the shortest path to the origin from M jn and is contained in U S n . This establishes the statement that U S n contains the shortest path structure to the origin in B L,S τ P n (0). This finishes the induction.
