Eigenvalue distribution of nonlinear models of random matrices by Benigni, Lucas & Péché, Sandrine
Eigenvalue distribution of nonlinear models of random
matrices
L. Benigni
LPSM, Université Paris Diderot
lbenigni@lpsm.paris
S. Péché∗
LPSM, Université Paris Diderot
peche@lpsm.paris
Abstract
This paper is concerned with the asymptotic empirical eigenvalue distribution of a non linear
random matrix ensemble. More precisely we consider M = 1mY Y ∗ with Y = f(WX) where W
and X are random rectangular matrices with i.i.d. centered entries. The function f is applied
pointwise and can be seen as an activation function in (random) neural networks. We compute the
asymptotic empirical distribution of this ensemble in the case where W and X have sub-Gaussian
tails and f is real analytic. This extends a result of [PW17] where the case of Gaussian matrices
W and X is considered. We also investigate the same questions in the multi-layer case, regarding
neural network and machine learning applications.
1. Introduction
Deep learning has shined through a large list of succesful applications over the past five years or
so (see for instance applications in image or speech recognition [KSH12, HDY+12] or translation
[WSC+16]) but is also used now in video, style transfer, dialogues, games and countless other topics.
The interested reader can go to [Sch15] for an overview of the subject. However, the theoretical and
mathematical understanding of deep learning has had a slow progress. The main difficulty comes
from the complexity of studying highly non-convex functions of a very large number of parameters
[CHM+15,PB17]. We also refer to [CCD+19] for a comprehensive exposition of the problem we are
interested in.
An artificial neural network can be modeled as follows: some input column vector x ∈ Rn0 goes
through a multistage architecture of alternated layers with both linear and non linear functionals: let
gi : R→ R, i = 1, . . . , L be some given activation functions and Wi, i = 1 . . . L be ni × ni−1 matrices.
The output vector after layer L is
s1 = g1(W1x), si = gi(WLsi−1), i = 2, . . . , L. (1.1)
The functions gi are here applied componentwise. The matrices Wi are the synaptic weights in
the (hidden) layer i and the activation function model the reinforcement of some neurons in the
architecture. There are different possible choices for the activation functions, some notable examples
are g(x) = max(0, x) (known as the ReLU activation function for Rectified Linear Unit) or the sigmoid
function g(x) = (1+e−x)−1. The parameter L is called the depth of the neural network. This depth is
important with respect to the question of machine learning in artificial neural networks: we hereafter
introduce the problem of learning in this context. One may refer the interested reader to [LBH15] for
more information on the development of deep learning, i.e. when L is growing to infinity.
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Generally in supervised machine learning, one is given a n0 ×m matrix dataset coinjointly with
a target dataset Z of size d × m. The parameter m is here the sample size. For instance the
n0−dimensional column vectors of X encode the (pixels of) photographs of cats and Z is the m
sample of d possible breeds of cats. The aim of supervised learning is to determine a function h
so that, given a new photo x, the output of the function h(x) yields an acceptable approximation
of the target (true) object (that is the breed in our example). The error when performing such an
approximation is measured through a loss function.
In the context of Feed Forward Neural Networks as in (1.1), when the input vector is high dimensional
and the sample size is comparably large, one of the commonly used learning method is ridge regression.
The parameters to be learned are here the weight matrices. More precisely, in the one layer case
(L = 1) the loss function is
B ∈ Rd×n1 7→ L(B) := 12dm ||Z −B
∗(g1(W1X))||2F + γ||B||2F ,
where γ is the learning rate. The optimal matrix B can then be proved to be proportional to Y QZ∗
where Y = (g1(W1X)) and
Q =
( 1
m
Y ∗Y + γI
)−1
. (1.2)
As we explain later, the performance of this learning procedure can be measured thanks to the
asymptotic spectral properties of the matrix 1mY ∗Y. Thus, a possible idea to understand better such
large complex systems is to approximate the elements of the system by random variables as it is done
in statistical physics and thermodynamics. This is the place where random matrix theory can bring
its techniques in principle.
Random matrix theory has already been proved to be useful in machine learning. In [GSB16] for
instance, neural networks with random Gaussian weights have been studied for practical interest
while eigenvalues of non-Hermitian matrices were used to understand neural networks in [RA06].
See also [ZMW12] who study echo state networks used to model nonlinear dynamical systems. In
[BGC16, CBG16], a random matrix approach has been used to do a theoretical study of spectral
clustering by looking at the Gram matrix WW ∗ where the columns of W are given by random
vectors. They compute the asymptotic deterministic empirical distribution of this matrix which
allows the analysis of the spectral clustering algorithm in large dimensions. Nonlinear random matrix
models have also been studied in [EK10] e.g.
We are here interested in random neural networks where both the number of samples m and the
number of parameters n0 are large. We then consider rectangular matrices of size n0 × m in the
regime where n0/m goes to some constant φ as the dimension grows to infinity. The study of such
random matrix models for random neural networks was first accomplished in [LLC18,PW17], where
they considered
M = 1
m
Y Y ∗ ∈ Rn1×n1 with Yij = f
(
1√
n0
(WX)ij
)
for 1 6 i 6 n1, 1 6 j 6 m.
In the above equation f is a nonlinear activation function, W is the n1 × n0 matrix corresponding
to the weights and X the n0 ×m matrix of the data. There are several possibilities to incorporate
randomness in this model. In [LLC18], the authors consider random weights with deterministic data
X. The weights are sub-Gaussian random variables and the asymptotic eigenvalue distribution of M
is studied thanks to concentration inequalities in the case where the function f is Lipschitz continuous.
We give the limiting asymptotic empirical eigenvalue distribution (e.e.d. in the sequel) in terms of
Stieltjes transform in the following theorem.
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Theorem 1.1 ([LLC18]). The empirical eigenvalue distribution µm = 1m
∑m
i=1 δλi (with (λ1, . . . , λm)
the eigenvalues of M) has the same weak limit as µ¯ defined through its Stieltjes transform by
mµ¯(z) =
1
m
Tr
(
n1
m
M
1 + s(z) − zIm
)−1
with M = E [M ]
and s(z) is the solution such that Im s(z) > 0 of
s(z) = 1
m
Tr
M (n1
m
M
1 + s(z) − zIm
)−1
Note that the dependence in f comes from the deterministic matrix M . This type of eigenvalue
distribution is not new to randommatrix theory as it corresponds to that of a (usual) sample covariance
matrix 1mTXX∗T ∗ with population covariance TT ∗ = M [SB95]. Thus the nonlinearity coming from
applying the function f entrywise is rather mysteriously hidden the asymptotic empirical eigenvalue
distribution. However, there is a major difference from a usual sample covariance matrix ensemble,
which is the non universality of the eigenvalue distribution (as M depends on the distribution of W
beyond its first two moments). In [LLC18], a discussion is made on the effect of the fourth moments
of the distribution for the efficiency of the neural networks.
On the other side, and this is the scope of this article, [PW17] consider the case where both the
matrices W and X are random. Indeed both matrices are chosen to be independent random matrices
with normalized Gaussian entries. Interestingly, they derive (using Gaussian integration and a saddle
point argument) a self-consistent equation for the Stieltjes transform of the asymptotic e.e.d., which
is a quartic equation. This equation will be recalled in our main Theorem 2.3 below.
Regarding machine learning applications, for the one layer case, the expected training loss is proved
to be related to the asymptotic e.e.d. by [PW17]. It is indeed given by
E(L(B)) = −γ
2
m
∂
∂γ
E(TrQ),
where Q is given by (1.2) and Tr denotes the normalized trace. We refer the reader to Sections 4 and
5 of [PW17] for a more detailed discussion on machine learning applications. In particular [PW17] use
this equation to facilitate the choice of activation function, a problem which has a crucial impact on
the training procedure. In [HDR19], the choice of function was studied for random neural networks
after going through a large number of layers.
Before discussing our result, one may note that the quartic equation specializes in some special
cases of the parameters to the Marčenko-Pastur equation for the Stieltjes transform:
zm(z)2 +
((
1− ψ
φ
)
z − 1
)
m(z) + ψ
φ
= 0.
Thus there exists a class of functions such that the nonlinear matrix model has the same limiting
e.e.d. as that of Wishart matrices. It was then conjectured in [PW17] that choosing such an activation
function could speed up training through the network.
For some other sets of parameters, the equation becomes cubic. This cubic equation corresponds to
the product Wishart matrix, that is the same as when f is linear: f(x) = x. The limiting e.e.d. of
such matrices has been computed in [DC14].
Due to potential application to Feed Forward Neural Networks, it is of particular interest to
consider the multi-layer case. This is achieved in [PW17], where they conjecture that the Marčenko-
Pastur is invariant through multiple layers for some appropriate activation function f . For linear
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models, one may note the models corresponds to the study of products of random matrices. One
refers the reader to [KZ14,CKW15] for products of complex Ginibre matrices and to [HN18] where a
large product of large random matrices is considered.
The aim of this paper is to study the asymptotic e.e.d. of such nonlinear models of random matrices
f(WX) where f is applied entrywise and to extend the result established by [PW17] to non Gaussian
matrices. In particular, the question of universality of the limiting e.e.d. is of interest here. This is of
practical importance as ridge regression is formally equivalent to assuming that the weights W have
a Gaussian prior (see e.g. [CCD+19]). Such a study is also of interest in random matrix theory itself
as it introduces a new class of ensembles of random matrices as well as a new class for universality.
For practical purpose, we also investigate the multilayer case Y (`) = f(W (`−1)Y (`−1)) for ` = 1 . . . L
with L fixed and study again the asymptotic empirical eigenvalue distribution for a class of activation
functions.
2. Model and results
Consider a random matrix X ∈ Rn0×m with i.i.d elements with distribution ν1. Let also W ∈ Rn1×n0
be a random matrix with i.i.d entries with distribution ν2. W is called the weight matrix. Both
distribution are centered and we denote the variance of each distribution by
E
[
X2ij
]
= σ2x and E
[
W 2ij
]
= σ2w. (2.1)
We also need the following assumption on the tail of W and X: there exist constants ϑw, ϑx > 0 and
α > 1 such that for any t > 0 we have
P (|W11| > t) 6 e−ϑwtα and P (|X11| > t) 6 e−ϑxtα . (2.2)
Note that in light of the central limit theorem it gives us that there exists a constant C > 0 such that
P
(∣∣∣∣∣ 1√n0
n0∑
k=1
W1kXk1
∣∣∣∣∣ > t
)
6 Ce−t2/2. (2.3)
We now consider a smooth function f : R→ R with zero Gaussian mean in the sense that∫
f(σwσxx)
e−x2/2√
2pi
dx = 0. (2.4)
As an additional assumption, we also suppose that there exists positive constants Cf and cf and
A0 > 0 such that for any A > A0 and any n ∈ N we have,
sup
x∈[−A,A]
|f (n)(x)| 6 CfAcfn. (2.5)
Remark 2.1. (2.5) guarantees that the function is real analytic which may be seen as a strong
assumption. However, commonly used activation functions fall within the scope of this paper such as
the sigmoid f(x) = (1 + e−x)−1 or the softplus f(x) = log(1 + ex) a smooth variant of the ReLU.
We consider the following random matrix,
M = 1
m
Y Y ∗ ∈ Rn1×n1 with Y = f
(
WX√
n0
)
(2.6)
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where f is applied entrywise. We suppose that the dimensions of both the columns and the rows of
each matrix grow together in the following sense: there exist positive constants φ and ψ such that
n0
m
−−−−→
m→∞ φ,
n0
n1
−−−−→
m→∞ ψ
Now we can give the limiting empirical eigenvalue distribution of the matrix M , whose limit is a
deterministic compactly supported measure. Denote by (λ1, . . . , λn1) the eigenvalues of M given by
(2.6) and define its e.e.d. by
µn1 =
1
n1
n1∑
i=1
δλ1 . (2.7)
Theorem 2.2. There exists a deterministic compactly supported measure µ such that we have
µ(f)n1 −−−−→n1→∞ µ weakly almost surely.
The moments of the asymptotic empirical eigenvalue distribution depend on the two following
parameters of the function f : we set
θ1(f) =
∫
f2(σwσxx)
e−x2/2√
2pi
dx and θ2(f) =
(
σwσx
∫
f ′(σwσxx)
e−x2/2√
2pi
dx
)2
. (2.8)
Theorem 2.3. The measure µ is characterized through a self-consistent equation for its Stieljes
transform G defined for z ∈ C \ R by
G(z) :=
∫ dµ(x)
x− z , denote also H(z) :=
ψ − 1
ψ
+ z
ψ
G(z),
Hφ(z) := 1− φ+ φH(z) and Hψ(z) := 1− ψ + ψH(z)
We have the following fourth-order self-consistent equation,
H(z) = 1 + Hφ(z)Hψ(z)(θ1(f)− θ2(f))
ψz
+ Hφ(z)Hψ(z)θ2(f)
ψz −Hφ(z)Hψ(z)θ2(f) ,
with θ1(f) and θ2(f) are defined in (2.8).
Figure 1: E.e.d. for different activation function and parameters for Gaussian random variables. In
all cases, we have set θ1(f) = 1 and θ2(f) = 0 in the second figure only.
The model given by (2.6) consists in passing the input data through one layer of a neural network
as we apply the function f a single time. However, we could reinsert the output data through the
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network again, thus multiplying layers. It was conjectured in [PW17] that for activation functions
such that θ2(f) = 0 the limiting e.e.d. is invariant and given by the Marčenko-Pastur distribution at
each layer. We give here a positive answer to this conjecture. We denote by L the number of layers
and consider, for p ∈ [[0, L − 1]] a family of independent matrices W (p) ∈ Rnp+1×np where (np)p is a
family of growing sequences of integers such that there exists (φp)p and (ψp)p such that
n0
m
−−−−→
m→∞ φ
np
np+1
−−−−→
m→∞ ψp.
We suppose that all the matrix entries (W (p)ij )ij , 1 ≤ i ≤ np+1, 1 ≤ j ≤ np, p = 0, . . . , L − 1 are i.i.d
with variance σ2w. Consider also X ∈ Rn0×m with i.i.d entries of variance σ2x and define the sequence
of random matrices
Y (p+1) = f
(
σx√
θ1(f)
W (p)Y (p)√
np
)
∈ Rnp+1×m with Y (0) = X. (2.9)
The scaling is here chosen to normalize the variance of the entries of Y (p) at every layer. This nor-
malization is known (adding centering) as batch normalization and is proved to improve the training
speed [IS15]. The (non)-centering has here no impact on the limiting e.e.d. and is disregarded here.
Now, one can define
M (L) = 1
m
Y (L)Y (L)∗ and µ(L)nL =
1
nL
nL∑
i=1
δ
λ
(L)
i
where (λ(L)k ) are the eigenvalues of M (L). We then prove the following theorem under the additional
assumption that the function f is bounded.
Theorem 2.4. Let L be a given integer. Suppose that f is a bounded analytic function such that
(2.4) and (2.5) hold. In the case where θ2(f) = 0, then the asymptotic e.e.d. µ(L)nL is given almost
surely by the Marčenko-Pastur distribution of shape parameter φψ0ψ1···ψL−1 .
Unfortunately we are not able to consider the case where L also grows to infinity, that is the deep
learning setting. This is a first step in this direction however.
The next section is dedicated to proving Theorem 2.2 for polynomials using the moment method.
We first consider the case where f is a polynomial in order to compute the moments and generalize to
other functions using a polynomial approximation in Section 4. In Section 5 we show that the largest
eigenvalue of our model for a single layer sticks to the edge of the support of µ by considering high
moments of the matrix [FK81, Sos99, Péc09]. Finally, in Section 6 we first give a description of the
expected moments after two layers for polynomials and then prove Theorem 2.4.
3. Moment method when f is a polynomial
The point of this section is to compute the moments of the empirical eigenvalue distribution of the
matrix M when the activation is a polynomial. The following statement gives the expected moment
of the distribution in this case using a graph enumeration. We extend the result to other functions f
in Section 4
Theorem 3.1. Let f = ∑Kk=1 akk! (xk − k!!1k even) be a polynomial such that (2.4) holds. The degree
of f , K, can grow with n1 but suppose that
K = O
( logn1
log logn1
)
. (3.1)
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Let µ(f)n1 be defined in (2.7) and its expected moments
mq := E
[
〈µ(f)n1 , xq〉
]
= E
[
1
n1
n1∑
i=1
λqi
]
.
We then have the following asymptotics
mq =
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θ1(f)bθ2(f)q−bψIi+1−qφIj (1 + o(1)) . (3.2)
where A(q, Ii, Ij , b) denotes the number of admissible graphs with 2q edges, Ii i-identifications, Ij
j-identifications and b cycles of size 2 (see Definition 3.2 below) and θ1 and θ2 are defined in (2.8).
Note that in this theorem we allow the degree K of the polynomial to grow with n as in (3.1)
but the theorem holds true for any fixed integer q (independent of n). It is possible to improve the
assumption (3.1) in the sense that K could grow faster with n1. However, this bound is enough for
the polynomial approximation we need later (using a Taylor approximation of the function f).
3.1. Case where f is a monomial of odd degree:
We first consider the case where f(x) = xkk! for an odd integer k. In this case, we explain the
combinatorics needed to compute the moments of the spectral measure of M . To that aim we need
some definitions from graph theory. We first assume that the entries of W and X are bounded in the
following sense: there exists a A > 0 such that
max
ij
|Wij |+ |Xij | 6 A almost surely.
3.1.1. Basic definitions
For this activation function, the entries of Y = f(WX/√n0) are of the form
Yij =
1
k!
(
WX√
n0
)k
ij
= 1
n
k/2
0 k!
(
n0∑
`=1
WikXkj
)k
= 1
n
k/2
0 k!
n0∑
`1,...`k=1
k∏
p=1
Wi`pX`pj . (3.3)
We want to study the normalized tracial moments of the matrix M . Thus we want to consider, for a
positive integer q,
1
n1
E [TrM q] = 1
n1mq
E [Tr (Y Y ∗)q] = 1
n1mq
E
n1∑
i1,...,iq=1
m∑
j1,...,jq=1
Yi1j1Yi2j1Yi2j2Yi3j2 . . . YiqjqYi1jq (3.4)
Thus injecting (3.3) in the previous equation we obtain the following development
1
n1
E [TrM q] = 1
n1mqn
kq
0 (k!)2q
E
n1∑
i1,...,iq
m∑
j1,...,jq
n0∑
`11,...`
1
k...
`2q1 ...`
2q
k
k∏
p=1
Wi1`1pX`1pj1
k∏
p=1
Wi2`2pX`2pj1 · · ·
k∏
p=1
W
i1`
2q
p
X
`2qp jq
(3.5)
We encode each term in of the sums as a graph with #{i1, . . . , iq, j1, . . . , jq} red vertices and 2kq blue
vertices. We can represent the vertices in a graph such as in Figure 2.1. Since the Wij and Xij are
centered and independent, we need at least two of each of them in the summand in equation (3.5).
Thus, the main contribution comes from those summands maximizing the number of pairwise distinct
indices. We define these admissible graphs, corresponding to the leading order, as the following.
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Definition 3.2. An admissible graph corresponding to a summand in (3.4) is a connected graph built
up from simple even cycles of red vertices labeled by the {i1, . . . , iq} and {j1, . . . , jq} such that each
factor Yip1jp2 corresponds to a red edge. The cycles are joined to another by at most a common vertex
and each red edge belongs to a unique cycle.
Remark 3.3. Such an admissible graph always has 2q red edges. It can also be seen as a tree of
cycles also called a cactus graph. These graphs appear also in random matrix theory in the so-called
theory of traffics when expanding injective traces (see [CDM16] e.g.).
We call a red edge a niche. Each niche is decorated by k blue vertices from which leaves a blue
edge corresponding to a term Wi`X`j in (3.5). Thus to compute the spectral moment one needs to
match the blue edges so that each entry arises with multiplicity greater than 2. The matching of `
indices in (3.5) corresponds to a matching of the blue vertices.
As we can see each admissible graph as a tree of decorated red cycles, the basic figure is given by
such a cycle:
Basic figure :
i1
jq
iq
. . .
i2
j1
For general admissible graphs, they may be coincidences among the
i’s or the j’s.
3.1.2. The simplest admissible graph: a cycle of length 2q
In this subsection, we assume that the i and j indices are pairwise distinct and consider the associated
contribution to the spectral moment. In this case, we can really encode the products in the summand
as in Figure 2.1. Since we need at least two occurences of each matrix entry, say for instance Wi1,`11 , it
needs to occur at least an other time in the product. There are then two different ways it can happen:
(i) There exists p ∈ {2, . . . , k} such that `1p = `11.
(ii) There exists p ∈ {1, . . . , k} such that `2qp = `11. Applying the same reasoning for X`11,j1 , there
exists p′ ∈ {1, . . . , k} such that `2p′ = `11.
We see that the dominant term corresponds to the maximization of the number of pairwise distinct
indices. In order to maximize this number, one has to perform the most perfect matchings inside each
niche. Note that, as k is odd, case (ii) necessarily occurs which corresponds to the cycle of size 2q as
in Figure 2.1. Thus we can construct the graphs corresponding to the dominant term in the following
way, which is illustrated in Figure 2.1: One chooses an index `p in each niche which is in the only
cycle of the graph and then one does a perfect matching of the rest of the indices inside each niche.
Case q > 1. The corresponding contribution from the basic cycle to the moment is, since every
entry exactly occurs two times in the products, using (2.1),
Eq(k) =
((σwσx)kk(k − 1)!!)2qn0
n1mqn
kq
0 (k!)2q
m!
(m− q)!
n1!
(n1 − q)!
n0!
(n0 − (k − 1)q)!
To obtain this formula, note that we choose the i-labels over n1 possible indices and the j-labels
over m indices. Now, we also choose the `-labels over n0 indices but one has to be careful not to
overmatch indices on adjacent niches. Finally, we have to determine the blue vertices forming the
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i1
j3
i3
j2
i2
j1
`63`62
`61
`53
`52
`51
`43
`42 `41 `
3
3
`32
`31
`23
`22
`21
`13
`12
`11
(2.1) Leading order graph for k = q = 3
i1
j3
i3
j2
i2
j1
`63`62
`61
`53
`52
`51
`43
`42 `41 `
3
3
`32
`31
`23
`22
`21
`13
`12
`11
(2.2) Lower order graph for
k = q = 3
cycle parcouring each niche, there are k2q possible ways to do so. The number of perfect matchings
on the rest of the vertices in each niche is then equal to ((k − 1)!!)2q. We then obtain that
Eq(k) =
(
(σwσx)kk(k − 1)!!
k!
)2q
ψ1−q +O
((σwσx)kk(k − 1)!!
k!
)2q
q + k
n0
 . (3.6)
Note that, by (2.8), we can write
Eq(k) = θq2(f)ψ1−q +O
(
θq2(f)
q + k
n0
)
since θ2(f) =
(
(σwσx)kk(k − 1)!!
k!
)2
.
Case where q = 1. The behavior in the case where k = 1 is slightly different and is useful to
study the general case later. Indeed in this case, we can do any perfect matching between the 2k blue
vertices since there is no difference between any factor W or X in the summand in (3.5). The graph
can bee seen in Figure 3.1. Thus, the contribution of the moments in this case is the following
E1(k) =
(σwσx)2k(2k)!!
(k!)2 +O
(
k2(2k − 2)!!
n0(k!)2
)
= θ1(f) +O
(
k2(2k − 2)!!
n0(k!)2
)
where the error comes from performing a matching which is not a perfect one.
i1 j1
(3.1) Contribution in the case where
q = 1
i1 j1
(3.2) Subleading term in the case
q = 1.
We now show that Eq is indeed the typical contribution from the basic cycle, that is all other
matchings lead to a negligible contribution with respect to Eq. There are four different phenomena
that can give a (lower order) contribution. Firstly, there could be more than one cycle linking every
niche such as Figure 2.2. Also, in at least one niche there could be more identifications between
`-indices, which raises moments of entries of W and X. There could be an identification between
the index of the cycle and an index from a perfect matching inside a niche. Finally, there could
also be identifications between two distinct niches, note we can only get higher moments in the case
where the two niches are adjacent. While these four behaviors can happen simultaneously, we see the
contribution separately since it would induce an even smaller order if counted together.
9
There is more than one cycle between niches. In this case, we can compute the contribution E(1)q
on the moments in the following way. Suppose there are c cycles. Note that necessarily c is odd since
k is odd and entries are centered, then we can write, if we suppose that indices ` not in cycles are
being perfectly matched,
E(1)q =
(kc(k − c)!!)2q
n1mqn
kq
o (k!)2q
n1∑
i1,...,iq
pairwise
distinct
m∑
j1,...,jq
pairwise
distinct
n0∑
`0,...,`c
n0∑
`11,...`
1
k−c
2...
`2q1 ...`
2q
k−c
2
(σwσx)2kq
= ((σwσx)
kkc(k − c)!!)2q
n1mqn
kq−c
0 (k!)2q
m!
(m− q)!
n1!
(n1 − q)!
n0!
(n0 − (k − c)q)!
In order to understand the very first term, note that one has to select in each niche c blue vertices to
create the cycles and then do a perfect matching for the rest of the vertices. Thus one has that
E(1)q =
((σwσx)kk(k − c)!!)2qψ1−q
n
(c−1)(q−1)
0 (k!)2q
(1 + o (1)) (3.7)
Thus this is of smaller order than (3.6) when the number of cycles is strictly greater than 1 as in
Figure 2.2 for instance. Indeed, one obtains that
E
(1)
q
Eq
= O
(
1
n
(c−1)(q−1)
0
( (k − c)!!
(k − 1)!!
)2q)
The graph in each niche is not a perfect matching. We said that the leading order is given
by a perfect matching in each niche (apart from the vertex in the cycle). This graph gives only
second moments of the matrix entries but, in the current setting, we could have instead higher
moments. Suppose that in one niche we have an identification between a1, . . . , ab entries such that
a1 + · · · + ab = k − 1. For ease we suppose that a1 = · · · = ab1 = 2 and ab1+1, . . . , ab > 2 for some
b1 ∈ [[1, b− 1]]. We also suppose that this occurs in the niche {i1, j1} as illustrated in Figure 4.
i1
`1 `2 `3 `4 `5 `6 `7
j1
. . .
Figure 4: Niche where the induced graph is not a perfect matching which raises a fourth moment in
the case where k = 7.
In this case, we can compare the contribution E(2)q of all such matchings to the contribution of
the perfect matching where a1 = · · · = a(k−1)/2 = 2 that is Eq,
E
(2)
q
Eq
=
k−1
2 −1∑
b=1
b−1∑
b1=1
∑
ab1+1...ab>2∑
aj=k−1−2b1
(k − 1)!
(k − 1)!!∏bi=1 ai!
n0!
(n0 − (1 + b+ k−12 (2q − 1)))!
×
× (n0 − (1 + (k − 1)q)!
n0!
∏b
b1+1E|W11|apE|X11|ap
(σwσx)2(
k−1
2 −b1)
.
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The first term in the summand corresponds to assigning the k − 1 remaining blue vertices (after the
choice of the cycle) into b classes of size a1 . . . ab compared with simply doing a perfect matching
between these vertices. We can bound it in the following way
(k − 1)!
(k − 1)!!∏bi=1 ai 6 C
2 k−12 −b1(k−12 )!∏b
i=b1+1 ai
6 C
(
k − 1
2
) k−1
2 −b 2 k−12 −b1∏b
i=b1+1 ai
6 C (k − 1)( k−12 −b) .
In the first inequality we use the fact that a1 = · · · = ab1 = 2 and the definition of the double factorial.
Then we expand the factorial and in the last inequality we use the fact that ai > 3 for i > b1. Now,
for the second term, we compare the number of possible choices for ` indices, yielding that
(n0 − (1 + (k − 1)q)!
(n0 − (1 + b+ k−12 (2q − 1)))!
6 1
n
k−1
2 −b
0
e−
C(kq)2
N .
Finally, the last term in the summand corresponds to the different possible moments, as only variances
intervene in the leading contribution, while higher moments can appear inside the niche {i1, j1}. We
use the fact that ∏b
b1+1E|W11|apE|X11|ap
(σwσx)2(
k−1
2 −b1)
6 A
2
∑
i>b1+1
ai∏
i>b1+1 σ
ai
w σ
ai
x
=
(
A4
σ2wσ
2
x
) k−1
2 −b1
. (3.8)
Now we need to bound the combinatorial factor coming from the sums:
b−1∑
b1=1
∑
ab1+1,...,ab>3∑
aj=k−1−2b1
6
b−1∑
b1=1
(
k − 1− 3b− b1 + b− b1 − 1
b− b1 − 1
)
6
b−1∑
b1=1
(k − 1)k−1−3b+b1 6 (k − 1)2( k−12 −b),
where we use in the first inequality that ∑j(aj−3) = k−1−2b1−3(b− b1). Finally, putting all these
contributions together, we obtain the following comparison between E(2)q and Eq,
E
(2)
q
Eq
6
k−1
2 −1∑
b=1
(
CA4
σ2wσ
2
x
(k − 1)3
n0
)3( k−12 −b)
= O
(
Ck3
n0
)
. (3.9)
Note that k3 = o(n0). Here we suppose that in all other niches a perfect matching and a single
cycle is used to match the blue vertices. The other cases are just negligible.
There are identifications between matchings from different niches In this case, if the niches are
not adjacent, then such matchings would not increase the moments of the entries ofW or X. However,
matchings between adjacent niches may result into moments of higher order of the entries instead of
the variance. We can then perform the same analysis as the previous one where we replace k− 1 (the
remaining indices after the choice of the cycle in one niche) to 2k− 2 corresponding to the number of
vertices of two adjacent niches. This yields a contribution in the order of (3.9).
There are identifications between the cycle and perfect matchings inside niches. We now bound
the contribution of possible identifications between the cycle parcouring every niche and the other
`-indices. Suppose that these identifications happen in d niches, and for p ∈ {1, . . . , d}, we identify the
index from the cycle with 2bp blue vertices from the niche. Note that we consider an even number of
identifications. Indeed if this number was odd, in order to obtain a non-vanishing term, we would need
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to either create another cycle or perform more identifications inside the niches. These possibilities are
bounded by the two previous considerations. Thus, we obtain the following upper bound
E
(3)
q
Eq
=
2q∑
d=1
k−1
2∑
b1,...,bd=1
(
2q
d
) d∏
p=1
(
k − 1
bp
) d∏
i=1
E|W11|2+2bpE|X11|2+2bp×
× ((k − 1)!!)
2q−d∏d
p=1((k − 2bp − 1)!!)
n
∑d
p=1 bp
0 ((k − 1)!!)2q(σwσx)2d+
∑d
p=1 2bp
.
This comes from the choices of the niches, the identifications we make in each niche, and the perfect
matchings we perform in the other niches. Finally, we suppose that we perform perfect matchings in
the rest of the d niches. Then, we can use the bounds
d∏
p=1
1
bp!
6 1,
d∏
i=1
E|W11|2+2bpE|X11|2+2bp 6 A4d+4
∑
bp and
(k − 1)!!2q−d∏dp=1(k − 1− 2bp)!!
(k − 1)!!2q 6 1.
(3.10)
From the above we obtain that
E
(3)
q
Eq
6
2q∑
d=1
(
2q
d
)(
A4
σ2wσ
2
x
)d k−12∑
b1,...,bp=1
(
A4(k − 1)
2σ2wσ2xn0
)∑ bp
=
2q∑
d=1
(
2q
d
) A4
σwσx
k−1
2∑
b=1
(
A4(k − 1)
2σ2wσ2xn0
)b
d
.
Now since we have that k  n0, we obtain that
E
(3)
q
Eq
= O
(
Ck
n0
)
.
3.1.3. Contribution of general admissible graphs
We now suppose that there are Ii identifications between the vertices indexed by i labels and Ij
identifications between the vertices indexed by j labels. Note that by our definition, such a graph is
admissible if and only if it consists of Ii + Ij + 1 cycles. See for example Figures 5.1 and 5.2. As seen
earlier in the case of a simple cycle, the case of a cycle of size 2 has to be considered separately. Thus
we denote by b the number of cycles of size 2.
We can do a similar analysis in the case of general admissible graphs because we can realize blue
identifications inside each cycle as they are well defined. Indeed, the red admissible graph being a
cactus tree, in other words a tree of cycles, there is no ambiguity to define the red cycles. For instance,
compare Figures 5.1 and 5.2 with Figure 5.3 where there are several possible choices of cycles.
Thus, if we denote A(q, Ii, Ij , b) the number of admissible graphs with 2q red edges, Ii i-identifications,
Ij j-identifications and b cycles of size 2, we can write the contribution from all admissible graphs as
E′q(k) =
1 + o(1)
n1mqn
kq
0
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
n1!
(n1 − q + Ii)!
m!
(m− q + Ij)!×
×A(k, q, Ii, Ij , b)θb1(f)nkb0 θq−b2 (f)n(k−1)(q−b)+Ii+Ij+1−b0 .
Looking at the first order in the above expression we obtain the following
E′q(k) =
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θ1(f)bθ2(f)q−bψIi+1−qφIj (1 + o(1)) .
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j1
i1
j3
i2=i3 j2
(5.1) Admissible graph with the
i-identification i2 = i3 for
k = q = 3.
j1
i1
i2 i3
(5.2) Admissible graph with the
j-identification j1 = j2 = j3 for
k = q = 3.
i1=i3
j2=j3
j2
i2
(5.3) Non-admissible graph for
k = q = 3.
Figure 5: Examples of admissible and non-admissible graphs
Note that the same error terms arise as before due to additional possible identifications: their
contribution is then negligible as before as soon as matchings are still performed inside each cycle.
Another contribution may arise actually due to an i-identification or a j-identification. One indeed
has to check that performing cross-cycle blue identifications is subleading. Suppose we are around an
i-identification as in Figure 6, these blue edges match entries of W to get a non-vanishing moments.
However, in order to match the corresponding X entries, some new identifications are needed. Either
inside a niche, the matching is not a perfect matching and we have a lower order as in (3.9) or one
has a cycle going along two cycles instead of two separate cycles, it consists of identifying two blue
cycles and thus losing an order of n0. In all cases, this is negligible.
i1
j1
jp1
jp3
jp2
Figure 6: Subleading blue identifications around an i-identification
3.1.4. Contribution from non-admissible graphs
In this subsection we estimate the contribution of non-admissible graphs which we denote E(NA)q . To
explain how we proceed we first come back to admissible graphs. An admissible graph can be encoded
into a rooted tree T = (V,E) as follows. Consider such a tree: one replaces each edge with a cycle
of length 2L with L > 1 though one may have to choose where cycles are identified along a cycle.
These cycles will be called the fundamental cycles: they correspond to the cycles where we perform
a matching on the blue vertices. Note that in this case, we have the identity
Ii + Ij + 1 =
∑
v∈V
(d(v)− 1) + 1 = 2|E| − |V |+ 1 = |E|, (3.11)
where d(v) denotes the degree of the vertex v in the tree and we used the fact that |V | = |E|+ 1 and∑
v∈V d(v) = 2|E|. In other words, (3.11) means that the total number of fundamental cycles in an
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admissible graph is given by Ii + Ij + 1.
A non-admissible graph can be encoded in a similar fashion but in a more complicated way. Indeed,
we need to now consider a multigraph G = (V,E1, E2) where E1 denotes the set of single edges and
E2 the set of multiple edges and perform the same construction where each edge corresponds to a
cycle of a certain length. We first consider E = {E1, E2} the set of all edges where we removed the
multiplicity of each edge so that G′ = (V,E) is now a graph. Now, if we denote the surplus s(G′)
to be the minimal number of edges we need to remove to G′ in order to obtain a tree, we see that
s(G′) = Ii + Ij + 1− |E|.
The problem with non-admissible graphs is the fact that there are multiple ways to determine
fundamental cycles. Thus, we count the number of non-admissible graphs labeled by their fundamental
cycles. First note that if we know which are the fundamental cycles in our non-admissible graph, we
can simply see it as an admissible graph with additional identifications: this is the way we encode
non admissible graphs ( see Figure 7 for an illustration).
Consider the tree T encoding an admissible graph, we can then choose two edges and glue them
together in the sense of identifying one vertex of one edge to one of the other. This performed an
additional identification in the initial graph and encode a non-admissible graph. Now, while these
two cycles (corresponding to these two edges) are identified at an additional vertex, there could be
more identifications for the same two cycles by choosing additional vertices in each cycle to be again
identified. So finally doing this step a single time, the number of possible ways to choose two cycles
which are then identified at r pairs of vertices is at most:
C
(
E
2
)
(2q)r 6 qr+2, (3.12)
since we need to choose two edges and then two vertices. However, see that we lose a power of n1
(or m) for each additional identification as we lose a choice of index without gaining a cycle. This
is a o(1) for q3  n0 and doing this step multiple times just lowers the order. Finally, the number
of non-admissible graphs labeled by their fundamental cycles (and weighted by na1 where a is the
number of additional identifications) is O(q3/n0) times the number of admissible graphs with the
same fundamental cycles.
Gluing r = 3
Figure 7: In the first picture we represent an admissible graph with its encoding tree. The two dashed
lines correspond to the two edges we glue together. The second graph correspond to the glued tree
which is not a tree anymore since we created a cycle. Now the last step consists in choosing the number
of identifications we want to make between the two cycles, here we have three total identifications.
Now, once the fundamental cycles are identified, cross identifications between blue edges from
distinct niches (or fundamental cycles) are subleading unless in the following case: there are multiple
cycles of length 2. For such a multiple cycle of length 2, we denote its multiplicity by p. Then pk
blue vertices have to be matched. While the leading order is given by performing a perfect matching
between these vertices such as in Figure 8, we can do any kind of matching and use the similar
analysis we did for (3.9). Suppose that we have an identification between a1, . . . , ab entries such that
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a1 + · · · + ab = pk. For ease we suppose that a1 = · · · = ab1 = 2 and ab1+1, . . . , ab > 2 for some
b1 ∈ [[1, b−1]], then we can compare their contribution to that of the admissible graph (used to encode
it) by
q∑
p=2
m(e)k
2∑
b=1
1
np−10
b∑
b1=1
∑
ab1+1,...,ab>2∑
ai=pk−2bi
(pk)!
((2k)!!)p/2b!∏bi=b1+1 ai
nb0
∏b
i=b1+1E|W11|aiE|X11|ai
n
kp/2
0 (σ2wσ2x)kp/2−b
(3.13)
The factor of n1−p0 comes from the additional identifications between i’s and j’s in order to obtain
a multiple edge. For instance in Figure 8 there are less identifications in the admissible graph than
in the corresponding non-admissible graph. The first term in the summand compares the number of
possible matchings of the pk edges to that of a perfect matching in every single cycle. We can bound
it from above by
(pk)!
((2k)!!)p/2b!∏bi=b1+1 ai 6 (Cp)kp.
The second term now comes from the number of ` indices chosen and the ratio of moments and we
bound it in the same way as in (3.9),
∏b
b1+1E|W11|apE|X11|ap
n
kp/2−b
0 (σwσx)2(kp/2−b)
6 A
2
∑
i>b1+1
ai
n
kp/2−b
0
∏
i>b1+1 σ
ai
w σ
ai
x
=
(
A4
n0σ2wσ
2
x
) kp
2 −b
.
Also in the same way as in (3.9), we can bound the combinatorial factor coming from the sums as
b∑
b1=1
∑
ab1+1,...,ab>2∑
ai=pk−2bi
6 (pk)2(
pk
2 −b).
Finally, putting all the contribution together we have
n0
q∑
p=2
(
Cpk
n0
)p pk/2∑
b=1
(
A4p2k2
n0σ2wσ
2
x
) kp
2 −b
= O
(
q2k
n0
)
, (3.14)
where we used the fact that the leading order comes from the case where b = kp2 .
Figure 8: Different behavior between an admissible graph and a multiple edge.
Thus, the total contribution for non admissible graph, by combining (3.12) and (3.14), is at most
E
(NA)
q
Eq
= O
(
q3(1 + q2k)
n0
)
. (3.15)
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3.2. Case where f is a monomial of even degree:
In the case of an even monomial we center the function f , to do so we substract a constant given by
the corresponding expectation. We then consider centered monomial of the form
f(x) = x
k − k!!
k! so that θ1(f) =
(σwσx)2k
(k!)2
(
(2k)!!− (k!!)2
)
and θ2(f) = 0.
Here, the fact that θ2(f) vanishes means that all admissible graphs which have at least one cycle of
size greater than 2 are subleading so that we see admissible graphs consisting only in cycles of size 2
such as Figure 5.2 for instance. Note that we have seen earlier that we can write
E
 1
k!
(
(WX)ij√
n0
)k = 1
n
k/2
0 k!
E
n0∑
`1,...,`k=1
k∏
p=1
Wi`pX`pj =
k!!
k! (σwσx)
k
(
1 +O
( 1
n0
))
.
Thus, by developing the tracial moments of M we obtain the following formula,
1
n1
E [TrM q] =
(
1 +O
( 1
n0
)) 1
n1mq
E
n1∑
i1,...,iq
m∑
j1,...,jq

1
nkq0 (k!)2q
n0∑
`11,...`
1
k...
`2q1 ...`
2q
k
k∏
p=1
Wi1`1pX`1pj1×
×
k∏
p=1
Wi2`2pX`2pj1 · · ·
k∏
p=1
W
i1`
2q
p
X
`2qp jq
− c2q0
 . (3.16)
Now it is not difficult to check that
c2q0 =
(
1 +O
( 1
n0
))
E
n0∑
`11,...`
1
k...
`2q1 ...`
2q
k
form a perfect
matching in each
niche
k∏
p=1
Wi1`1pX`1pj1
k∏
p=1
Wi2`2pX`2pj1 · · ·
k∏
p=1
W
i1`
2q
p
X
`2qp jq
.
i1
j2
i2
j1
(9.1) Leading order graph before centering
i1
j2
i2
j1
(9.2) Leading order graph after cen-
tering.
We can then see that the graphs corresponding to the expectation are the admissible graphs where
blue vertices make a perfect matching inside each niche. Thus the typical graphs after centering is
those which have two cycles between the niches and a perfect matching with the rest of the vertices in
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each niche as in Figure 9.2 or additional identifications inside niches. We first consider the contribution
of one red cycle to the moments and then deduce the contribution of all admissible graphs. Thus we
find that, in the case of a cycle with 2q vertices for q > 1,
Eq,1(k) =
1
nq−10
(
(σwσx)kk(k − 1)(k − 2)!!
)2q
ψ1−q + o
(
θˆ2(f)
nq−10
)
= 1
nq−10
θˆ2(f)qψ1−q +O
(
θˆ2(f)
nq−10
)
with θˆ2(f) =
(
(σwσx)kk(k − 1)(k − 2)!!
k!
)2
=
(
σwσx
∫
f ′′(σxσxx)
e−x2/2√
2pi
dx
)2
.
In this case, we obtain (k−2)q+2 distinct `-indices. See that in the leading order before centering
we would obtain kq distinct indices as we perform a perfect matching in every niche. Since such
identifications are forbidden by the centering, if we do not create a cycle between niches but identify
blue vertices inside the same niche we can only obtain at most (k−4)q+2q distinct indices which is of
lower order than Figure 9.2. Now if we only create one cycle, we need to perform at least identifications
between three vertices in each niche since we would have an odd number of blue vertices left and the
number of distinct indices becomes at most (k− 4)q+ 2q+ 1 which is also of lower order than Figure
9.2. Thus we can summarize the distinct subleading behaviors as the following : if there are two
(resp. one or resp 0) cycle then the number of pairwise distinct indices is at most k − 2q + 2 (resp.
k − 2q + 1 or resp. k − 2q) distinct indices.
One can observe that the contribution of a red cycle of size greater than 2 when f is an even monomial
is negligible with respect to the case of an odd monomial. Now, in the same way, the case of a simple
cycle with 2 vertices is slightly different because of the centering. Indeed, the centering prevents the
graphs from performing a perfect matching inside each niche, thus at least one (thus two) vertices
has to be connected to the other niche. Note also that any perfect matching where the two niches are
connected is of the same order, thus we obtain for the leading order
E1(k) =
(σwσx)2k
(k!)2
(
(2k)!!− (k!!)2
)
+O
(
(2k − 2)!!k2
(k!)2n0
)
= θ1(f) +O
(
(2k − 2)!!k2
(k!)2n0
)
.
i1 j1
Figure 10: Contribution in the case q = 1 for an even monomial.
For the general case of admissible graphs with possible identifications, we use the fact that the
contribution is just a product over the different cycles. Thus, the leading order of a q-moment,
corresponding to the total contribution of admissible graphs with 2q edges can be written as
Eq(k) =
1 + p(1)
n1mqn
kq
0
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
n1!
(n− q + Ii)!
m!
(m− q + Ij)!×
×A(q, k, Ii, Ij , b)θ1(f)bnkb0 θˆ2(f)q−bn2(Ii+Ij+1−b)+(k−2)(q−b)0
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which gives asymptotically,
Eq(k) = (1 + o(1))
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θ1(f)bθˆ2(f)q−bφIjψIi+1−q
n
q−(Ii+Ij+1)
0
= (1 + o(1))
∑
Ii,Ij=0
Ii+Ij+1=q
A(q, Ii, Ij , Ii + Ij + 1)θ1(f)Ii+Ij+1φIjψIi+1−q
= (1 + o(1))
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θ1(f)bθ2(f)q−bψIi+1−qφIj
where we used in the last equality the fact that θ2(f) = 0 in order to retrieve the expression (3.2).
Note again that we did not give here all the errors since we have computed them in the previous
subsection, the case of even monomials can be done similarly. Thus we can see that only the graphs
which corresponds to a tree of simple cycles contribute to the moments.
Note that there is no difference for the study of non-admissible graphs as it only concerns red
vertices while the polynomial involves only blue vertices.
3.3. Case where f is a polynomial:
We now suppose that we can write
f(x) =
K∑
k=1
akfk(x) with fk(x) =
xk − k!!1k even
k! and supk∈[[1,K]]
|ak| 6 Ck for some C.
In particular, the parameters are in this case
θ1(f) =
K∑
k1,k2=1
k1+k2 even
ak1ak2(σwσx)k1+k2 ((k1 + k2)!!− k1!!k2!!1k1 even)
k1!k2!
,
θ2(f) =
(
K∑
k=1
ak(σwσx)kk(k − 1)!!1kodd
k!
)2
.
Note that for any polynomial, by expanding the moment as in (3.5), we have to compute the following
quantity, for any k1, . . . , k2q integers,
1
n1
E [TrM q] =
K∑
k1,...,k2q=1
ak1 . . . ak2q
n1mq
∏2q
i=1 ki!
×
× E
n1∑
i1,...,iq
m∑
j1,...,jq
n0∑
`11,...`
1
k...
`2q1 ...`
2q
k
fk1
(
WX√
n0
)
i1j1
fk2
(
WX√
n0
)
i2j1
. . . fk2q
(
WX√
n0
)
i1jq
(3.17)
In order to compute the dominant term of this moment, first note that the centering creates disparity
between even and odd monomials. Indeed let q > 1, if we consider one red cycle of length 2q, we now
have 2q niches of different sizes, namely k1, . . . , k2q. We first bound these moments in order to see
that, in each cycle, the niches with an even number of vertices are subleading so that the dominant
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i1
j2
i2
j1
Figure 11: Admissible graph in the case of a polynomial with (k1, k2, k3, k4) = (4, 3, 2, 5).
term in the asymptotic expansion of the moment corresponds to admissible graphs with only odd
niches when expanding the polynomial.
The behavior in a cycle can be understood as follows: there has to be at least one cycle between
in each niche for the odd or the centered even niches. Now, in each odd niche, we saw that the
dominant term is to realize a perfect matching in the ki−1 vertices remaining in the niche from (3.9).
However, in the even niches, since there is already a cycle, there remains an odd number of vertices to
be matched either with an existing cycle or a matching and the leading order is to perform a perfect
matching in the ki − 2 remaining vertices. Thus we obtain, if we consider the number of choices of
indices for red and blue vertices in one configuration k1, . . . , k2q denoted C(k1, . . . , k2q),
C(k1, . . . , k2q) =
n
−
∑2q
i=1
ki
2
0
n1mq
nq1m
qn
1+
∑
ki odd
ki−1
2 +
∑
ki even
ki−2
2
0 =
ψ1−q
n
#ki even
2
0
.
This contribution can be understood in the following way: apart from the normalization, we have to
choose the q i-indices, the q j-indices, the `-indices. In the case of an odd monomial, we choose the l-
index from the cycle, and those l−indices corresponding to a perfect matching in the rest of the niche.
If the monomial is even, we can only perform a perfect matching on (ki−2)/2 of the remaining vertices
as we need to match one vertex elsewhere by the centering. The number of l−indices follows. Thus,
if we consider the contribution of cycles of size q > 1 for the polynomial P = ∑ akk! (Xk − k!!1k even),
we get the following asymptotic expansion for the moments
(3.17) =
1 +O
(
1√
n0
)
n1mq
∑
k1,...,k2q
ki odd
 2q∏
i=1
aki
ki!
 1
n
∑
i,ki odd
ki
2
0
nq1m
qn
1+
∑
i,ki odd
ki−1
2
0
∏
i,ki odd
(σwσx)kiki(ki − 1)!!
= ψ1−q
( ∑
k odd
ak(σwσx)kk(k − 1)!!
)2q (
1 +O
(
1√
n0
))
= ψ1−qθq2(f) +O
(
θq2(f)√
n0
)
,
as we now explain, in the case of a cycle consisting of two edges decorated by k1 and k2 blue vertices,
there are three different possibilities:
(i) k1 and k2 are odd: (σxσw)k1+k2(k1 + k2)!!.
(ii) k1 and k2 are even: (σwσx)k1+k2((k1 + k2)!!− k1!!k2!!).
(iii) k1 is even and k2 is odd: the leading term in the asymptotic expansion is of order n−1/20 .
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Thus, the 1-moment for f a polynomial is
K∑
k1,k2=1
k1+k2 even
(
ak1ak2
k1!k2!
(σwσx)k1+k2 ((k1 + k2)!!− k1!!k2!!1k1 even) +O
(
(k1 + k2)(k1 + k2 − 1)!!√
n0k1!k2!
))
= θ1(f) +O
(
K√
n0
)
where we used the fact that for any k1 and k2, (k1 + k2)!!/(k1!k2!) is bounded. While these analysis
work in the case of a single cycle, we can do the same generalization to any admissible graphs as
before. Thus we get the following q-moment in the case of a polynomial
mq :=
1
n1
E [TrM q] = (1 + o(1))
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θb1(f)θq−b2 (f)ψIi+1−qφIj .
3.4. Convergence of moments in probability
In the previous subsection, we proved convergence of the expected moments of the empirical eigenvalue
distribution. In order to prove convergence of the actual moments of this distribution we do as in the
proof of Wigner’s theorem.
Lemma 3.4. Let f(x) = ∑Kk akxk be a polynomial activation function and consider the associated
matrix M with enpirical eigenvalue distribution µn1 . Denote by mq th moments
mq =
1
n1
n1∑
i=1
λqi =
1
n1
TrM q and mq = E [mq]
we then have, for any ε > 0,
P (|mq −mq| > ε) −−−−→
n1→∞
0. (3.18)
Actually, we even have that
Varmq = O
(
(q2K2 + q4)Cq
n21
)
for some constant C.
Proof. We can write the variance of the moments in the following way
Varmq = E
[( 1
n1
TrM q
)2]
−m2q =
1
n21
∑
G1,G2
∑
`1,`2
E [MG1(`1)MG2(`2)]− E [MG1(`1)]E [MG2(`2)]
with Gp = (Gp, ip, jp) are labeled graphs with the i-labels and j-labels given respectively by ip, jp.
For a given labeled graph G = (G, i, j) and a matching `, the notation MG(`) corresponds to the
following product after expansion
MG(`) =
K∑
k1,...,k2q=1
ak1 . . . ak2q
mqn
∑
ki/2
0
k1∏
p=1
Wi1`1pX`1pj1
k2∏
p=1
Wi2`2pX`2pj1 · · ·
k2q∏
p=1
W
i1`
2q
p
X
`2qp jq
.
Now, note that the shape of the graph and the possible expansion of the polynomial f does not depend
on n0, n1 or m. See also that the previous considerations still hold and the dominant term can only
be given by admissible graphs where the polynomial expansion consist only of odd monomials.
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By independence of the matrix entries W and X and by the definition of the variance as a sum on
pairs of graphs, we only need to consider graphs G1, G2 which share a common edgeX`j orWi` for some
i, j, and `. Suppose that G1 and G2 have 2q edges. For simplicity and to explain the computation, we
suppose that they are both a cycle and f is an odd monomial xk. Note that the generalization comes
from the fact that admissible graph are a tree of cycles and non-admissible graphs are of lower order
from (3.15). If we suppose that the coincidence between the two graphs comes from an i-label and a
`-label, in other words an entry Wi`, we have different possibilities.
The first case consists in taking the two red cycles and attaching them at a fixed vertex i0. We
then perform an identification cross-cycle as in Figure 6 in order to match two entries Wi0`0 together
from G1 and G2. Once these W entries are matched, note that the corresponding X entries have not
been matched yet since we have performed an identification between two distinct niches adjacent to
i0. We then need to identify this vertex with another vertex from an adjacent niche (and then creating
a blue cycle going over the whole red cycle) or to another vertex in the same niche. Finally, it can
be seen as simply performing the dominant matching into each graph, identifying two i indices and
then identifying two blue edges from niches adjacent to i. Finally we can compute the contribution
of these graphs in the covariance as
∑
`1,`2
Cov(1)(MG1(`1),MG2(`2)) = O
(
q2k2ψ1−2qθ2(f)2q
(
EW 411
σ4w
− 1
))
.
Indeed, in each graph we perform the typical matching corresponding to a blue cycle going over every
niche and perfect matchings between the remaining indices in each niche. Now the fact that we
identify two Wi0`0 entries create a moment of order 4 when we compute E [MG1MG2 ] . we then have to
cpint the number of possible choices for indices: we have n2q−11 choices for the i indices as we identify
two from G1 and G2, m2q for the j indices, n2+4q(k−1)/2−10 choices for the ` indices (2 cycles, 4q niches
and an identification between the two graphs). Taking into account the normalization m−2qn−2kq0 ,
this yields a factor ψ1−2q asymptotically. In the same way, for general polynomial and admissible
graphs, for such an identification we would obtain that
1
n21
∑
G1,G2
∑
`1,`2
Cov(1)(MG1(`1),MG1(`1)) = O
(
q2k2
n21ψ
(
1− φ
ψ
)
m2q
(
EW 411
σ4w
− 1
))
= O
(
q2k2Cq
n21
)
,
for some C > 0. Indeed, we get the q2k2 from the choices for the edge we want to identify between
the two graphs, the constant factor in φ and ψ consists in the choice of choosing a {i, `} edge or a
{j, `} edge. Then the previous computation in the case of a cycle can be generalized to all graphs as
the construction only involves one cycle in each graph. For the second equality we use the fact that
mq ≤ Cq as proved in the next subsection.
The second case consists in identifying two red vertices in each graph. We need to choose two
red vertices belonging to the same cycle in each graph and we identify the pair from one graph to
the other pair. The whole graph G created by this construction is not admissible as we have two
identifications and two fundamental cycles. We thus need to choose the fundamental cycles.
The fundamental cycles we choose for this red graph are given by the cycles between the two
vertices with edges belonging to both graphs in each cycle. Since we need to choose a pair of vertices
in each graph we have q4 choices. In each fundamental cycles, we perform the typical blue matching
and we have an edge between a niche from G1 and a niche from G2 (corresponding to the cycle going
over every niche for instance). Thus we have a common W or X entry between the two graphs and
the contribution in the covariance does not vanish. Considering the q4 choices for the red vertices, we
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can see that we have
1
n21
∑
G1,G2
∑
`1,`2
Cov(1)(MG1(`1),MG2(`2)) = O
(
q4Cq
n21
)
.
We have the same power of n1 as the lose a choice of red vertex index (since we choose two in
each graph) but we gain a choice of blue vertex (since we do not perform additional identifications).
Finally, we obtain that
Varmq = O
(
(q2k2 + q4)Cq
n21
)
.
Using Bienaymé-Chebyshev inequality, one easily deduces (3.18).
G1 i0 G2
(12.1) In this figure, the two highlighted
cycles correspond to the graph G1 and G2
which are attached to a common vertex
i0. We perform a typical blue matching
in each graph and then add an identifica-
tion between the two graphs. The high-
lighted edges in orange corresponds the
common edges between the two graphs
which yield a moment of order 4.
i′0
i0
G1 G2
(12.2) In this figure, the two highlighted
cycles correspond to the graph G1 and G2
which are attached to two vertices i0 and
i′0. The graph is non-admissible and we
choose the fundamental cycles so that nei-
ther G1 or G2 are fundamental cycles. The
typical matching in the chosen cycles cre-
ate common edges between the two graphs
highlighted in orange in the figure.
3.5. From bounded to sub-Gaussian random variables
We have computed the limiting expected moments in the case of bounded random variables. However,
note that while high moments of W or X can appear in the error terms, as in (3.8), (3.10) and (3.13),
one may use for such sub-Gaussian random variables the following bound
E
[
|X11|k
]
6 Ckkk/α, E
[
|W11|k
]
6 Ckkk/α,
for some constant C. Thus one may simply replace in all the error terms A by k1/α. Since k is of
order logn1log logn1 all the errors are still o(1).
3.6. Weak convergence of the empirical spectral measure
In this section we briefly finish the proof of Theorems 2.2 and 2.3 for a polynomial activation function.
The fact that the sequence of moments
mq :=
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
A(q, Ii, Ij , b)θ1(f)bθ2(f)q−bψIi+1−qφIj (3.19)
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uniquely defines a probability measure µ so that
∫
xqdµ(x) = mq follows from Carleman’s condition.
Indeed, denote by Θ(q) the number of unlabeled cactus graphs with q vertices. It has been shown
in [FU56] that, regardless of the number of identifications or simple cycles, there exists numerical
constants δ > 0 and ξ > 1 such that Θ(q) ∼ 3δ4√pi ξ
q+3/2
q5 . Thus there exists a constant C such that
mq 6 Cq. Theorem 2.3 then follows from the above by standard formal series manipulations.
4. Polynomial approximation for general activation function
In this section, we now we now allow the activation function to belong to a wider class, thus proving
Theorem 2.2. For ease, we assume that σw = σx = 1, which can be achieved by scaling.
Proof of Theorem 2.2. We begin by defining the following polynomial which approximates f up to a
constant, for x ∈ R we define
Pk(x) :=
n∑
j=1
f (j)(0)x
j − j!!
j! =
k∑
j=0
f (j)(0)x
j
j! − an with an =
k∑
j=0
f (j)(0)j!!
j! (4.1)
with the convention that j!! = 0 for j odd and 0!! = 1. This choice ensures that the polynomial
is centered with respect to the Gaussian distribution. Thus, using Taylor’s theorem, we obtain the
following approximation for any A > 0
sup
x∈[−A,A]
|(f(x)− ak−1)(x)− Pk−1(x)| 6 Cf A
(1+cf )k
k! . (4.2)
Now, we compare the Hermitized version of our matrix M , if we define
Y (ak) = f
(
WX√
n0
)
− ak, and Yk = Pk
(
WX√
n0
)
, (4.3)
we want to control the spectral radius of the following (m+ n1)× (m+ n1) symmetric matrix
E = 1√
m
(
0 Y (ak−1) − Yk(
Y (ak−1) − Yk
)∗
0
)
. (4.4)
Now consider the event, for δ1 ∈ (0, 12),
An1(δ1) =
⋂
16i6n1
⋂
16j6m

∣∣∣∣∣∣
(
WX√
n0
)
ij
∣∣∣∣∣∣ 6 (logn1)1/2+δ1
 . (4.5)
On this event, we have, considering the approximation (4.2),
ρ(E) 6 Cf
√
m
(logn1)k(1/2+δ1)(1+cf )
k! .
We then choose
k > c0
logn1
log logn1
with c0 >
1
2(1− (1 + cf )(12 + δ1))
. (4.6)
We obtain, by using Stirling formula, that there exists a δ2 > 0 such that for any ε > 0 we have
ρ(E) = O
(
nε1
nδ21
)
.
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By taking ε small enough we then see that, on the event An1(δ1) and with k as in (4.6), ρ(E)→ 0. It
remains to see that the event An1(δ1) occurs with high probability which comes from the assumption
on the entries Wij and Xij . Indeed,
P (An1(δ1)c) = P
there exist i, j such that
∣∣∣∣∣∣
(
WX√
n0
)
ij
∣∣∣∣∣∣ > (logn1)1/2+δ1

6 Cn1me−(logn1)
1+2δ1/2
which goes to zero faster than any polynomial in n1. Thus, since we know the limiting e.e.d. of the
matrix M constructed with the centered polynomial Pn as activation function, we know that for M
constructed with f − ak instead. Now we use the fact that Y (ak) is just a rank one deformation of
Y and we know by the rank inequalities (see [BS10] for instance) that they have the same limiting
empirical eigenvalue distribution.
5. Behavior of the largest eigenvalue
5.1. Convergence of the largest eigenvalue to the edge of the support
In this section we show that the largest eigenvalue of M sticks to the support of µ. We denote by u+
the top edge of this support. This is the statement of the following theorem.
Theorem 5.1. Let M be constructed as in (2.6) and denote λ1 its largest eigenvalue. Then
λ1 −−−−→
n1→∞
u+ in probability.
The proof of Theorem 5.1 is again based on a preliminary polynomial approximation of f . Note
that as in the previous section we will take σw = σx = 1 for simplicity of writing. One considers the
centered Taylor-Lagrange approximation polynomial Pk defined in (4.1) and consider also Y (ak) and
Yk defined in (4.3). Define then
Rk :=
1
m
Y (ak)(Y (ak))∗ − 1
m
YkY
∗
k . (5.1)
The spectral radius of Rk can be bounded from above on the very high probability event An1(δ1)
defined in (4.5) by
ρ(Rk−1) 6 Cf
√
m
(logn1)(1+cf )(1/2+δ1)k
k! . (5.2)
The above goes to 0 as n0 tends to infinity provided that k > c0 logn1log logn1 for a constant c0 > 1. From
now on, we fix such a degree k for the approximation. Then, the largest eigenvalue of Y (ak)(Y (ak))∗/m
will be suitably approximated by that of Mk = YkY ∗k /m.
Our next task is to show that the largest eigenvalue of Mk cannot exceed u+ + δ for any δ > 0
with probability arbitrarily close to 1. This is done in the next proposition using the method of high
moments [FK81] and Markov’s inequality :
P(λ1(Mk) > u+ + δ) 6
ETrM2qk
(u+ + δ)2q
. (5.3)
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Proposition 5.2. Let 0 < α1 < α2 and q = q(n1) a sequence such that q(n1) 6 (logn1)1+α1. Assume
that k 6 k0 := 11+α2
logn1
log logn1 , then
E
[
TrM2qk
]
= n1m2q(Pk)(1 + o(1)).
Assume that k > k0, then there exists a constant C > 0 such that
E
[
TrM2qk
]
6 n1m2q(Pk0) (1 + o(1))
where mq is defined as (3.19) and m2q(Pk0) denotes the moment where the activation function is given
by Pk0.
Proof. We know that for q up to order (logn1)1+α1 and k < k0 we have that
m
(Pk)
2q = m2q(Pk)(1 + o(1))
which gives the first result of the proposition. This comes from Section 3 and in particular the bound
(3.14) which gives that our convergence of moments is true up to q and k such that qk  n0 which
holds for our choice of q and k.
However, in order to obtain the correct polynomial approximation we need the degree k to be
larger than logn1log logn1 , this is not a problem because of our choice of polynomial. Indeed, for such high
degrees, the k! normalization makes the contribution of very high degrees vanish. This can be seen,
for instance, by looking at the parameters θ1 and θ2 where the polynomial appears in the moment
and in the errors. Consider k > k0, then we can write, if we normalize so that the variances are equal
to 1,
θ1(Pk) = E
[
Pk(N )2
]
= E
[
(Pk(N )− Pk0(N ))2
]
+ E
[
Pk0(N )2
]
+ 2E [Pk0(N )(Pk(N )− Pk0(N )]
where N is a standard Gaussian random variable. By the Cauchy-Schwarz inequality, we now simply
need to bound the first term,
E
[
(Pk(N )− Pk0(N ))2
]
=
k∑
i,j=k0+1
i+j even
aiaj
(i+ j)!!
i!j!
which goes to zeros exponentially by Stirling’s formula. Thus we can see that we have for any D > 0,
θ1(Pk) = θ1(Pk0) +O
(
N−D
)
and the same thing holds for θ2(Pk). In the leading order of the moment, this is the only part
where the polynomial intervene since the admissible graphs do not depend on the activation function.
However, since we choose k large, actually large enough for qk  n0, we need to check that the errors
do not explode and actually vanish for fk0 =
∑
i>k0
ai
i! x
k. We see from the previous analysis that the
largest error comes from (3.15), for such a polynomial fk0 , we can see that we thus need to bound the
two quantities for ki, kj > k0
ki(ki − 1)!!
ki!
qki
n0
and (ki + kj)!!
ki!kj !
qki+kj
n0
.
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We bound the first one but the second one can be bounded in the same way. Note that these bound
comes from the two different behaviors in the case of a cycle of length 2 and larger cycles. Now using
Stirling’s formula we can see that
ki(ki − 1)!!
ki!
qki
n0
= O
(√
ki
n0
(√
e
q√
ki
)ki)
.
This bound is decreasing in ki so that we need to check its order for ki = k0 = 11+α2
logn1
log logn1 . And we
obtain the following bound,
ki(ki − 1)!!
ki!
qki
n0
= O
 ψ(n1)
n
− 1+2(α2−α1)2(1+α2)
1
 ,
with the function ψ given by
ψ(n1) =
√
1
1 + α2
logn1
log logn1
(
e
1 + α2
log logn1
) 1
2(1+α2)
logn1
log logn1 = O(nε1),
for any ε > 0. Thus, recalling that α2 > α1 we have that for any ε > 0,
ki(ki − 1)!!
ki!
qki
n0
= O
 nε1
n
− 1+2(α2−α1)2(1+α2)
1
 = o(1),
by taking ε small enough.
Proof of Theorem 5.1. First, see that we know from the convergence of the empirical eigenvalue dis-
tribution that for any δ > 0,
P (λ1(Mk) < u+ − δ)→ 0.
Now, for the other inequality we saw from (5.3) that we simply need to bound ETrM2qk using Propo-
sition 5.2. We can see that even for k > logn1log logn1 , we have the bound m
(Pk)
2q 6 2u
2q
+ from Proposition
5.2. Now, injecting this bound for the control of the largest eigenvalue we have that
P (λn1(Mk) > u+ + δ) 6 2n1
(
u+
u+ + δ
)2q
−−−−→
n1→∞
0.
Thus the convergence of the largest eigenvalue ofMk to the edge of the support implies the convergence
of the largest eigenvalue of Y (ak), by the bound of the spectral radius from (5.2). Now, in order to
control the largest eigenvalue of M = Y Y ∗/m, we note it is a rank one perturbation of Y (ak). Such a
perturbation can possibly change the behavior of the largest eigenvalue but the perturbation here is
small, indeed since our activation function f has a zero Gaussian mean, we have that
∞∑
j=0
f (j)(0)j!!
j! = E
 ∞∑
j=0
f (j)(0)N
j
j!
 = E [f(N )] = 0,
with N a standard Gaussian random variable. Thus, we have that there exists a C > 0 such that
|ak| =
∣∣∣∣∣∣
k∑
j=0
f (j)(0)j!!
j!
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∞∑
j=k
f (j)(0)j!!
j!
∣∣∣∣∣∣ 6 C
(k−1)
(k − 1)(k−1)/2 .
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By Proposition 5.2, k can be as large as c0 logn1log logn1 for any c0 > 0. In this case we obtain that for any
ε > 0 we have ak = O(n−c0/2+ε). Now, we use the Hoffman-Wielandt inequality for singular values to
finish, indeed we have
∣∣∣∣√λ1(Y (ak))−√λ1(Y )∣∣∣∣ 6
√√√√ n1∑
i=1
(√
λi(Y (ak))−
√
λi(Y )
)2
6
∥∥∥Y (ak) − Y ∥∥∥ ,
with ‖A‖2 = TrAA∗. But since we exactly know our rank one deformation we have that
∥∥∥Y (ak) − Y ∥∥∥ = √a2kmn1 = O
(
C
n
c0/2−2−ε
1
)
.
We finally obtain the result by taking c0 > 4 + 2ε.
6. Propagation of eigenvalue distribution through multiple layers
In this section, we study the eigenvalue distribution of the following nonlinear matrix model when
the data passes through several layers of the neural network. It has been conjectured in [PW17] that
the limiting e.e.d. is stable through the layers in the case where θ2(f) = 0. We give here a positive
answer to this conjecture with the appropriate normalization and we also obtain a general formula for
the moments in the case of going through two layers. The case of a single layer has been considered
in Theorems 2.2 and 2.3 where we describe the asymptotic e.e.d. in the one layer case. We explicit a
combinatorial formula in the case of going through another layer.
6.1. Eigenvalue distribution of Y (2)
In the following theorem, we give the moments of the empirical eigenvalue distribution of the matrix
M (2) = 1
m
Y (2)
(
Y (2)
)∗ ∈ Rn2×n2 , µ(2)n2 = 1n2
n2∑
i=1
δ
λ
(2)
i
(6.1)
where λ(2)n0 6 · · · 6 λ(2)1 are the eigenvalues of M (2). Define its expected moments
m(2)q := E
[
〈µ(2)n2 , xq〉
]
= E
[
1
n2
n2∑
i=1
λ
(2)
i
q
]
.
Theorem 6.1. Let f = ∑Kk=1 akk! (xk − k!!1k even) be a polynomial such that (2.4) holds and fix an
integer q. The degree of the polynomial, denoted by K, can grow with n1 but we suppose that
K 6 logn1log logn1
. (6.2)
We then have the following asymptotics
m(2)q = (1 + o(1))
q∑
Ii,Ij=0
Ii+Ij+1∑
b0=0
(ψ0ψ1)Ii+1−q φIjθq−b02 (f)θ
b0
1 (f)
∑
m
A(q, Ii, Ij ,m, b0)
q∏
i=2
 i∑
I`=0
I`+1∑
b1=0
A(i, I`, 0, b1)ψI`0
(
θ2(f)
θ1(f)
)i−b1mi . (6.3)
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where A(q, Ii, Ij , b) denotes the number of admissible graphs with 2q edges, Ii i-identifications, Ij j-
identifications and b cycles of length 2 as in Definition 3.2, the sum over m = (m2, . . . ,mq) is over
q-uplets such that ∑ imi = q − b0 and ∑mi = Ii + Ij + 1 − b0, A(q, Ii, Ij ,m, b0) corresponds to the
number of admissible graphs with the additional condition that there are mi cycles of length i.
As in the previous section, we first consider the case of an odd monomial of the form f(x) = xkk! .
Note that the same argument as Subsection 3.2 gives that the even monomial are subleading so that
the contribution of odd monomial gives the leading order in the asymptotic expansion. We can write
the entries of Y (2) as
Y
(2)
ij =
1
k!
(
σx√
θ1(f)
W (1)Y (1)√
n1
)k
= σ
k
x
n
k/2
1 k!θ1(f)k/2
(
n1∑
k=1
W
(1)
ik Y
(1)
kj
)k
= σ
k
x
n
k/2
1 k!θ1(f)k/2
n1∑
`1,...,`k=1
k∏
p=1
W
(1)
i`p
Y
(1)
`pj
. (6.4)
Then, developing the expected moment of the empirical eigenvalue distribution we obtain the following
1
n2
E
[
Tr
(
M (2)
)q]
= 1
n0mq
E
n2∑
i1,...,iq=1
m∑
j1,...,jq=1
Y
(2)
i1j1Y
(2)
i2j1Y
(2)
i2j2Y
(2)
i3j2 . . . Y
(2)
iqjq
Y
(2)
i1jq .
Thus injecting (6.4) in the previous equation we obtain that:
1
n2
E
[
Tr
(
M (2)
)q]
=
= σ
2kq
x
n2mqn
kq
1 (k!)2qθ1(f)kq
E
n2∑
i1,...,iq
m∑
j1,...,jq
n1∑
`11,...`
1
k...
`2q1 ...`
2q
k
k∏
p=1
W
(1)
i1`1p
Y
(1)
`1pj1
k∏
p=1
W
(1)
i2`2p
Y
(1)
`2pj1
· · ·
k∏
p=1
W
(1)
i1`
2q
p
Y
(1)
`2qp jq
. (6.5)
We call the terms contributing in a non negligible way typical. Now, we can give a graphical represen-
tation of these terms as in the previous sections.We will see that the contributing graphs are actually
the same admissible graphs from Definition 3.2. However, there are less constraints in the choices of
the blue edges. Indeed, the entries of the matrix Y (1) are not independent and thus we do not need
each entry to be matched with at least another. This constraint however holds for the entries of the
matrix W (1).
We first suppose that all the i-labeled vertices and j-labeled vertices are pairwise distinct and
explain the combinatorics in this simpler case. We first perform a matching on the entries of W (1).
This matching on the W (1) entries induces one on the entries of Y (1). This corresponding joint
moment thus induces another graph between j-labeled and `-labeled vertices. The i-labeled vertices
do not appear in the graph (as they correspond to entries of W (1)). This graph can be constructed
from the initial graph by seeing which niches are connected by a blue edge. Figure 13 explains this
construction: `2 links the same niche adjacent to j2 while `1 links the niches adjacent to j1 and j2.
The largest number of possible distinct ` indices is then kq, which is obtained as follows:
-One matches at least two indices from different adjacent niches of an i-label index and perform a
perfect matching between the 2k − 2 remaining indices. Such a matching gives kq different ` indices
and match everyW (1) entry with another. This is illustrated in the leftmost graph in Figure 13. Note
that this type of matching gives kq distinct ` indices but is actually not necessarily typical (see Figure
14 for an illustration) and is not the sole typical configuration.
-Similarly to possible identifications between i-labeled and j-labeled vertices in the one layer case,
28
i1
j2
i2
j1
`1
`2
`3
`4
`5
`6
Corresponding moment:
Y`1j1Y
2
`6j1Y
2
`5j1Y`4j1Y`4j2Y
2
`3j2Y
2
`2j2Y`1j2
`1
j1
`4
j2
`2
`3
`6
`5
Figure 13: Graph obtained after a blue matching in the initial graph. The green edges, corresponding
to bridges between niches, induce a cycle in the final graph. The remaining edges coming from
matched pairs inside a niche create simple cycles attached to j labeled indices.
it is possible to perform identifications between the blue edges and obtain a graph contributing in a
non negligible way to the asymptotic expansion (see Figure 15 for an illustration). This behavior is
explained in the second step when we develop the entries of Y (1).
As in Figure 13, we see that the matching on the initial graph induces another admissible graph.
Note that it does not consist in one cycle but in a cycle (in green on the figure) where k − 1 cycles
of length 2 are attached to each j-labeled vertex. However, as in Figure 14, a blue matching on the
initial cycle which maximizes the number of distinct indices may give rise to a non-admissible induced
graph. This comes from the fact that we have too many edges linking two distinct niches.
j2 j1 j2 j1
Figure 14: Non-admissible graph obtained after a blue matching which induces a maximum number
of distinct indices in the initial cycle. We can see that several green bridges between the same niches
create a non-admissible graph and is thus subleading via the analysis from the previous section.
As we will see, the matching on the final (j, `) graph is subleading if we obtain a non-admissible
graph. The following lemma gives us the typical matching on the initial graph. It states that the
leading order is actually given by the matchings as in Figure 13.
Lemma 6.2. Consider a cycle of length greater than 2, then the typical matchings on the blue vertices
consist in the following:
• There is a single edge linking two niches adjacent to the same i-labeled vertex which we call a
bridge.
• Remaining edges inside a niche are matched according to a perfect matching.
• We can add identifications between bridges only.
If the cycle is of length 2 then we perform a perfect matching between the 2k blue vertices in the cycle.
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Proof. The proof is actually given by the construction of the second graph and the fact that admissible
graphs are the dominant term in the asymptotic expansion. We first see that any other matching gives
a non-admissible second layer graph. Indeed, first see that if we have more than one bridge between
two distinct niches, we obtain too many paths from the two corresponding j-labeled indices which
breaks the tree structure of an admissible graph. The same reasoning holds for possible identifications
between bridges and a matched pairs inside a niche. If we identify two matched pairs inside a niche,
we can see via the construction of the graph that it creates double edges as we would obtain an entry
of Y (1) to the power of 4.
However, note that in the cycle of size q, we can add identifications between the q bridges and
still keep the graph admissible. Indeed, one can see that such identifications do not increase the
number of paths from a j-label vertex to another and the tree structure of the graph is conserved. In
other words, every edge belongs to a unique cycle. This behavior is illustrated in Figure 15 where we
perform identifications between bridges and still obtain an admissible graph.
Now, even if the initial red graph is given by one cycle, some matchings on the blue vertices
can create a non-admissible graph for the second layer as in Figure 14. We now need to show that
the contribution of these matchings is also subleading. As in Subsection 3.1.4, we have additional
identifications between the vertices and we need to choose the fundamental cycles. Suppose we have I`
identifications between the ` vertices. Then if the graph was admissible we would have I`+q(k−1)+1
fundamental cycles in the induced graph on (j, `) vertices. Thus, if the graph is non-admissible, we
have at most I` + q(k − 1) fundamental cycles.
Let m 6 I` + q(k − 1) be the number of fundamental cycles of the induced graph. We denote
by C1, . . . ,Cb,Cb+1, . . . ,Cm its cycles such that if `(Ci) denotes the length of the cycle Ci we have:
`(C1) = `(Cb) = 2 and `(Cb+1), . . . , `(Cm) > 2. One then has that
∑m
i=1 `(Ci) = 2kq. Now, the
contribution of such graphs (initial and induced), taking into account the normalization, is at most
(1 + o(1))
n1mqn
kq+k2q
o
nq1m
qnkq−I`0 n
kb
0 n
m−b+ k−12
∑m
i=b+1 `(Ci)
0 = O
(
1
n
(I`+(k−1)q+1)−m
0
)
.
Indeed one has to choose the i’s and j’s vertices in the initial cycle, the ` vertices in the initial graph
with the constraint that there are I` identifications. Then, in the induced graph, there are at most
k indices in each cycle of length 2 and 1 + (k − 1)/2`(Ci) indices in the cycle Ci for i > b. Thus the
contribution is negligible due the constraint that m 6 I` + q(k − 1).
We have seen also that an error depending on k comes from the possible multiple cycles of length
2 attached together as in Figure 8. Here this error is slightly bigger since the induced graph has 2kq
edges instead of simply 2q. Fix a vertex j0, if we match together 2p ` indices together in the niche
adjacent to j0, using (3.14), the corresponding error is given by O(n0(k(2p)k/n0)p). However, up to
2k indices can be matched together so that the contribution of non admissible graphs in this case is
given by
k∑
p=2
n0
(
k(2p)k
n0
)p
= o(1) for k 6 lognlog logn.
It actually decays faster than any polynomial for such k.
We are now able to give the contribution of one cycle, in other words when the i’s and j’s are
pairwise distinct, through this two layers construction. It consists in first doing a typical matching
as in Lemma 6.2 on the initial graph and then perform a typical matching on the induced admissible
graph as in Subsection 3.1.2.
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i1
j2
i2
j1
j2 j1
Figure 15: Admissible graph after a matching with an identification between two bridges. While two
` vertices are identified, the matching is of leading order as one more cycle is in the induced graph.
Lemma 6.3. The contribution to the expected moment E〈µn2 , xk〉 of one cycle of size q is given by
the following: if q > 1,
Eq(f) = θq2 (f)
q∑
I`=0
q∑
b1=0
A(q, I`, 0, b1)ψI`+1−q0 ψ1−q1
(
θ2(f)
θ1(f)
)q−b1
,
and if q = 1,
E1(f) = θ1 (f) .
Proof. We begin with the case where q = 1. Then the cycle has length 2 as in Figure 3.1. The
dominant term in the asymptotic expansion consists in performing a perfect matching between all
edges from Lemma 6.2. The contribution coming from this first construction (in Lemma 6.2) is given
by
σ2kx
n2mnk1
n2mn
k
1
(
σ2kw (2k)!!
)
= θ1(f)(1 + o(1)).
This follows from the choices for the i index, the j index and the ` indices. Now, this construction on
the initial graph induces a second graph as in Figure 16. This induced graph is an admissible graph
where all j’s are identified to a single vertex and k cycles of length 2 are attached to it (corresponding
to the k blue edges in the initial cycle). We use the same reasoning as before and develop the entries
Y (1) as a product of entries of W (0) and X. Since the graph is admissible, the dominant term in the
asymptotic expansion corresponds to performing a perfect matching in all cycles of length 2 as in the
Section 3 (illustrated in Figure 16). Thus this adds a contribution of
1
nk
2
0 θ1(f)k
nk
2
0
(
σ2kw σ
2k
x (2k)!!
)k
= 1 + o(1).
Here, the normalization in n−k20 comes from the fact there are 2k entries with a normalization of n
−k/2
0 .
We then have to choose nk20 indices in the second graph. Finally, we obtain for the final contribution
for a cycle of length 2
E1(f) = θ1 (f) (1 + o(1)).
For the case where q > 1, we appeal to Lemma 6.2 stating that the typical matchings consist in
one bridge between niches, perfect matchings inside the niches and possible identifications between
the bridges (as in Figure 15 for instance). Denote the number of identifications among the bridges
by I` and let b be the number of cycles of length 2 in the induced graph. Hence, one can obtain any
admissible graph with 2q edges, b simple cycles and I` identifications while there are no additional
j-identifications.
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i1 j1
j1
Figure 16: Construction and matching on the second layer graphs from a matching on the initial
graph. One can see that the first graph gives a combinatorial factor of (2k)!! while the second graph
gives a factor of (2k)!!k.
First assume that there are I` identifications coming from the initial graph. The contribution
coming from the first graph is then:
σ2kqx (1 + o(1)
n2mqn
kq
1
nq2m
qnkq−I`1
(
σkwk(k − 1)!!
)2q
= 1 + o(1)
nI`1 n
1−q
2
θ2(f)q. (6.6)
Indeed, there are q choices for the i’s and j’s labels and kq − I` choices for the ` indices. The choices
of the bridges between niches gives k2q and the perfect matchings in the remaining vertices in each
niche gives (k − 1)!!2q.
Now, consider any admissible graph with I` identifications and b0 cycles of length 2 in the sec-
ond graph. Note that there are two types of cycles of length 2 in the second layer graph (which
is illustrated by having distinct colors in Figure 15). The cycles of length 2 coming from possible
identifications between the bridges (in green) and the cycles of length 2 coming from all the matched
pairs inside each niche (in blue). These last cycles always appear and do not depend on the shape of
the admissible graph coming from the bridges. We set b1 = b0 − q(k − 1) so that 0 ≤ b1 ≤ q.
Thus for I` and b1 fixed, the additional contribution of an admissible graph with 2q edges, I` identi-
fications and b1 cycles of length 2 due to bridges is given by
1
nk
2q
0 θ1(f)kq
n
I`+1−b1+(q−b1)(k−1)
0 n
kb1
0 n
qk(k−1)
0
(
σkwσ
k
xk(k − 1)!!
)2(q−b1)×
×
(
σ2kw σ
2k
x (2k)!!
)b1 (
σ2kw σ
2k
x (2k)!!
)(k−1)q
= nI`0 n
1−q
0
(
θ2(f)
θ1(f)
)q−b1
. (6.7)
To understand this contribution, disregard the q(k − 1) cycles of length 2. The remaining graph is
admissible with I` + 1 cycles including b1 cycles of length 2. In the I` + 1− b1 cycles of length greater
than 2, we know that the typical matching corresponds to performing a cycle going over each niche
and perfect matchings between the remaining vertices in each niche. So if we consider a cycle of length
qi this gives a contribution of
n
1+(k−1)qi
0
(
σkwσ
k
xk(k − 1)!!
)2qi
.
This holds true for any cycle of length greater than 2, and there are I` + 1 − b1 of such cycles. The
total contribution is
I`+1−b1∏
i=1
n
1+(k−1)qi
0
(
σkwσ
k
xk(k − 1)!!
)2qi = nI`+1−b1+(k−1)(q−b1)0 (σkwσkxk(k − 1)!!)2(q−b1) ,
using that ∑ qi = q − b1.
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Now, for each of the b1 cycles of length 2, we perform a perfect matching inside each cycle and
obtain a corresponding contribution of
nkb10
(
σ2kw σ
2k
x (2k)!!
)b1
.
Finally there remains the q(k − 1) cycles of length 2 coming from the matched pairs in the initial
graph. We also perform a perfect matching in each of these cycles which gives
n
q(k−1)k
0
(
σ2kw σ
2k
x (2k)!!
)q(k−1)
. (6.8)
Now, we can see that this last contribution only depends on I` and b1 so that we can sum over
admissible graphs and obtain
q∑
I`=0
q∑
b1=0
A(q, I`, 0, b1)
(
n0
n2
)1−q (n0
n1
)I`
θq2 (f)
(
θ2(f)
θ1(f)
)q−b1
and we obtain the final result by seeing that n0n2 → ψ0ψ1 and n0n1 → ψ0.
Now in light of the contribution of a given cycle of size q, it is easy to generalize when the initial
graph is given by any admissible graph. Indeed, we can perform every matching and construct the
induced graph for every cycle independently. Note that for any admissible graph, the induced graph
is not necessarily connected but for a typical matching inside each cycle as in Lemma 6.2 we obtain
a forest of admissible graphs. This is illustrated in Figure 17. The fact that the induced graph is
not connected is of no importance to compute the asymptotic moment as typically (see Section 3)
matchings are performed independently in each cycle.
j1
j3
j2
j1
j2
j3
Figure 17: Admissible graph which induces a non connected second layer graph. However, note that
the leading order matching in the initial graph induces each connected part of the second layer graph
to be an admissible graph.
Proof of Theorem 6.1. We first show that we can perform the typical matchings independently in
each cycle. This statement is less clear than in Section 3 since we can perform cross-cycles blue edges
without diminishing the number of ` indices in the initial graph. However, we lose a choice of index
in the induced graph. Indeed, consider two cycles of length 2q1 and 2q2 that are attached at a vertex.
If the vertex corresponds to a j index then the argument as in Figure 6 still holds since we need to
match the W entries corresponding to i vertices by independence. We can then suppose that the
vertex is a certain i-labeled vertex i0.
If we perform the matchings independently in each cycle we have: 2(q1 + q2) − 1 choices for the
red vertices (remember that they are attached at a common vertex), in each cycle we have kqi choices
of blue vertices, in the induced graph for each cycle we have 1 + (k− 1)qi + k(k− 1)qi choices since we
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have the choice for the cycle going over every niche, the choices for the matched pairs in each niche
and the choices in the k − 1 cycles of length 2 attached to each j vertex. Finally we have a total of
1 + (q1 + q2)(2 + k2 + k − 1) choices for the indices.
If we perform cross-cycles edges between the cycles at the common vertex i0 then we still have
in the initial graph (q1 + q2)(2 + k) − 1 choices. However, the induced graph consists now of one
cycle of length 2(q1 + q2). In this cycle we now have 1 choice for the cycle parcouring each niche,
(k − 1)(q1 + q2) for the matched pairs in each niche and k(k − 1)(q1 + q2) choices for the cycles of
length 2 attached to each j vertex. We then have a total of (q1 + q2)(2 + k2 + k− 1) choices to make.
Thus, we lose a power of n0 by performing cross-cycles edges.
Since we can perform matchings inside each cycle, we can bound the contribution of non-admissible
graphs. Consider a graph with Ii i-identifications and Ij j-identifications. Since we suppose that this
initial graph is non-admissible, we know that the total number of cycles, say p, is smaller or equal
than Ii + Ij . Call C1, . . . ,Cb,Cb+1, . . . ,Cp the fundamental cycles of the initial graph, such that
`(C1) = · · · = `(Cb) = 2 and `(Ci) > 2 for i > b. Note that
∑p
i=1 `(Ci) = 2q. Suppose we perform in
the cycle Ci for i > b I(i)` `-identifications for a total of I` :=
∑m
i=b+1 I
(i)
` identifications in the graph.
Recall that Lemma 6.2 gives the typical matching in each cycle.
We can thus count the contribution of this non-admissible graph as the following: There are q− Ii
choices of i-labeled vertices, q − Ij of j-labeled vertices, and kq − I` choices of ` vertices in the initial
graph. Now, for i 6 b, since Ci is a cycle of length 2 and we do not make identifications between `
vertices, there are then nk20 choices of indices in the induced graph. For i > b, the induced graph from
the cycle Ci yields I(i)` + 1 cycles of length greater than 2 and in each of these cycles we have to fix
1 index for the cycle going over every niche and (k − 1)/2 remaining indices in each niche. This also
yields at each j-vertex of the cycle k − 1 cycles of length 2 with k choices for each. Finally the total
contribution is
1 + o(1)
n1mqn
kq+k2q
0
nq−Ii1 m
q−Ijnkq−I`0 n
k2b
0
p∏
i=b+1
n
I
(i)
`
+1+ k−12 `(Ci)+k(k−1)
`(Ci)
2
0 = O
(
1
n
Ii+Ij+1−p
0
)
where we used the fact that ∑pi=b+1 `(Ci) = q − b. We can then conclude that these non-admissible
graphs are negligible since p 6 Ii + Ij .
As in Lemma 6.3, the contribution of one cycle only depends on its length with a different behavior
if it is of length 2 or not. In order to compute the contribution of an admissible graph, it thus depends
on the length of its cycles. Thus we denote, for an admissible graph G with 2q edges and b0 cycles
of length 2, m(G) = (m2(G), . . . ,mq(G)) where mi(G) = number of cycles of length 2i in G so that∑q
i=2 imi(G) = q − b0 and
∑q
i=2mi(G) = Ii + Ij + 1− b0. Using the same reasoning as in Lemma 6.3,
we are able to compute the limiting expected moment, we obtain
mq =
1 + o(1)
n2mn
kq
1 n
k2q
0
q∑
Ii,Ij=0
Ii+Ij+1∑
b0=0
nq−Ii2 m
q−Ij∑
m
A(q, Ii, Ij ,m, b0)×
×
 q∏
i=2
 i∑
I`=0
I`+1∑
b1=0
A(i, I`, 0, b1)nki−I`1 nI`+1+(k−1)(i−b1)−b1+kb1+ik(k−1)0
(
θ2(f)
θ1(f)
)i−b1
θi2(f)
mi×
× nkb01 nk
2b0
0 θ
b0
1 (f)
This identity comes from applying Lemma 6.3 to each cycle independently. Now, using the fact that∑
i imi = q − b0 and that
∑
mi = Ii + Ij + 1 − b0 and simplifying this expression, we obtain the
following formula for the expected moment,
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mq = (1 + o(1))
q∑
Ii,Ij=0
Ii+Ij+1∑
b=0
(ψ0ψ1)Ii+1−q φ
Ij
0 θ
q−b0
2 (f)θ
b0
1 (f)×
×
∑
m
A(q, Ii, Ij ,m, b0)
q∏
i=2
 i∑
I`=0
I`+1∑
b1=0
A(i, I`, 0, b1)ψI`0
(
θ2(f)
θ1(f)
)i−b1mi
which gives the final result.
6.2. Invariance of the distribution in the case when θ2(f) vanishes.
Theorem 6.1 gives the moments of the e.e.d. after two layers. It is interesting to consider the special
case where θ2(f) = 0. Indeed, for the one layer case, by Theorem 2.2, the limiting e.e.d. is given
by the Marčenko-Pastur distribution with shape φψ , denoted by µφ/ψ, as proved also by the following
lemma.
Lemma 6.4. Let q be a positive integer we have the following equality
q−1∑
Ij ,Ii=0
Ii+Ij+1=q
A(q, Ii, Ij , q)ψ1−q+IiφIjθq1(f) = θq1(f)
q−1∑
k=0
(
φ
ψ
)k 1
k + 1
(
q
k
)(
q − 1
k
)
= θq1(f)〈xq, µφ/ψ〉.
Proof. Firstly, see that we can slightly rewrite the left hand side,
q−1∑
Ij ,Ii=0
Ii+Ij+1=q
A(q, Ii, Ij , q)ψ1−q+IiφIjθq1(f) = θq1(f)
q−1∑
k=0
(
φ
ψ
)k
A(q, q − k − 1, k, q).
Now there only remains to see that
A(q, q − k − 1, k, q) = 1
k + 1
(
q
k
)(
q − 1
k
)
. (6.9)
This fact comes from another representation of admissible graphs. Consider admissible graphs with 2q
edges, q cycles of length 2, k j-identifications and q−k−1 i-identifications. Thus we can count this as
double trees, in the sense that one of every two vertices are i-labeled and the others are j-labeled, with
the appropriate number of each type of vertex (q − k j-labeled vertices and k + 1 i-labeled vertices).
This number is known [CYY08] to be given by (6.9).
This fact then means that if we consider a function f such that θ2(f) = 0, the e.e.d. (up to a
change in variance and shape) stays the same after going through one layer of the network. Indeed,
if one considers the matrix 1
mσ2x
XX∗, the asymptotic e.e.d. is given by µφ the Marčenko-Pastur
distribution with shape parameter φ. Now, after a layer of the network, we see that for 1mθ1(f)Y Y
∗ it
is given by µφ/ψ. After the second layer, considering (6.3) for the deterministic limiting moment, we
obtain when θ2(f) = 0
m(2)q := θ
q
1(f)
q−1∑
k=0
(
φ
ψ0ψ1
)k
A(q, q − k − 1, k, q)
= θq1(f)
q−1∑
k=0
(
φ
ψ0ψ1
)k 1
k + 1
(
q
k
)(
q − 1
k
)
= θq1(f)〈xq, µφ/(ψ0ψ1)〉
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We now consider the case of an arbitrary fut fixed number of layers, mostly interested in the case
where θ2(f) = 0. Consider the matrices
M (L+1) = 1
mθ1(f)
Y (L+1)Y (L+1)
∗
, (6.10)
where Y (L+1) is as in (2.9).
Theorem 6.5. Let f = ∑Kk=1 akk! (xk − k!!1k even) be a polynomial such that (2.4) holds. The degree
of f , K, can grow with n1 but suppose that
K 6 1
L− 1
logn1
log logn1
. (6.11)
Denote the e.e.d. of M (L) constructed as in (6.10) by µ(L)nL = 1nL
∑nL
i=1 δλ(`)i
and its expected moments
by
m(L)q := E
[
〈µ(L)nL , xq〉
]
= E
[
1
nL
nL∑
i=1
λ
(L)
i
q
]
.
We then have the following asymptotics
m(L)q =
q−1∑
k=1
(
φ∏L−1
i=0 ψi
)k 1
k + 1
(
q
k
)(
q − 1
k
)
+ θ2(f)T (q, k, L)
 (1 + o(1)) . (6.12)
where T (q, k, L) is a nonexplicit factor.
Proof. We again first develop the arguments in the case of a monomial of odd degree since the case of
an even monomial is completely similar (we only consider graphs with simple cycles). The reasoning
is actually similar to that of Theorem 6.1 as we study and count the admissible graphs along each
layer. It is enough to identify in the leading order of the moment those terms where no θ2 arises.
Thus one can consider only admissible graphs made of cycles of length 2.
The process is actually simpler than in the proof of 6.1. The first step of the procedure (by the
construction explained above) yields a forest of star admissible graph where each graph is given by a
certain number of cycles of length 2 attached to a unique j-labeled vertex. Consider now a connected
component of the induced forest which corresponds to a unique j vertex. The number of cycles of
length 2 attached to j is then k times the total number of cycles adjacent to j in the previous steps
(since we have k blue edges in each cycle of length 2). From this first process we then get the following
contribution for this first two steps
σ2kq+2k
2q
x (1 + o(1))
nLmqθ1(f)q+kq+k2q
∑
Ii,Ij
Ii+Ij+1=q
A(q, Ij , Ij , q)nq−IiL ×
×mq−Ij 1
nkqL−1
nkqL−1
(
σ2kw (2k)!!
)q 1
nk
2q
L−2
nk
2q
L−2
(
σ2kw (2k)!!
)kq
= (1+o(1))
q−1∑
k=0
A(q, q−k−1, k, q)
(
nL
m
)k
.
Let us explain the above formula: there are nq−IiL choices needed to label the i-labeled vertices and
mq−Ij for the j-labeled vertices. For the powers of nL−1 we take into account the normalization and
the corresponding number of ` indices to choose. Finally in each cycle of length 2 we perform a perfect
matching between the two niches: there are q cycles of length 2 in the initial graph and kq such cycles
in the forest obtained. See Figure 18 for an illustration.
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Now, we can perform one more step of the procedure, we now have a forest of these star admissible
graphs where each graph has only one j vertex. To the j vertex are now attached k times more cycles
than in the previous step. Thus, for the 3 step procedure, the total number of cycles of length 2 in
the forest is given by k3q. We can perform this for each layer the data goes through as the only thing
changing is the number of cycles of length 2 attached to each j vertex.
i1 j1 i2 j2
j1
j2
Figure 18: Effect on going through several layers for admissible graphs with only cycles of length 2.
The first step consists of separating each j-labeled vertex into his own graph where it is attached to
cycles of length 2. At each layer after the first one, we multiply by k the number of cycles attached.
We can then see that adding the layer L0 multiplies the contribution with no θ2 by a factor
1
nk
L−L0q
L0
θk
L−L0q
1
nk
L−L0q
L0
θk
L−L0q
1 (f).
Thus the whole contribution can be written in the following way
(1 + o(1))
q−1∑
k=0
(
nL
m
)k
A(q, q − k − 1, k, q).
And we obtain the final result by using that nLm → φψ0ψ1...ψL−1 and A(q, q− k− 1, k, q) = 1k+1
(r
k
)(r−1
k
)
.
Now, in the statement of the theorem we do not explicit the leading contribution of admissible
graphs with at least one cycle of length greater than 2. We only need now to get an estimate on the
other possible errors and show that they are negligible. The errors can only come from subleading
matchings on the graph at each possible step. Since we now know that the dominant term at each
step is given by admissible graphs the whole analysis of errors from Section 3 remains true. However,
the main difference comes from the number of vertices at each step which is kL0q instead of just kq.
Note that it still only consists of a power of k which grows slower than any power of n1. Again, the
leading contribution of the errors comes from possible multiple edges arising in the graph. Say that a
given j vertex is first connected to r cycles of length 2 in the initial graph. At the step L0, it is now
connected to kL0−1r cycles of length 2. Thus if at this stage we connect blue indices together, say p
of them we obtain at the next step a multiple edge of multiplicity 2p. We have a total of 2kL0r blue
indices to match at this stage since we have 2k vertices per cycle of length 2. Thus, by comparing the
contribution of such matchings with the typical matching we obtain, similarly to (3.14),
kL0r∑
p=2
n0
(
Ckpk
n0
)p
= o(1) for k 6 1
L0
logn1
log logn1
.
Now L0 ranges from 1 to L− 1 so that we obtain the needed bound if k 6 1L−1 logn1log logn1 .
We now finish the proof of Theorem 2.4.
Proof of Theorem 2.4. We have shown that for a polynomial of degree up to 1L−1
logn1
log log(n1) , the ex-
pected moments of the e.e.d. are those of the Marčenko-Pastur distribution with the appropriate
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shape parameter. We first see that the variance of the moments is of order kL/n21 in order to show
convergence of the actual moments. The principle is similar to that of Lemma 3.4 as we count the
corresponding graphs such that their covariance is non zero.
We can perform the same expansion as in Lemma 3.4 and see that we have for the first layer
Varm(L)q =
1
n21
∑
G1,G2
∑
`1,`2
E
[
M
(L)
G1 (`1)M
(L)
G2 (`2)
]
− E
[
M
(L)
G1 (`1)
]
E
[
M
(L)
G2 (`2)
]
(6.13)
with
M
(L)
G (`) =
K∑
k1,...,k2q=1
ak1 . . . ak2q
mqn
∑
ki/2
0
k1∏
p=1
W
(L)
i1`1p
Y
(L)
`1pj1
k2∏
p=1
W
(L)
i2`2p
Y
(L)
`2pj1
· · ·
k2q∏
p=1
W
(L)
i1`
2q
p
Y
(L)
`2qp jq
.
Now, in order to have a non vanishing contribution to the variance (6.13), we need to have additional
identifications between the two graphs. Indeed, either at a given layer L0 an entry ofW (L0) is matched
between G1 and G2 or at the last layer there are identifications between the X entries. In the case
where there are identifications of Y (L0) entries we see, by expanding the expansion with respect to
the entries of W (L0−1), that this implies that there are further identifications in the layers beyond
L0. Since at each step we would lose an order O(q2(k)2L0)/n0) (from the choice of which vertices to
identify and the fact that we have one less choice for possible indices), we see that the leading order
comes from identifying X entries in the two last layers.
Thus, since the main contribution to moments are still given by admissible graphs, a similar
analysis can be done as in Lemma 3.4: we can right at the first layer identify a i and j vertices to
obtain an identification on the W (L) entries or choose two W (L0) entries to identify at a given layer
L0 (or X entries at the last layers L0 = 1) and thus we obtain
Varm(L)q = O
(
q4 + q2∑LL0=1 k2L0 +∑LL0=1 k4L0
n20
Cq
)
= O
(
k4L+4
n20
)
,
since q is fixed here.
Let us now extend the result to a bounded function f . As in Section 4, we consider a polynomial
Pk such that, for some A > 0,
sup
x∈[−A,A]
|(f(x)− ak)− Pk(x)| 6 Cf A
(1+cf )k
(n+ 1)! .
Now, we can consider Y (L,ak) the matrix constructed as (2.9) with f − ak as an activation function
and Y (L,Pk) the same matrix constructed with Pk. Note that we consider the same sampling of W
and X for the construction of this model. We describe the case of L = 2 as we can recursively do
the same reasoning for a higher number of layers, for simplicity we also forget the change of variance
σx/
√
θ1(f) at each layer. As we saw in Section 4, we simply need to bound
1√
m
max
16i6n2
m∑
j=1
∣∣∣Y (2,ak)ij − Y (2,Pk)ij ∣∣∣ = 1√m max16i6n2
m∑
j=1
∣∣∣∣∣∣f
(
W (1)Y (1,ak)√
n1
)
ij
− ak − Pk
(
W (1)Y (1,Pk)√
n1
)
ij
∣∣∣∣∣∣ .
We split the right hand side into two parts and write∣∣∣Y (2,ak)ij − Y (2,Pk)ij ∣∣∣
6
∣∣∣∣∣∣f
(
W (1)Y (1,ak)√
n1
)
ij
− f
(
W (1)Y (1,Pk)√
n1
)
ij
∣∣∣∣∣∣+
∣∣∣∣∣∣f
(
W (1)Y (1,Pk)√
n1
)
ij
− ak − Pn
(
W (1)Y (1,Pk)√
n1
)
ij
∣∣∣∣∣∣ .
(6.14)
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For the first term on the right hand side of the previous equation, we bound it from the polynomial
approximation. Indeed, we consider the following event
A1(δ1) =
n1⋂
i=1
m⋂
j=1

∣∣∣∣∣∣
(
W (0)X√
n0
)
ij
∣∣∣∣∣∣ 6 (logn1)1/2+δ1
⋂{∣∣∣W (1)ij ∣∣∣ 6 (logn)1/α+δ1} .
This event occurs with overwhelming probability for any δ1 > 0 in the sense that its probability decays
faster than any polynomial. Now, on this event we can bound∣∣∣∣∣∣
(
W (1)Y (1,ak)√
n1
)
ij
−
(
W (1)Y (1,Pn)√
n1
)
ij
∣∣∣∣∣∣ 6 Cn√n1(logn1)1/α+δ1 (logn1)
(1/2+δ1)n
n! ,
where we expand the entries and use the polynomial approximation. If n = c0 logn1log logn1 for some contant
c0 > 1 this also decays faster than any polynomial. Even though we can only consider n 6 1L−1
logn1
log logn1 ,
note that this constraint on n is not a problem by the considerations in the proof of Proposition 5.2.
Finally, using the fact that f has a bounded derivative on the event A2(δ2) defined in (6.15), the first
term in (6.14) goes to zero providing that A2 occurs with high probability.
For the second term in (6.14), by the previous analysis and as in Section 4 we only need to prove
that the following event occurs with probability tending to one:
A2(δ2) =
n2⋂
i=1
m⋂
j=1
 1√n1
n1∑
`1=1
W
(1)
i`1
Pn
 1√
n0
n0∑
`0=1
W
(0)
`1`0
X`0j
 6 (logn1)1/2+δ1
 . (6.15)
Since we suppose that f is bounded we know that on the event A1(δ1) (which occurs with very high
probability) we have that supij |Y (1,Pk)ij | 6 C. Besides, since W (1)i`1 has zero expectation, has a sub-
Gaussian tail and is independent of the entries of W (0) and X, the random variable (W (1)Y (1))ij is
sub-Gaussian as well. So that we obtain that there exists a C > 0 such that
P
 n1∑
`1=1
W
(1)
i`1
Pn
 1√
n0
n0∑
`0=1
W
(0)
`1`0
X`0j
 > √n1(logn1)1/2+δ1
 6 Ce−c(logn1)1+2δ1 .
And finally P(A2(δ2)) > 1− n−D1 for any D > 0.
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