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ABSTRACT 
We present methods for maximizing a bilinear form xTAy/(jjxll Ilyll) or its absolute 
value subject o linear constraints. The constraints are either of the form Cx = d, Gy = h 
or of the form Cx E R(D), Gy E R(H), where R(D) and R(H) represent the column 
spaces of matrices D and H. We also show how to compute the angle between two 
subspaces of Rm subject o these types of linear constraints and how to compute linearly 
constrained canonical correlations and the corresponding canonical vectors. 
1. INTRODUCTION 
Let A be an m x n matrix, and consider the bilinear form 
It is well known that 
xTAy 
~ = al(A) 
x$,~zo llxll Ml 
(2) 
where al (A) denotes the largest singular value of A. 
The directions that maximize (1) correspond to pairs of left and right singular 
vectors. Thus any vectors x and y that maximize (1) must be of the form 
x=ouandy=/?v (4 ’ O), 
where (u, v) is pair of left and right singular vectors of norm 1 corresponding to 
CJ~ (A). By a pair of left and right singular vectors for ol = ~1 (A) we mean a pair 
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of unit vectors satisfying 
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Av=atu and ATu =qv. 
In this paper we consider the problem of maximizing (1) or its absolute value 
subject to two types of linear constraints. In Section 2 we first show how to solve 
the problem when there are linear subspace constraints of the form 
cx E Sl, GY E S2, (3) 
where St and S2 are subspaces of Rk and RP, respectively. We then consider linear 
equality constraints of the form 
Cx=d, Gy=h, (4) 
whereC E RkXm,G E Rpxn , d E Rk, and h E RP. Since the stationary values 
of (1) subject to the linear equality constraints do not occur in * pairs, in this case 
we will seek to maximize 
Ix’Ayl 
llxll IIY II . 
(5) 
In Section 3 we consider the related problem of comparing two subspaces 
R(A) and R(B) of R”’ subject to linear subspace and linear equality constraints. 
One way to compare the subspaces is to look at the angle between the subspaces, 
which can be determined by computing its cosine 
cos(A, B) = 
lxTATByl 
~x+?i~;y+o IlAxll IIBYII 
More detailed information can be obtained by computing the canonical corre- 
lations for the pair (A, B). This concept was introduced by Hotelling [lo] in 
1936 and has since become one of the standard tools of statistical analysis. If 
A E Rmxn, B E R m x P and r = min(rank A, rank B), then the canonical cor- 
relations at (A, B), . . . , ir (A, B) are given by 
q(A, B) = cos(A, B) 
= cos(Axl, BYI), 
where x1 and yt are vectors that maximize (6) and 
Wc(A, B) = COs(AXk, &I) 
= cos(A, B) 
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subject to 
Ax I {Axl, 
BY _L {BYI, 
for k = 2, . . . , r. The vectors 
AXI Ax, 
IIAxlll”“’ II&II’ 
9 Ax/c--l), 
y&‘-l} 
BYI BY, 
IIBYIII”“’ IlB~rll 
are called canonical vectors for (A, B). Thus with each pair of matrices (A, B) it 
is possible to associate a collection of angles 
6$ = XCCOScJk(A, B), k= l,...,r. 
The computation of these angles has been studied by Bjorck and Golub [l] and by 
Golub and Zha [9]. The problem of determining canonical correlations subject to 
linear homogeneous constraints has been studied in a recent paper by Yanai and 
Takane [12]. 
In general we will say that a constraint is feasible if there is a nonzero vector 
that satisfies the constraint. If Cl and C2 are feasible constraints, then a pair of 
nonzero vectors (x, y) is said to be a feasible pair if x satisfies Cl and y satisfies 
c2. 
2. LINEAR CONSTRAINTS 
The nonnegative stationary values of the bilinear form (1) are the singular 
values of A. Golub [5] has shown that the nonnegative stationary values of (1) 
subject to linear homogeneous constraints Cx = 0, Gy = 0 are the singular values 
of a matrix of the form PC A PC, where PC and PG are given by 
PC = Z - CT(CT)- and PC = Z - GT(GT)-. 
To compute the stationary values efficiently, Golub uses QZ? factorizations of CT 
and GT. If these matrices have ranks r and s, respectively, then 
where QT and Q,’ are products of Householder matrices, P1 and 4 are permuta- 
tion matrices, and Ur E R’ x r, lJ2 E RS x ’ are nonsingular and upper triangular. 
52 STEVEN J. LEON 
If 
Ql = (Qll, Qd and QZ = (Qz, Q22>, QII E RmXr, Q2t E Rnxs, 
then the columns of Q12 and Q22 form orthonormal bases for N(C) and N(G), 
respectively, and 
Q:PcAPGQ~ = ; Q:z;Q22 > . 
The desired stationary values are the singular values of Qr2AQ22. The matrix 
QT2A Q22 can be determined as a block of QT A Q2. The maximum subject o the 
linear homogeneous constraints, al (Q :,A Q22), is achieved for pairs of vectors of 
the form 
(x, Y) = (oQ12u, BQzzv) (ols ’ (8, 
where (u, v) is any pair of left and right singular vectors belonging to 
~I(Q;~AQz). 
Generally one would hope that the constraints are set up so that CT and CT 
have full column rank. However, this may not always be the case. One can also 
determine orthonormal bases for N(C) and N(G) from the singular value de- 
compositions of CT and CT. This alternative is recommended if the constraint 
matrices are likely to be rank deficient or close to rank deficient. If some doubt 
exists as to the numerical ranks, a third alternative would be to use rank revealing 
QR factorizations (see Chan [2]). These require more work than ordinary QR 
factorizations but less work than singular value decompositions. Since the homo- 
geneous constraint problem can be viewed as a special case of either the subspace 
constraint problem or the linear equality constraint problem, the remainder of this 
section will be built upon Golub’s results for the homogeneous case. 
Consider the problem of maximizing the bilinear form (1) subject o the con- 
straints (3). We can represent S1 and 52 as column spaces of matrices: 
Sl = R(D) and S2 = R(H), 
where D E Rk XT and H E RP ‘l. If rank D = k then the bilinear form is 
unconstrained in x and similarly if rank H = p, then the problem is unconstrained 
in y. Otherwise DT and HT have nontrivial nullspaces. 
Let X be a matrix whose columns form an orthonormal basis for N( DT), and 
let Y be a matrix whose columns form an orthonormal basis for N(HT). The 
conditions 
are equivalent to 
Cx E R(D) and Gy E R(H) (7) 
XTCx=O and YTGy=O. 
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The matrices X and Y can be determined by computing either QZ? factorizations 
or singular value decompositions of D and H. The problem has now been reduced 
to the form considered by Golub [5]. 
The subspace constraints can also be translated to homogeneous constraints 
using projection matrices. If Pt = XXr and P2 = YYr, then the constraints (7) 
are equivalent to 
PlCX = 0, P2Gy = 0. (8) 
In particular, if the matrices D and H have low rank, it may be simpler to compute 
only matrices Qt and Q2 whose columns form orthonormal bases for Z?(D) and 
R(H), respectively. The constraints (8) can be determined without explicitly 
forming the projection matrices 
PI = I- QlQT, 4 = I - Q2Q;. 
Consider now the problem of maximizing (5) subject to the linear equality 
constraints (4). If (xi, yl) is a pair of vectors that maximizes (5) subject to the 
subspace constraints 
Cx E Z?(d), GY E NW, (9) 
then 
Cxi = crd and Gyl = ph. 
Since the absolute value of the bilinear form is invariant under scalings of x and 
y, the directions that maximize (5) subject to constraints (4) and (9) are the same. 
In particular if the scalars o an ,!I are both nonzero, then the pair 
(X2?Y2) = (-$$Y1) 
maximizes the absolute value of the bilinear form subject to the linear equality 
constraints (4). This pair will either maximize or minimize the bilinear form (l), 
depending on whether CYB > 0 or a$ < 0. The projection matrices for the linear 
equality constraint problem will be of the form 
Pl=Z ifd=O 
dd= 
and PI = Z - lld112 ifd # 0, 
4=Z ifh=O 
hh= 
and 4 = Z - llhJ12 ifh # 0. 
If the linear equality constraints are nonhomogeneous and either a! = 0 or /I = 0, 
then the solution pair (xl, yt ) for the subspace constraints (9) is not a feasible pair 
of directions for the linear equality constrained problem. If VI and V2 are matrices 
whose columns form orthonormal bases for N(PlC) and N(P2G), respectively, 
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and at (V;r A V2) is a multiple singular value, then it may be possible to find another 
solution pair that is feasible. If none of the solutions to the subspace problem are 
feasible directions, then the maximum is never achieved. However, if one sets 
I+YI I 
s = 11x1 II IlYl II 
then we claim that 
A-= 
Ix~AYI 
xf&) llxll IIY II 
subject to the linear equality constraints (4). 
Indeed, if, for example, say a! = 0, then xt E N(C). Let z be any vector 
satisfying the constraint Cx = d. It follows that all pairs of the form (z + txt , ~2) 
satisfy the linear equality constraints and 
lb + MTAy21 
AfFL llz + tx1 II llY2II 
We illustrate with an example. Let 
= s. 
and consider the problem of maximizing the bilinear form (1) subject to the linear 
constraints 
xl +x2+X3 +X4 = 1, y2 = 1, 
X1 +X2 -.X3 -x4 = 1. 
Thevectorsxt =($,-4,-i,:)‘, yt =(l,O)Taresolutionstotherelatedsub- 
space problem and also to the unconstrained problem. In this case the supremum 
is 1; however, both vectors are in the nullspaces of the corresponding constraint 
matrices. If we set 
xt = (2, -l,O, O)T + txt and yr = (0, l)T + tyl, 
then xt, yt are feasible for all values of t and 
lx:Ayt I 
“YP 11% II IlYt II = l. 
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To see that the value 1 is never assumed, let (x, y) be any feasible pair and set 
z = Ay. It follows from the constraints that the vectors x and z must be of the 
form 
x = (1 -a, a, b, -b)=, z = A(c, l)? 
It is easily verified that x and z are linearly independent for all choices of a, b and 
c. Thus if &J is the angle between x and z, then 
lx=Ayl lx=4 
llxll IIYII = llxll = lcosel < l 
Calculations were carried out for this example on a Sun Sparcstation l+ using 
MATLAB. For t = IO*, the pair (xr. yt) satisfied the constraints exactly and the 
calculated value of the bilinear form for this pair agreed with 1 to 16 digits. 
Generally, in cases where the maximum value is not achieved, one would 
expect that for t sufficiently large the calculated value of the bilinear form for xt 
and yr will agree with the limiting value up to the machine precision. However as 
t gets large, the directions of xt and yt approach those of the nonfeasible vectors 
xl an yl , and hence one would expect to lose accuracy in the constraints. 
3. CONSTRAINED ANGLES BETWEEN SUBSPACES 
If A E Rm x n and B E Rm x f’, then the matrices can be thought of as rep- 
resentations of subspaces of Rm. The cosine of the angle between the subspaces 
spanned by the columns of the matrices is given by 
cos(A, B) = max 
lx=A= ByI 
AX#o, ~y#0 IlAxll IIBYII 
(10) 
If A and B both have full column rank, we can compute Q R factorizations of the 
form 
A = QIRI, B = Qdh 
where Ql E Rmxn, Q2 E Rmxp have orthonormal columns and R1 and R2 are 
nonsingular upper triangular matrices. If rank A = j < n or rank B = k < p, 
then we can compute singular value decompositions of the form 
A = Q,WT, B = Q2S2W:, 
where Ql E Rmxj, WI E Rnxj, Q2 E Rmxk, W2 E Rpxk allhaveorthonor- 
ma1 column vectors and Sl E Rj x j, S2 E Rk x k are diagonal matrices. In either 
case the column vectors of Qt and Q2 form orthonormal bases for R(A) and R(B). 
It follows that 
cos(A, R) = cos(Qt, Q2) = al(QTQ2). 
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Let (~1, VI) be any pair of left and right singular vectors corresponding to 
al(QT Qz). Depending upon which factorizations are used for A and B, one 
can determine vectors xl and yl that maximize (10) by setting 
Xl = R;‘ul and YI = R,‘vl 
or 
Xl = WlS~lUl and yl = wzS;h~. 
In the rank deficient case the directions xl and yl will not be unique. In general, 
Bjorck and Golub [l] have shown that if QT Q2 has singular value decomposition 
UC VT, then the canonical correlations of (A, B) are given by 
al(A, B) = m<Q:Qz>, . . . , o;(A, B) = cMQ;Qz> 
[r = min(rank A, rank B)], 
and the canonical vectors are given by 
Qlult..., Qlw, 
Qzv1,...,Qzvr. 
Now let us consider the problem of computing the angle between the subspaces 
and the canonical correlations subject to subspace constraints 
Cx E R(D) and Gy E R(H), (11) 
whereC E Rkxn, G E RlxJ’, D E R kxi H c Rlxj. AsinSectioni,wecan 
compute matrices PI and P2 so that the constraints are equivalent to 
PlCX = 0, P2Gy = 0. 
Let VI and V2 be matrices whose column vectors form orthonormal bases for 
N( PI C) and N( P2G), respectively. If x and y are feasible, then 
x = VIZ, y = v2w 
for some nonzero vectors v and w. It follows that 
lxTAT ByI IzT V;ATBV2wl 
IlAxll IIBYII = IIAVlzll IlBV2wll’ 
and hence the maximum cosine value for the constrained angle problem subject to 
the constraints (11) is cos(A VI, B V2) and the constrained canonical correlations 
are given by 
al(AVl, BV2), . . . , ar(AV1, BV2). 
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The canonical vectors for (AV1, B VT) will be the constrained canonical vectors 
of (A, B). To find vectors xl, yt that maximize (10) subject to the subspace 
constraints (1 l), determine vectors zt and WI that maximize the bilinear form for 
cos(AV1, BV2) and then set xt = Vlzl and yt = V2wt. 
Finally, to determine the angle between the subspaces and the canonical cor- 
relations for (A, B) subject to the linear equality constraints 
Cx = d, Gy=h, (12) 
we first solve the related subspace problem with constraints 
Cx E R(d), Gy E R(h). 
If x1 and yt are solutions to this subspace problem, then 
Cxt = ad and Gyt = jlh, 
and the maximum value for cos(A, B) subject to the constraints (12) is 
lx:ATByl I 
IlAx II IIBYI II . 
If (Y # 0 and /3 # 0, then x2 = (l/a)xt and y2 = (l/j3)yt satisfy the linear 
constraints and maximize the bilinear form for the constrained angle problem. If 
all pairs (x, y) of solutions to the subspace problem have either x E N(C) or 
y E N(G), then the constrained cosine value of the angle between the subspaces 
is given as a supremum rather than a maximum. Similarly, the linear equality 
constrained canonical correlations are just the canonical correlations for the related 
subspace constraints. Again one may have to interpret some canonical correlations 
as supremums rather than maximums. 
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