Context. Pre-stellar cores (PSCs) are units of star formation. Besides representing early stages of the dynamical evolution leading to the formation of stars and planets, PSCs also provide a substrate for incipient chemical complexity in the interstellar space. Aims. Our aim is to understand the influence of external conditions on the chemical composition of PSCs. For this purpose, we compared molecular column densities in two typical PSCs, L183 and L1544, which are embedded in different environments. Methods. A single-pointing survey of L183 at λ = 3 mm was conducted using the IRAM 30-m single-dish antenna. This led to the detection of more than 100 emission lines from 46 molecular species. The molecular column densities and excitation temperatures derived from these lines were compared to the corresponding parameters in L1544. The data for L1544 were obtained from literature or publicly available surveys, and they were analysed using the same procedure as adopted for L183. An astrochemical model, previously developed for the interpretation of organic molecule emissions towards the methanol peak of L1544, was used to interpret the combined data.
Introduction
Cold dark clouds represent a very unique environment to test our knowledge of the chemical and physical evolution of the structures that ultimately led to life. In particular, pre-stellar cores (PSCs), which are dynamically evolved starless cores (such as L183; also known as L134N), represent the first phases of the star-formation process and breeding grounds of chemical complexity. Despite their apparent simplicity and the lack of internal energy sources, PSCs exhibit a surprisingly complex molecular inventory and large variations in the abundances. Chemical differentiations are observed within (e.g. Spezzano et al. 2016a) , as well as among, different starless and pre-stellar cores (e.g. Tafalla et al. 2006, and references therein) . Here, we focus on The reduced spectrum is only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http:// cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/633/A118
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Visiting leading researcher, Ventspils International Radio Astronomy Center, Ventspils, Latvia. the pre-stellar core L183, well known to be rich in S-bearing as well as O-bearing molecules (e.g. Swade 1989) , and with a physical structure similar to that of L1544 (Crapsi et al. 2005 (Crapsi et al. , 2007 Pagani et al. 2007) .
The physical and chemical conditions of PSCs have been probed over the past years by many molecular features, spanning from simple diatomic species to ions, and, more recently, to larger organic molecules. In the following, we refer to C-bearing species with at least six atoms as interstellar complex organic molecules (iCOMs), in accordance with the definition stated in Ceccarelli et al. (2017) . This class of molecules was first detected in the warm and dense ( 100 K and 10 6 cm −3 ) hot cores (Blake et al. 1987 ); more recently a good fraction of these relatively complex species have been also detected in cooler (∼10 K) environments (Öberg et al. 2010; Bacmann et al. 2012; Vastel et al. 2014; Jiménez-Serra et al. 2016 ). These new detections posed a serious challenge for the existing astrochemical models. In the more recent of them, simple radicals, formed during the cold precollapse phase on the cold ( 20 K) grain surface, are thought to acquire mobility and react, forming iCOMs when the dust temperature reaches ∼30 K (e.g. Garrod et al. 2007) . But the detection of iCOMs such as methanol (CH 3 OH), methyl formate A&A 633, A118 (2020) (CH 3 OCHO), and dimethyl ether (CH 3 OCH 3 ) in regions where the dust temperature is below 30 K cannot be described by such a theory. Recently, Balucani et al. (2015) , building up on the model from Vasyunin & Herbst (2013) , developed a new model where gas-phase reactions, triggered by non-thermal desorption of methanol from the ices, play a major role in the formation of methoxy, methyl formate, and dimethyl ether in cold regions. The authors then showed how grain-surface chemistry contributes to the formation of hydrogenated species during the pre-stellar phase, but is not necessarily important for all iCOMs.
Nevertheless, the first step to molecular complexity remained unsolved. Methanol (CH 3 OH) is believed to form on the grain surfaces via subsequent additions of hydrogen to iced CO (Watanabe & Kouchi 2002) or, alternatively, in the bulk of water-rich ices (Watanabe et al. 2003) . However, Hiraoka et al. (2002 Hiraoka et al. ( , 2005 have claimed that the formation pathway through CO hydrogenation cannot be the major source of methanol in the ISM, since the reaction rates are too slow. Among the other possible routes proposed in the past years, very recent experiments show that CH 3 OH can also be formed with the irradiation of methane (CH 4 ) and water ices (Martín-Doménech et al. 2016 ). On the other hand, other experiments have also revealed that thermal desorption at 10 K is negligible for species more massive than molecular hydrogen, and that irradiation of methanol (pure or mixed) ices produces mainly photofragments of the species (Bertin et al. 2016) . Refined astrochemical models have then been used to investigate other non-thermal desorption mechanisms. and considered that the energy of formation released by the association reaction of grain-surface radicals is sufficient for breaking the surface-molecule bond of the product. Following the same idea, Dulieu et al. (2013) used experiments, and Minissale et al. (2016) used an analytic model to come to the conclusion that chemical desorption processes allow a significant fraction of surface species, methanol included, to be ejected into the gas phase. More recently, Dartois et al. (2019) showed experimental evidence that cosmic rays penetrating deep into dense clouds can also provide an efficient mechanism to desorb complex organic molecules, such as methanol and methyl acetate.
The challenge of reproducing the observed abundances of iCOMs in cold molecular clouds has also been addressed recently by Vasyunin et al. (2017) , making use of an advanced gas-grain astrochemical model with an updated gas-phase chemistry. The model uses a multi-layer approach to the ice-surface chemistry, and assumes, based on the results of Minissale et al. (2016) , that the efficiency of reactive desorption depends on the composition of the ice. In this work, Vasyunin et al. (2017) applied the chemical model to the L1544 PSC, finding a good agreement between theoretical and observational data. According to this work, saturated organic molecules can build up fractional abundances of (3-4) × 10 −10 through the reactive desorption process of CH 3 OH and gas-phase chemistry, about 5000 au away from the core centre, defined by the position of the millimetre dust continuum emission peak.
L183 is a low-mass, centrally condensed starless core with a high central-column density. It belongs to a loose group of high-latitude (b ∼ 37 • ) dense clouds with a total mass of ∼80 M (Pagani et al. 2004) , associated with the surface of the local bubble at a distance of 110 pc (Franco 1989) . This object has been the target of several studies in molecular lines (Swade 1989; Dickens et al. 2000; Lee et al. 2001; Pagani et al. 2005 Pagani et al. , 2007 Requena-Torres et al. 2007) , and in the farinfrared and sub-millimetre continuum (Juvela et al. 2002; Ward-Thompson et al. 2002; Lehtinen et al. 2003; Pagani et al. 2003a; Kirk et al. 2005; Kauffmann et al. 2008) . Dickens et al. (2000) mapped the core in 13 molecular species. Comparing the abundances derived from these observations with those obtained for the quiescent core TMC-1, the authors found that the latter core is more carbon-rich, and thus less chemically evolved than L183. A similar analysis, and full comparison with Dickens et al. (2000) , is to be presented in a coming paper (in preparation) where the emission maps of several chemical compounds observed in L183 will be presented. Also, Crapsi et al. (2005) found large molecular D/H ratio (20%) and high central densities (1 × 10 6 cm −3 ) toward L183, characteristics of PSCs. Kirk et al. (2009) , in their N 2 H + (1-0) mapping with the Berkeley-Illinois-Maryland Array (BIMA), detected three spatially and kinematically distinct clumps, one of them at the systemic velocity of L183 (v lsr 2.4 km s −1 ), and coincident with the dust emission peak.
Here, we present single-pointing observations towards L183 performed with the IRAM 30 m telescope at the wavelength λ = 3 mm. We compare the chemical abundances derived for L183 with those found previously in L1544, in order to study similarities and differences between these two PSCs. We also compare our results with the predictions of the astrochemical model developed by Vasyunin et al. (2017) . This would test how applicable the model is to PSCs other than L1544.
In the next section of this paper, we briefly summarise the observations. This is followed by a detailed description of the data analysis (Sect. 3) and the construction of the physical model for the core (Sect. 4). In Sect. 5, we present the observational results and compare these with predictions from our astrochemical model (Sect. 6) and with corresponding data from L1544. Finally, in Sect. 7, we present the main conclusions from this work.
Observations
Single-pointing observations towards the quiescent core L183 (α 2000 = 15 h 54 m 08 s .6, δ 2000 = −02 • 52 10. 0) were carried out with the IRAM 30 m antenna, at Pico Veleta (Spain), in May 2015. We used the EMIR receiver at 3 mm (E090) and three different tuning configurations (with some overlap) to cover a total of ∼19 GHz . The FTS spectrometer in its high-resolution configuration was used as backend, allowing an instantaneous bandwidth of 7.2 GHz distributed in four sub-bands, with a final unsmoothed resolution of 49 kHz. We observed L183 in frequency switching mode, since the lines are sufficiently narrow, using frequency throws of 3.9 MHz. Also thanks to good weather conditions, system temperatures were typically around 80-120 K. Pointing and focus were checked regularly every ∼1.5 and 4 h, respectively, on strong and nearby quasars: in the observed frequency range, the half power width of the main beam can be approximated to a good accuracy to θ b ( ) = 2460/ν(GHz). The acquired spectra were then converted from the antenna temperature T * A to the main beam temperature T mb adopting the inverse of the main beam efficiency (B eff ) as derived in Velilla Prieto et al. (2017) :
where ν is the frequency in GHz, and F eff is the forward efficiency of the antenna. We spent an uneven amount of time on each of the three tunings (0.5, 2.7 and 8.1 h), and the final sensitivity of the whole survey is in the 1.7-11 mK range.
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Analysis

L183 data
The single pointing observations of L183 allowed the detection (above 3.5σ) of more than 100 lines from 46 different molecular species, including iCOMs, carbon chains, molecular ions, and deuterium substituted species (see Table 1 ). The data processing, analysis, and line identification through the CDMS ) and JPL (Pickett et al. 1998 ) molecular spectral line databases, were performed using the GILDAS 1 and the CASSIS 2 software.
For the species where more than two transitions have been observed (see Table B .1), the analysis was carried out through a Markov chain Monte Carlo (MCMC) method implemented within CASSIS (Vastel et al. 2018b ). The MCMC method consists of an iterative process that goes through all the parameter space (column density, excitation temperature, source size, linewidth, and v lsr ) with a random walk and heads into the solutions, by a χ 2 minimisation. All the parameters can be varied as boundary conditions to the model: for all the species analysed, the emission is compatible with a source size, obtained directly from the output of the MCMC fitting routine, much larger than the IRAM beam (∼30 ). In the cases where the molecular species were detected only through one or two rotational transitions, the analysis was carried out assuming two excitation temperatures: 5 and 10 K. These values were chosen in accordance with those derived previously in the same source (e.g. Swade 1989; Crapsi et al. 2005 , for N 2 H + and N 2 D + ) and those derived through our hyperfine fitting analysis (see later in this section). The column density was determined under the assumption, unless stated otherwise, that the lines are optically thin, using, as in Caselli et al. (2002b) :
where ν is the frequency of the transition, c the speed of light, h and k the Planck and Boltzmann constants, respectively, g up the upper level degeneracy, A ul the spontaneous emission Einstein coefficient, T ex the excitation temperature, Q(T ex ) the partition function at T ex , and E up the energy of the upper level. J ν (T ) is the equivalent Rayleigh-Jeans temperature defined as:
For every transition analysed here, the assumption of optically thin lines was checked deriving the optical depth from
where f is the source filling factor, being the source size obtained from the MCMC fits considerably larger than the telescope beam (typically by two orders of magnitude; see discussion above), f was fixed to unity for all the species analysed here. For H 13 CN, N 2 H + , and NH 2 D, the opacity was obtained directly using the hyperfine splitting routine (HFS) implemented in the GILDAS/CLASS software. Under the assumption that all the hyperfine components have the same excitation temperature, the same width, and do not overlap, the HFS fitting routine provides the linewidth and the opacity, from which the T ex can (6), below). When two lines were detected for the same molecular species, the column density derived for the transition involving the lower E up was chosen as representative, and, in case of similar E up , the one with the lowest opacity. The error on the column density was obtained from σ N tot = σ W N tot /W, where W is the integrated intensity and its associated error,
is provided directly from the analysis with CASSIS. Here, cal = 15% includes the calibration and pointing uncertainties, and ∆v is the velocity resolution in km s −1 . All the molecular species have at least a transition that is optically thin (τ 0.1), with the exception of SO and HNCO, where both the detected lines were optically thick. For SO, the abundances were derived by means of its rarer isotopologues S 18 O, and assuming a 16 O/ 18 O 500, as in Dickens et al. (2000) for the same source. For HNCO, the final column density was obtained correcting the one derived in the optically thin approximation by the optical depth correction factor τ/(1 − e −τ ) (Mangum & Shirley 2015) , obtaining τ from the line main beam temperature, as described above (see Eq. (4)).
The separate hyperfine analysis for H 13 CN, N 2 H + , and NH 2 D was carried out as in Caselli et al. (2002b) : the excitation temperature was obtained from hyperfine fitting of the spectra with well-constrained opacities (τ/σ τ > 3), under the assumption of a unique excitation temperature for all the hyperfine components. H 13 CN was detected through its fundamental rotational transition (J = 1-0) with a well resolved hyperfine structure, due to the coupling of the nitrogen nuclear spin (I = 1) with the overall rotation of the molecule. To obtain the column density of the species, the HFS routine of the CLASS software was used to derive the opacity of the main component (τ = 1.95 ± 0.10, relative intensity R i = 1). This value leads to opacities of 1.17 ± 0.06 and 0.39 ± 0.02 for the middle (R i = 0.6) and weakest (R i = 0.2) component of the hyperfine structure, respectively. The main beam temperature of the principal component, the output of the same fitting routine, was then used to derive, under the assumption that the emitting region of the source fills the antenna beam, the excitation temperature, through giving a T ex = (3.03 ± 0.45) K, including calibration and pointing uncertainty. This value matches the one obtained in the same source by Swade (1989) exactly. Now, from this T ex and from Caselli et al. (2002b, Eq. (A1)), we derive a total column density of N = (9.4 ± 0.5) × 10 11 cm −2 . Swade (1989) obtained N 7.7 × 10 11 cm −2 but, with the lines being optically thick, the value is an underestimation of the real column density.
Seven hyperfine components of the fundamental rotational transition of N 2 H + were detected with our observations of L183. Following the same approach as described above, a total opacity of τ = 16.20 ± 0.30 (4.19 ± 0.07 for the main hyperfine component) and an excitation temperature of T ex = (4.57 ± 0.69) K was obtained. From the opacity of the weakest component (τ = 0.60 ± 0.01), we obtained a total column density of N = (1.2 ± 0.2) × 10 13 cm −2 . These values are in very good agreement with those derived for the same species in L183 by Crapsi et al. (2005) , although the pointing of these observations was slightly different from ours (∼20 ): in this previous study, a total opacity of 20.3 ± 0.2 was derived, with an excitation temperature of 4.8 ±0.1 K, and a total column density of N = (2.0 ± 0.6) × 10 13 cm −2 .
The J K a ,K c = 1 1,1 -1 0,1 rotational transition, in five hyperfine components, of ortho-NH 2 D was detected in L183, with a total opacity of τ = 3.30 ± 0.02 (1.49 ± 0.01 for the main hyperfine component). The excitation temperature derived is T ex = (5.61 ± 0.84) K for a total column density of N = (2.3 ± 0.1) × 10 14 cm −2 ; these values are in perfect accordance with those reported previously by Gerin et al. (2009) for the same source (T ex = (5.5 ± 0.5) K and N = (2.4 ± 0.4) × 10 14 cm −2 ).
L1544 data
The molecular abundances of the different species detected in L183 were then compared to those found towards the dust peak of L1544. This source is a pre-stellar core in Taurus, extensively studied with several single pointing (e.g. Crapsi et al. 2005; Keto & Caselli 2010; Vastel et al. 2014 Vastel et al. , 2015 Vastel et al. , 2016 Vastel et al. , 2018a Vastel et al. ,b, 2019 Jiménez-Serra et al. 2016; Quénard et al. 2017) and mapping observations (e.g. Caselli et al. 1999 Caselli et al. , 2002a Vastel et al. 2006; Spezzano et al. 2017; Chacón-Tanarro et al. 2019) , which also showed the chemical richness and complexity of this source. Mapping CO and CS isotopologues, NH 3 and N 2 H + around the dust core of L1544, Tafalla et al. (2002) revealed an active molecular differentiation, confirmed and extended recently by Spezzano et al. (2017) with the mapping of the central 6.25 arcmin 2 , with 39 emission features of 22 molecular species, and the identification of five distinct emitting "peaks". Thanks to the number of studies performed in the past years towards the prototypical pre-stellar core L1544, the majority of the species detected in L183 were available in the literature, and have been used in Table B .2 for comparing the two sources. For the molecular species for which no data were available in previous works, the column densities for L1544 were obtained from the publicly available data of the IRAM Large Program ASAI (Astrochemical Surveys At IRAM; Lefloch et al. 2018 ). This Large Program performed single pointing observations towards the dust peak of L1544 (α 2000 = 05 h 04 m 17 s .2, δ 2000 = 25 • 10 42. 8) using the 3 mm-band EMIR receiver, and covering (rms = 2.1-7.0 mK) the 80.0-106.0 GHz frequency range with high sensitivity. The analysis of these observations was carried out following the same method described above for L183.
In Table B .1, the full list of the molecular transitions observed toward L183, and analysed for the abundance comparison with L1544, is presented along with the result from the line Gaussian fit. In this inventory, all the molecular species detected in L183 that have also been observed in L1544 are shown, either in literature studies or in the ASAI survey. The observed column densities for both sources are presented in Table B .2. The diatomic system, CN and 13 CN, was excluded from our study, since a full detailed work has been published by Hily-Blant et al. (2008) , analysing the N = 1 → 0 rotational transition of both isotopologues in L1544 and L183. Same considerations apply for the case of HC 15 N: a full analysis on the comparison of its abundance in L183 and L1544 was reported by Hily-Blant et al. (2013) , focusing on the J = 1 → 0 emission line in the 3 mm band.
The observed chemical abundances were finally compared to an advanced gas-grain astrochemical model, successfully applied to L1544, a full description of which can be found in Vasyunin et al. (2017) . This model benefits from an updated gasphase chemistry, with a multilayer approach to ice-surface chemistry and an up-to-date treatment of reactive desorption, based on recent experiments. In the following section, we provide the input of the chemical code, namely the physical structure of L183.
Physical model of the L183 core
The aforementioned astrochemical model is based on a spherically symmetric representation of the density and temperature distributions in the central part of L183 based on Herschel/SPIRE maps of the cloud at 250, 350, and 500 µm (Griffin et al. 2010) . The cloud has been mapped as part of the Herschel photometric survey of planck-detected Galactic cold clouds (Juvela et al. 2010 ). We used level 2 pipeline-reduced data, downloaded from the Herschel Science Archive (HSA), created using the Standard Product Generation (SPG) software version 14.1.0. The SPIRE maps were used to calculate the dust colour temperature, T C , and the H 2 column density, N(H 2 ), distributions. A modified blackbody function with the dust emissivity spectra index β = 1.5, as used previously for L1544, was fitted to each pixel after smoothing the 250 and 350 µm images to the resolution of the 500 µm image (∼40 ), and resampling all images to the same grid. For the dust emissivity coefficient per unit mass of gas at λ = 250 µm, we adopted the value from Hildebrand (1983) , κ 250µm = 0.1 cm 2 g −1 .
The N(H 2 ) map ( Fig. 1 ) reveals a filamentary structure extending in a north-south direction. The dense core investigated here is part of this structure. We first defined the backbone of the filament by spline interpolation through manually selected positions. The structure was analysed assuming a cylindrically symmetric density distribution around this backbone. A full description of the methodology adopted here can be found in Redaelli et al. (2018) . Column density profiles along cuts perpendicular to the backbone were fitted by Plummer profiles. These profiles were inverted to radial density profiles, n H 2 (r), using the formula presented in Arzoumanian et al. (2011, Eq. (1)). A three-dimensional model for the density structure was interpolated using the radial density profiles at different positions along the backbone.
The dust temperature distribution in this model was calculated using a Monte Carlo programme for continuum radiative transfer developed by Juvela (2005) . The spectrum of the unattenuated interstellar radiation field (ISRF) was taken from Black (1994) . We used the dust opacity data from Ossenkopf & Henning (1994) coatings 3 , which agree with the opacities at 250, 350 and 500 µm used in the derivation of the T C and N(H 2 ) maps described above (Fig. 1) . The intensity of the ISRF was adjusted until the surface brightnesses predicted from the model approximately agreed with the SPIRE maps at 250, 350, and 500 µm. The gas and dust temperatures are assumed to be equal throughout the cloud in the present model, although this assumption is likely to be valid at densities above ∼10 5 cm −3 (the innermost ∼5000 AU for L183, see Fig. 2 ) only (Goldsmith 2001). Finally, to facilitate the modelling of the single-pointing observations presented here and to provide the input to the chemical code described in Sect. 6, the three-dimensional models of the density and temperature distributions were averaged within spherical shells around the density maximum. The resulting one-dimensional density and temperature profiles are shown in Fig. 2 .
The full structure of the physical model briefly described here is to be presented in a following work.
Results
The molecular column densities derived towards the dust peak of L183 with our observations were first compared with those obtained in L1544, and successively with those predicted by our astrochemical model. Fig. 1 as described in the text. For L1544, the radial profile from Keto & Caselli (2010) is also shown.
L183 and L1544
The full list of chemical inventory for L183 and L1544 is shown side by side in Table B .2. A graphic representation of this table is provided in Fig. 3 , where the ratios of molecular column densities in the two sources are shown. This plot was created following the structure of Table B .2), an error of 25% of the reported column density was assigned for the error bars in the plot. In cases where the column density was derived for two temperatures, both ratios are shown for the same species. The red dashed line represents the ratio equal to unity. molecules in the upper block of the table, comparing the column densities for the two excitation temperatures, and both points are plotted in Fig. 3 . For the middle block species, the two points in the plot represent the two column densities derived for L183 both compared to the single value found in L1544; finally for molecular species in the lower block of Table B .2, only one value per molecule is provided in Fig. 3 . The figure is basically structured in four different blocks of molecular species families: from left to right, we find the group of iCOMs, followed by carbon-chain species. Next are nitrogen-bearing molecules, and finally, at the right end of the plot, the abundance ratios of the sulphur-bearing species are shown. Obviously, this schematic division is not fully strict, and there are overlaps in between the groups, but such a scheme might help to guide the analysis of the results. As a general comment, the column densities of the detected species in the two sources do not differ by more than one order of magnitude. On the other hand, it is also noticeable that, except in a few cases (CH 3 CHO, t-HCOOH, CH 3 OH, C 3 O, HNCO, HOCN, HOCO + , 13 C 18 O, SO, S 18 O, SO 2 , OCS), L1544 appears to have larger column densities than L183.
The ratio for the iCOMs is larger than unity for the oxygenbearing species, such as CH 3 CHO, t-HCOOH, and CH 3 OCHO; however, from the plot, it is clear that when the iCOMs are richer in carbon than in oxygen, such as methyl acetylene (CH 3 CCH), the ratio becomes similar to the carbon chains, meaning that L1544 is richer than L183.
The quality of our observations allowed us also to detect, for the first time in L183, the methyl formate (CH 3 OCHO) and the single deuterated methanol (CH 2 DOH). The former species was also detected by Jiménez-Serra et al. (2016) in L1544, both in the dust and the methanol peak. The column density value that we derive for the methyl formate in L183 is about four times less than the one observed towards the dust peak of L1544 by Jiménez-Serra et al. (2016) ; nevertheless, considering the large uncertainty associated with the value for L1544, the L183 methyl formate column density is within 1σ of that derived towards L1544. Also, it can be noticed in Table B .2 that the excitation temperatures derived in the sources for this species are quite different, at 14 and 5 K in L183 and L1544, respectively. If the excitation temperature parameter space in the MCMC analysis for the L183 data, is limited to values closer to the one derived for L1544, we obtain the same column densities for the two sources, but with a consequent worsening of the line fitting. This difference is consistent with the iCOMs tracing the outer envelope of the cores, and L1544 being warmer than L183 for the most part outside the radius of 1000 au (see Fig. 1 ).
From our observations, we were able to detect four transitions of the e 0 state of CH 2 DOH. All four lines of CH 2 DOH peak at lower velocity (∼ 300 m s −1 , more than 10 times larger than the frequency uncertainty) with respect to the main isotopologues, possibly indicating that the two species are actually tracing slightly different parts of the core. A similar behaviour was also reported in Bizzocchi et al. (2014) for L1544. For these reasons, we also performed detailed mapping observations of L183, which are to be compared with those of L1544 recently published by Chacón-Tanarro et al. (2019) , and are the topic of a follow-up paper.
The column densities derived in L183 for carbon-chain molecules is, on average, ∼10% of that obtained for L1544 towards the dust peak. This result is even more dramatic since the abundances in L1544 of some of the species in this family, for example, CCH and C 4 H, might actually be underestimated. In fact, six fine components of the N = 1−0 transition of CCH were observed in L1544, the same is shown in Table B .1 for L183: all of them have an opacity higher than 0.5, so the final abundance should be augmented by about 30%. Twelve fine lines were detected for the longer carbon-chain radical C 4 H in L1544, from the N = 9−8, N = 10−9, and N = 11−10 transitions, and also, for this species, the final column density should be corrected by a factor 1.3. The numbers for propadienylidene, the linear C 3 H 2 , were obtained treating the ortho and para species separately, with different partition functions, and energy for the ortho states renormalised. The final column density is the sum of the two individual ones. From our analysis, we derived, for L183, an ortho-to-para c-C 3 H 2 ratio of 7, consistent within the errors obtained by Turner et al. (2000) for L183 (4.3) . The cyclic-to-linear C 3 H 2 ratio in L183 from our analysis is ∼25 ± 6, similar (in two sigmas) to that derived by Spezzano et al. (2016b) in L1544 (∼32±4), but lower than the one derived by Turner et al. (2000) (∼50), probably reflecting our lower para l−C 3 H 2 abundance.
The column density for the nitrogen-bearing molecular species derived in L183 is around 20% less than the one in L1544. This result is not surprising, since several studies have shown that the L1544 dust peak is rich in nitrogen-containing compounds (e.g. Spezzano et al. 2017; Vastel et al. 2019 ) and, as previously noted, appears overall to be more chemically rich than L183. Again, also for this class of molecular species, when oxygen is present, as is the case for the isocyanic and cyanic acid (HNCO and HOCN, respectively), L183 presents abundances larger than L1544. Deuterated ammonia, NH 2 D shows similar (in a factor 2) column density and excitation temperature in the two sources. As stated above, the column density derived through the HFS analysis of our observations is in perfect agreement with the values reported in Tiné et al. (2000) , though observing a nearby position in L183 (α 2000 = 15 h 54 m 08 s .6, δ 2000 = −02 • 52 01. 1).
The last "family" of molecular species, which is represented in the plot, is composed of the sulphur-bearing molecules. In this case, there is a well-defined dichotomy carbon-oxygen, which somehow summarises what we discussed while analysing the previous cases. All the species containing oxygen, such as SO and SO 2 , are more abundant in L183, yet if carbon is present, L1544 has higher column densities than the previous source, as shown by HCS + , and the isotopologues of H 2 CS. In this framework, it is interesting how OCS has the same column density in the two sources, and it is also the only molecule observed containing the three elements. One exception to this scheme is the case of C 34 S, whose column density ratio for the two sources is very close to unity.
Finally, we present a few considerations on the choice of the excitation temperature. From Fig. 3 , it is clear that, in general, adopting 5 or 10 K as the excitation temperature does not significantly change the results of the above discussion regarding the column densities of the different species. Nevertheless, this is not true for only two molecular species, namely C 3 O and HC 3 N. In the former case, the value obtained at 5 K for L183 is considerably larger than the one for L1544, which is actually found for the latter source, assuming an excitation temperature of 10 K (see Table B .2). The ratio at 5 K is even more suspicious, considering that C 3 O would be the only carbon chain for which L183 is richer than L1544. For HC 3 N, the column density derived for L183 at 10 K is more than two orders of magnitude lower than the one for L1544. From the considerations described above in this section, it is not a total surprise that a nitrogen-carbon-chain species is more abundant in L1544 than in L183. Assuming the same excitation temperature in L183 as the one found for L1544 (i.e. 7.2 K, see Table B .2), we obtain a column density in L183 ∼ 50 times lower than in L1544. 
Methanol analysis
To better understand the excitation processes involving methanol rotational levels, due to the key role of this species in the building up of the chemical complexity in interstellar environments, a more detailed analysis was carried out. Firstly, since the detected transitions span a large range of E up energy (7-40 K, see Table B .1), we constructed a population diagram. As shown in Fig. 4 , the LTE model does not reproduce the excitation conditions of the species in L183 very well, exhibiting some scatter among the points of the plot representing the observed transitions. In these conditions, the rotational diagram analysis yields a rotational temperature of T rot = (7.3 ± 1.7) K, and a column density of N = (9.1 ± 6.0) × 10 13 cm −2 . The rotational partition function is derived by summing up all (A + E) rotational levels (Xu & Lovas 1997) , whose energies are available at the CDMS. A second analysis using the radiative transfer code MOLLIE (Keto & Rybicki 2010) was hence performed to check the results obtained in the LTE approximation. De-excitation rates for the collisional systems para-H 2 /A-CH 3 OH and para-H 2 /E-CH 3 OH (Rabli & Flower 2010a) , available in the LAMDA database (Schöier et al. 2005) , were then used for the statistical equilibrium calculation: the lack of data for ortho-H 2 does not hamper our modelling, because of the very low H 2 ortho-to-para ratio (OPR) expected in PSCs (e.g. Sipilä et al. 2013) . Also, it should be noted that the data in the LAMDA database are available for kinetic temperatures as low as 10 K. A and E symmetries of methanol were treated separately in the simulations, considering rotational levels below 38 and 45 K, respectively. As done previously (Bizzocchi et al. 2014) , the initial CH 3 OH abundance, which is the input parameter to MOLLIE, is translated to a radial abundance profile: the A-CH 3 OH radial abundance corresponding to the best-fit input abundance is shown in Fig. 5 as an example. The resulting beam-averaged value of the CH 3 OH column density (including both A and E species) is (4.9 ± 0.7) × 10 13 cm −2 , assuming a 15% calibration error; despite the scatter of points in the rotational diagram described above, this value is in good agreement with the one found in the LTE approximation (roughly a factor 2) (see Fig. 4 ). From the spectral distribution of the emerging radiation field data cube, the modelled spectra were extracted from the central pixel, convolved with the 30m telescope main beam, and compared to the observations. Optimal χ 2 -fit between observed and modelled spectral profiles were found for the 2 1,2 -1 1,1 (E 2 ), 2 0,2 -1 0,1 (A + ), and 2 0,2 -1 0,1 (E 1 ) transitions using input abundances of 1.45 × 10 −9 A118, page 7 of 17 A&A 633, A118 (2020) and 1.40 × 10 −9 , for A and E species, respectively (see Fig. 6 ). A deeper look at the modelled brightness of the observed methanol transitions shows, despite the aforementioned agreement, large discrepancies for the other two observed lines. In particular, the intensity of the 0 0,0 -1 1,1 (E 1 -E 2 ) transition at 108.9 GHz, as noted previously in Bizzocchi et al. (2014) , is largely underestimated, and, as shown in Fig. 7 , this line is predicted to be considerably sub-thermally excited, even at the high gas density of the cloud centre. This is due to an artefact of the coupled state approximation used in the calculation of the collisional rates (Rabli & Flower 2010b) ; the rate coefficients for the collisional transition connecting the state 0 0,0 to the lower 1 1,1 are set to zero in the dataset used (Rabli & Flower 2010a ), but it is very likely that this transition has a small, but non-zero, rate coefficient. Post-alteration of this collisional rate, even by a fraction of the 2 1,2 -1 1,1 upward rate (75%), makes it possible to better model the emission of the 0 0,0 -1 1,1 rotational transition, without altering the modelling of the other transitions considered above (see Figs. A.1 and A.2; see also an extended discussion in Bizzocchi et al. 2014 and Fig. 8 therein) .
The L183 chemical model
The chemical column densities derived through our L183 observations were also compared to those predicted by the chemical model recently developed by Vasyunin et al. (2017, see Table 2 ). In addition to iCOMs, which were the focus of Vasyunin et al. (2017) paper on L1544, the molecular set now also includes 20,2 10,1 (A + ) 21,2 11,1 (E2) 20,2 10,1 (E1) 00,0 11,1 (E1-E2) CMB Fig. 7 . Excitation temperature of four rotational transitions of methanol, as a function of the cloud radius, derived with our best-fit radiative transfer modelling; the purple dashed line corresponds to the cosmic microwave background temperature. sulfur-bearing species as well some simpler molecules, routinely observed in cold clouds. To reproduce the observed column densities of species in L183, we used the radial distributions of density and temperature derived using Herschel/SPIRE data, as described previously. The beam size of the Herschel observatory does not resolve the densest central part of L183, seen with the IRAM 30 m telescope at millimetre wavelengths (e.g. Crapsi et al. 2005; Pagani et al. 2007) . As found in previous work, the central density of L183 is close to that of L1544 (e.g. Table 9 in Crapsi et al. 2005) . We therefore assume that the central 3000 au of L183 has a density profile similar to L1544 as deduced by Keto & Caselli (2010, see Fig. 8 ). The inner 1000 AU of L1544 was recently targeted by Caselli et al. (2019) ALMA observations, revealing a larger flat radius than predicted by Keto & Caselli (2010) , thus suggesting that it is at an earlier evolutionary phase, or maybe that the L1544 dynamical evolution differs from that of a contracting Bonnor-Ebert sphere. While the chemical model was successful in explaining the observed column densities of iCOMs in L1544 (hereafter "Model 1"), the wider set of species that we are now trying to model provided a new challenge. In this work, we define the bestfit modelled column densities as obtained with the model at the time when two conditions are satisfied. Firstly, times are selected when the number of molecules with modelled column densities within one order of magnitude from the observed ones is the highest. Secondly, the selected time is the one at which the sum A118, page 8 of 17 V. Lattanzi et al.: Molecular complexity in pre-stellar cores Table 3 , in bold; a full description of "Model 1" can be found in Vasyunin et al. 2017 ). For all the molecules "indirectly" observed via their isotopic substituted species, since the chemical model does not include isotopic elements, ratios of 18 O/ 16 O = 500, and 13 C/ 12 C = 64 were assumed (Dickens et al. 2000) .
To improve the agreement between the model and observations, we varied the initial conditions for the simulations ("Model 2"). While in the original model of Vasyunin et al. (2017) , the initial chemical composition was calculated under the conditions of a diffuse cloud with A v = 2 mag and gas density 10 2 cm −3 , here in Model 2, we adopted the initial chemical composition of a dark cloud model (A v = 10 mag, gas density 10 4 cm −3 ). This is based on the fact that L183 appears more embedded in the dense gas compared to L1544, based on the Herschel maps. However, this approach seems unable to improve the agreement (see Table 3 ): other species are in disagreement with the observed column densities, including CO, which appears highly depleted in the model, and, in addition, the agreement for the species that were not well described by the "Model 1" was not improved.
A closer look at the output from our model revealed that it significantly overestimated the column densities of water (H 2 O) and molecular oxygen (O 2 ) in comparison to observational data reported in the literature. Interestingly, H 2 O, SO 2 and O 2 are chemically related to each other via the OH radical, which is involved in the formation of all three species. Water column density was estimated by Snell et al. (2000) for different dark clouds, and found to be in the range 1 × 10 −9 -1 × 10 −8 relative to atomic hydrogen. Also, Caselli et al. (2012) , using Herschel observations of L1544, estimated water abundance to be ∼ 3 × 10 −10 . For O 2 , upper limits obtained by Pagani et al. (2003b) were below 8.5 × 10 −8 in L183. On the other hand, our models 1 and 2 predict fractional abundances of 3.0 × 10 −7 and 1.6 × 10 −7 for H 2 O, and 2.0 × 10 −6, and 1.9 × 10 −6 for O 2 , respectively. These predicted high abundances of O 2 and H 2 O in the gas phase exist mainly at early evolutionary times, when icy mantles are not yet completely formed. The reason is a very high (>50%) efficiency of reactive desorption for the surface reaction H + O → OH (Minissale et al. 2016) . At later time, the surface is becoming covered with water, which reduces reactive desorption efficiency and, also, the gas-phase atomic oxygen is gradually depleted from the gas.
To solve these issues, we updated the original model (Vasyunin et al. 2017) as follows: the new reaction C + H 2 O → HCO + H, as proposed by Hickson et al. (2016) , was added, and in the original model, the rate of the reaction CH + CH 3 OH → CH 3 CHO + H was overestimated for T gas =10 K.
Hence, the rate of this reaction was fixed at 2.5 × 10 −10 cm 3 s −1 at 10 K (E. Roueff, priv. comm.) . The results of the simulations obtained with the updated model are shown in the last column ("Model 3") of Table 3 , and in Fig. 9 , along with the abundances of H 2 O and O 2 for the old and new models (Fig. 10) . The inclusion of the new reaction C + H 2 O → HCO + H helps to reduce the peak water abundance, which is reached at early times and likely overproduced by the original model by almost an order of magnitude. After 10 5 yr, for both models, the water abundance is about 10 −7 relative to hydrogen nuclei, which is similar to the numbers showed in Bergin et al. (2000) . Nevertheless, the column density of water in the model is about 8 × 10 15 cm −2 , which is over two orders of magnitude higher than the lower limit estimated for L1544 by Caselli et al. (2012) . The radial profile of the H 2 O abundance produced with our model is similar to the shape proposed in Caselli et al. (2012) , with a low abundance in the centre of the cloud (∼1 × 10 −7 ) and a maximum at intermediate radii (see Fig. 9 ). Once the reaction rate of CH + CH 3 OH → CH 3 CHO + H was fixed as described above, the column densities of CH 3 CHO and chemically related H 2 CCO reasonably fitted the observational values, and still no improvement is observed for O 2 .
"Model 3", which is the chemical model presented in Vasyunin et al. (2017) with the updated chemical network discussed above, was applied also to the L1544 data presented in Table B .2, with the proper physical parameters as input. This comparison, whose results are presented in Table 4 , extends the work presented in Vasyunin et al. (2017) , since now the molecular sample is larger. The overall agreement is a little worse now than for L183, with the observed column densities of HCS + , CH 3 OCHO, and HC 3 N, other than SO 2 , not being well-reproduced by the model.
Discussion and conclusions
A sensitive, single-pointing survey of the pre-stellar core L183 was conducted in the 3 mm-wave region with the IRAM 30 m antenna. Several emission lines were assigned to different molecular species, roughly 30 of them arising from iCOMs. Methyl formate (CH 3 OCHO) and the singly deuterated methanol (CH 2 DOH) were detected for the first time in this source. The column densities of the species derived in L183 were compared to those found in the dense pre-stellar core L1544.
In general, carbon-bearing molecules are more abundant in L1544, while oxygen-bearing species are more abundant in L183. This is especially true for the iCOMs and the sulphurbearing molecules, which show a clear division, depending whether they are sulphur-oxygen (e.g. SO, SO 2 ) or sulphurcarbon compounds (e.g. CS, HCS + , H 2 CS). However, our chemical model gives, for both cores, a similar age of ∼10 5 yr. A comparison of the H 2 map of L183 (Fig. 1) to that of L1544 A118, page 9 of 17 A&A 633, A118 (2020) Fig. 9 . Radial profiles of abundances of species obtained with the updated model, in the text labelled as "Model 3" (solid), and with the original model (dashed) developed in Vasyunin et al. (2017) . The profiles were obtained at the "best-fit " time of 9.5 × 10 4 yr. For each radial point, the column densities of the species are divided by the corresponding column density of hydrogen (see Fig. 1 ). Then, convolution over 26 Gaussian beam is performed to mimic IRAM 30 m observations. (Spezzano et al. 2016a , Fig. 1 ) helps to explain the chemical difference: the L183 dense core is well embedded within the molecular cloud, which screens the entire dense core from the interstellar radiation field. As a consequence, most of C is likely to be converted into CO, leaving few C atoms for building carbon chains. In contrast, the southern part of L1544 lies close to the sharp edge of the cloud, making it more freely exposed to the interstellar radiation field. Chemical differentiation in the two PSCs is therefore likely to be affected more by environmental conditions than by the time evolution. Another important finding from this comparison is the similar behaviour of methanol and its single deuterated species in the two objects. Our analysis of L183 methanol emission features clearly confirms what the previous study carried out by Bizzocchi et al. (2014) and Vastel et al. (2014) found for L1544; that the excitation of methanol in cold dense molecular clouds can not be modelled in local thermodynamic equilibrium conditions. For this reason, a non-LTE analysis of the emission lines of CH 3 OH was carried out, in a similar manner to that adopted previously for L1544. Also, there is an evident shift (∼300 m s −1 ) in radial velocity of the detected emission peaks of deuterated methanol, compared to those of the main isotopologue. This systemic velocity distinction might be, as already suggested for L1544 by Bizzocchi et al. (2014) 
Species
Column density (cm −2 )
Observed "Model 1" "Model 2" "Model 3" SO 6.0 × 10 14 3.2 × 10 14 5.4 × 10 14 3.7 × 10 14 OCS 7.4 × 10 12 1.9 × 10 12 1.5 × 10 11 3.2 × 10 12 H 2 CS 1.7 × 10 12 1.3 × 10 13 1.4 × 10 13 1.3 × 10 13 SO 2 3.5 × 10 12 1.6 × 10 14 9.5 × 10 14 2.2 × 10 14 CS 7.8 × 10 12 1.8 × 10 13 2.6 × 10 12 2.5 × 10 13 HCS + 1.8 × 10 11 2.9 × 10 10 2.3 × 10 10 2.9 × 10 10 CH 3 OCHO 1.2 × 10 12 5.5 × 10 10 1.8 × 10 11 1.2 × 10 11 HCOOH 1.4 × 10 12 9.1 × 10 12 2.0 × 10 12 8.9 × 10 12 CH 3 CHO 2.7 × 10 12 3.6 × 10 13 9.9 × 10 11 1.5 × 10 12 CH 3 CCH 3.4 × 10 12 1.1 × 10 13 1.1 × 10 12 1.5 × 10 13 CH 3 OH 4.9 × 10 13 2.2 × 10 14 5.2 × 10 13 3.5 × 10 14 H 2 CCO 1.1 × 10 12 2.7 × 10 13 5.8 × 10 11 7.4 × 10 12 N 2 H + 1.2 × 10 13 3.8 × 10 12 5.9 × 10 12 2.5 × 10 12 CCH 3.8 × 10 13 5.1 × 10 13 3.7 × 10 12 4.9 × 10 13 C 4 H 4.2 × 10 13 4.2 × 10 13 1.1 × 10 13 4.5 × 10 13 HNCO 5.8 × 10 12 8.0 × 10 11 2.1 × 10 12 8.5 × 10 11 HC 3 N 7.3 × 10 12 4.9 × 10 12 1.0 × 10 10 4.1 × 10 12 HCO + 2.9 × 10 13 1.7 × 10 13 8.8 × 10 12 1.5 × 10 13 HOCO + 4.4 × 10 11 9.9 × 10 10 3.0 × 10 11 7.1 × 10 10 CO 8.5 × 10 17 5.6 × 10 17 7.1 × 10 16 6.7 × 10 17 HCN 6.0 × 10 13 5.4 × 10 13 6.2 × 10 12 6.2 × 10 13 C 3 O 7.6 × 10 11 6.0 × 10 11 1.5 × 10 10 8.7 × 10 11
Notes. In bold are the modelled column densities not in agreement with the observed values. Where the observed column density was derived for two excitation temperatures (see Table B .2), the 5 K value was considered here. methanol. While CH 3 OH traces the outer shell of the dense core as explained by Vasyunin et al. (2017) and Vastel et al. (2014) , CH 2 DOH becomes more abundant closer to the core centre, where larger amounts of CO freeze-out boost the deuterium fractionation (e.g. Roberts et al. 2003) . From our observations of the methanol system, we find a deuteration towards the dust peak of L183 of [3.9 ± 0.7] × 10 −2 (see Table B .2), which should be compared to the one reported in Bizzocchi et al. (2014) for L1544 of [10 ± 3] × 10 −2 . The molecular line observations of L183 were also compared to the chemical model of Vasyunin et al. (2017) , which Notes. In bold are the modelled column densities not in agreement with the observed values. Where the observed column density was derived for two excitation temperatures (see Table B .2), the 5 K value was considered here, while when a range of column densities was available, the average values is given in this table. was recently used to interpret molecular abundances in L1544.
The chemical network of the model was modified by adjusting certain reaction rates and by adding some new reactions. The upgrade improved the agreement with the observations, and the current version is able to reproduce, within one order of magnitude, the column densities of 21 species out of the total 22 included in the analysis. This updated model, using appropriate physical parameters, was also applied to the L1544 data, and the model reproduced the column densities of 18 molecules observed towards this source. Remarkably, the best-fit time for A118, page 11 of 17 A&A 633, A118 (2020) L1544 from the model is ∼ 8.5 × 10 4 yr, which is approximately half the age derived by Vasyunin et al. (2017) . This age is, however, very close to the best-fit time for L183 (9.5 × 10 4 yr). This suggests that environmental conditions are more important for chemical differentiation than chemical evolutionary effects. The comparison between the observations and the chemical modelling shows a good agreement except for O 2 and SO 2 . These species are overproduced by both the original and the updated model (see Fig. 10 and Table 2 for O 2 and SO 2 , respectively). Both molecules are formed in the gas phase via the reactions with OH: O + OH → O 2 + H, and SO + OH → SO 2 + H. One may ask, therefore, if the problem arises from an overestimate of the OH abundance in the model. However, the peak abundance of OH is about 10 −7 relative to atomic hydrogen, which is consistent with estimations by Crutcher (1999) . Another possible reason for the reduction of the "extra" SO 2 is that the model neglects some important destructive reactions of this molecule. We tested this hypothesis by adding some reactions of sulphur dioxide with molecular kations, such as HCO + and H 3 O + . However, this did not substantially modify the expected yield of SO 2 in the model (Laas, priv. comm.) . Another source of uncertainty is the little known rate coefficient for the reaction SO + OH → SO 2 + H. We adopted the rate coefficient from the most recent study available in literature (Ballester & Varandas 2007, see Table 3 ), although this value was determined at room temperature. Very recent analyses indicate that the rate coefficient is four times higher at 10 K than at 300 K (Fuente, A. et al. 2019) . Adopting this new coefficient would lead to an even higher yield of SO 2 at low temperatures, and to a larger discrepancy with the observed values. What is said above clearly shows how poorly understood the chemistry of sulphur-bearing molecules is in cold, dense regions. In order to have a broader picture of the chemical distribution in L183 and to confirm our hypotheses regarding the effect of the environmental conditions on the chemical evolution of the molecular cloud, follow-up observations have been carried out. The main focus of these observations, which are to be presented in a forthcoming paper, was to trace the methanol and its single deuterated species emission around the dust peak, in order to study the distribution of these two species. At the same time, thanks to the large frequency bandwidth of the IRAM 30 m receiver system, many other molecular species are detected and mapped in the same region. These observations should allow us to have a clearer idea of the chemical distribution around the L183 dust peak and correlate this with the environmental conditions: if our assumption is correct, we could expect a more uniform molecular distribution around the dust peak in L183 than toward L1544. The analysis of the observational data is currently underway and the results are to be presented in a forthcoming paper. . .
Appendix B: Additional tables
Species
Transition 2.13 ± 0.01 0.008 ± 0.000 JPL (6) J Ka,Kc = 2 1,2 -1 1,1 (e 0 ) 88.07307 10.40 1.44 × 10 −6 2.4 24.3 0.48 ± 0.05 2.19 ± 0.02 0.006 ± 0.001 J Ka,Kc = 3 1,2 -3 0,3 (e 0 ) 88.75451 17.13 4.92 × 10 −6 1.9 19.6 0.40 ± 0.04 2.05 ± 0.02 0.005 ± 0.000 J Ka,Kc = 2 0,2 -1 0,1 (e 0 ) 89.40782 6.44 2.02 × 10 −6 2.2 115.1 0.36 ± 0.01 2.09 ± 0.00 0.029 ± 0.001 CH 3 OH J Ka,Kc = 5 1,5 -4 0,4 (E 2 -E 1 ) 84.52117 40.39 1.97 × 10 −6 4.6 45.8 0.30 ± 0.03 2.42 ± 0.02 0.010 ± 0.001 JPL (7) J Ka,Kc = 2 1,2 -1 1,1 (E 2 ) 96.73936 12.54 2.56 × 10 −6 9.2 1310.9 0.48 ± 0.00 2.39 ± 0.00 0.337 ± 0.006 J Ka,Kc = 2 0,2 -1 0,1 (A + ) 96.74137 6.97 3.41 × 10 −6 8.9 1660.9 0.49 ± 0.00 2.39 ± 0.00 0.452 ± 0.006 J Ka,Kc = 2 0,2 -1 0,1 (E 1 ) 96.74455 20.09 3.41 × 10 −6 8.3 174.1 0.42 ± 0.02 2.41 ± 0.01 0.039 ± 0.002 J Ka,Kc = 0 0,0 -1 1,1 (E 1 -E 2 ) 108.89395 13.12 1.47 × 10 Notes. (a) The rms on a 50 kHz frequency bin was computed over a range of 30 km s −1 . (b) The optical depth was derived from Eq. (4) for all the species. For the species with more than two observed transitions, the T ex used was the one derived from the MCMC or HFS fitting (see Table B .2); in all the other cases the optical depth was derived assuming T ex = 5 K.
References. Spectroscopic data from: (1) Kleiner et al. (1996) ; (2) HCS + J = 2-1 85.34789 6.14 1.11 × 10 −5 1.7 54.7 0.42 ± 0.02 2.50 ± 0.01 0.025 ± 0.001 CDMS (9) SO N = 2-1, J = 2-1 86.09395 19.31 5.25 × 10 −6 2.7 628.9 0.46 ± 0.01 2.42 ± 0.00 0.326 ± 0.005 CDMS (10) N = 3-2, J = 2-1 109.25222 21.05 1.08 × 10 −5 9.9 588.3 0.42 ± 0.01 2.55 ± 0.00 0.302 ± 0.004 S 18 O N = 2-1, J = 3-2 93.26727 8.72 9.34 × 10 −6 9.2 146.6 0.41 ± 0.03 2.08 ± 0.01 0.067 ± 0.004 CDMS H 2 CS J Ka,Kc = 3 1,3 -2 1,2 101.47781 22.91 1.26 × 10 −5 2.6 239.8 0.38 ± 0.01 2.37 ± 0.00 0.025 ± 0.001 CDMS (15) J Ka,Kc = 3 0,3 -2 0,2 103.04045 9.89 1.48 × 10 −5 3.5 184.7 0.39 ± 0.02 2.37 ± 0.01 0.020 ± 0.001 J Ka,Kc = 3 1,2 -2 1,1 104.61703 23.21 1.38 × 10 −5 3.0 149.0 0.37 ± 0.01 2.42 ± 0.01 0.016 ± 0.000 c-C 3 H 2 J Ka,Kc = 2 1,2 -1 0,1 84.72770 16.14 1.15 × 10 −5 3.5 51.6 0.32 ± 0.02 2.36 ± 0.01 0.023 ± 0.001 CDMS (16) J Ka,Kc = 3 2,2 -3 1,3 85.33889 6.45 2.55 × 10 −5 4.2 860.9 0.35 ± 0.01 2.36 ± 0.00 0.480 ± 0.009 c-H 13 CCCH J Ka,Kc = 2 1,2 -1 0,1 84.18563 6.33 2.39 × 10 −5 4.3 54.9 0.33 ± 0.03 2.28 ± 0.01 0.025 ± 0.002 CDMS (16) l-C 3 H 2 J Ka,Kc = 4 1,3 -3 1,2 83.93370 23.43 4.82 × 10 −5 5.0 56.3 0.25 ± 0.05 2.34 ± 0.01 0.014 ± 0.002 CDMS (17) J Ka,Kc = 5 1,5 -4 1,4 102.99238 28.19 9.33 × 10 −5 3.9 22.4 0.29 ± 0.06 2.33 ± 0.03 0.005 ± 0.001 J Ka,Kc = 5 1,4 -4 1,3 104.91558 28.46 9.86 × 10 −5 2.6 22.5 0.32 ± 0.02 2.32 ± 0.01 0.005 ± 0.000 C 4 H N = 9-8, J = 19/2-17/2, F = 9-8 85.63400 20.55 2.60 × 10 −6 2.3 122.6 0.33 ± 0.01 2.39 ± 0.00 0.056 ± 0.001 CDMS (18) N = 9-8, J = 17/2-15/2, F = 8-7 85.67258 20.56 2.59 × 10 −6 2.5 118.2 0.31 ± 0.01 2.38 ± 0.01 0.054 ± 0.002 N = 11-10, J = 23/2-21/2, F = 11-10 104.66656 30.14 4.81 × 10 −6 2.9 32.7 0.26 ± 0.01 2.37 ± 0.01 0.015 ± 0.001 N = 11-10, J = 21/2-19/2, F = 10-9 104.70511 30.16 4.79 × 10 −6 3.6 30.4 0.21 ± 0.04 2.34 ± 0.01 0.014 ± 0.002 CCH N = 1-0, J = 3/2-1/2, F = 1-1 87.28410 4.19 2.60 × 10 −7 2.6 229.1 0.34 ± 0.01 2.33 ± 0.00 0.025 ± 0.001 CDMS (19) N = 1-0, J = 3/2-1/2, F = 1-0 87.32859 4.19 1.27 × 10 −6 3.0 615.5 0.36 ± 0.01 2.33 ± 0.00 0.070 ± 0.001 N = 1-0, J = 1/2-1/2, F = 1-1 87.40199 4.20 1.27 × 10 −6 3.2 636.0 0.36 ± 0.00 2.35 ± 0.00 0.072 ± 0.001 N = 1-0, J = 1/2-1/2, F = 0-1 87.40716 4.20 1.54 × 10 −6 3.1 362.2 0.35 ± 0.01 2.36 ± 0.00 0.040 ± 0.001 N = 1-0, J = 1/2-1/2, F = 1-0 87.44647 4.20 2.61 × 10 −7 3.1 218.9 0.36 ± 0.01 2.35 ± 0.00 0.024 ± 0.001
