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Isoresonant omplex-valued potentials and symmetries.
Aymeri AUTIN
1
Abstrat
Let X be a onneted Riemannian manifold suh that the resolvent of the free Lapla-
ian (∆−z)−1, z ∈ C\R+, has a meromorphi ontinuation through R+. The poles of this
ontinuation are alled resonanes. When X has some symmetries, we onstrut omplex-
valued potentials, V , suh that the resolvent of ∆ + V , whih has also a meromorphi
ontinuation, has the same resonanes with multipliities as the free Laplaian.
Mathematis Subjet Classiation Numbers : 31C12, 58J50
1 Introdution and statement of the results
Let (X, g) be a onneted Riemannian manifold with dimension n ≥ 2. On X we have the
free non-negative Laplaian, ∆, ating on funtions with domain H2(X), whose spetrum is
inluded in R
+
. So, for z ∈ C \ R+, the resolvent R0(z) := (∆ − z)−1 of the Laplaian is a
bounded operator from L2(X) to H2(X). We will assume that, the resolvent has a meromor-
phi ontinuation through R
+
in a domain of C, D+. For example, this holds for Eulidean
spaes, asymptotially hyperboli manifolds and manifolds with asymptotially ylindrial
ends.
We all resonane of ∆ a pole of R0 in D
+
, and we write Res(∆), the set of these poles. If
z0 ∈ Res(∆), then, in a neighbourhood of z0 in D+, we have a nite Laurent expansion :
R0(z) =
p∑
i=1
(z − z0)−iSi +H(z),
where Si has a nite rank and H is holomorphi. p is the order of the resonane. We all
multipliity of z0 the dimension of the resonant spae whih is the range of S1. See [Agm98℄.
If we perturb the Laplaian with a potential V and if V is suiently dereasing at innity
on X, for example ompatly supported, then the resolvent of ∆+ V , (∆+ V − z)−1 an also
be ontinued meromorphially to D+. Then, we an introdue the resonanes of (∆ + V ), we
write their set Res(∆ + V ).
For suh a V , suiently dereasing, we have the equality for the essential spetrum,
σess(∆ + V ) = σess(∆), beause V is then relatively ompat with respet to ∆. So we
an wonder how these potentials modify resonanes. We reah the main question of this work :
Do there exist potentials V suh that Res(∆+V) = Res(∆) ?
We will onstrut suh potentials and we all them isoresonant. In term of inverse problem,
we an't detet their presene only with the observation of the set of resonanes.
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Our potentials will be omplex-valued and it is ruial. For example it is known that, in R
n
,
n ≥ 2 and even or n = 3, nontrivial, real valued, smooth and ompatly supported potentials
reate an innite number of resonanes. See [Mel95℄ [SBZ95℄ [Chr99℄ [SB99℄.
We have been inspired by the work of Christiansen in [Chr06℄ and [Chr08℄. She onstruts in
Eulidean spaes R
n
(n ≥ 2) isoresonant omplex potentials, i.e. in this ase : Res(∆+ V ) =
Res(∆) = ∅. She uses an ation of S1 on Rn. I generalize this onstrution to manifolds whih
have an isometri ation of S
1
, and I use other symmetries as (S1)m and SO(n). On these
manifolds, the free Laplaian already has some resonanes, so there is more work to prove the
isoresonane of the potentials. To ompare ; in the Eulidean spae, it is suient to prove
Res(∆ + V ) ⊂ Res(∆) beause Res(∆) = ∅.
We are going to desribe the method for the onstrution and the statements of the re-
sults. We assume that (X, g) has an isometri ation of S1. This ation indues an unitary
representation of S
1
on L2(X) :
S1 −→ U(L2(X))
eiθ −→ f → (x→ f(e−iθ.x)).
Then we an deompose L2(X) aording to isotypial omponents :
L2(X) =
⊥⊕
j∈Z
L2j (X),
with, for all j ∈ Z,
L2j(X) := {f ∈ L2(X) ; ∀θ ∈ [0, 2π], ∀x ∈ X, f(e−iθ.x) = eijθf(x)},
is the spae of S
1
homogeneous funtions of weight j.
We take for our isoresonant potentials sums of S
1
homogeneous funtions with weights of
the same sign. Suh funtions reate a shift on the isotypial omponents of L2(X) : if
V ∈ L∞(X) ∩ L2m(X) and f ∈ L2j (X) then V f ∈ L2j+m(X). On the ontrary, the Lapla-
ian stabilizes these isotypial omponents. Thanks to this shift we will prove the inlusion
Res(∆ + V ) ⊂ Res(∆), rst for trunated V , and after for all V thanks to a haraterization
of resonanes as zeros of regularized determinants.
On the way, we have to estimate, for all ompat K, the lower bound of the spetrum of
the Dirihlet Laplaian ating on S
1
homogeneous funtions of weight j supported in K (we
denote this spae L2j(K)). This is an interesting result on its own :
Proposition 1
Let K be a ompat manifold with boundary, having an ation of S1 and a metri g suh that
S
1
ats by isometries on (K, g) and g has a produt form in a neighborhood of the boundary
of K. Then there exist stritly positive onstants, C1(K) and C2(K), suh that, for all j ∈ Z,
we have :
C1j
2 ≤ Min Spec ∆L2j (K) ≤ C2(1 + j
2).
For the other inlusion, Res(∆) ⊂ Res(∆ + V ), we use the Agmon's perturbation theory of
resonanes, developed in [Agm98℄. Thanks to this theory we an view resonanes as eigenvalues
of auxiliary operators and so we an use the Kato's theory in order to study their perturbations.
Finally we get the following result, given here in restrited ases for simpliity :
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Theorem 1
On the Eulidean spae R
n
or the hyperboli spae H
n
, let be the potential
V =
M∑
m=1
Vm,
where Vm ∈ L∞(X) is ompatly supported and S1 homogeneous with weight m.
Then, in C, we have Res(∆ + V ) = Res(∆) with the same multipliities.
See the theorem 2 for the general ase with a more general manifold, an innite sum for V ,
and V not ompatly supported.
Remark 1
Instead of the free Laplaian we an perturb ∆ + V0 with V0 a real, ompatly supported
and S
1
invariant potential and the result beomes Res(∆ + V0 + V ) = Res(∆ + V0) with the
same multipliities. We an imagine the perturbation of other operators whih respet the
deomposition of L2(X) aording to the isotypial omponents.
The onstrution of isoresonant potentials using the ation of (S1)m is essentially the same
as in the ase S
1
so we don't desribe it in this artile, but it an be found in [Aut08℄. On
the ontrary, if we look at the ation of SO(n) (n ≥ 3), as this group is not ommutative, we
don't have any simple desription of the isotypial omponents. Then we add an hypothesis
and assume that we an write
L2(X) =
⊕
k∈N
L2(R+)⊗Hk,
where Hk = Ker(∆Sn−1 − k(k + n − 2)), k ∈ N, is the eigenspae of the Laplaian on the
sphere S
n−1
. Like in the ase S
1
, we are going to onstrut some V whih indues a shift in this
deomposition of L2(X). This time V is a sum of highest weight vetors of the representations
Hk of the omplexiation of the Lie algebra son. Moreover, for the ation of SO(n) we don't
need to use the proposition 1, whih simplies the proof of the isoresonane. Here I have been
inspired by the onstrution of isospetral potentials by Guillemin and Uribe in [GU83℄.
These potentials don't modify the set of resonanes of the free Laplaian and their multipli-
ity. We an wonder if, with more information, we would be able to detet them. On this way,
I prove that , on H
2
, there exist some potentials among the family of isoresonant potentials
whih modify the order of the resonanes. On H
2
, resonanes of the free Laplaian are, up to
a hange of spetral parameter, the negative integers with order 1. Taking for the hyperboli
plan the model R
+ × S1 with oordinates (r, θ) and metri g = dr2 + sh(r)2dθ2, we have
Proposition 2
On the hyperboli plan H
2
, let k be a stritly positive integer. There exists a potential
V ∈ F := {Vm(r)eimθ;m ∈ Z\{0}, Vm ∈ L∞c (R+)} suh that −k is a resonane of ∆+V with
an order stritly bigger than 1.
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In the last part of this artile, we onstrut isoresonant potentials using the S
1
ation on
another example : the atenoid, i.e. (R × S1,dr2 + (r2 + a2)dα2) with (r, eiα) ∈ R × S1 and
a ∈ R. We treat this example separately beause we an't use the Agmon's theory for dening
the ontinuation of the resolvent and for perturbations of resonanes ; instead we have to use
a omplex saling method, following [WZ00℄.
2 Framework and onditions
We take a over f : Σ→ Ω, where Ω is an open set of C, and an unbounded domain D ⊂ Σ
suh that f(D) ⊂ C \R+. We note R0(λ) := (∆− f(λ))−1 whih is rst dened holomorphi
in D with values in L(L2(X)) (the spae of bounded operators from L2(X) to itself). Let two
Banah spaes B0 and B1 be suh that
B0
J0→֒ L2(X) J→֒ B1,
where J0 and J are ontinuous injetions, J0(B0) is dense in L
2(X) and J(L2(X)) is dense in
B1. We note, for λ ∈ D,
R˜0(λ) = JR0(λ)J0.
R˜0 is holomorphi on D with values in L(B0, B1).
Our rst assumption is the following :
Condition A : R˜0 has a meromorphi ontinuation with nite rank poles (we will say
nite-meromorphi) from D to D+ a domain of Σ.
In order that Condition A not hold trivially we assume that f(D+) intersets the essential
spetrum of ∆.
Let us give some examples :
• X is Rn with the Eulidean metri,
- If n is odd then we take Σ = C and R0(λ) := (∆ − λ2)−1 is rst dened in
D = {λ ∈ C ; Imλ > 0} with values in L(L2(Rn)) and has, for all N > 0,
an holomorphi ontinuation in D+N = {λ ∈ C ; | Imλ |< N} with values in
L(e−N<z>L2(Rn), eN<z>L2(Rn)), where < z >= (1+ | z |2) 12 . See [Mel95℄ and
[SBZ95℄.
- If n is even then we take for Σ the logarithmi over of C \ {0}, and R0(λ) :=
(∆−e2λ)−1 is rst dened in D = {λ ∈ C ; 0 < Imλ < π} with values in L(L2(Rn))
and has, for allN > 0, an holomorphi ontinuation inD+N = {λ ∈ C ; | Im(eλ) |< N}
with values in L(e−N<z>L2(X), eN<z>L2(X)). See [Mel95℄.
• X is an asymptotially hyperboli manifold. We begin with the denition of suh a
manifold. Let X = X ∪ ∂X , a smooth ompat manifold of dimension n with boundary
∂X and ρ0 a boundary-dening funtion that is a smooth funtion on X suh that
ρ0 ≥ 0, ∂X = {m ∈ X ; ρ0(m) = 0}, dρ0 |∂X 6= 0.
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We say that a smooth metri g on X is asymptotially hyperboli if ρ20g ontinues as a
smooth metri on X and | dρ0 |ρ20g= 1 on ∂X . Thanks to this ondition, the setional
urvature of g tends to −1 at the boundary, and there exists a funtion ρ dening
the boundary, a ollar neighborhood of the boundary, Uρ := [0, ε) × ∂X , and a family
h(ρ), ρ ∈ [0, ε), of smooth metris on ∂X suh that
g =
dρ2 + h(ρ)
ρ2
on Uρ. (1)
For example the hyperboli spae H
n
and its onvex o-ompat quotients are asymp-
totially hyperboli.
We take Σ = C and R0(λ) := (∆− λ(n− 1− λ))−1 is rst dened and meromorphi in
D = {λ ∈ C ; Reλ > n−12 } with values in L(L2(X)) and λ is one of its poles if and only
if λ(n− 1− λ) ∈ σd(∆), and it is of nite rank.
Mazzeo and Melrose ([MM87℄) and after Guillarmou ([Gui05℄) have proved that R0 has
a nite-meromorphi ontinuation in C\(n2 −N) and in all C if and only if the metri g is
even. The metri g is even if the family h(ρ) dened in (1) has a Taylor's series in ρ = 0
only with even powers of ρ (it does not depend on the hoie of ρ). More preisely, for all
N ≥ 0, R0 has a nite-meromorphi ontinuation on D+N := {λ ∈ C ; Reλ > n−12 −N}
if g is even, and otherwise on D+N \ (n2 − N), with values in L(ρNL2(X), ρ−NL2(X)).
• X is a Riemannian manifold with asymptotially ylindrial ends. Like in the previous
ase, let X = X ∪ ∂X be a smooth ompat manifold of dimension n with boundary.
We say that a smooth metri g on X is a metri with asymptotially ylindrial ends if
there exists a funtion ρ dening the boundary, a ollar neighborhood of the boundary,
Uρ := [0, ε) × ∂X, and a family h(ρ), ρ ∈ [0, ε), of smooth metris on ∂X suh that
g =
dρ2
ρ2
+ h(ρ) on Uρ. (2)
Let ∆∂X be the Laplaian on the ompat manifold ∂X and 0 = σ
2
1 < σ
2
2 < . . . its spe-
trum. Then the spetrum of the Laplaian on X, ∆, is disrete with nite multipliities
outside [0,+∞) and, for all j > 0, [σj, σj+1) is ontinuous spetrum with a multipliity
equal to the sum of the multipliities of {σ1, . . . , σj} as eigenvalues of ∆∂X and there
may be embedded eigenvalues with nite multipliity.
Melrose, in [Mel93℄, proves the ontinuation of the resolvent of the free Laplaian on the
Riemannian surfae Σ whih is the surfae suh that all the funtions rj(λ) := (λ−σ2j )
1
2
are holomorphi on it. This surfae is ramied at points λ = σ2j . R0(λ) = (∆ − λ)−1
is rst dened in D = {λ ∈ Σ ; ∀ j Im(rj(λ)) > 0} with values in L(L2(X)) and, for
all N ≥ 0, it has a nite-meromorphi ontinuation in a domain D+N with values in
L(ρNL2(X), ρ−NL2(X)).
• X is a rank-one symmetri spae of the nonompat type. In this ase, Hilgert and
Pasquale prove, in [HP09℄, the nite-meromorphi ontinuation of the resolvent of the
free Laplaian.
In order to treat all these examples with a single notation, we reformulate the Condition A,
with N > 0, and ρ = e−<z> for the Eulidean ase and a boundary-dening funtion on X
for the other examples, by
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Condition AN,ρ : R˜0 has a nite-meromorphi ontinuation from D to D
+
N an unbounded
domain of Σ, with values in L(ρNL2(X), ρ−NL2(X)).
Agmon shows in [Agm98℄ that notions of resonanes, multipliity and order do not depend
of the weight ρN hosen.
In order to have the nite-meromorphi ontinuation to D+N of the resolvent of ∆ + V ,
(∆ + V − z)−1, z ∈ C \ Spec(∆ + V ), we introdue a ondition for V :
Condition BN,ρ : R˜V (λ) := J(∆ + V − f(λ))−1J0 with values in L(ρNL2(X), ρ−NL2(X))
has a nite-meromorphi ontinuation from D to D+N and ρ
−2NV is bounded on X.
Remark 2
With the hypothesis ρ−2NV bounded, we will be able to apply the Agmon's perturbation
theory of resonanes [Agm98℄.
Remark 3
If V is ompatly supported or if V is smooth on X and vanishes to all orders in ρ at the
boundary then V veries Condition BN,ρ for all N . In these ases, the resolvent of ∆+V has
a nite-meromorphi ontinuation in all Σ.
3 Cirular symmetries
3.1 Statement of the result and examples
Let (X, g) be a onneted Riemannian manifold with a S1 ation by isometries. We will
need the following ondition.
Condition C : For all ompat K ⊂ X there exists a ompat manifold with boundary
K˜ whih is dieomorphi to a ompat of X ontaining K, and whih has a isometri S1
ation, with a smooth metri g˜ suh that g˜|K = g|K , and g˜ is a produt metri dδ
2 + h˜
∂ eK in a
neighbourhood of the boundary ∂K˜ of K˜, with δ a S1 invariant funtion dening ∂K˜ and h˜
is independent of δ.
We an now give the main result of this part :
Theorem 2
Let (X, g) be a onneted Riemannian manifold with an ation of S1 by isometries verifying
the Condition C and the Condition AN,ρ for some N > 0 and some S
1
invariant funtion ρ.
Let V be the potential
V =
+∞∑
m=1
Vm,
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where Vm ∈ L∞(X) is S1 homogeneous of weight m, with
+∞∑
m=1
‖ Vm ‖∞< +∞. If V veries
Condition BN,ρ, and for all λ ∈ D+N \ Res(∆), ρ−(N+1)V R˜0(λ)ρN is in a Shatten lass Sq,
q ∈ N \ {0},
then, on D+N , Res(∆ + V ) = Res(∆) with the same multipliities.
We will reall the denition of the Shatten lasses in the denition 1 in setion 3.3.2.
Remark 4
The last assumption, ρ−(N+1)V R˜0(λ)ρ
N ∈ Sq, is tehnial and will allow us to use regularized
determinants. If V is ompatly supported then it holds with q > dimX2 and for any N . In
the Eulidean spae R
n
, if V is bounded and super-exponentially deaying we still have the
assumption for all N . On an asymptotially hyperboli manifold X, if V is smooth on X and
vanishes to all orders in ρ at the boundary then V veries the assumption for all N .
Let us desribe the S
1
ation, the Condition C and the potentials for the examples of setion
2 verifying Condition A :
• Let Rn = (R2)k × Rn−2k be the Eulidean spae with the following S1 ation
k⊕
i=1
R(piθ)⊕ IdRn−2k ,
where θ ∈ [0, 2π), (p1, . . . , pk) ∈ (Z \ {0})k, and R(φ) is the rotation of angle φ on R2.
For the Condition C, we an remark that every ompat K an be inluded in a ball
B(0, R) and we an take for K˜ a bigger ball B(0, R˜) with R˜ > R with the following
metri in polar oordinates :
g˜ = dr2 + f(r)dω2, (r, ω) ∈ R+ × Sn−1,
where dω2 is the metri on the (n− 1)-sphere in Rn and f is smooth on [0, R˜], onstant
near R˜ and f(r) = r2 on [0, R]. The omponents S1 homogeneous of weight m of the
isoresonant potentials of the theorem have the following form :
Vm(r1e
iα1 , . . . , rke
iαk , z) =
∑
(ℓ1,...,ℓk)∈Z
k
kP
i=1
ℓipi=−m
Wm,ℓ1,...,ℓk(x¯)e
iℓ1α1 . . . eiℓkαk
where (r1e
iα1 , . . . , rke
iαk , z) ∈ (R2)k × Rn−2k, x¯ ∈ Rn/S1 and the sum onverges in
innite norm.
• For the hyperboli spae Hn, we an take the Poinaré model i.e. the unit ball of
R
n
entered at the origin with the metri 4(1− ‖ x ‖2)−2geuclid. The ation of S1 on
R
n
desribed in the previous point indues an isometri ation of S
1
on H
n
. For the
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ondition C, if K is inluded in a ball of radius R and entered at the origin (i.e. 0Rn
with this model), then we take for K˜ a ball of radius R˜ > R and, in polar oordinates,
g˜ = dr2+ f(r)dω2 with this time f(r) = sh2r on [0, R]. The isoresonant potentials have
the same form as in the Eulidean ase. We reall ([GZ95a℄) that if n is odd Res(∆) = ∅
and if n is even Res(∆) = −N and the multipliity of the integer −k is the multipliity
of k(k + n− 1) as eigenvalue of the Laplaian on the Eulidean sphere Sn.
• Let us onsider Hn with the model R+∗ ×Rn−1 with the orresponding oordinates (x, y).
We take for X the hyperboli ylinder Hn/<γ> where γ is the isometry w → eℓw. S1
ats on X isometrially by eiθ.[x, y] = [e
ℓθ
2π x, e
ℓθ
2π y]. We an see X as R+×S1×Sn−2 with
the oordinates (r, θ, ω), the metri dr2 + ch2rdθ2 + sh2rdω2, and the S1 ation is the
trivial ation on the fator S
1
. Every ompat is inluded in a K = [0, R]×S1×Sn−2, so
we an take K˜ = [0, R˜]×S1×Sn−2 with the metri g˜ = dr2+h1(r)dθ2+h2(r)dω2 where h1
and h2 are smooth on [0, R˜], onstant near R˜ and on [0, R], h1(r) = ch
2r, h2(r) = sh
2r.
The omponents S
1
homogeneous of weight m of the isoresonant potentials have the
form :
Vm(r, θ, ω) =Wm(r, ω)e
−imθ .
Here, aording to [GZ95a℄, we have Res(∆) = −N+ iZ2π/ℓ [GZ95a℄.
We reall that the isometri S
1
ation indues a deomposition of L2(X) aording to iso-
typial subspaes :
L2(X) =
⊕
j∈Z
L2j (X).
Let Pj : L
2(X) −→ L2j(X) be the orresponding orthogonal projetion.
The main idea of the proof is that if Vm ∈ L∞(X) is S1 homogeneous of weight m then it
indues by multipliation a shift on these isotypial representations :
Vm : L
2
j(X) −→ L2j+m(X).
3.2 Spetral lower bound for the Laplaian on homogeneous funtions
In the following we will need a spetral lower bound for the Laplaian on S
1
homogeneous
and ompatly supported funtions. As I have not read this result anywhere before, I also give
an upper bound for the rst eigenvalue. In [Aut08℄, it an be found a more preise disussion
about this result.
Proposition 3
Let K be a ompat manifold with boundary, with a S1 ation and equipped with a metri g
suh that S
1
ats by isometries on (K, g). We assume g has a produt form dδ2 + h∂K in a
neighbourhood of ∂K with δ a S1 invariant funtion dening ∂K, and h is independent of δ.
Then there are onstants C1 = C1(K) > 0 and C2 = C2(K) > 0 suh that for all j ∈ Z, we
have :
C1j
2 ≤ Min Spec ∆L2j (K) ≤ C2 < j >
2 .
where ∆L2j (K) is the Friedrihs selfadjoint extension in L
2
j(K) of the Laplaian dened on
C∞c (K) ∩ L2j (K) and < j >:= (1+ |j |2)
1
2
.
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Remark 5
In the ase where K is a disk entered in 0 in R2, we an apply this lemma inluding K in a
bigger disk K˜ as explained before but we an also prove diretly the lower bound beause it
is just an estimate of the rst zero of Bessel funtions.
Proof : We begin with the lower bound. Consider two opies of K. We an identify their
regular boundaries and get a ompat losed manifold M . More preisely, there exists a ollar
neighbourhood W of ∂K dieomorphi to [0, ǫ)× ∂K by the dieomorphism :
ψ : [0, ǫ)× ∂K → W
(t, y) → ψt(y),
with ψt the gradient ow of δ for the metri g. So, on the topologial spaeM = (K⊔K)/∂K,
we an onstrut a dierential atlas beginning with ∂K ⊂M whih is inluded in a open set
[W ] = (W ⊔W )/∂K dieomorphi to (−ǫ, ǫ)× ∂K by
(−ǫ, ǫ)× ∂K → [W ]
(t, y) →
{
ψt(y), if t ≥ 0
ψ−t(y), if t ≤ 0
On [W ] the S1 ation is, via the previous dieomorphism, the ation on ∂K. The other harts
are those in the interior of K.
As the metri g has a produt form in a neighbourhood of ∂K, it an be ontinue by
symmetry on δ. We get a smooth metri on M and we still have an isometrial ation of S1
on M .
Let Y be the orresponding vetor eld whih we will onsider as a dierential operator of order
1 (Y.f(m) = −i∂θ(f(e−iθ.m))|θ=0). Another pseudo-dierential operator of order 1, on M , is
P :=
√
∆M + 1 where ∆M is the Laplaian on (M,g). P and Y ommute beause S
1
ats by
isometries onM . We onsider Q := P 2+Y 2 whose prinipal symbol is q(x, ξ) =|ξ |2 +(ξ(Y ))2,
(x, ξ) ∈ T ∗M ; so Q is ellipti.
Let Λ ⊂ R2 be the joint spetrum of (P, Y ), it is onstituted by the points (λPk , λYk ) suh
that Pφk = λ
P
k φk and Y φk = λ
Y
k φk where (φk) is a orthonormal basis of L
2(M). We note that
the spetrum of Y is equal to Z and we are looking for the minimum of the rst oordinates
of points of Λ whose seond oordinate is j. We all this minimum λj1.
Let p(x, ξ) = (| ξ |, ξ(Y )) be the joint prinipal symbol of P and Y . p is an homogeneous
funtion of degree 1. Let Γ be the linear one Γ = R+p(S(T ∗M)) where S(T ∗M) is the unit
sphere bundle of T ∗M . Moreover, we have p(S(T ∗M)) = {(1, ξ(Y )), |ξ |= 1}. Now, as P and
Y ommute and Q is ellipti, we an apply theorem 0.6 in [CdV79℄ : if C is a one of R2 suh
that C ∩Γ = {0} then C ∩Λ is nite. Taking, for example, CK = R{(a, |Y |K), |a |≤ 12} where
|Y |K= sup
m∈K
|Y (m) |, it means that there exists a onstant c := 12|Y|K and J ∈ N suh that,
for all j ∈ Z, | j |≥ J , we have λj1 ≥ c | j | and we an take a smaller c and have λj1 ≥ c | j |
for all j ∈ Z. As P = √∆M + 1, there is another onstant c, suh that the minimum of the
spetrum of the Laplaian on homogeneous funtions of weight j on M is superior than cj2.
Moreover, the spetrum of ∆L2j (K)
with Dirihlet onditions is inluded in the spetrum of
∆M ating on L
2
j(M). Indeed, let I be the involution whih exhanges the two opies of K in
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M , then the eigenfuntions of ∆M whih are odd for I vanish on the image of ∂K in M . So
they orrespond to eigenfuntions of the Dirihlet Laplaian on K.
In order to prove the upper bound, we remark that
Min Spec ∆L2j (K)
= inf
φ∈L2j (K)\{0}
〈∆φ, φ〉
‖φ‖2 .
So it's suient to onstrut, for j large, one φj ∈ L2j(K)\{0} suh that 〈∆φj , φj〉 ≤ Cj2 ‖φj ‖2
with C independent of j. Let K̂ be the set of prinipal orbits of the ation of S1 in K. The
prinipal orbits are those for whih the stability groups are the identity. K̂ is an open,
onneted and dense subset of X. We onsider the prinipal S1 bration K̂ → K̂/S1 and we
take Uj , a S
1
invariant open set of K̂, where this bration is trivial. So Uj is dieomorphi to
(Uj/S
1)×S1 and we an take Uj small enough to be sure that Uj/S1 is a oordinate path and
we denote the orresponding oordinates by (y, θ) := (y1, . . . , yN , θ) where N = dim Uj/S
1
.
In those oordinates the metri has the form
g|Uφj
=
N∑
k,ℓ=1
ak,ℓ(y, θ)dykdyℓ + b(y, θ)dθ
2 +
N∑
k=1
ck(y, θ)dykdθ,
with ak,ℓ, b and ck smooth on Uj , and the Laplaian beomes
∆ =
N∑
k,ℓ=1
Ak,ℓ(y, θ)∂yk∂yℓ +B(y, θ)∂
2
θ +
N∑
k=1
Ck(y, θ)∂θ∂yk
+
N∑
k=1
Dk(y, θ)∂yk + E(y, θ)∂θ ,
where Ak,ℓ, B,Ck,Dk and E are smooth on Uj .
We take φj(y, θ) = ψ(y)e
−ijθ
with ψ smooth and ompatly supported in Uj/S
1
. So we
have φj ∈ L2j(K) and
∆φj =
( N∑
k,ℓ=1
Ak,ℓ(y, θ)∂yk∂yℓψ − j2B(y, θ)ψ − ij
N∑
k=1
Ck(y, θ)∂ykψ
+
N∑
k=1
Dk(y, θ)∂ykψ − ijE(y, θ)ψ
)
eijθ,
and
〈∆φj , φj〉 =− j2
∫
supp φj
B(y, θ) |ψ |2 dvol(g)
− ij
∫
suppφj
N∑
k=1
Ck(y, θ)(∂ykψ)ψ +E(y, θ) |ψ |2 dvol(g)
+
∫
suppφj
N∑
k,ℓ=1
Ak,ℓ(y, θ)(∂yk∂yℓψ)ψ +
N∑
k=1
Dk(y, θ)(∂ykψ)ψ dvol(g)
10
so
〈∆φj, φj〉 =| 〈∆φj , φj〉 |≤ Λ1(ψ)j2 ‖ψ‖2L2(K,g) +Λ2(ψ) |j | +Λ3(ψ),
where Λ1,Λ2,Λ3 are positives onstants whih only depend of ψ.
By xing ψ as ‖φj ‖=‖ψ‖, we get a onstant C2 suh that, for all j ∈ Z,
〈∆φj , φj〉 ≤ C2 <j>2‖φj ‖2 . 
With the proposition 3 and the Condition C we will prove the following :
Lemma 1
Let λ ∈ D+N \ Res(∆) and χ ∈ C∞c (X) be S1-invariant. Then there is a onstant C =
C(λ, χ) > 0 suh that, for all j ∈ Z, :
‖ χR˜0(λ)Pjχ ‖≤ C
1 + j2
Proof : Sine S
1
ats by isometries on X, we have, for all j, ∆Pj = Pj∆ and PjR˜0 = R˜0Pj .
The fat that χ is S1 invariant also gives χPj = Pjχ.
We have
χ(∆− f(λ))R˜0(λ)χ = χ2,
so
(∆− f(λ))χR˜0(λ)Pjχ = χ2Pj + [∆, χ]R˜0(λ)χPj .
then
‖ (∆− f(λ))χR˜0(λ)Pjχ ‖ ≤ ‖ χ2Pj ‖ + ‖ [∆, χ]R˜0(λ)χPj ‖ ≤ C(λ, χ). (3)
Let (K˜, g˜) the ompat ontaining K := suppχ given by the Condition C. If v ∈ L2(X) then
u = χPjR˜0(λ)χv is in L
2
j (K, g) and, as supp u ⊂ K and g˜|K = g|K , we also have u ∈ L2j (K˜, g˜).
In addition, u is, at the same time, in the domain of the Dirihlet Laplaian on K˜, of the
Dirihlet Laplaian on K and of the Laplaian on X, and we have
∆( eK,eg)u = ∆(K,g)u = ∆(X,g)u.
Let (φk) (depending on K˜ and j) an orthonormal basis of L
2
j(K˜, g˜) onstituted by eigen-
funtions of ∆( eK,eg). We denote µk(j, K˜) the eigenvalue orresponding to φk. If we expand u
following this basis : u =
∑
k
ukφk, we have
(
∆
( eK,eg) − f(λ)
)
u =
∑
k
(
µk(j, K˜)− f(λ)
)
ukφk
so that
‖ (∆− f(λ))u ‖2=∑
k
| µk(j, K˜)− f(λ) |2|uk |2≥
∑
k
(
µk(j, K˜)− Re(f(λ))
)2 |uk |2 .
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Thus, using the proposition 3, there exists a onstant C = C(K˜) > 0 suh that
∀k ∈ N, ∀j ∈ Z µk(j, K˜) ≥ Cj2.
We take J in order to have CJ2 > Re(f(λ)), then for all |j |≥ J , we have
‖ (∆− f(λ))u ‖2≥ (Cj2 − Re(f(λ)))2∑
k
|uk |2=
(
Cj2 − Re(f(λ)))2 ‖u‖2 .
Using this in the inequality (3) we get that for all |j |≥ J
‖ χR˜0(λ)Pjχ ‖≤ C(λ, χ)
Cj2 − Re(f(λ)) .
So there exists another onstant C > 0 suh that , for all |j |≥ J , ‖ χR˜0(λ)Pjχ ‖≤ Cj−2, and
we an take a greater C to have, for all j ∈ Z,
‖ χR˜0(λ)Pjχ ‖≤ C
1 + j2
. 
3.3 Loalization of resonanes
We begin the proof of the theorem 2 by the inlusion Res(∆ + V ) ⊂ Res(∆). First, we
onsider trunations in spae of partial sums of V .
3.3.1 Loalization of resonanes for the trunated partial sums of V
We onsider SM :=
M∑
m=1
Vm where Vm is the omponent S
1
homogeneous of weight m of V .
Let χ ∈ C∞c (X) be invariant under the ation of S1. In this part, our purpose is to show that
Res(∆ + χSM ) ⊂ Res(∆), on D+N .
For λ ∈ D+N \ Res(∆), we have(
∆+ χSM − f(λ)
)
R˜0(λ)ρ
N = ρN
(
I + ρ−NχSM R˜0(λ)ρ
N
)
.
In addition, we have
ρ−NχSM R˜0(λ)ρ
N = χρ−2NSMρ
N R˜0(λ)ρ
N .
So thanks to the ondition AN,ρ, ρ
−NχSM R˜0(λ)ρ
N
is an holomorphi family in D+N \Res(∆),
of ompat operators suh that
‖ρ−NχSMR˜0(λ)ρN ‖< 1
for |λ| suiently large in D+N .
Then by the analyti Fredholm theory we get that
(
I + ρ−NχSM R˜0(λ)ρ
N
)−1
is meromorphi
on D+N \Res(∆) and we have the often alled Lipmann-Shwinger equation whih establishes
the link between the resolvent of ∆+ χSM and these of the free Laplaian :
ρN R˜χSM (λ)ρ
N = ρN R˜0(λ)ρ
N
(
I + ρ−NχSMR˜0(λ)ρ
N
)−1
. (LS)
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So if λ0 is a pole of R˜χSM in D
+
N \Res(∆), then λ0 is a pole of
(
I + ρ−NχSMR˜0(λ)ρ
N
)−1
and
still by Fredholm theory, there is a nontrivial u ∈ L2(X) suh that(
I + ρ−NχSMR˜0(λ)ρ
N
)
u = 0.
We remark with the last equality that supp u ⊂ supp χ. Let χ2 ∈ C∞c (X) invariant under the
ation of S
1
and suh that χ2 = 1 on the support of χ. If we denote uj := Pju ∈ L2j(X), we
have
uj = Pj
(− ρ−NχSMR˜0(λ)ρNu) = Pj(− ρ−NχSMχ2R˜0(λ)χ2ρNu),
and by linearity
uj = −
M∑
m=1
Pj
(
ρ−NχVmχ2R˜0(λ)χ2ρ
Nu
)
.
However, eah Vm indues a shift on the isotypial representations :
Vm : L
2
j(X)→ L2j+m(X),
so we have
uj = −
M∑
m=1
VmPj−m
(
ρ−Nχχ2R˜0(λ)χ2ρ
Nu
)
uj = −
M∑
m=1
Vmρ
−Nχχ2R˜0(λ)χ2ρ
NPj−m(u),
where we have also used that the projetions Pj−m ommute with R˜0, ρ, χ and χ2.
By hypothesis, for all m, ‖ Vm ‖∞≤
+∞∑
m′=1
‖ Vm′ ‖∞< +∞, then, applying the lemma 1 to
χ2R˜0χ2Pj−m, we get a onstant C suh that, for all j ∈ Z,
‖ uj ‖≤
M∑
m=1
C
1 + (j −m)2 ‖ uj−m ‖,
so, for all j ∈ Z,
‖ uj ‖≤ ǫj
M∑
m=1
‖ uj−m ‖,
where ǫj → 0 for |j |→ +∞.
Thus we an use the following lemma :
Lemma 2
Let (aj)j∈Z ∈ ℓ1(Z) non-negative. If there is M ∈ N and, for all j ∈ Z, aj ≤ ǫj
M∑
m=1
aj−m with
ǫj → 0 for |j |→ +∞, then aj = 0 for all j.
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Proof : Let J ′ ≤ 0 suh that, for all j ≤ J ′, ǫj ≤ 1M . Then, for all j ≤ J ′, we have
aj ≤ 1M
M∑
m=1
aj−m and if we sum all these inequalities we get, denoting S =
∑
j≤J ′
aj ,
S ≤ 1
M
(
(S − aJ ′) + (S − aJ ′ − aJ ′−1) + . . . + (S − aJ ′ − . . . − aJ ′−M+1)
)
=
1
M
(
MS −MaJ ′ − (M − 1)aJ ′−1 − . . .− aJ ′−M+1
)
,
from whih we dedue
0 ≤ −MaJ ′ − (M − 1)aJ ′−1 − . . .− aJ ′−M+1,
and thus
aJ ′ = aJ ′−1 = . . . = aJ ′−M+1 = 0.
Moreover, as ǫj → 0 for | j |→ +∞, there exists a onstant C suh that, for all j ∈ Z,
aj ≤ C
M∑
m=1
aj−m, so we have
∀j ≥ J ′ −M + 1, aj = 0,
and we an make tighten J ′ to −∞ and nally we have aj = 0 for all j ∈ Z 
We apply this lemma 2 to the sequene {‖uj ‖2}j . We get that ‖uj ‖= 0 for all j and thus
u ≡ 0. This is in ontradition with the existene of a pole of R˜χSm in D+N \ Res(∆).
Finally, for all M and all χ ∈ C∞c (X), invariant under the ation of S1, ∆ + χSM has no
resonane in D+N \ Res(∆), whih an be expressed by
Res(∆ + χSM) ⊂ Res(∆), in D+N .
3.3.2 Loalization of resonanes for the potential V
Let us reall some results and notations about regularized determinant that will be needed
in the following. ([Yaf92℄)
Definition 1
Let H be an Hilbert spae. If A : H −→ H is a ompat operator, we dene its singular
values (sn(A))n∈N as the eigenvalues of the selfadjoint operator (A
∗A)1/2. For 1 ≤ p < +∞,
Sp, is the two-sided ideal of L(H) formed by operators A for whih the sum
‖A‖pp=
∞∑
n=0
spn(A)
is nite.
Definition 2
For A ∈ Sp we dene the regularized determinant, detp, by
detp(I +A) =
∞∏
n=1
(1 + λn(A)) exp
( p−1∑
k=1
(−1)k
k
λkn(A)
)
,
where the (λn(A))n∈N are the eigenvalues of A.
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We give some properties of this determinant
Proposition 4
1. A −→ detp(I +A) is ontinuous on (Sp, ‖ . ‖p).
2. If z −→ A(z) is holomorphi in some domain of C, with values in Sp, then z −→
detp(I +A(z)) is also holomorphi in the same domain.
3. For A ∈ Sp, I +A is invertible if and only if detp(I +A) 6= 0.
We have assumed that there exists q suh that for all λ ∈ D+N \Res(∆), ρ−(N+1)V R˜0(λ)ρN
is in a Shatten lass Sq, so ρ−NV R˜0(λ)ρN is in Sq too.
Let us rst prove a preliminary fat. For all χ ∈ C∞c (X) there exists p suh that χρ−N R˜0(λ)ρN ∈
Sp for all λ ∈ D+N \Res(∆). To see this, take a ompat K with a smooth boundary and on-
taining suppχ. Let ∆K be the Dirihlet Laplaian on K, and (µk)k∈N the eigenvalues of
(∆K + 1)
−1
. Then the Weyl's formula gives, when k tends to +∞,
µk ∼ (2π)
2
(ωnVol(K))
2
n
k−
2
n ,
where n = dimX and ωn is the volume of the unity ball in R
n
. Thus for p > n2 , (∆K+1)
−1 ∈ Sp.
Moreover, for all λ ∈ D+N \Res(∆), (∆K + 1)χρ−N R˜0(λ)ρN is a bounded operator in L2(X),
and, as Sp is a two-sided ideal of L(L2(X)), we have
χρ−N R˜0(λ)ρ
N = (∆K + 1)
−1(∆K + 1)χρ
−N R˜0(λ)ρ
N ∈ Sp.
As Sp1 ⊂ Sp2 , for p1 ≤ p2, we an take the maximum of p and q and we still note it q, and
get that χρ−N R˜0(λ)ρ
N
and ρ−NV R˜0(λ)ρ
N
are both in Sq.
The Lipmann-Shwinger equation, (LS), with V instead of χSM give
ρN R˜V (λ)ρ
N = ρN R˜0(λ)ρ
N
(
I + ρ−NV R˜0(λ)ρ
N
)−1
.
So thanks to the third point of the proposition 4 we have
λ ∈ Res(∆ + V ) ∩D+N \ Res(∆)⇐⇒ detq
(
I + ρ−NV R˜0(λ)ρ
N
)
= 0.
On D+N \ Res(∆), we dene
F (V, λ) := detq
(
I + ρ−NV R˜0(λ)ρ
N
)
.
If there exists λ0 ∈ Res(∆ + V ) \ Res(∆), then
F (V, λ0) = 0.
Let Γ be a simple loop around λ0 suh that λ0 is the only zero of F (V, .) in the domain U
delimited by Γ, and suh that U ⊂ D+N \Res(∆). It is possible beause, thanks to the seond
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point of the proposition 4, F is holomorphi in λ and so its zeros are isolated.
Let χr a smooth family of ompatly supported and S
1
-invariant funtions suh that, ‖
(χr−1)ρ‖∞ tends to 0 when r tends to +∞. As we have assumed that V ρ−(N+1)R˜0(λ)ρN ∈ Sq
we an write, for all λ ∈ Γ,
‖χrV ρ−N R˜0(λ)ρN − V ρ−N R˜0(λ)ρN ‖q ≤ ‖(χr − 1)ρ‖∞ ‖V ρ−(N+1)R˜0(λ)ρN ‖q .
So, when r tends to +∞, χrV ρ−N R˜0(λ)ρN tends to V ρ−N R˜0(λ)ρN in Sq uniformly on Γ. So,
with the rst point of the proposition 4, F (χrV, λ) → F (V, λ) uniformly on Γ. From that,
there exists r0 suh that for all r > r0 and for all λ ∈ Γ we have
|F (χrV, λ)− F (V, λ) |<|F (V, λ) | .
So, by Rouhé's theorem, F (χrV, .) has the same number of zeros, in U , as F (V, .).
In the same way, xing r > r0, using χrρ
−N R˜0(λ)ρ
N ∈ Sq we an write
‖χrSMρ−N R˜0(λ)ρN − χrV ρ−N R˜0(λ)ρN ‖q ≤ ‖SM − V ‖∞ ‖χrρ−N R˜0(λ)ρN ‖q .
So using the fat that by hypothesis, ‖SM − V ‖∞ tends to 0 when M tends to ∞, we have
F (χrSM , λ)→ F (χrV, λ) uniformly on Γ and we an use the Rouhé's theorem again.
In onlusion, there exist r and M suh that F (χrSM , .) has the same number of zeros, in
U , as F (V, .). It means that ∆ + χrSM has a resonane in the domain U ⊂ D+N \ Res(∆)
whih is in ontradition with the previous part. In onlusion, on D+N ,
Res(∆ + V ) ⊂ Res(∆).
Remark 6
In [Chr08℄, Christiansen proves the inlusion, Res(∆ + V ) ⊂ Res(∆), without using the shift
reated by the potential V on the isotypial omponents of L2(X) but with regularized de-
terminant and an hypothesis of analyity : W (z) :=
∞∑
m=1
zmVm should be holomorphi in a
domain of C ontaining the losed dis of enter 0 and radius 1.
3.4 Persistene of resonanes
In order to ahieve the proof of theorem 2, we have to show that the points in Res(∆)∩D+N
are also resonanes of ∆+V with the same multipliity. To make this, we will use the Agmon's
perturbation theory of resonanes [Agm98℄.
Let λ0 ∈ D+N be a resonane of ∆ with multipliity m. Let U ⊂ D+N with smooth boundary
Γ suh that U ∩ Res(∆) = {λ0}. If V satises the hypothesis of the theorem 2 then, for all
t ≥ 0, tV satises these hypothesis too. So we an apply the result of the previous part : for
all t ≥ 0, Res(∆ + tV ) ⊂ Res(∆) and thus
Res(∆ + tV ) ∩ U ⊂ {λ0}.
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Let E := {t0 ≥ 0 ; ∀t ∈ [0, t0], Res(∆ + tV ) ∩ U = {λ0} with the same multipliity m} ;
we are going to prove by onnexity that it is in fat equal to [0,+∞[. First it is not empty
beause by denition of λ0, 0 ∈ E.
We take t0 ∈ E, we want to prove that there exists δ > 0 suh that ]t0 − δ, t0 + δ[⊂ E.
Following the theory of Agmon ([Agm98℄), we begin with the denition of the Banah spae
BΓ = {f ∈ ρ−NL2(X) ; f = g +
∫
Γ
R˜t0V (ξ)Φ(ξ)dξ, g ∈ ρNL2(X),Φ ∈ C(Γ, ρNL2(X))},
where C(Γ, ρNL2(X)) is the spae of ontinuous funtions on Γ with values in ρNL2(X). On
the spae BΓ we take the norm
‖f ‖BΓ= inf
g,Φ
(‖g‖ρNL2(X) + ‖Φ‖C(Γ,ρNL2(X))),
where the inmum is taken among all the g ∈ ρNL2(X) and the Φ ∈ C(Γ, ρNL2(X)) suh
that f = g +
∫
Γ R˜t0V (ξ)Φ(ξ)dξ. On this Banah spae, we an dene, still following Agmon,
the operator (∆+ t0V )
Γ : D((∆+ t0V )Γ)→ BΓ. It's a restrition of ∆+ t0V in the following
sens :
(∆ + t0V )
Γu = (∆ + t0V )u, u ∈ D
(
(∆ + t0V )
Γ
)
,
where ∆+ t0V is the losure of the operator ∆+ t0V view as an operator densely dened in
ρ−NL2(X).
Agmon proves that (∆ + t0V )
Γ
has a disrete spetrum in U whih is exatly the set of the
poles of R˜t0V , i.e. the resonanes of ∆+ t0V , with the same multipliities.
Next, with the ondition BN,ρ, the family tV veries all the hypothesis in order to apply the
part "perturbation" of the paper [Agm98℄. We perturb ∆+ t0V by tV . So there exists δ > 0
suh that, for all t ∈]− δ, δ[, we an dene in BΓ the operator (∆+ t0V + tV )Γ. Moreover, for
all t ∈]− δ, δ[, (∆ + t0V + tV )Γ has a disrete spetrum in U whih is exatly the set of the
poles of R˜t0V+tV with the same multipliities.
Now, our problem beomes a problem of eigenvalues. Using the Kato's perturbation theory
of eigenvalues ([Kat66℄), we know that, maybe taking a smaller δ, the eigenvalues of (∆ +
t0V + tV )
Γ
in U are ontinuous for all t ∈]− δ, δ[. As these eigenvalues are also resonanes of
∆+t0V +tV , λ0 is the unique possibility. So λ0 is the unique eigenvalue in U of (∆+t0V +tV )
Γ
for all t ∈]−δ, δ[ with onstant multipliity. Therefore, thanks to the parallel established before,
λ0 is the unique resonane in U of ∆+ t0V + tV for all t ∈]− δ, δ[ with onstant multipliity.
It signies ]t0 − δ, t0 + δ[⊂ E and so E is an open set.
We an prove that E is also a losed set doing the same proof with the omplementary set
of E. If t0 is not in E, then λ0 is a resonane of ∆ + t0V with a multipliity not equal to
m (it an be 0). Perturbing this operator by tV and using the Agmon's orrespondene, we
an prove that λ0 is a resonane of ∆ + tV with a multipliity not equal to m for all t in a
neighbourhood of t0.
In onlusion, E = [0,+∞[ and we an take t0 = 1 to obtain, in U , Res(∆ + V ) = Res(∆)
with the same multipliity. To nish, we have to do the same work in the neighbourhood of
any resonane of the free Laplaian. This ompletes the proof of the theorem 2.
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3.5 An example where the order of resonanes grows
The isoresonant potentials introdued in the theorem 2 an't be deteted only observing
the set of resonanes and their multipliities. We an wonder if their existene an be seen
through the order of the resonanes. We are going to prove, in an example, that there exist
potentials verifying the theorem 2 whih hange the order of resonanes.
We onsider the hyperboli plane H
2
with the model R
+×S1, the oordinates (r, θ) and the
metri g = dr2+sh(r)2dθ2. We have already said that the resonanes of the free Laplaian are
all the negative integers and the multipliity of −k, k ∈ N, is 2k + 1 (see [GZ95a℄). Moreover
the order of all these resonanes is 1. We denote F := {Vm(r)eimθ;m ∈ Z\{0}, Vm ∈ L∞c (R+)}
whih is a family of isoresonant potentials by the theorem 2.
Proposition 5
Let H
2
be the hyperboli plane and k a non negative integer. There exists a potential V ∈
F := {Vm(r)eimθ;m ∈ Z \ {0}, Vm ∈ L∞c (R+)} suh that −k is a resonane of ∆+ V with an
order stritly greater than 1.
Proof : let k ∈ N \ {0}, we suppose, ad absurdum, for all V ∈ F , −k is a resonane of order 1
of ∆+ V .
For all V ∈ F , the resolvent (∆ + V − λ(1− λ))−1 has a meromorphi ontinuation R˜V on
D+N = {λ ∈ C ; Reλ > 12 − N} as an operator from B0 := ρNL2(H2) to B1 := ρ−NL2(H2)
where ρ is a boundary dening funtion of a ompatiation of H2. We take N suiently
large to have −k ∈ D+N . B0 and B1 are dual thanks to the non degenerate symmetri form :
〈u, v〉 =
∫
Hn
uv dvol(g).
We remark, for all t ∈ R and all V ∈ F , we have tV ∈ F . With our hypothesis, for λ in a
neighbourhood of −k, we have
R˜tV (λ) = (λ+ k)
−1S(t) +H(t, λ),
where H(t, .) is holomorphi with values in L(B0, B1) and S(t) ∈ L(B0, B1) has a nite rank.
We apply the Agmon's perturbation theory of resonanes. Consider a domain U ⊂ D+N with
smooth boundary Γ suh that U ∩Res(∆) = {−k}. We have the orresponding Banah spae,
BΓ = {f ∈ B1 ; f = g +
∫
Γ
R˜0(ξ)Φ(ξ)dξ, g ∈ B0,Φ ∈ C(Γ, B0)},
with B0 ⊂ BΓ ⊂ B1.
Then there exists δ > 0 suh that, for all V ∈ F and all t ∈] − δ, δ[, we an dene the
operators (∆ + tV )Γ in BΓ and their resolvents R
Γ
tV . Thanks to [Agm98℄, we know that
(∆ + tV )Γ has a disrete spetrum in U whih orrespond to the resonanes of ∆ + tV in U
with the same multipliities and orders. So for λ near −k in U we have
RΓtV (λ) = (λ+ k)
−1SΓ(t) +HΓ(t, λ), (4)
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with HΓ(t, .) holomorphi with values in L(BΓ) and SΓ(t) ∈ L(BΓ) of nite rank. Still
following [Agm98℄ we know that S(t) and SΓ(t) have the same range and they oinide on B0.
Let V ∈ F , for all t ∈]− δ, δ[ and φ ∈ BΓ we dene ψ(t) := SΓ(t)φ. From (4) we obtain for
all t ∈]− δ, δ[,
((∆ + tV )Γ + k(k + 1))ψ(t) = 0.
ψ(t) is derivable in t like SΓ(t) (beause SΓ(t) = 12πi
∫
Γ(∆
Γ + tV − λ(1− λ))−1dλ), so we an
derivate the last equality at t = 0 and get
V ψ(0) + (∆Γ + k(k + 1))ψ′(0) = 0.
Compose this new equality with SΓ(0), using, SΓ(0)(∆Γ+k(k+1)) = (∆Γ+k(k+1))SΓ(0) = 0,
beause
SΓ(0) =
1
2πi
∫
Γ
(∆Γ − λ(1− λ))−1dλ,
and the fat that −k(k + 1) is an eigenvalue of order 1 of ∆Γ, we obtain
SΓ(0)V ψ(0) = 0.
As ψ(0) ∈ RanSΓ(0) = RanS(0), there exists f0 ∈ B0 suh that ψ(0) = S(0)f0 = SΓ(0)f0.
Moreover SΓ(0)V ψ(0) ∈ BΓ ⊂ B1, so we an evaluate :
〈SΓ(0)V ψ(0), f0〉 = 0.
Next, as the Laplaian is a real operator, it is symmetri for 〈., .〉 thus the resolvent, R˜0(λ), is
symmetri too, rst for Re(λ) > 12 and after in all D
+
N by analyti ontinuation. In onlusion
SΓ(0) is symmetri for 〈., .〉. So
〈V ψ(0), SΓ(0)f0〉 = 〈V ψ(0), ψ(0)〉 = 0,
and we have that equality for all V ∈ F .
Thus, for all m ∈ Z \ {0} and all Vm ∈ L∞c (R+) we have∫ 2π
0
eimθ
∫
R+
Vm(r)ψ(0)
2(r, θ)dvol(g) = 0.
This implies that, for all the resonant states ψ(0) of the free Laplaian, ψ(0)2 does not depend
on θ. But, onsidering the expression of the hyperboli Laplaian and taking its deomposition
orresponding to
⊕
ℓ∈Z
(L2(R+, shrdr)⊗ eiℓθ), we have resonant states of the form ψ(0)(r, θ) =
ψℓ(r)e
iℓθ
where |ℓ |≤ k and ψℓ are hypergeometri funtions (see the annexe of [GZ95b℄). Then
for ℓ 6= 0, ψ(0)2 depend on θ : we have our ontradition.
Finally there exists V ∈ F suh that −k is a resonane of ∆ + V of order stritly greater
than 1. 
4 SO(n) symmetries
This time we onsider an isometri ation of SO(n) on a omplete Riemannian manifold
(X, g) of dimension n ≥ 3. Contrary to the ase S1, SO(n) is not ommutative, so we don't
have a simple desription of the isotypial omponents. To have a shift we add an hypothesis :
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Condition D : The isometri ation of SO(n) on (X, g) has a xed point O and the polar
oordinates with pole O dene a dieomorphism from X \ {O} to R+ \ {0} × Sn−1.
With this ondition, in the polar oordinates the metri g beomes :
dr2 + f(r)dω2, (r, ω) ∈ R+ × Sn−1,
where dω2 is the metri on the (n − 1)-sphere in Rn. For example with f(r) = r2 we have
the Eulidean spae and, with f(r) = sh(r)2, the hyperboli spae. If f is independent of r
outside a ompat then (X, g) is a manifold with a ylindrial end of setion Sn−1.
With the ondition D we have
L2(X) =
⊕
k∈N
L2(R+)⊗Hk,
whereHk = Ker (∆Sn−1−k(k+n−2)), k ∈ N, be the eigenspaes of the Laplaian on Sn−1. The
ation of SO(n) on X indues a representation of SO(n) on L2(X) ≃ L2(R+)⊗L2(Sn−1) whih
only ats on the fator L2(Sn−1), so on the Hk. Moreover the restrition of this representation
to eah Hk is irreduible (f [BGM71℄). The shift that we will use in order to onstrut
isoresonant potentials, will appear on these Hk.
4.1 Representation
The group ation of SO(n) on L2(X) indues an ation of its Lie algebra, son. We an
desribe this ation with the following operators,
Dξf(x) :=
d
dt
f(e−tξ .x)|t=0, ξ ∈ son, f ∈ L2(X), x ∈ X.
We onsider the omplexiation of the Lie algebra son, g := so
C
n = son + ison. We hoose h
one of the Cartan subalgebras of g i.e. one of the maximal Abelian subalgebras of g. Let us
desribe h as a subalgabra of gl(Cn). h is the Lie algebra whose basis is (ζk)1≤k≤p where p is
the integer part of
n
2 and ζk has all its entries null exept the k
th 2× 2-blok whih is(
0 i
−i 0
)
.
Take (ωk) the dual basis of (ζk) in h
∗
.
Remember that g ats on itself by the adjoint representation :
ad(Y ) : Z → [Y,Z], (Y,Z) ∈ g2.
We onsider the following salar produt,
〈Y,Z〉 = Tr(ad(Y ) ◦ ad(Z)), (Y,Z) ∈ g2
where the onjugation is dened by U + iV = −U+iV with real U and V . So, for all Y,Z ∈ g,
[Y,Z] = −[Y ,Z]. With this we remark that, for all ξ ∈ h, we have ξ = ξ and thus ad(ξ) is
selfadjoint (f [Sim96, p.177℄). So {ad(ξ) ; ξ ∈ h} is a family of selfadjoint operators on g
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whih ommute together. We an simultaneously diagonalize them and deompose g aording
to the eigenspaes.
We obtain g = h⊕⊕ gα where the sum is over a nite set of α ∈ h∗ whih are the roots of
g and we denote gα := {X ∈ g ; ad(ξ)(X) = α(ξ)X, ∀ξ ∈ h} whih are the root spaes (they
are all one dimensional f [Sim96, p.180℄). Let Λ ⊂ h∗ the integer lattie generated by the
roots. In Λ we hoose a lexiographial order , hoosing ω1  . . .  ωp. Then we denote
g+ :=
⊕
α≻0
gα (respetively g− :=
⊕
α≺0
gα) the subalgebra of g generated by root spaes with
positive root (respetively negative). So we have g = h ⊕ g+ ⊕ g−. For a general theory see
[Sim96, hapter VIII℄.
We ome bak to the irreduible representations Hk. It have a deomposition aording to
the ation of h :
Hk =
⊕
ωkminωω
k
max
Hkω,
where the sum is over a nite set of h∗, and these ω are the weights ofHk and the orresponding
weight spaes, Hkω, are dened by H
k
ω = {f ∈ Hk;Dξf = ω(ξ)f, ∀ξ ∈ h}.
We will need the following lemma,
Lemma 3
If f ∈ Hkω and if ξ ∈ gα, then Dξf ∈ Hkω+α.
Proof : for all ζ ∈ h, we have
Dζ(Dξf) = Dξ(Dζf) +D[ζ,ξ]f.
But [ζ, ξ] = ad(ζ)(ξ) = α(ζ)ξ beause ξ ∈ gα, and Dζf = ω(ζ)f by denition of Hkω. So
Dζ(Dξf) = ω(ζ)Dξf + α(ζ)Dξf = (ω + α)(ζ)(Dξf). 
We dene partiular vetors in the Hk, k ∈ N, whih will be used to reate the neessary
shift.
Definition 3
A nonzero vetor v ∈ Hk is a highest weight vetor if it is an eigenvetor for the ation of all
the Dξ, ξ ∈ h, and if it is in the kernel of all the Dξ, ξ ∈ g+.
As g is semi-simple and Hk is an irreduible representation of it, there is an unique highest
weight vetor up to salar : we note it vkmax. In fat H
k
αkmax
is one dimensional, generated by
vkmax. With our hoie v
k
max an be alulated expliitly (see [Aut08℄) :
vkmax ◦ φ (x1, . . . , xn) = (x1 + ix2)k,
where φ : R+\{0}×Sn−1 → X \{O} is the dieomorphism of ondition D and (x1, x2, . . . , xn)
are the standard oordinates of R
n
restrited to S
n−1
.
We will need the following lemma,
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Lemma 4
Hkωkmax
= Hk ∩ ( ⋂
ξ∈g+
KerDξ
)
.
Proof : the rst inlusion Hk
ωkmax
⊂ Hk ∩ ( ⋂
ξ∈g+
KerDξ
)
is the denition of a highest weight
vetor.
Let u ∈ Hk ∩ ( ⋂
ξ∈g+
KerDξ
)
, so u ∈ Hk = ⊕
ωkminωω
k
max
Hkω and we write u =
∑
ωkminωω
k
max
uω
with uω ∈ Hkω. For all ξ ∈ gβ with β ≻ 0, we have, thanks to the lemma 3, Dξuω ∈ Hkα+β. By
hypothesis, we have
Dξu =
∑
ωkminωω
k
max
Dξuω = 0,
and, as the previous sum is diret, we get for all ω :
∀ξ ∈ g+ Dξuω = 0.
Moreover, for all ω, by the denition of Hkω, uω is an eigenvetor for the ation of all the Dξ,
ξ ∈ h. Thus by the denition of a highest weight vetor, we have uω = 0 exept for uωkmax and
in onlusion u ∈ Hk
ωkmax

4.2 Isoresonant potentials
Let
L2(X)+ =
⊕
k∈N
L2(R+)⊗Hkωkmax
and note Pk the orresponding projetions into L
2(R+)⊗Hk
ωkmax
.
Theorem 3
Let (X, g) a Riemannian manifold of dimension n ≥ 3, with an isometri ation of SO(n),
verifying ondition D. We assume that we have ondition AN,ρ for some N > 0 with a funtion
ρ invariant under the ation of SO(n).
Let V be the potential,
V =
∞∑
k=1
Vk
where Vk ∈ L2(R+) ⊗Hkωkmax and supk
‖Vk ‖∞< +∞. If V veries ondition BN,ρ, and for all
λ ∈ D+N \Res(∆), ρ−(N+1)V R˜0(λ)ρN is in a Shatten lass Sq, q ∈ N \ {0},
then, in D+N , Res(∆ + V ) = Res(∆) with the same multipliities.
The Eulidean spae R
n
, the hyperboli spae H
n
, asymptotially hyperboli spaes and
manifolds with asymptotially ylindrial ends with an ation of SO(n), are examples where
this theorem an be applied.
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Remark 7
If X has an isometri ation of SO(n) it has also an isometri ation of S1. With the ondition
D, X is dieomorphi to R+ \ {0} × Sn−1 and SO(n) ats on the fator Sn−1. Taking, on
S
n−1
, the hyperspherial oordinates (φ1, . . . , φn−1) ∈ [−π2 , π2 ]n−2 × [0, 2π), we an onsider
the ation of S
1
on X, orresponding to one of the inlusions S1 ⊂ SO(n), dened by
eiθ.(r, φ1 . . . , φn−1) = (r, φ1 . . . , φn−1 − θ).
If we onsider the omponents Vk ∈ L2(R+)⊗Hkωkmax of V , they have the following form
Vk(r, φ1 . . . , φn−1) = sk(r)v
k
max(φ1 . . . , φn−1) = sk(r)(
n−2∏
i=1
cosφi)
keikφn−1 .
In fat we have vkmax = (x1+ix2)
k
with x1 = (
n−2∏
i=1
cosφi) cosφn−1 and x2 = (
n−2∏
i=1
cosφi) sinφn−1.
So Vk is S
1
homogeneous of weight k for the previously desribed S1 ation.
In onlusion the family of potentials onstruted thanks to the ation of SO(n) is inluded
into the potentials onstruted with the ation of S
1
.
So, why look at the SO(n) ation ? In fat, as we will see, using the SO(n) ation simplies
the proof of isoresonane. In partiular we don't need the lower bound of the spetrum of the
Laplaian on funtions of weight j i.e. the proposition 3. This allows us to add to the free
Laplaian a real SO(n)-invariant potential V0 not ompatly supported but just dereasing at
innity in order to ontinue RV0 (ompare with remark 1).
In the way to prove the theorem 3, rst, note that Vk maps L
2(R+)⊗Hℓ
ωℓmax
into L2(R+)⊗
Hℓ+k
ωℓ+kmax
. As for the ation of S
1
, this shift will be the key of the proof.
4.3 From L2(X) to L2(X)+
Let χ ∈ C∞c (X) invariant under the ation of SO(n). As for the irular ation we begin
studying Res(∆ + χV ), on D+N . We an write the Lipmann-Shwinger equation and get that
if λ0 ∈ Res(∆ + χV ) ∩ (D+N \ Res(∆)) then there exists a nontrivial u ∈ L2(X) suh that(
I + ρ−NχV R˜0(λ0)ρ
N
)
u = 0.
We want to prove that we an hoose u in L2(X)+ :
Lemma 5
For λ0 ∈ Res(∆ + χV ) ∩ (D+N \ Res(∆)), there exists a non trivial w ∈ L2(X)+ suh that(
I + ρ−NχV R˜0(λ0)ρ
N
)
w = 0.
Proof : as ρ−NχV R˜0(λ0)ρ
N : L2(X) → L2(X) is a ompat operator, we have H−1 :=
Ker
(
I + ρ−NχV R˜0(λ0)ρ
N
)
is nite dimensional.
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In addition, for all ξ ∈ g+, Dξ maps H−1 into itself. Indeed, by denition of highest weight
vetor, we have DξV =
∞∑
k=1
DξVk = 0. Moreover, as the ation of SO(n) is isometri, Dξ
ommutes with the Laplaian and so with R˜0(λ0). Dξ ommutes also with ρ and χ beause
they are SO(n)-invariant. So, if u ∈ H−1 then u = −ρ−NχV R˜0(λ0)ρNu and
Dξu = −ρ−NχDξ(V R˜0(λ0)ρNu)
= −ρ−Nχ(Dξ(V )R˜0(λ0)ρNu+ V Dξ(R˜0(λ0)ρNu))
= −ρ−NχV R˜0(λ0)ρNDξu,
and nally Dξu ∈ H−1.
So H−1 is a nite representation of g+. Moreover g+ is a nilpotent algebra. It's oming
from the fat that there is only a nite number of positive roots of g and from the following
alulation : if ξ ∈ gα and ζ ∈ gβ then ad(ξ)(ζ) ∈ gα+β. To see this, for all σ ∈ h, we have
ad(σ)([ξ, ζ]) = [σ, [ξ, ζ]] = [ξ, [σ, ζ]] + [[σ, ξ], ζ]
= [ξ, β(σ)ζ] + [α(σ)ξ, ζ]
= (α+ β)(σ)[ξ, ζ].
Then by Engel's theorem (see [FH91℄ p.125) there exists a nonzero vetor w ∈ H−1 suh that
Dξw = 0 for all ξ ∈ g+.
We an deompose w :
w =
∑
k∈N
wk, wk ∈ L2(R+)⊗Hk,
and for ξ ∈ g+ we have
Dξw =
∑
k∈N
Dξwk = 0,
with Dξwk ∈ L2(R+)⊗Hk. As the previous sum is diret, we have, for all k, wk ∈ (L2(R+)⊗
Hk)
⋂
( ∩
ξ∈g+
KerDξ). But, with the lemma 4, we have (L
2(R+) ⊗ Hk)⋂( ∩
ξ∈g+
KerDξ) =
L2(R+)⊗Hk
ωkmax
. In onlusion, for all k, wk ∈ Hkωkmax and w ∈ L
2(X)+. 
4.4 The end of the proof of theorem 3
We assume that there exists λ0 ∈ Res(∆+ χV ) ∩ (D+N \Res(∆)), and we take a non trivial
w ∈ L2(X)+ whose existene is given by the lemma 5 and whih satises(
I + ρ−NχV R˜0(λ0)ρ
N
)
w = 0.
For all j ∈ N, we denote wj := Pjw ∈ L2(R+) ⊗Hj
ωjmax
. The Pj ommute with ρ, χ beause
they are both invariant under the ation of SO(n) and R˜0(λ0) beause the ation is isometri.
We have
wj = Pj
(− ρ−NχV R˜0(λ0)ρNw) = − ∞∑
k=1
ρ−2NχPj
(
Vkρ
N R˜0(λ0)ρ
Nw
)
.
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Moreover we have already seen that, for all ξ ∈ g+, Dξ ommute with R˜0(λ0) and ρ. Thus, if
w ∈ L2(X)+ then ρN R˜0(λ0)ρNw ∈ L2(X)+ and we have ρN R˜0(λ0)ρNw =
∞∑
ℓ=0
Pℓ(ρ
N R˜0(λ0)ρ
Nw).
We use the shift reated by highest weight vetors i.e. :
Vk : L
2(R+)⊗Hℓωℓmax → L
2(R+)⊗Hℓ+k
ωℓ+kmax
.
So
wj = −
∞∑
k=1
ρ−2NχVkPj−k
(
ρN R˜0(λ0)ρ
Nw
)
= −
∞∑
k=1
ρ−2NχVkρ
N R˜0(λ0)ρ
NPj−k(w).
Thanks to the hypothesis sup
k
‖Vk ‖∞< +∞, the operators ρ−2NχVkρN R˜0(λ0)ρN are uniformly
bounded in k and onsequently there exists a onstant C suh that, for all j ∈ N,
‖ wj ‖≤ C
∞∑
k=1
‖ wj−k ‖ .
With this inequality and the fat that wj = 0 for all j ≤ 0, we get wj = 0 for all j ∈ N and
thus w = 0 whih is in ontradition with our hypothesis.
Finally we have proved that for all χ ∈ C∞c (X) invariant under the ation of SO(n), we
have D+N ∩ Res(∆ + χV ) ⊂ Res(∆).
In a seond part we pass from χV to V like in the ase of the S1 ation. We introdue
a family of smooth and ompatly supported funtions (χr) invariant under the ation of
SO(n) suh that ‖ (χr − 1)ρ ‖∞ tends to 0 when r tends to +∞. We use the assumption
ρ−(N+1)V R˜0(λ)ρ
N ∈ Sq in order to haraterize the resonanes of ∆+ V as the zeros of the
holomorphi funtion in λ, F (V, λ) := detq
(
I + ρ−NV R˜0(λ)ρ
N
)
. Finally with the Rouhé's
theorem we prove that if R˜V has a pole in D
+
N \Res(∆) then, there exists r suh that R˜χrV has
also a pole whih is in ontradition with the previous part. So D+N ∩Res(∆ + V ) ⊂ Res(∆).
To onlude, we prove D+N∩Res(∆) ⊂ Res(∆+V ) and, in fat the equality with multipliity,
using the Agmon's perturbation theory of resonanes exatly in the same way as in the ase
S
1
. This ahieves the proof of theorem 3.
5 Isoresonant potentials on the atenoid
We are going to onstrut isoresonant potentials on the atenoid. In this ase we use omplex
saling dened by Wunsh and Zworski in [WZ00℄ instead of the Agmon's theory.
5.1 Statement of the result
The atenoid is the surfae X dieomorphi to the ylinder R × S1 with the metri g =
dr2 + (r2 + a2)dα2 where (r, eiα) ∈ R × S1 and a ∈ R \ {0}. We take x = 1|r| outside {r = 0}
as the funtion dening the boundary at innity of X, ∂∞X, whih is two opies of S
1
. Near
the boundary, we have g = dx
2
x4 +
(1+a2x2)dα2
x2 : it's a sattering metri in the Melrose's sens
([Mel95℄).
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The atenoid is an example in the Wunsh and Zworski artile [WZ00℄ so we an use their
results. They proved that there exists θ0 > 0 suh that the resolvent of the free Laplaian,
(∆− z)−1, has a nite-meromorphi ontinuation from {z ∈ C ; Imz < 0} to {z ∈ C ; arg z <
2θ0} with values in operators from L2c(X) to H2loc(X). We denote R˜0 this ontinuation. Like
in the previous part we all resonanes its poles and we denote their set Res(∆).
The group S
1
ats isometrially on X by its trivial ation on the fator S1 : eiβ .(r, eiα) =
(r, ei(α+β)). Using this ation we are going to onstrut isoresonant potentials :
Theorem 4
Let X be the atenoid (R × S1,dr2 + (r2 + a2)dα2) with (r, eiα) ∈ R × S1 and a ∈ R \ {0}.
We take x = 1|r| outside {r = 0} as the funtion dening the boundary at innity of X. Let
V ∈ xL∞(X) dened by
V (r, eiα) =
∞∑
m=1
Vm(r)e
imα, (r, eiα) ∈ R× S1,
where, for all m, Vm ∈ L∞(R). We assume that, in a neighborhood of ∂∞X, V (x, eiα) with all
its partial sums have a analyti ontinuation in U ×W where U is an open set of C inluding
{ζ ∈ C ; | ζ |≤ 1, 0 ≤ arg ζ ≤ θ0} with θ0 > 0 and W is a neighborhood of S1 in C. We also
assume that, in X and in all ompats of U ×W , the partial sums of V tend to V in innite
norm.
Then the resolvent (∆+V −z)−1 has a nite-meromorphi ontinuation from {z ∈ C ; Imz <
0} to {z ∈ C ; arg z < 2θ0} with values in operators from L2c(X) to H2loc(X), and moreover,
in this open set, Res(∆ + V ) = Res(∆) with the same multipliities.
We give an example of isoresonant potential on the atenoid :
V (x, eiα) =
xeiα
1− ρeiα = x
∞∑
m=1
ρm−1eimα,
with 0 ≤ ρ < 1 and U = C, W = {ω ∈ C ; |ω |< ρ−1}.
5.2 Complex saling
We will use twie the omplex saling : to ontinue the resolvent of ∆ + V and to study
perturbations of resonanes. So we begin with the desription of this onstrution. We will
follow [WZ00℄ where the onstrution is done for the free Laplaian. It is also valid when we
add a potential V ∈ xL∞(X).
We begin with the onstrution of a family (Xθ)0≤θ≤θ0 of submanifolds of C×C with the θ0
of the statement of theorem 4. They will be totally real i.e., for all p ∈ Xθ, TpXθ∩iTpXθ = {0},
and of maximal dimension. We dene them as follows.
Let ǫ > 0 and (t0, t1) ∈]0, 1[2 with t0 < t1, then there exists a smooth deformation of [0, 1)
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in U , denote it γθ(t), t ∈ [0, 1) satisfying the following properties :
γθ(t) = te
iθ
for 0 ≤ t < t0
γθ(t) ≡ t for t > t1
arg γθ(t) ≥ 0 (5)
0 ≤ arg γθ(t)− arg γ′θ(t) ≤ ǫ
0 ≤ 2 arg γθ(t)− arg γ′θ(t) ≤ θ + ǫ.
Now we an dene Xθ := (γθ × ∂∞X) ∪ (X ∩ {x ≥ 1}).
On a neighborhood of ∂∞X, the metri g has the form
dx2
x4
+ h
x2
where h = (1 + a2x2)dα2
ontinues holomorphially to U ×W . So onsider P V := ∆ + V , whih is rst an operator
on X. If V veries the hypothesis of theorem 4, then its oeients ontinue holomorphially
in U ×W . We denote P˜ V the dierential operator oming from this ontinuation. Sine Xθ
is totally real and of maximal dimension, we an dene without ambiguity (f [SBZ95℄) the
dierential operator P Vθ by
∀u ∈ C∞(Xθ), P Vθ u = (P˜ V u˜)|Xθ
where u˜ is an almost analyti extension of u, that is
u˜ ∈ C∞(U ×W ), u˜|Xθ = u, ∂u˜|Xθ = O(d(.,Xθ)N ), for all N.
We have
Proposition 6
With V ∈ xL∞(X), for all 0 ≤ θ ≤ θ0, P Vθ has a disrete spetrum in C \ e2iθR+. Moreover,
for θ suh that 0 ≤ θ2 ≤ θ ≤ θ0, the spetrum of P Vθ in {0 ≤ arg z < 2θ2} with its multipliity
do not depend on θ. This spetrum doesn't depend too on the hoie of a γθ verifying (5).
Proof : Following exatly the Wunsh and Zworski proof in [WZ00℄ we an prove that, for all
z ∈ C \ e2iθR+, P Vθ − z : H2(Xθ) → L2(Xθ) is a Fredholm operator with index zero. The
unique dierene is the presene of our potential V . But, sine it is null at the boundary of
Xθ (= ∂∞X), it doesn't hange the prinipal symbol and the normal symbol of ∆θ − z.
5.3 Continuation of the resolvent
We want to get the meromorphi ontinuation of the resolvent RV (z) := (∆+V −z)−1 from
{z ∈ C ; Imz < 0} to {z ∈ C ; arg z < 2θ0} with values in operators from L2c(X) to H2loc(X).
Let z with arg z < 2θ0 whih is not an eigenvalue of P
V
θ0
. Take f ∈ L2c(X). With the
proposition 6, we an hoose γθ0 and more preisely the t1 in the denition 5 suh that, on the
support of f , Xθ0 oinides with X. Then f ∈ L2(Xθ0) and there exists an unique solution
uθ0 ∈ H2(Xθ0) of
(P Vθ0 − z)uθ0 = f.
We give a lemma whose proof is given in [SBZ95℄,
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Lemma 6
Let Ω ⊂ Cn an open set, a ompat K ⊂ Ω and a ontinuous family Xt, t ∈ [0, 1] of totally
real submanifolds of Ω of maximal dimension suh that Xt ∩ (Ω \K) = Xt′ ∩ (Ω \K) for all
t, t′ ∈ [0, 1]. Let P˜ a dierential operator with holomorphi oeients in Ω suh that PXt
(the restrition of P˜ on Xt) is ellipti for all t ∈ [0, 1]. If u is a distribution on X0 and if PX0u
ontinues as an holomorphi funtion on a neighborhood of
⋃
t∈[0,1]
Xt then the same is true for
u.
f has an holomorphi ontinuation to
⋃
θ∈[0,θ0]
Xθ, beause deformations our outside its
support. Sine P Vθ − z is ellipti for all θ ∈ [0, θ0], we an apply the previous lemma 6, and
get an holomorphi ontinuation of uθ0 on
⋃
θ∈[0,θ0]
Xθ. We denote by G this ontinuation.
Then we dene the ontinuation to the resolvent by
R˜V (z)f = G|X0 ∈ H2(X).
Now take z0 an eigenvalue of P
V
θ0
, then it is also an eigenvalue P Vθ for all arg z0 < 2θ ≤ 2θ0.
For z near z0 and θ suh that arg z < 2θ we have the following Laurent expansion
(P Vθ − z)−1 =
M(z0)∑
j=1
Aθj(z0)
(z − z0)j +Hθ(z, z0),
where Aθj(z0) are nite rank operators and Hθ(z, z0) is holomorphi in z near z0. Still following
[WZ00℄, we obtain that the ontinued resolvent has, near eah of its pole, a Laurent expansion
with exatly the same form.
In onlusion, a resonane z0 ∈ {arg z < 2θ0} of ∆X + V , whih is rst dened as poles of
the ontinuation of the resolvent, is also haraterized as an element of the spetrum of a P Vθ
with arg z0 < 2θ ≤ 2θ0. Multipliities and orders are the same in the two visions, so, thanks
to the proposition 6, they do not depend on the hosen θ.
5.4 Proof of the isoresonane
5.4.1 Loalization of resonanes for the trunated partial sums of V
Let SM (r, e
iα) =
M∑
m=1
Vm(r)e
imα
and χ ∈ C∞c (X), S1 invariant. In this part we will prove
Res(∆ + χSM ) ⊂ Res(∆) in D+ := {z ∈ C ; arg z < 2θ0}.
We take another S
1
invariant uto funtion χ1 ∈ C∞c (X) suh that χ1 = 1 on the support
of χ. Then we have, for z ∈ D+ \ Res(∆),
(∆ + χSM − z)R˜0(z)χ1 = χ1(I + χSMR˜0(z)χ1).
χSMR˜0(z)χ1 is an holomorphi family of ompat operators in D
+ \ Res(∆) suh that
‖χSM R˜0(z)χ1 ‖< 1
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with | z | suiently large in {z ∈ C ; Imz < 0}. So we an apply the Fredholm analyti
theory and get (I + χSMR˜0(z)χ1)
−1
and thus R˜χSM (z) := (∆+ χSM − z)−1 meromorphi in
D+\Res(∆). Moreover, in D+\Res(∆), we an haraterize poles of R˜χSM , that is resonanes,
with the existene of a non trivial u ∈ L2(X) solution of
(I + χSM R˜0(z)χ1)u = 0.
After, we prove that this non trivial solution u an't exist. It is exatly the same proof than
for theorem 2. We use the shift reated by the omponents Vm(r)e
imα
on the spaes L2j(X).
There is just two things to verify. First the atenoid satises the ondition C. In fat, all
ompat K of X is inluded in a ompat manifold with boundary K˜ = [−R,R]×S1 on whih
we an put the metri g˜ = dr2 + f(r)dα2 with f(r) = r2 + a2 in K and onstant near the
boundary of K˜. We also have to verify that R˜0 ommutes with the ation of S
1
in order to
have the ommutation with the projetors Pj . For that, remember that the omplex saling
doesn't touh the fator ∂∞X of the atenoid and S
1
only ats on this fator. So the ation
of S
1
is isometri on all the Xθ and so it ommutes with R˜0.
Finally we get Res(∆ + χSM ) ⊂ Res(∆) in D+.
5.4.2 Loalization of resonanes for V
We have to ontrol perturbations of resonanes when we pass from χSM to V . Instead of
use regularized determinants as before (they were adapted to the weight spaes ρNL2 but not
to uto funtions), we use omplex saling in order to transform resonanes into eigenvalues.
Assume, ab absurdum, ∆ + V has a resonane z0 in D
+ \ Res(∆). Using omplex saling,
it means : z0 is an eigenvalue of P
V
θ with arg z0 < 2θ ≤ 2θ0. Let Ω ⊂ {z ∈ C ; arg z <
2θ} \ Res(∆) an open set, with a smooth boundary Γ, ontaining z0 and suh that Ω ∩
Res(∆+ V ) = {z0}. Our aim is to show that there exist a S1 invariant uto funtion χ, and
M suh that PχSMθ has an eigenvalue in Ω. If we do that, ∆+ χSM would have a resonane
in Ω whih would be in ontradition with the previous part.
We have assumed in theorem 4 that, for all M , SM has an analyti ontinuation to U ×W ,
and V too. Hene we an restrit these two ontinuations to Xθ and now work on Xθ.
V ∈ xL∞(X), so V tends to 0 when we reah ∂Xθ. Consequently there exists χ ∈ C∞c (Xθ),
S
1
invariant, whih ontinues analytially in U ×W , suh that ‖χV − V ‖L∞(Xθ) is as small
as we want. With the hypothesis of theorem 4, we also have that the partial sums SM tend to
V on Xθ in innite norm. Finally there exist χ like we have just desribed, and M suh that
‖V − χSM ‖L∞(Xθ)<
δ2
δ + ℓ2π
where δ−1 = max
z∈Γ
‖(P Vθ − z)−1 ‖ and ℓ is the length of Γ. We have been inspired by Gohberg
and Krejn in [GK71℄ (theorem 3.1).
We onsider the projetors of L2(Xθ) assoiated with the generalized eigenspaes of the two
operators that we are omparing :
ΠV =
1
2πi
∫
Γ(P
V
θ − z)−1dz
ΠχSM =
1
2πi
∫
Γ(P
χSM
θ − z)−1dz
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We have (PχSMθ − z)−1 = (P Vθ − z)−1
(
I + (χSM − V )(P Vθ − z)−1
)−1
. Sine
δ2
δ+ ℓ
2π
< δ, for all
z ∈ Γ, we an be ertain of the onvergene in
(PχSMθ − z)−1 = (P Vθ − z)−1
(
I +
∞∑
j=1
[(V − χSM)(P Vθ − z)−1]j
)
.
Look at the dierene between the two projetors :
ΠχSM −ΠV =
1
2πi
∫
Γ
(P Vθ − z)−1
∞∑
j=1
[(V − χSM )(P Vθ − z)−1]jdz.
Hene
‖ΠχSM −ΠV ‖≤
ℓ
2π
max
z∈Γ
‖(P Vθ − z)−1 ‖2‖V − χSM ‖L∞(Xθ)
1− ‖(P Vθ − z)−1 ‖‖V − χSM ‖L∞(Xθ)
,
but ‖(P Vθ −z)−1 ‖≤ δ−1 by denition of δ and ‖V −χSM ‖L∞(Xθ)< δ
2
δ+ ℓ
2π
by hypothesis, hene
1− ‖(P Vθ − z)−1 ‖‖V − χSM ‖L∞(Xθ)> 1− δδ+ ℓ
2π
and so
‖ΠχSM −ΠV ‖< 1.
Consequently the ranges ofΠV and ΠχSM have the same dimension, whih is not zero beause
z0 is an eigenvalue of P
V
θ , so P
χSM
θ has an eigenvalue in Ω and we have our ontradition.
5.4.3 Persistene of resonanes
To nish the proof of theorem 4 we have to show that Res(∆) ⊂ Res(∆+ V ) in D+ = {z ∈
C ; arg z < 2θ0}. This time we use the omplex saling instead of the Agmon's perturbation
theory of resonanes.
Let z0 ∈ D+ a resonane of ∆ with multipliity m. We take Ω ⊂ {z ∈ C ; arg z < 2θ0} a
domain suh that Ω∩Res(∆) = {z0}. We onsider the family of operators ∆+ tV with t ≥ 0.
Remark that tV veries the hypothesis of theorem 4, so we an loalize its resonanes as in
the previous part, Res(∆ + tV ) ⊂ Res(∆), and thus :
Res(∆ + tV ) ∩ Ω ⊂ {z0}.
We are going to prove, by onnexity, that the following set
E := {t0 ≥ 0 ; ∀t ∈ [0, t0], Res(∆ + tV ) ∩ Ω = {z0} with multipliity m},
is equal to [0,+∞[. It is not empty beause 0 ∈ E.
Take t0 ∈ E, and θ suh that arg z0 < 2θ ≤ 2θ0 and Ω ⊂ {z ∈ C ; arg z < 2θ}. We know
by omplex saling that the spetrum of P t0Vθ in Ω exatly orresponds with the resonanes
of ∆+ t0V with the same multipliities. Hene
Spec(P t0Vθ ) ∩ Ω = {z0}.
Moreover t → P tVθ is an holomorphi family in the sens of Kato for t in a omplex neigh-
bourhood of t0 beause P
tV
θ = ∆θ + tV|Xθ and V is bounded in Xθ. So its eigenvalues are
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ontinuous for t in a neighbourhood of t0. But with the loalization of the resonanes of ∆+tV
we obtain that for all t
Spec(P tVθ ) ∩Ω ⊂ {z0},
so, there exists ε > 0, suh that for all t ∈]t0 − ε, t0 + ε[,
Spec(P tVθ ) ∩Ω = {z0},
with multipliity m. Then, thanks to the omplex saling parallel, we get that, for all t ∈
]t0 − ε, t0 + ε[
Res(∆ + tV ) ∩ Ω = {z0},
with multipliity m and thus ]t0 − ε, t0 + ε[ is inluded in E whih is open.
We show that E is losed too doing the same work with the omplementary set of E in
[0,+∞[.
In onlusion E = [0,+∞[ and taking t = 1 we have, in Ω, Res(∆ + V ) = Res(∆) with
the same multipliities. Doing the same work in the neighbourhood of eah resonane of the
free Laplaian we obtain Res(∆ + V ) = Res(∆) with the same multipliities in all D+ whih
nishes the proof of theorem 4.
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