On the study of differential and difference equations using lambda-matrices  by Lima, Teresa P. et al.




J. DieudonnB, Found&ions of Modem Analysis, Academic, New York, 1960. 
D. G. Douglas, Banach Algebra Techniques in Operator Theory, Academic, 1972. 
L. J6dar, Boundary value problems for second order operator differential equa- 
tions, Linear Algebra Appl. 83:29-38 (1986). 
L. J6dar, Boundary value problems and Caucby problems for second order Euler 
operator differential equations, Linear Algebra Appl. 91:1-12 (1987). 
L. J&u and A. Herv&s, Soluciones explicitas computables de ecuaciones diferen- 
ciales matriciales de Segundo orden (in Spanish), in Actas IX CEDYA, Valladolid, 
1986, pp. 241-246. 
L. Jbdar, Existence, uniqueness and closed form solutions for boundary value 
matrix problems, Appl. Math. Lett. 1:147-150 (1988). 
L. J6dar, Explicit solutions for second order operator differential equations with 
two boundary value conditions, Linear Algebra Appl. 103:73-86 (1988). 
G. Ladas and V. Lakshmikantham, Diffmential Equations in Abstract Spaces, 
Academic, 1982. 
ON THE STUDY OF DIFFERENTIAL AND 
DIFFERENCE EQUATIONS 
USING LAMBDA-MATRICES 
by TERESA P. LIMA,24*25 J. C. N. CLiMAC0,2e and JO& VIT6RIA27~28 
1. 
Differential and difference equations arise in several practical problems in 
engineering and economics. In this synopsis we summarize some research 
carried out in relation to both types of equations, by using lambda-matrices. 
Our results on differential matrix equations are summarized in Sections 3, 
4, 6; our results on difference matrix equations are presented with some 
details in section 5. 
2. 
The differential matrix equations we consider are of the type 
A,r(“)(t)+A,x(“-l)(t)+ a.. +A,_,x”‘(t)+A.x(t)=f(t), (1) 
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where the coefficients A,, are m X m matrices, r(“)(t) means the nth 
derivative of the vector x(t) to be found, and f(t) is a given function. The 
difference equations we consider are of the type 
A,x(k+n)+Aix(k+n-l)+ ... +A,x(k)=f(k), 
k=0,1,2 )..., (2) 
where the coefficients Ao,A1,...,A,~Cmxm, and where {f(k)} CC”’ are 
given and { X( k)}T_ I is a sequence in C m to be found. So we are mainly 
interested in differential and difference matrix equations where the coeffi- 
cients are square matrices. 
There exists some parallelism in the approaches for differential and for 
difference matrix equations, but things can happen in the discrete case which 
do not happen in the continuous case. 
The differential matrix equation (1) is well studied [5, 4, 61 in both the 
manic and the nonmonic case. The nonmonic case seems to be adequately 
studied in the context of the theory of distributions [4]. 
Difference matrix equations are not so well studied, and they deserve a 
particular effort. Our contributions on this subject are described in Section 5. 
3. 
There are different approaches to studying the differential matrix equa- 
tion (1). In [5] the solution is presented in terms of latent roots and latent 
vectors; in [4] the fundamental tool is a resolvent triple of the lambda-matrix 
associated with the differential equation (1); in [6] the fundamental role in 
the solution is played by a matrix exponential where the exponent is a 
block-companion matrix. On the basis of [l], which deals with singular 
systems (that is to say, the coefficient A, is a singular matrix), we can 
consider a nonsingularizable situation and a singular one; in the singular case, 
the principal factor in the solution is a matrix exponential whose exponent is 
the Drazin inverse of a block-companion matrix [7, 81. 
4. 
Whichever is the approach we use and the form of the general solution 
we obtain, some qualitative information-stability, and modes and frequen- 
cies of vibrations-can be obtained by finding upper bounds for the latent 
roots of the lambda-matrix associated with the differential matrix equation (1) 
or for the eigenvalues of the corresponding block-companion matrix. In the 
manic case, this has been done by using matricial (and matrix) norms 
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[2; 7, 8]; in the singular and nonsingularizable cases, these numerically 
utilizable bounds obtained with the help of matricial (and matrix) norms may 
be useful in deciding about the stability of the solution [7, 8]. 
5. 
In the study of the solution to the homogeneous difference matrix 
equation 
k=0,1,2, ... , (3) 
where Ao, Ai' ... ' An E c mxm and Ao is a singular matrix, we can use the 
latent roots and latent vectors of the lambda-matrix 
L (A):= A N' + A An - 1 + . . . + A 
n 0 1 n· 
We only consider the homogeneous case under the hypothesis that det Ln(A) 
~O. 
From Chrystal's theorem [3] we can derive a formula for the general 
solution of Equation (3). Our main result is 
PROPOSITION. If the geometric and algebraic multiplicities of any 
nonzero latent root Pj (j=1,2, ... ,r) ofLn(A) are equal, then the general 
solution of (3) is given by 
k > 0, (4) 
where r ~ l, l ~ mn is the degree of the polynomial det Ln(A), lj is the 
multiplicity ofpj, r.j_ilj~l, and ti j) (i=1,2, ... ,lj) are linearly indepen-
dent latent vectors associated with P j" 
However, in general, the geometric and algebraic multiplicities are not 
equal. Hence arises the following 
QUESTION 1. What happens to the general solution of (3) if the algebraiC 
multiplicity of some latent root of Ln(A) exceeds its geometric multiplicity? 
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Looking now to the nonhomogeneous equation 
Ax +n-i)=f(k) (k=0,1,2 ,... ), i Ck A,, singular, (5) 
also connected to the lambda-matrix L,(X), we can put 
QUESTION 2. How to construct a particular solution to equation (5) 
when the geometric and algebraic multiplicities of any nonzero latent root of 
L,(X) are equal? 
We can apply, for example, our preceding Proposition to a dynamic 
Leontief model of a multisector economy in the form 
Bx(k+l)=(Z-A+B)x(k)+d(k), 
where x(k) E Iw m is the vector of output levels, d(k) E OB m is the vector of 
final demands, A E Iw m Xm is the Leontief input-output matrix, A is nonnega- 
tive, B E RmXm is the capital coefficient matrix, and B is nonnegative and 
almost always singular. Assuming that (I - A)- ’ exists and is nonnegative, 
we verify that the solution of the homogeneous system 
Bx(k+l)=(Z-A++(k) 
is given by (4), where n = 1 and L,(h) = XB - (I - A + B). 
The solution so obtained is only a pure mathematical one; in order to be 
economically meaningful it must be nonnegative. The existence of these 
nonnegative solutions is, of course, quite another question. 
6. Remurks and Conclusions 
We considered a lambda-matrix A(X) := AJ” + A,h”-’ + . . . + A,_,h 
+ A, associated with the differential matrix equation (1) and difference 
matrix equation (2). We assumed that det A(A) f 0, i.e., det A(A) is not 
identically null. That is equivalent to saying that Equation (1) is approachable 
by Laplace-transform methods. When we study the difference matrix equa- 
tions (2) and (3), assuming that det A(h) $0, it is natural-as Verghese 
pointed out in a private communication-to think of using a Ztransform. 
This will help us, we expect, to confirm our next results in difference matrix 
equations, which should be parallel to these obtained for singular and 
nonsingularizable differential matrix equations [9]. For examples and details 
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on vibrating systems, lambda-matrices, and vectorial norms of matrices, see 
[2], which presents an extended treatment with a long list of references. An 
extensive treatment of differential matrix equations, passing through lambda- 
matrices, latent roots, and the Drazin inverse of block-companion matrices, is 
in [8], where a rather long list of references may be found. 
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AN ACCELERATION METHOD FOR THE SUBSPACE ITERATION 
by J. I. LLORENTE, 29 R. AV1LES,29 M. B. AJURIA,30 and E. AMEZUAz9 
1. Zntroduction 
In this paper we present a new approach to the solution of the eigenvalue 
problem for the dynamic analysis of structural systems, in which we deal with 
matrices that are banded, sparse, symmetric, and of large order. We are 
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