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Abstract
This paper concerns G-invariant systems of second-order differential operators on
irreducible Hermitian symmetric spaces G=K : The systems of type ð1; 1Þ are obtained from
K-invariant subspaces of pþ#p: We show that all such systems can be derived from a
decomposition pþ#p ¼ H0"L"Hc: Here L gives the Laplace–Beltrami operator and H ¼
H0"L is the celebrated Hua system, which has been extensively studied elsewhere. Our main
result asserts that for G=K of rank at least two, a bounded real-valued function is annihilated
by the system L"Hc if and only if it is the real part of a holomorphic function. In view of
previous work, one obtains a complete characterization of the bounded functions that are
solutions for any system of type ð1; 1Þ which contains the Laplace–Beltrami operator.
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1. Introduction
Let G=K be a non-compact irreducible Hermitian symmetric space of rank r: The
algebra DðG=KÞ of left-G-invariant differential operators on G=K has r algebraically
independent generators. DðG=KÞ contains no ﬁrst degree operators and has only one
second degree generator, the Laplace–Beltrami operator. In order to fully exploit the
virtues of G-invariance in low degrees, one is lead naturally to consider invariant
systems of differential operators.
An abstract formalism for such systems (on any homogeneous space) can be found
in [BV]. (See also Chapter V, Section 4 in [H3].) Following [BV], a G-invariant
system is determined by a representation of K in some vector space V together with a
K-equivariant map d : V -DðGÞ from V to the algebra of left-G-invariant
differential operators on G: The associated system maps smooth functions on G=K
to smooth sections in the vector bundle G 
K V over G=K : We loose no generality
by assuming that d is injective and can replace the data ðV ; dÞ by the image W ¼
dðV Þ; a K-invariant subspace in DðGÞ: The corresponding system becomes a map
DW from C
NðG=KÞ to GðG 
K W Þ: We will describe this construction in greater
detail below in Section 2.
In the present context, there is a natural notion of type for systems DW : Roughly
speaking, we say that DW has type ða; bÞ if each operator in W has the formX
jaj¼a;jbj¼b
ca;b@
a@
b
at the identity, where a; b are multi-indices and ‘‘@’’ denotes derivatives with respect
to holomorphic coordinates in directions tangent to G=K : This will be made precise
below.
The holomorphic (type ða; 0Þ) and anti-holomorphic (type ð0; bÞ) systems on
irreducible Hermitian symmetric spaces are completely classiﬁed in view of results of
Johnson [J]. In general, the classiﬁcation of all systems of speciﬁed type ða; bÞ on a
given G=K reduces to a problem in Invariant Theory. Our focus here is the systems
of type ð1; 1Þ; determined by K-invariant subspaces in pþ#p: To our knowledge,
such systems have not been the subject of any systematic study.
Proposition 5, formulated below, classiﬁes the systems of type ð1; 1Þ on any non-
compact irreducible Hermitian symmetric space. In general, the possibilities are quite
limited. Apart from the Laplace–Beltrami operator, these include the so-called Hua
system. This system, which we denote by DH; is given by a canonical K-invariant
subspaceH in pþ#p: The action of K onH is equivalent to its complexiﬁed adjoint
representation on kC: The space H further decomposes under the action of K as
H ¼ L"H0 where L corresponds to the (necessarily one-dimensional) center in kC
and H0 to the (semi-simple) derived algebra kC0: If G=K has type A III and rank at
least two then kC0 has two simple factors and H0 ¼ H10"H20 is the sum of two
irreducible subspaces. In all other cases kC0 is simple and hence H0 is irreducible. The
one-dimensional space L consists of all multiples of the Laplace–Beltrami operator,
which we also denote by L; the meaning being clear from the context.
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One can also consider the subspace Hc orthogonal to H in pþ#p: This is
necessarily K-invariant and we call DHc the complementary Hua system. When G=K
has rank one, Hc ¼ 0: We will show that for rankðG=KÞX2; Hc is always non-zero
and K-irreducible. We will provide two additional abstract characterizations of Hc:
* Hc is the kernel of the linear map pþ#p-kC given by the Lie bracket.
* Hc is the Cartan component in the tensor product pþ#p of the irreducible
K-modules p7:
These facts support the viewpoint that the complementary Hua system is a natural
object for study. For the classical families of non-compact irreducible Hermitian
symmetric spaces, concrete descriptions are given in Section 3 for the spaces H and
Hc:
The solutions for a G-invariant system DW are of particular interest. We say that a
smooth function f on G=K is W -harmonic when DW f ¼ 0: The aim of this paper is
to characterize such functions for each invariant system of type ð1; 1Þ which contains
the Laplace–Beltrami operator L:
In [JK] it is shown that for G=K of tube type, a smooth bounded function is H-
harmonic if and only if it is a Poisson–Szego¨ integral over the Shilov boundary. It
was previously known (see [Hua]) that for G=K ¼ SUðn; nÞ=SðUðnÞ 
 UðnÞÞ;
Poisson–Szego¨ integrals f necessarily satisfy DHf ¼ 0: Hua harmonicity on tube
domains is also the subject of [L]. The Hua system for non-tube domains has been
studied in [B,BBDHPT]. In this context, the real-valued functions f on G=K
satisfying DHf ¼ 0 are the pluriharmonic functions [B]. That is, f is the real part of a
holomorphic function on G=K: To describe Poisson–Szego¨ integrals on general non-
tube domains a third order system BV of type ð2; 1Þ is needed [BV].
Our principal object of study is the system DeHc ; where eHc ¼ L"Hc: That is, we
augment the complementary Hua system to include the Laplace–Beltrami operator.
This ensures that eHc-harmonic functions are harmonic in the usual sense. Theorem 8
below asserts that for rankðG=KÞX2 a bounded real-valued function on G=K is eHc-
harmonic if and only if it is pluriharmonic. This is the main result in the current
work.
Our proof of Theorem 8 is based on an interplay between the ‘‘G=K’’-picture and
‘‘S’’-picture of a Hermitian symmetric space, S being a solvable Lie group acting
simply transitively on the corresponding Siegel domain cD: In Section 6 we use
classical structure theory for Hermitian symmetric spaces to exhibit some operators
on G=K that belong to the system L"Hc: In Section 7 we leave the ‘‘G=K-picture’’
and express these operators in terms of S: This allows us to apply techniques and
results from [B,BBDHPT] to the proof of Theorem 8 in Section 8. We show, in
particular, that a bounded function f annihilated by L"Hc is a Poisson–Szego¨
integral. In the tube case, it follows from [JK] that f is H-harmonic and we
immediately conclude that f is pluriharmonic, since H0"L"Hc ¼ pþ#p: In the
non-tube case, in view of [BV], f is annihilated by the third order system BV: We use
this fact and a technique from [B] to complete the proof for non-tube spaces.
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As explained in Section 5, Theorem 8 together with previously known results
concerning the Hua system yields a complete characterization for the bounded
solutions of all possible type ð1; 1Þ systems which contain the Laplace–Beltrami
operator.
2. Invariant systems of differential operators
Given a Lie group G; we let DðGÞ (DUðgCÞ) denote the algebra of left-G-invariant
differential operators on G: The group G acts on DðGÞ via the adjoint representation:
AdðgÞXð f Þ ¼ X ð f 3 rg1Þ 3 rg for gAG; XADðGÞ; fACNðGÞ;
where rg : G-G denotes right multiplication. We recall that the symmetrization map
l : SðgCÞ-DðGÞ is a canonical AdðGÞ-equivariant vector space isomorphism from
the symmetric algebra on the complexiﬁed Lie algebra gC of G to DðGÞ: We refer the
reader to Section 4 in Chapter II of [H2] for details.
Now suppose K is a closed Lie subgroup of G: For fACNðG=KÞ; we let efACNðGÞ
denote the map ef ðgÞ ¼ f ðgKÞ: If XADðGÞ is AdðKÞ-invariant then X yields a left-G-
invariant differential operator on G=K (also denoted X ) via the rule ðXf ÞB ¼ X ef :
More generally, an AdðKÞ-invariant subspace W of DðGÞ yields a left-G-invariant
system DW of differential operators on G=K as explained below.
To describe DW ; one forms the (complex) vector bundle G 
K W  associated to
the principle bundle G-G=K via the representation Ad : K-GLðW Þ contra-
gredient to AdjK on W (AdðkÞa ¼ a 3Adðk1Þ). The total space is
G 
K W  ¼ ðG 
 W Þ=B
where B is the equivalence relation on G 
 W  given by
ðgk; aÞBðg; AdðkÞaÞ
for all kAK : The projection map p :G 
K W -G=K is just pð½g; aÞ ¼ gK ; where
½g; aAG 
K W  denotes the equivalence class of ðg; aÞAG 
 W : We let GðG 
K
W Þ denote the space of smooth sections in the bundle G 
K W : Smooth sections
sAGðG 
K W Þ are in one-to-one correspondence with smooth maps es :G-W 
satisfying
esðgkÞ ¼ Adðk1ÞesðgÞ ¼ esðgÞ 3AdðkÞ; ð1Þ
for gAG; kAK : The correspondence s2es is given by sðgKÞ ¼ ½g;esðgÞ:
Deﬁnition 1. The system DW of differential operators on G=K determined by an
AdðKÞ-invariant subspace WCDðGÞ is the map
DW : C
NðG=KÞ-GðG 
K W Þ
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deﬁned via
ðDW f ÞBðgÞðXÞ ¼ X ð ef ÞðgÞ;
for fACNðG=KÞ; gAG; XAW :
To justify Deﬁnition 1 one veriﬁes (easily) that the map ðDW f ÞB satisﬁes the K-
equivariance property (1). The AdðKÞ-invariance of W is needed here. When W is
ﬁnite dimensional we can write
ðDW f ÞBðgÞ ¼
Xn
j¼1
Xjð ef ÞðgÞX j ;
where fXj : j ¼ 1;y; ng is any basis for W and fX j g is the dual basis for W : There
is a natural left action of G on GðG 
K W Þ:
ðs 3 LgÞBðhÞ ¼ esðghÞ:
The system DW is left-G-invariant in the sense that
ðDW f Þ 3 Lg ¼ DW ð f 3 cgÞ;
where cg is left multiplication by g on G=K : This follows immediately from the fact
that each operator XAW is left-G-invariant.
It is of interest to study solutions for systems of the form DW : Observe that
fACNðG=KÞ satisﬁes DW f ¼ 0 if and only if X ef ¼ 0 for all XAW : In this case, we
will say that f is a W -harmonic function and often write Wð f Þ ¼ 0 in place of
DW f ¼ 0:
2.1. Invariant systems on symmetric spaces
Now suppose that G=K is a symmetric space of non-compact type and let g ¼
k"p denote the Cartan decomposition for the Lie algebra g of G: Since p is AdðKÞ-
invariant, we have DðGÞ ¼ DðGÞk"lðSðpCÞÞ; where l : SðgCÞ-DðGÞ is the
symmetrization map. (See Lemma 4.7 in Chapter II of [H2].) Both DðGÞk and
lðSðpCÞÞ are AdðKÞ-invariant subspaces of DðGÞ; because l is AdðGÞ-equivariant.
For fACNðG=KÞ one has X ef ¼ 0 for all XADðGÞk: Thus we obtain:
Lemma 2. Let W be an AdðKÞ-invariant subspace of DðGÞ and W 0 be the projection of
W onto lðSðpCÞÞ with respect to the decomposition DðGÞ ¼ DðGÞk"lðSðpCÞÞ: Then
W 0 is AdðKÞ-invariant, and for any fACNðG=KÞ; f is W -harmonic if and only if f is
W 0-harmonic.
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Lemma 2 shows that if we wish to study the solutions of invariant systems of
differential operators on G=K ; we can restrict attention to systems obtained from
AdðKÞ-invariant subspaces W of lðSðpCÞÞ:
2.2. Invariant systems on Hermitian symmetric spaces
Next suppose that G=K is a Hermitian symmetric space of non-compact type. The
complex structure on G=K yields an almost complex structure J on TeKðG=KÞDp:
This extends to a complex linear map J : pC-pC and one has pC ¼ pþ"p where
p7 are the ð7iÞ-eigenspaces for J : The spaces p7 are AdðKÞ-invariant abelian
subalgebras of gC:
In this context, the canonical algebra isomorphism SðpCÞDSðpþÞ#SðpÞ is also
an isomorphism of K-modules. (The group K acts on SðpCÞ and Sðp7Þ by symmetric
powers of the Adjoint representation.) It will here be convenient to replace the
symmetrization map l : SðpCÞ-DðGÞ by
l# : SðpþÞ#SðpÞ-DðGÞ; l# ¼ l#l:
Explicitly,
l#ððX1?XaÞ#ðY 1?Y bÞÞ ¼ 1
a!b!
X
sASa;s0ASb
Xsð1Þ?XsðaÞYs0ð1Þ?Ys0ðbÞ;
for ðX1?XaÞ#ðY 1?Y bÞ in SaðpþÞ#SbðpÞ: The map l# is AdðKÞ-equivariant
and Lemma 2 remains true if we replace lðSðpCÞÞ by l#ðSðpþÞ#SðpÞÞ:
Deﬁnition 3. If W is a K-invariant subspace of l#ðSaðpþÞ#SbðpÞÞ then we say
that DW is a system of type ða; bÞ on G=K :
Thus if DW has type ða; bÞ then each element of W is a linear combination of terms
of the form X1?XaY 1?Y b where XiApþ and Y jAp:
3. Preliminaries on Hermitian symmetric spaces and Siegel domains
For the remainder of this paper, G=K will denote a Hermitian symmetric space of
non-compact type. For our purposes we can assume, moreover, that G=K is
irreducible, since any Hermitian symmetric space is a direct product of irreducible
factors. Thus G is a connected non-compact simple Lie group with trivial center and
K is a maximal compact subgroup of G with center analytically isomorphic to T:
(See Theorem 6.1 and Proposition 6.2 of Chapter VIII in [H1].)
In this section we collect notation and background material concerning the
structure of G=K and its realizations as bounded and unbounded domains. For
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details we refer the reader to any of the standard references. See for example,
[H1,KW,W].
3.1. Algebraic preliminaries
As in the preceding section, g ¼ k"p denotes the Cartan decomposition for the
Lie algebra of G and pC ¼ pþ"p is the eigenspace decomposition determined by
the complex structure. We have
½kC; pCCpC; ½pþ; pþ ¼ 0 ¼ ½p; p; ½pþ; p ¼ kC:
The Lie algebra u ¼ k"ip is a compact real form of gC: For ZAgC we let Z and tðZÞ
denote the complex conjugates for Z with respect to the real forms g and u: The two
conjugation operators are related via tðyðZÞÞ ¼ Z ¼ yðtðZÞÞ; where y is the
complexiﬁed Cartan involution. If B is the Killing form on gC; then the bilinear
form deﬁned by BtðX ; YÞ ¼ BðX ; tYÞ is a positive deﬁnite Hermitian inner
product on gC: Recall that J denotes the almost complex structure on the tangent
space p to G=K at eK as well as its complexiﬁcation pC-pC: Let c denote the (one-
dimensional) center of k: It is a key fact that there exists an element Z0Ac with
J ¼ adðZ0ÞjpC:
Choose a Cartan subalgebra h in k: Then hC is a Cartan subalgebra of gC: Deﬁne D
to be the system of roots of gC with respect to hC: Then each root aAD is real valued
on ih: We specify an ordering on D as follows: for two roots a; b we say that a is
bigger than b when iða bÞðZ0Þ40: In this way we obtain the sets Dþ and D of
positive and negative roots.
Each root space ga is contained either in kC or in pC: In the ﬁrst case a is called
compact and in the second case noncompact. We write D ¼ C,Q where C is the set
of compact roots and Q is the set of non-compact roots and let Q7 ¼ D7-Q denote
the sets of positive and negative non-compact roots.
For each aAD we associate elements Ha; Ea and Ea which span a subalgebra of
gC; isomorphic to slð2;CÞ: We do this in a standard way as follows. The Killing form
B is positive deﬁnite on ih: Thus for each aAD there is a unique element eHaAih for
which aðHÞ ¼ BðH; eHaÞ: For roots a; bAD let ða; bÞ ¼ Bð eHa; eHbÞ and set Ha ¼
2
ða;aÞ eHa; so that aðHaÞ ¼ 2: Now for aADþ choose EaAga with BtðEa; EaÞ ¼ 2=ða; aÞ
and set Ea ¼ tðEaÞ: With these conventions, we have ½Ea; Ea ¼ Ha; ½Ha; Ea ¼
2Ea; ½Ha; Ea ¼ 2Ea; Ea ¼ Ea for aAQ; Ea ¼ Ea for aAC; and
pþ ¼
X
aAQþ
ga ¼
X
aAQþ
CEa; p ¼
X
aAQþ
ga ¼
X
aAQþ
CEa: ð2Þ
For aAQþ; let
Xa ¼ Ea þ Ea; Ya ¼ iðEa  EaÞ: ð3Þ
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Then the set fXa; YagaAQþ is a basis for the real vector space p: One has
JXa ¼ Ya; JYa ¼ Xa;
Ea ¼ 1
2
ðXa  iYaÞ; Ea ¼ 1
2
ðXa þ iYaÞ: ð4Þ
3.2. Restricted roots
Two roots a; bAD are called strongly orthogonal if neither aþ b nor a b are
roots. This implies orthogonality in the usual sense: ða; bÞ ¼ 0: Let
G ¼ fg1;y; grgCQþ ð5Þ
be a maximal set of strongly orthogonal positive non-compact roots. Then
a ¼
X
gAG
RXg; ð6Þ
is a maximal abelian subalgebra of p and r ¼ dimðaÞ is the rank of G=K :
Take h to be the real span of the elements iHg (gAG), and hþ to be the orthogonal
complement of h in h via the Killing form B:
h ¼
X
gAG
RiHg; h ¼ h
M
B
hþ: ð7Þ
For a; bAD write aBb if and only if ajh ¼ bjh and deﬁne:
Ci ¼ faAC : aB 12 gig for i ¼ 1;y; r;
Cij ¼ faAC : aB 12 ðgj  giÞg for 1piojpr;
Qi ¼ faAQ : aB12 gig for i ¼ 1;y; r;
Qij ¼ faAQ : aB12 ðgi þ gjÞg for 1piojpr:
ð8Þ
Some important properties of the above sets are contained in the following theorem:
Theorem 4 (Restricted Roots Theorem, Helgason [H3]). The map a/gi þ a is a
bijection of Ci onto Qi (for 1pipr) and Cij onto Qij (for 1piojpr). Qþ is the disjoint
union of the sets G; Qi; Qij :
In addition, we will need these facts:
* All elements aAQþ have a common length ða; aÞ12:
* For a; b in Qþ; aðHbÞ ¼ bðHaÞ:
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* The sets Qij have a common cardinality for 1piojpr: Likewise, the sets
Q1;y; Qr have a common cardinality. We let q1 denote the common cardinality
of the Qi’s and q2 the common cardinality of the Qij ’s.
* For aAQij set
*a ¼ gi þ gj  a: ð9Þ
Proposition 8 in [L] shows that *a is a noncompact positive root. So clearly *aAQij :
3.3. Harish–Chandra realization
Let GC denote the adjoint group for gC and KC be the analytic subgroup
corresponding to kC: The analytic subgroups of GC corresponding to subalgebras
pþ; p will be denoted by Pþ and P respectively. They are abelian. The exponential
map from p7 to P7 is biholomorphic, so P7 is biholomorphically equivalent with
Cn for some n: The mapping ðp1; k; p2Þ/p1kp2 is a diffeomorphism of Pþ 
 KC 

P onto an open submanifold of GC containing G: For gAG let pþðgÞ denote the
unique element in pþ such that gAexpðpþðgÞÞKCP: Then pþðgÞ ¼ pþðgkÞ and pþ is
a diffeomorphism of G=K onto a bounded domain DCpþ: G acts biholomorphically
on D by g  pþðegÞ ¼ pþðgegÞ: Let o ¼ pþðeÞ; then D is the G-orbit of o and the group
K is the stabilizer of the point o: This is the Harish–Chandra embedding and in fact
realizes G=K as a bounded symmetric domain.
3.4. Siegel domains
Let D denote the bounded realization of G=K described above. Set XG ¼P
gAG Xg ¼
P
gAG ðEgþ EgÞ; EG ¼
P
gAG Eg and deﬁne an element of GC called the
Cayley transform c ¼ expðp
4
iXGÞ: Let cG ¼ AdðcÞG; cK ¼ AdðcÞK ; cg ¼ AdðcÞg:
For gAG; c expðpþðgÞÞAPcþKCP and by [KW], the mapping x/c  x; where c 
pþðgÞ ¼ pþðc exp pþðgÞÞ; deﬁnes a biholomorphism of D onto a domain cDCpþ:
Clearly, cD is the orbit of the point c  o ¼ iEG under the action of the group cG and
cK is the isotropy group of iEG: It was proved in [KW] that
cD is a Siegel domain. We
brieﬂy recall the deﬁnition and notation of Siegel domains. The reader is referred to
the book of Faraut and Koranyi [FK] for more details.
Let V be a Euclidean Jordan algebra and O be an irreducible symmetric cone
contained in V : We denote by LðxÞ the self-adjoint endomorphism of V given by left
multiplication by x; i.e. LðxÞy ¼ xy: We ﬁx a Jordan frame fc1;y; crg in V : The
Peirce decomposition of V related to the Jordan frame fc1;y; crg [FK, Theorem
IV.2.1] may be written as
V ¼ M
1pipjpr
Vij : ð10Þ
It is given by the common diagonalization of the self-adjoint endomorphisms LðcjÞ
with respect to their only eigenvalues 0; 1
2
; 1: In particular Vjj ¼ Rcj is the
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eigenspace of LðcjÞ related to 1; and, for ioj; Vij is the intersection of the eigenspaces
of LðciÞ and LðcjÞ related to 12: All Vij ; for ioj; have the same dimension d:
Suppose that we are given a complex vector space Z and a Hermitian symmetric
bilinear mapping
F :Z 
 Z/VC:
We assume that
Fðz; zÞAO; zAZ;
and Fðz; zÞ ¼ 0 implies z ¼ 0:
The associated Siegel domain is then
eD ¼ fðz; zÞAZ 
 VC : Iz  Fðz; zÞAOg: ð11Þ
One says that eD is of type I (or has tube type) when Z ¼ f0g: Otherwise, eD is said to
be of type II (non-tube type).
The data V ; Z and F can be deﬁned in terms of some subspaces of gC so that
pþ ¼ Z 
 VC and eD ¼ cD: (For details we refer to [KW,B].) Moreover it is known
that cD has tube type if and only if the sets Qi in (8) are all empty.
3.5. Iwasawa decomposition of cG
Consider the Iwasawa decomposition of cG ¼ N eAcK and denote by S its solvable
part: S ¼ N eA: Let n; ea; s be the corresponding Lie algebras. Then ea can be chosen
as a subalgebra of cg consisting of elements H ¼ LðaÞ; where a ¼Prj¼1 ajcj: We let lj
denote the linear form on ea given by ljðHÞ ¼ aj : All endomorphisms of s having the
form: adH for HAea admit joint diagonalization. Therefore s can be decomposed as a
direct sum of corresponding root spaces. The forms of all roots are well known:
s ¼ M
j
nlj
2
 !
"
M
1pipjpr
nliþlj
2
 !
"
M
1piojpr
nljli
2
 !
"ea: ð12Þ
To simplify our notation put Zj ¼ nlj
2
; nij ¼ nljli
2
; Vij ¼ nliþlj
2
: Then it is known that
Z ¼"j Zj; V ¼ L
i;j
Vij; and we set n0 ¼"1piojpr nij : Denote by NðFÞ and N0 the
subgroups of S corresponding to the subalgebras Z"V and n0 of s: Then S ¼
NðFÞN0 eA; NðFÞ is two-step nilpotent with center V and each of NðFÞ; N0 and
N ¼ NðFÞN0 is normal in S: Since S acts simply transitively on the domain cD; we
may identify S and cD:
S{sBs  ðc  oÞAcD: ð13Þ
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Now we describe an orthonormal basis of s corresponding to the decomposition
(12). This will be the same basis as in [B,BDH,DHMP]. By Qij we shall denote a
subset of Qij that contains exactly one from each pair of roots ða; *a ¼ gi þ gj  aÞ
when *aaa: Let us deﬁne
Xi ¼ Egi for giAG;
X 1a ¼
1ﬃﬃﬃ
2
p ðEa  eaE*aÞ for aAQij and aa*a;
X 2a ¼
iﬃﬃﬃ
2
p ðEa þ eaE*aÞ for aAQij and aa*a;
X a ¼ 1ﬃﬃﬃ
2
p cðEaÞ for aAQi;
ð14Þ
where c ¼ I þ Adðc2Þt; and ea ¼71 (the precise value was determined in [B]). If
a ¼ *a then instead of X 1a ; X 2a we deﬁne X 1a ¼ Ea:
In the rest of the paper we will use the notation X ka without specifying the set of
indices k’s. In particular, the summation over aAQij will always denote the
summation over a and k together.
Then by [B], Vii ¼ spanfXig; Vij ¼ spanfX ka gaAQij ; Zj ¼ ðspanfX agaAQj Þ
C: Next we
transport the complex structure J from cD to s and deﬁne:
Hj ¼ J ðXjÞ; Y ka ¼ J ðX ka Þ; Ya ¼ J ðX aÞ:
It was proved in [B] that
Xj ; X
k
a ;Xa; Hj; Y ka ;Ya
form an orthonormal basis of s with respect to the Hermitian product Bt: Finally,
Zj ¼ Xj  iHj; ð1pjpr; Þ
Zka ¼ X ka  iY ka ; aA
S
Qij ; k ¼ 1; 2

 
;
Za ¼ X a  iYa aA
S
j
Qj
 ! ð15Þ
is a basis of S-invariant holomorphic vector ﬁelds.
4. Systems of type ð1; 1Þ
We suppose here, as in the previous section, that G=K is an irreducible Hermitian
symmetric space of non-compact type. To determine all systems DW of a given type
ða; bÞ on G=K; one needs to ﬁnd all K-invariant subspaces W of SaðpþÞ#SbðpÞ
(and apply the modiﬁed symmetrization map l#). Recall that K acts on Sðp7Þ by
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symmetric powers of the adjoint representation. Since G=K is irreducible, p7 are
irreducible K-modules. Moreover, it is known that the representations of K on
Sðp7Þ are multiplicity free. The decompositions for Sðp7Þ under the action of K are
described in [J] on a case-by-case basis using the classiﬁcation of irreducible
Hermitian symmetric spaces. Thus, in principle, all systems of types ða; 0Þ and ð0; bÞ
are known.
The current work concerns systems of type ð1; 1Þ: Thus, we must describe the K-
invariant subspaces of pþ#p: We begin with some observations concerning the
adjoint representations of K on p7; which we now denote by s7:
sþðkÞ ¼ AdðkÞjpþ; sðkÞ ¼ AdðkÞjp:
These representations are unitary with respect to the positive deﬁnite Hermitian
inner product Bt on p7: The conjugation map Z/Z (with respect to the real form
gCgC) interchanges pþ with p; as shown by Eq. (2). Since
sðkÞðZÞ ¼ sþðkÞðZÞ
for kAK ; ZApþ; we see that s is (unitarily) equivalent to sþ; the conjugate
representation for sþ: (Recall that the conjugate for a complex representation is
obtained by replacing the complex structure on the representation space by its
conjugate. The conjugate for a matrix representation is obtained by conjugation of
matrix entries.) The Hermitian inner product Bt on pþ yields a further isomorphism
of complex vector spaces:
pþ-p

þ; Z/Btð; ZÞ;
establishing a unitary equivalence of sþ with sþ; the contragredient representation
for sþ: In summary, we have canonical unitary equivalences
sCsþCsþ:
We will denote elements of p as ‘‘Z’’ for ZApþ: One can choose to interpret this
literally, as the result of applying the conjugation map on gC ¼ gþ ig to Z; or as
simply a notation for Z itself, but viewed as an element of pþ with the conjugate
complex structure.
The representation sþ#s always contains a copy of
AdK : K-UðkCÞ;
the complexiﬁed adjoint representation of K on kC: Indeed, the linear map
j : pþ#p-kC determined by
jðX#Y Þ ¼ ½X ; Y 
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intertwines sþ#s with AdK and is surjective. Thus, the dual map
j : kC-ðpþ#pÞFpþ#pFp#pþFpþ#p
is injective and intertwines the contragredient representation AdK for AdK with
sþ#s: In fact, AdK and AdK are equivalent representations, since K is compact. So
H ¼ jðkCÞ
is a K-invariant subspace of pþ#p and ðsþ#sÞjH is equivalent to AdK :
As explained in the Introduction, DH is the Hua system. It is the subject of works
including [BBDHPT,BV,Hua,JK,L]. The Hua system is not irreducible. Indeed, the
Lie algebra kC decomposes as
kC ¼ kC0"cC;
where c is the (one-dimensional) center of k and the derived algebra kC0 is semi-simple.
Thus, the K-invariant subspace H ¼ jðkCÞ in pþ#p further decomposes under
sþ#s as
H ¼ jððkC0ÞÞ"jðcCÞ ¼ H0"L
The group K acts trivially on the one-dimensional space L ¼ jðcCÞ and H0 ¼
jððkC0ÞÞ contains one K-irreducible subspace for each simple factor in kC0: The
classiﬁcation of irreducible Hermitian symmetric spaces of non-compact type,
discussed below, shows that kC0 has at most two simple factors. The elements of L
yield scalar multiples of the Laplace–Beltrami operator on G=K : These are the only
second order left-G-invariant differential operators on G=K ; so pþ#p contains no
further copies of the trivial representation.
We now have pþ#p ¼ H"Hc; where
Hc ¼ H> ¼ KerðjÞ ð16Þ
is the orthogonal complement to H in pþ#p and also the kernel of
j : pþ#p-kC: The space Hc is K-invariant and, as will be shown below, is non-
zero except when G=K has rank one. (The rank one cases are the complex hyperbolic
spaces, up to isomorphism.) DHc is the complementary Hua system. We will show
that Hc is K-irreducible and inequivalent to any of the irreducible constituents of H:
Moreover, we will show that Hc is the Cartan component in sþ#s: That is, a
highest weight vector in Hc is obtained as the tensor product of highest weight
vectors in pþ and p: If X ; YApþ are highest and lowest weight vectors for sþ then
Hc ¼ Spanfðsþ#sÞðKÞðX#YÞg and X#Y is a highest weight vector for
ðsþ#sÞjHc: This provides another characterization of Hc: We summarize the
preceding discussion as follows:
Proposition 5. Let G=K be an irreducible Hermitian symmetric space of non-compact
type. Then:
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* The representation sþ#s of K on pþ#p is multiplicity free, with a canonical
decomposition
pþ#p ¼ H"Hc
as an orthogonal direct sum of K-invariant subspaces. (The space H yields the Hua
system and Hc the complementary Hua system.)
* The representation ðsþ#sÞjH is equivalent to AdK ; the complexified adjoint
representation of K on kC and decomposes as
H ¼ H0"L;
where L is a copy of the trivial representation of K on C and H0 contains an
irreducible subspace for each simple factor in kC0;
* The space Hc is Hc ¼ KerðjÞ where j : pþ#p-kC is the linear map with
jðX#YÞ ¼ ½X ; Y :
* If G=K has rank at least two then Hc is non-zero, ðsþ#sÞjHc is irreducible and is
the Cartan component in sþ#s:
Note that since sþ#s is multiplicity free, any K-invariant subspace of pþ#p is
a sum of the irreducibles described above. Thus, Proposition 5 determines all systems
of type ð1; 1Þ on G=K :
To complete the proof of Proposition 5 we employ case-by-case analysis using the
classiﬁcation for irreducible Hermitian symmetric spaces of non-compact type. We
refer the reader to [H1], Chapter X, for details concerning this classiﬁcation and for
deﬁnitions of the Lie groups that arise. The spaces in question fall into 4 classical
families (types A III, C I, D III, BD I) and two exceptional cases (types E III, E VII).
For the classical families, we will exhibit the spaces H and Hc in Proposition 5
explicitly.
4.1. Type A III
Here G=K ¼ SUðn; mÞ=SðUðnÞ 
 UðmÞÞ with 1pnpm: The rank of G=K is n:
One can realize pþ as pþ ¼ Mn;mðCÞ with Hermitian inner product /X ; YS ¼
trðXY Þ; where Y  denotes conjugate-transpose. The bounded realization for G=K
as a domain in pþ is
D ¼ fZApþ : ZtZoImg ¼ fZApþ : ZZoIng:
(Here the inequality ZZoIn; for example, means that In  ZZ is positive deﬁnite.)
D is a tube domain if and only if n ¼ m
The group K ¼ SðUðnÞ 
 UðmÞÞ acts on pþ via
sþðk1; k2ÞZ ¼ k1Zk2;
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ðk1AUðnÞ; k2AUðmÞ; detðk1Þdetðk2Þ ¼ 1Þ: Writing elements of p ¼ pþ as Z for
ZApþ; one has
ðsþ#sÞðk1; k2ÞðX#YÞ ¼ ðk1Xk2Þ#ðk1Ykt2Þ:
Let Ea;b (1papn; 1pbpm) denote the ðn 
 mÞ-matrix with a one in position ða; bÞ
and set
Li;j ¼
Xm
c¼1
Ei;c#Ej;c ð1pi; jpnÞ;
Ri0;j0 ¼
Xn
c¼1
Ec;i0#Ec;j0 ð1pi0; j0pmÞ:
One veriﬁes that
ðsþ#sÞðk1; k2ÞLi;j ¼ ðk1Lk1Þi;j; ðsþ#sÞðk1; k2ÞRi0;j0 ¼ ðk2Rk2Þi0;j0 ;
where ‘‘k1Lk

1’’ and ‘‘k2Lk

2’’ mean formal matrix multiplication. Hence
H ¼ SpanfLi;j; Ri0;j0 : 1pi; jpn; 1pi0; j0pmg
is K-invariant and K acts on H by a copy of AdK :
The space H decomposes under K as H ¼ L"H10"H20: Here K acts trivially on
L of dimension 1 and H10; H20 correspond to the simple factors slðn;CÞ; slðm;CÞ in
kC0 ¼ slðn;CÞ"slðm;CÞ: Explicitly:
L ¼C
Xn
i¼1
Li;i
 !
¼ C
Xm
i0¼1
Ri0;i0
 !
;
H10 ¼
Xn
i;j¼1
ci;jLi;j :
X
i
ci;i ¼ 0
( )
;
H20 ¼
Xm
i0;j0¼1
ci0;j0Ri0;j0 :
X
i0
ci0;i0 ¼ 0
( )
:
The space H10 ¼ 0 whenever n ¼ 1 and H20 ¼ 0 when n ¼ m ¼ 1: Note that for
n ¼ m ¼ 1; DFSUð1; 1Þ=SðUð1Þ 
 Uð1ÞÞ is the unit ball in C: When n ¼ 1 and
mX2; SUð1; mÞ=SðUð1Þ 
 UðmÞÞ; is a complex hyperbolic space of dimension m:
These are the rank one cases.
One can easily exhibit bases for the spaces H10; H20: For example,
fLi;j : iajg,fLi;i  Liþ1;iþ1 : 1pipn  1g
is a basis for H10:
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From above, we see that Hc can be written as
Hc ¼
Xn
i;j¼1
Xm
i0;j0¼1
ci;i0;j;j0Ei;i0#Ej;j0 :
Xn
i¼1
ci;i0;i;j0 ¼ 0 ¼
Xm
i0¼1
ci;i0;j;i0
( )
:
Note that Hc ¼ 0 when n ¼ 1: That is, when G=K has rank one. The action of
K 0 ¼ SUðnÞ 
 SUðmÞ on Hc is equivalent to the (exterior) tensor product of the
complexiﬁed adjoint representations for SUðnÞ; SUðmÞ on slðn;CÞ; slðm;CÞ: In
particular, Hc is K-irreducible. Highest weight vectors in p7 are given by E1;1 and
En;m: As E1;1#En;m belongs to Hc; we see that Hc is the Cartan component in
pþ#p: The space Hc has dimension ðn2  1Þðm2  1Þ: The following elements form
a basis:
* Ei;i0#Ej;j0 with iaj; i0aj0;
* Ei;i0#Ej;i0  Ei;i0þ1#Ej;i0þ1 with iaj; 1pi0pm  1;
* Ei;i0#Ei;j0  Eiþ1;i0#Eiþ1;j0 with i0aj0; 1pipn  1;
* E1;1#E1;1  Ei;1#Ei;1  E1;j0#E1;j0 þ Ei;j0#Ei;j0 with 2pipn; 2pj0pm:
4.2. Type C I
These are the spaces G=K ¼ Spðn;RÞ=UðnÞ: Since
Spð1;RÞ=Uð1ÞFUð1; 1Þ=SðUð1Þ 
 Uð1ÞÞ;
we can assume that nX2: The rank of G=K is n: The space pþ is realized as the space
of n 
 n symmetric matrices:
pþ ¼ fZAMn;nðCÞ :Zt ¼ Zg
with Hermitian inner product /X ; YS ¼ trðXY Þ ¼ trðXY Þ: The bounded realiza-
tion for G=K as a domain in pþ is
D ¼ fZApþ : ZZoIng:
This is a tube domain.
The group K acts on pþ via
sþðkÞZ ¼ kZkt;
and on pþ#p ¼ pþ#pþ by
ðsþ#sÞðkÞðX#YÞ ¼ ðkXktÞ#ðkYkÞ:
Deﬁne elements Fi;jApþ (1pi; jpn) as
Fi;j ¼ Ei;j þ Ej;i:
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Note that Fi;j ¼ Fj;i and that the Fi;j ’s are pair-wise orthogonal with
/Fi;j; Fi;jS ¼
4 for i ¼ j;
2 for iaj:

Deﬁne
Ti;j ¼
Xn
c¼1
Fi;c#Fc;j; ð1pi; jpnÞ:
Then one has
ðsþ#sÞðkÞTi;j ¼ ðkTkÞi;j:
Thus
H ¼ SpanfTi;j : 1pi; jpng
is K-invariant and K acts on H by a copy of AdK : The space H contains two
irreducible components, corresponding to the decomposition kC ¼ C"slðn;CÞ: This
can be written as H ¼ L"H0 where
L ¼C
Xn
i¼1
Ti;i
 !
¼ C
X
i;c
Fi;c#Fc;i
 !
;
H0 ¼
Xn
i;j¼1
ci;jTi;j :
Xn
i¼1
ci;i ¼ 0
( )
:
A basis for H0 is given by
fTi;j : iajg,fTi;i  Tiþ1;iþ1 : 1pipn  1g:
Let Hc denote the orthogonal complement to H in pþ#p: As representations of
SUðnÞ; s7 have highest weights ð2; 0;y; 0Þ and ð2; 2;y; 2; 0Þ; and F1;1; F n;n are
highest weight vectors. An easy application of the Littlewood–Richardson rules (see
[FH], Appendix A) shows that sþ#s has exactly three irreducible components.
Thus Hc is necessarily irreducible. The highest weight for ðsþ#sÞjHc is
ð4; 2;y; 2; 0Þ: Since F1;1#Fn;n belongs to Hc (it is orthogonal to H), Hc is the
Cartan component in pþ#p:
The dimension ofHc is ½nðn þ 1Þ=22  n2 ¼ n2ðn  1Þðn þ 3Þ=4: Working from the
above description of H and using the fact that the Fi;j#Fk;c’s are pair-wise
orthogonal in pþ#p; we see that the following vectors form a basis for Hc:
* Fi;i#Fj;j with iaj;
* Fi;i#Fj;k with iaj; k; jok;
* Fi;j#F k;k with kai; j; ioj;
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* Fi;j#F k;c with fi; jg-fk; cg ¼ |; ioj; koc;
* jjFi;kjj2jjFk;jjj2Fi;1#F1;j  jjFi;1jj2jjF1;j jj2Fi;k#F k;j with iaj; 2pkpn;
* Fi;i#Fi;i þ Fj;j#Fj;j  4Fi;j#Fj;i with ioj:
4.3. Type D III
Here G=K ¼ SOð2nÞ=UðnÞ: Since SOð4Þ=Uð2Þ is non-irreducible and
SOð6Þ=Uð3ÞFSUð1; 3Þ=SðUð1Þ 
 Uð3ÞÞ;
we can take nX4 here. Thus G=K has rank In=2mX2: The space pþ can be realized
as the space of skew-symmetric n 
 n-matrices:
pþ ¼ fZAMn;nðCÞ : Zt ¼ Zg
with Hermitian inner product /X ; YS ¼ trðXY Þ ¼ trðXYÞ: The bounded
realization of G=K is
D ¼ fZApþ : ZtZoIng:
D is a tube domain if and only if n is even.
As in the preceding case, K ¼ UðnÞ acts on pþ via sþðkÞZ ¼ kZkt: The
description of HCpþ#p ¼ pþ#pþ parallels that for type C I. We set
F 0i;j ¼ Ei;j  Ej;i
and note that F 0i;j ¼ Fj;i 0; Fi;i 0 ¼ 0: The F 0i;j’s are pair-wise orthogonal with
/F 0i;j ; F
0
i;jS ¼ 2 for iaj: Letting
T 0i;j ¼
Xn
c¼1
F 0ic#F c;j
0;
and
H ¼ SpanfT 0i;j : 1pi; jpng;
we see that ðsþ#sÞjH is a copy of AdK : The space H decomposes as H ¼ L"H0;
were L; H0 are deﬁned as for type C I.
An application of the Littlewood–Richardson rules shows that the orthogonal
complement Hc to H in pþ#p must be irreducible with highest weight
ð2; 2; 1;y; 1; 0Þ and dimension ½nðn  1Þ=22  n2 ¼ n2ðn þ 1Þðn  3Þ=4: The space
Hc contains the tensor product F1;20#F n1;n0 of highest weight vectors in p7: Thus
Hc is the Cartan component in pþ#p: Working from the description of H one
obtains the following spanning set for Hc:
* F 0i;j#F k;c
0 with fi; jg-fk; cg ¼ |; ioj; koc;
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* Fi;1
0#F1;j 0  Fi;k 0#F k;j 0 with k; i; j41; iaj; kai; j;
* F 0i;j#F j;i
0 þ 1ðn1Þðn2Þ
Pn
c¼1 Tc;c
0  1
n2 ðTi;i 0 þ Tj;j 0Þ with ioj:
This spanning set for Hc is not, however, linearly independent. For example,
summing the elements of the third kind over jai for ﬁxed i gives zero.
4.4. Type BD I
Here G=K ¼ SO3ð2; nÞ=ðSOð2Þ 
 SOðnÞÞ: We can take nX5; in view of
isomorphisms in low dimensions. (SO3ð2; 2Þ=ðSOð2Þ 
 SOð2ÞÞ is not irreducible,
SO3ð2; 3Þ=ðSOð2Þ 
 SOð3ÞÞFSpð2;RÞ=Uð2Þ; and
SO3ð2; 4Þ=ðSOð2Þ 
 SOð4ÞÞFSUð2; 2Þ=SðUð2Þ 
 Uð2ÞÞ:) The rank of G=K is 2. In
this case, pþ is realized as pþ ¼ M2;nðRÞ with complex structure
J
y
x
 
¼ xy
 
;
for row vectors x; yARn: The map T : M2;nðRÞ-Cn deﬁned as
TðZÞ ¼ xt þ iyt for Z ¼ y
x
 
is an isomorphism from the complex vector space ðpþ; JÞ to Cn (column vectors).
The bounded realization for G=K is
D ¼ fZApþ :ZZtoI2g:
This is a tube domain.
The group K ¼ SOð2Þ 
 SOðnÞ acts on pþ via
sþðk1; kÞZ ¼ k1Zkt; ðk1ASOð2Þ; kASOðnÞÞ:
For k1 ¼ cos ysin y sin ycos y
 
one computes
Tððsþ#sÞðk1; kÞZÞ ¼ eiykTðZÞ:
That is, the action of K on pþ coincides, via T ; with the standard action of T

SOðnÞ on Cn: In particular, SOð2Þ acts on pþ by (complex) scalars, so the irreducible
subspaces in pþ#p under the actions of K and K 0 ¼ SOðnÞ agree. Thus, we need to
decompose Cn#ðCnÞ; or equivalently Cn#Cn; under the diagonal action of SOðnÞ:
Identifying Cn#Cn with Mn;nðCÞ; SOðnÞ acts via
k  A ¼ kAkt; ðkASOðnÞ; AAMn;nðCÞÞ:
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From this viewpoint, the decomposition into SOðnÞ-irreducible subspaces is
transparent:
Mn;nðCÞ ¼ CIn"fA :At ¼ Ag"fA : At ¼ A; trðAÞ ¼ 0g:
One can use the above isomorphism pþ#pFMn;nðCÞ to obtain the corresponding
decomposition for our original model. Letting Xj ¼ E2;jAðpþ ¼ M2;nðRÞÞ;
pþ#p ¼ L"H0"Hc
where
L ¼C
Xn
j¼1
Xj#X j
 !
;
H0 ¼
Xn
i;j¼1
ci;jXi#X j : ci;j ¼ cj;i
( )
;
Hc ¼
Xn
i;j¼1
ci;jXi#X j : ci;j ¼ cj;i;
X
i
ci;i ¼ 0
( )
:
H ¼ L"H0 yields the Hua system. A highest weight vector in pþ is given by
X1 þ iX2 ¼
0 1 ? 0
1 0 ? 0
 
:
Since ðX1 þ iX2Þ#ðX 1 þ iX 2Þ ¼ X1#X 1  X2#X 2 þ iX1#X 2 þ iX2#X 1 belongs
to Hc; we see that Hc is the Cartan component in pþ#p:
4.5. Type E III
In this case K ¼ Spinð10Þ 
 T and G has Lie algebra e6ð14Þ; a certain real form
for the complex Lie algebra e6: The space G=K has rank 2 and is of non-tube
type.
One can identify pþ with L
evenðC5ÞFC16 and sþ is the positive half-spin
representation. The contragredient representation sþCs is equivalent to the
negative half-spin representation on LoddðC5ÞFC16:
As kC ¼ soð10;CÞ"C; the subspace H ¼ jðkCÞ of pþ#p has two irreducible
components:
H ¼ L"H0 ¼ jðCÞ"jðsoð10;CÞÞ:
The highest weights for s7 are ð1=2ÞðL1 þ L2 þ L3 þ L47L5Þ in the notation of
[FH]. (See [FH], Proposition 20.15.). Thus, the Cartan component W in pþ#p has
highest weight L1 þ L2 þ L3 þ L4: A application of the Weyl dimension formula
shows that dimðWÞ ¼ 210: (The Weyl dimension formula for SOð2mÞ is Eq. (24.41)
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in [FH].) Since
dimðHÞ þ dimðWÞ ¼ dimðkCÞ þ 210 ¼ 46þ 210 ¼ 256 ¼ 162 ¼ dimðpþ#pÞ;
we conclude that W ¼ Hc; the orthogonal complement to H in pþ#p: This proves
that Hc is irreducible and is the Cartan component in pþ#p:
4.6. Type E VII
Finally, we consider the exceptional case where K ¼ E6 
 T and G has Lie algebra
e7ð25Þ; a real form of e7: The space G=K has rank 3 and is a tube domain.
In this case pþ can be identiﬁed with an exceptional Jordan algebra J of dimension
27. The representation of E6 on J is described in [CS]. We have the decomposition
pþ#p ¼ L"H0"Hc ¼ jðCÞ"jðe6Þ"KerðjÞ
as usual. It remains to show that Hc is irreducible and is the Cartan component in
pþ#p:
The fundamental weights for the complex simple Lie algebra e6 are usually
denoted o1y;o6: (See, for example, the tables in [Bou].) The representation sþ has
highest weight o1 and its contragredient sþCs has highest weight o6: Hence o1 þ
o6 is the highest weight for the Cartan component W in pþ#p: One can use the
Weyl dimension formula to show that dimðWÞ ¼ 650: In fact, this dimension can be
obtained from a table in [GS]. We now see that
dimðHÞ þ dimðWÞ ¼ dimðkCÞ þ 650 ¼ 79þ 650 ¼ 729 ¼ 272 ¼ dimðpþ#pÞ:
Hence W ¼ Hc; completing the proof for Proposition 5.
5. The main theorem
The aim of this paper is to characterize functions on G=K which are annihilated by
a system of type (1,1) containing the Laplace–Beltrami operator. Proposition 5
shows that, apart from the systems L and pþ#p; we have the Hua system H ¼
L"H0 and the complementary system L"Hc . For G=K ¼ SUðn; mÞ=SðUðnÞ 

UðmÞÞ; the Hua system can be decomposed: H ¼ L"H10"H20 and one can
consider two further systems of type ð1; 1Þ :L"H10 and L"H20: These exhaust the
possibilities.
Theorems 6 through 10 below characterize the functions annihilated by each of
these systems. The ﬁrst two results concern solutions of the Hua system.
Theorem 6 (Johnson and Koranyi [JK]). A function f on a Hermitian symmetric
space of tube type satisfies Hð f Þ ¼ 0 if and only if it is the Poisson–Szego¨ integral of a
hyperfunction supported on the Shilov boundary of G=K :
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Theorem 7 (Buraczewski [B], Bonami et al. [BBDHPT]). Let G=K be an irreducible
Hermitian symmetric space of non-tube type and let f be a real-valued function on
G=K : Then Hð f Þ ¼ 0 if and only if f is pluriharmonic.
Let us recall that f deﬁned on DCCn is pluriharmonic if it is the real part of a
holomorphic function. Equivalently, f is annihilated by all operators @zj@zk
(1pj; kpn). That is, the pluriharmonic functions are those annihilated by the
system pþ#p: The main result of this paper is the following.
Main Theorem 8. Let G=K be an irreducible Hermitian symmetric space of rank rX2
and let f be a bounded real-valued function on G=K : Then f is L"Hc-harmonic if and
only if f is pluriharmonic.
In the statement of Theorem 8, we require rX2; because Hc ¼ 0 for the rank one
Hermitian symmetric spaces. It seems likely that the boundedness hypothesis on f
can be removed from Theorem 8, as in the statement of Theorem 7, but we are not
able to show this using the methods of this paper. This is one problem for future
research.
For G=K ¼ Sðn; mÞ=SðUðnÞ 
 UðmÞÞ we must also consider the systems L"H10
and L"H20: As in Section 4.1 we assume that 1pnpm and have
H10Dslðn;CÞ; H20Dslðm;CÞ: The following result is due to Berline and Vergne.
Theorem 9 (Berline and Vergne [BV]). Let G=K ¼ SUðn; mÞ=SðUðnÞ 
 UðmÞÞ with
1pnpm: A function f on G=K satisfies L"H10ð f Þ ¼ 0 if and only if it is the Poisson–
Szego¨ integral of a hyperfunction supported on the Shilov boundary.
By symmetry, when n ¼ m the L"H20 system also characterizes Poisson–Szego¨
integrals. These are tube domains. On the other hand, when nom we have a non-
tube domain and the following result.
Theorem 10. Let G=K ¼ SUðn; mÞ=SðUðnÞ 
 UðmÞÞ with 1pnom: A real-valued
function f on G=K satisfies L"H20ð f Þ ¼ 0 if and only if f is pluriharmonic.
Proof. Let f be L"H20-harmonic. Note that the system H20 contains a copy of H10
via the obvious inclusion slðn;CÞ+slðm;CÞ: Thus Theorem 9 implies that f is the
Poisson–Szego¨ integral of a hyperfunction. But now, Theorem 9 also shows that f is
L"H10-harmonic. Thus in fact f is annihilated by all of H10"L"H20 ¼ H: Finally
as nom; G=K is of non-tube type, so Theorem 7 shows f is pluriharmonic. &
The rest of this paper concerns the proof of Theorem 8. Our strategy can be
outlined as follows. Let G=K have rank at least two and f be a bounded real-valued
function on G=K : First note that if f is pluriharmonic then L"Hcð f Þ ¼ 0 because
pluriharmonic functions are annihilated by all of pþ#p: Hence we need only show
that L"Hcð f Þ ¼ 0 implies f is pluriharmonic. Having the boundedness assumption
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(which is invariant under biholomorphic mappings), we transfer our problem to the
group S acting simply transitively on the Siegel domain cD: We show that f is
annihilated by some S-invariant operators derived from the L"Hc system. Using
two of these operators and a technique from [BBDHPT], we show that f 3 c1 is a
Poisson–Szego¨ integral. In the tube case, Theorem 6 now implies that f is Hua-
harmonic. So f is in fact annihilated by all of pþ#p ¼ H0"L"Hc; hence
pluriharmonic. In the non-tube case, according to [BV], Poisson–Szego¨ integrals are
annihilated by a certain system of third-order operators. We will use this fact and
methods described in [BDH,B] to obtain pluriharmonicity of f in the non-tube case.
6. The L"Hc system and Berline–Vergne operators
6.1. The L"Hc system
Below we introduce some operators which belong to the L"Hc system. We make
extensive use of the notation and results from Section 3.2. As before, r always
denotes the rank of G=K : We assume throughout that rX2; sinceHc ¼ 0 when r ¼ 1:
(Most formulas to be derived below are vacuous when r ¼ 1:)
For aAQij ; put
Da ¼ EaEa þ E*aE*a  Egi Egi  Egj Egj ; ð17Þ
regarded as an operator arising from pþ#p:
Recall that the system Hc is the kernel of the map j : pþ#p-kC given by
jðX ; YÞ ¼ ½X ; Y :
Lemma 11. For aAQij the operator Da belongs to the system Hc:
Proof. Recall from (9) that we have *a ¼ gi þ gj  a; also in Qij: Thus
eHa þ eH*a  eHgi  eHgj ¼ 0; ð18Þ
and hence
ða; aÞ
2
Ha þ ð*a; *aÞ
2
H*a  ðgi; giÞ
2
Hgi 
ðgj; gjÞ
2
Hgj ¼ 0: ð19Þ
But all elements of Qþ have a common length, so ða; aÞ ¼ ð*a; *aÞ ¼ ðgi; giÞ ¼ ðgj; gjÞ
and hence Ha þ H*a  Hgi  Hgj ¼ 0: Now we have
jðDaÞ ¼ ½Ea; Ea þ ½E*a; E*a  ½Egi ; Egi   ½Egj ; Egj 
¼Ha þ H*a  Hgi  Hgj ¼ 0;
which yields the lemma. &
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Proposition 12. The operator
D1 ¼
X
aA
S
i
Qi
EaEa þ c
X
Egi Egi
is an element of L"Hc for some positive constant c:
Proof. As L is the unique K-invariant operator in pþ#pDpþ#ðpþÞ; we have
L ¼
X
aAQþ
EaEa ¼
X
aA
S
i
Qi
þ
X
aA
S
ioj Qij
þ
X
aAG
0B@
1CAEaEa:
The operator L  1
2
P
aA
S
ioj Qij
Da belongs to L"Hc in view of Lemma 11. Let
q2 ¼ jQij j denote the common cardinality of the sets Qij: Then we can write
L  1
2
X
aA
S
ioj Qij
Da
¼
X
aA
S
i
Qi
EaEa þ
Xr
k¼1
Egk Egk þ
q2
2
X
ioj
ðEgi Egi þ Egj Egj Þ
¼
X
aA
S
i
Qi
EaEa þ 1þ ðr  1Þq2
2
 Xr
k¼1
Egk Egk :
So D1 ¼
P
aA
S
i
Qi
EaEa þ c
P
Egi Egi belongs to L"Hc for
c ¼ 1þ ðr  1Þq2=2: &
Deﬁnition 13. fQr ¼ Qr,Si Qir:
Lemma 14. If aAQij,Qi and i; jor then there exist b; dAfQr such that
Da0 ¼ EaEa þ Egr Egr  EbEb  EdEdAHc:
Proof. Since aefQr; we see that a7gr is not a root, and so a and gr are strongly
orthogonal. Let G0 be a maximal set of strongly orthogonal roots containing a and
gr: Take any root bBG0
aþgr
2 and put d ¼ aþ gr  b: Then by (9) d is a root, and
dBG0
aþgr
2 : Since ðb; grÞa0; ðd; grÞa0 and neither is equal to gr; we have
b; dAQr,
S
i Qir: Now Lemma 11 concludes the proof. &
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Proposition 15. The operator
D2 ¼
X
aAQr,
S
Qir
caEaEa  cgr Egr Egr
is an element of L"Hc for some positive constants ca:
Proof. Take
L  1
c
D1  1 1
c
  X
aA
S
ior Qi
Da0 
X
aA
S
iojor Qij
Da0
with c as in Proposition 12. &
6.2. Berline–Vergne operators
In this subsection we restrict our attention to non-tube spaces. In Section 8 we will
prove that any bounded function annihilated by the L"Hc system is a Poisson–
Szego¨ integral from the Shilov boundary. This class of functions is characterized by
operators due to Berline and Vergne.
Theorem 16 (Berline and Vergne [BV]). Let G=K be a Hermitian symmetric non-tube
space and let fACNðG=KÞ: Then f is a Poisson–Szego¨ integral if and only if f is G-
harmonic and
BVð f Þ ¼
X
a;b;dAQþ
EaEbEdef ½Ea; ½Eb; Ed ¼ 0: ð20Þ
The phrase ‘‘f is G-harmonic’’ means Df ¼ 0 for all operators DADðG=KÞ with
no constant term. (In [BV] and other works, G-harmonic functions are simply
referred to as ‘‘harmonic’’.)
Note that ½Ea; ½Eb; Ed in the expression above is an element of p: We will
compute the projection of BVð f Þ onto the one-dimensional space spanned by Egr :
So we need to understand the effect of the operators EaEbEd on ef when a bþ d ¼
gr: We get a non-zero contribution to the sum only when b d ¼ a gr: We consider
the possibilities, assuming throughout that fACNðG=KÞ is annihilated by the
L"Hc system.
To simplify our notation put Ua ¼ EaEaEgr : Since ½pþ; pCkC and pþ is abelian ,
we have
EaEdEgef ¼ EaEgEdef ¼ EgEaEdef ¼ EgEdEaef
for all a; b; g in Qþ: In particular, Ua ¼ EaEaEgr ¼ Egr EaEa:
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Case 1: a ¼ b ¼ gr; then d ¼ aþ bþ gr ¼ gr and
½Egr ; ½Egr ; Egr  ¼ ½Egr ; Hgr  ¼ 2Egr :
The coefﬁcient of Egr will be 2Egr Egr Egr ef ¼ 2Ugr ef :
Case 2: a ¼ bagr; then again d ¼ gr: Eb does not commute with Egr if and only if
a ¼ bA eQr: Hence by the Jacobi identity
½Ea; ½Ea; Egr  ¼ ½Ea; ½Egr ; Ea  ½Egr ; ½Ea; Ea ¼ Egr :
The coefﬁcient will be EaEaEgr ef ¼ Uaef :
Case 3: aab ¼ d; then a ¼ gr and as before
½Egr ; ½Eb; Eb ¼ Egr
for bA eQr: The coefﬁcient will be Egr EbEbef ¼ Ubef :
Case 4: Assume that aab and bad and b d ¼ a gr is a root.
Then ða grÞðHgrÞ ¼71; so a must belong to fQr: Thus b dBðgi þ grÞ=2 or
gr=2: Since bAQþ; we must have dAfQr or d ¼ gr: But aab; so we conclude that
both a; d are in fQr:
We further analyze this case in a series of lemmas:
Lemma 17. Suppose that a; dAfQr; bAQþ such that b d ¼ a gr is a root. Then
there is some d ¼71 such that dEbEd  EaEgr and dEbEa  EdEgr are in Hc:
Proof. Since b d ¼ a gr is a root, there is some d ¼71 such that
½Eb; Ed ¼ d½Ea; Egr : ð21Þ
By applying the conjugation t; we also have
½Eb; Ed ¼ d½Ea; Egr : ð22Þ
From (21), and the fact that p is abelian, we obtain:
½Ea; ½Eb; Ed ¼ d½Ea; ½Ea; Egr  ¼ d½Egr ; ½Ea; Ea þ d½Ea; ½Ea; Egr 
¼ d½Egr ; Ha ¼ dgrðHaÞEgr ¼ dEgr :
On the other hand,
½Ea; ½Eb; Ed ¼ ½Eb; ½Ea; Ed þ ½Ed; ½Eb; Ea ¼ ½Ed; ½Eb; Ea:
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Thus we obtain:
dHgr ¼ d½Egr ; Egr  ¼ ½Egr ; ½Ed; ½Eb; Ea
¼ ½Ed; ½Egr ; ½Eb; Ea þ ½½Eb; Ea; ½Ed; Egr  ¼ e1Hd þ e2Hba:
We compare this last equation to eHgr ¼ eHd  eHba: If b a and d are not linearly
independent, then d gr ¼ b a ¼ cd for some ca0; so d is a multiple of gr; namely
d ¼ gr=2: Then our last calculation implies that dHgr ¼ ðe1 þ e2ÞHgr ; which is
impossible. Thus we conclude that e2a0; and therefore b a ¼ d gr is a root.
So in fact we have Hgr ¼ Hd  Hba; and therefore e1 ¼ d; e2 ¼ d: Now
½½Eb; Ea; ½Ed; Egr  ¼ dHba;
and
½Ed; Egr  ¼ rEgrd ¼ rEab
with r ¼71: Thus
½Eb; Ea ¼ rdEba
and hence, by applying the conjugation t;
½Eb; Ea ¼ rdEab ¼ d½Ed; Egr : ð23Þ
Combining (22) and (23), we see that both dEbEd  EaEgr and dEbEa  EdEgr
are in KerðjÞ ¼ Hc: &
Lemma 18. Suppose that a; dAfQr; bAQþ and b d ¼ a gr is a root. Then Uaef ¼
Udef :
Proof. By Lemma 17,
Uaef ¼ EaEaEgr ef ¼ dEaEbEdef ¼ dEdEbEaef ¼ EdEdEgr ef ¼ Udef : &
Lemma 19. For any aAQir; Uaef ¼ U*aef :
Proof. Take b ¼ gi; d ¼ *a in Lemma 18. &
Lemma 20. For any aAQir and dAQr; Uaef ¼ Udef :
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Proof. In light of Lemmas 18 and 19 we need to show that, given aAQir and dAQr;
there is a bAQi such that
b d ¼ a grAD or b d ¼ *a grAD:
If d aAD; then d aB gi=2; and hence it is an element of Ci: Then b ¼
d aþ giAQi; so b d ¼ *a grAD:
If d aeD; then a and d are strongly orthogonal, and we can ﬁnd a maximal set G0
of strongly orthogonal roots containing this pair. Since grðHaÞ ¼ aðHgrÞ ¼ 1 and
grðHdÞ ¼ dðHgrÞ ¼ 1; we must have grBG0 ðaþ dÞ=2: Then b ¼ aþ g gr is a root,
and b d ¼ a grAD: &
Thus we have shown that Uaef has a common value in the sets Qir; Qr; and hence:
Proposition 21. Uaef has the same value for every a in fQr:
Combining all four cases, we now have the following consequence of Theorem 16:
Theorem 22. Let G=K be a Hermitian symmetric non-tube space and let f be a
Poisson–Szego¨ integral annihilated by the L"Hc system. Then
BV ef
  ¼ Egr Egr Egr þ c X
aAeQr EaEaEgr
0B@
1CAef ¼ 0;
with c greater than 1.
7. The L"Hc system on Siegel domains
Our proof of Theorem 8 in Section 8 uses the operators L; D1; D2 and
BV together with some Fourier analysis on the group S: Therefore, we are going
to transfer these operators to S and make them act on corresponding functions
there.
The scheme is as follows. Given a function f on D and a function ef ðgÞ ¼ f ðg  oÞ
on G; we choose coordinates z ¼PzaEa in pþ to express L; D1; D2; BV in partial
derivatives (see (30)). Let eU be one of the operators L; D1; D2; BV and U the
corresponding right-hand side operator in (30). Since eU is left-invariant on G we
have
Uð f 3 gÞðoÞ ¼ eU ef ðgÞ:
ARTICLE IN PRESS
C. Benson et al. / Journal of Functional Analysis 215 (2004) 427–475454
Next we need to have (30), but on cD for the function
cf ðxÞ ¼ f ðc1  xÞ: ð24Þ
For that we compute the differential of the Cayley transform c; we choose
convenient coordinates (31) in pþ and we write eUef ðeÞ as in (32) i.e.eU ef ðeÞ ¼ ðcUcf Þðc  oÞ;
there cU denotes the corresponding operator on the right-hand side of (32).
Finally, we extend cU by S-invariance
ðcUcef ÞðsÞ ¼c Uðcf  sÞðc  oÞ;
where
cef ðsÞ ¼c f ðs  ðc  oÞÞ: ð25Þ
Then, by invariance, eUef ¼ 0 implies cUcef ¼ 0: Then L; D1; D2; BV are written in
Theorem 28 in terms of some basic building blocks DðW ; ZÞ; as explained in (33).
7.1. Operators on the domain D
All our operators are sums of elements having the form EaEaEgr and EaEa: In
DCpþ let us introduce complex coordinates fzagaAQþ (we shall denote za ¼ xa þ iya)
corresponding to the root space decomposition z ¼PzaEa: Then we prove:
Theorem 23. Let f be a function on D; then
EaEaef ðeÞ ¼ @za@zaf ðoÞ; ð26Þ
EaEaEgr
ef ðeÞ ¼ @za@za@zgr f ðoÞ: ð27Þ
Notice ﬁrst that for right K-invariant functions efACNðGÞ:
EaEaef ¼ ðX 2a þ Y 2a Þef ;
EaEaEgr
ef ¼ Egr EaEaef ¼ ðXgr X 2a þ Xgr Y 2a  iðYgr X 2a þ Ygr Y 2a ÞÞef : ð28Þ
To prove the above theorem we need to understand better the action of the group G
on the domain D: It is known ([K]) that for the case of DDSUðn; mÞ=SðUðnÞ 

UðmÞÞ and pþ ¼ Mn;m:
g  0 ¼ BD1 ð29Þ
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where g ¼ A
C
B
D
 
ASUðn; mÞ: Using this formula we shall be able to compute the
action of some elements of G on DDG=K in the general case.
Lemma 24 (Helgason [H1], Koranyi and Wolf [KW]). Let aAQþ; then
exp tXa  o ¼ tanhðtÞEa; exp rXa  tEa ¼ t coshðrÞ þ sinhðrÞ
coshðrÞ þ t sinhðrÞ Ea;
exp tYa  o ¼ i tanhðtÞEa; exp rYa  tEa ¼ t coshðrÞ þ i sinhðrÞ
coshðrÞ  it sinhðrÞ Ea:
Proof. The algebra spanned by Ea; Ea; Ha is isomorphic with slð2;CÞ ¼ suð1; 1ÞC: By
j1 we shall denote the isomorphism:
j1ðEaÞ ¼ E ¼
0 1
0 0
 
; j1ðEaÞ ¼ E ¼
0 0
1 0
 
; j1ðHaÞ ¼ H ¼
1 0
0 1
 
which extends to an isomorphism j of exp LieðEa; Ea; HaÞ and SLð2;CÞ: Next, j
commutes with taking the Pþ component in both GC and SLð2;CÞ; pþ 3 j ¼ j3epþ:
Therefore, by (29):
exp tXa  o ¼ tanhðtÞEa;
exp rXa  tEa ¼ t coshðrÞ þ sinhðrÞ
coshðrÞ þ t sinhðrÞ Ea:
In the same way we prove the two remaining formulas. &
Using Lemma 24 we conclude:
X 2a
ef ðeÞ ¼ @2xa f ðoÞ; Y 2a ef ðeÞ ¼ @2yaf ðoÞ;
X 3a
ef ðeÞ ¼ @3xa f ðoÞ  2@xaf ðoÞ; Y 3a ef ðeÞ ¼ @3ya f ðoÞ  2@yaf ðoÞ;
XaY
2
a
ef ðeÞ ¼ @xa@2ya f ðoÞ þ 2@xaf ðoÞ; YaX 2a ef ðeÞ ¼ @ya@2xaf ðoÞ þ 2@yaf ðoÞ;
which by (28) proves (26) and (27) for a ¼ gr: To cope with the general version of
equation (27) we need a stronger version of Lemma 24:
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Lemma 25. If aAQr,
S
i Qir then
exp sXgr  tEa ¼
t
coshðsÞ Ea þ tanhðsÞEgr ;
exp sYgr  tEa ¼
t
coshðsÞ Ea þ tanhðsÞðiEgrÞ:
Proof. Put b ¼ a gr; then by the Restricted Roots Theorem b is a root and we may
assume
Eb ¼ ½Ea; Egr ; Eb ¼ ½Egr ; Ea; Hb ¼ ½Eb; Eb ¼ Ha  Hgr :
The vectors Ea; Eb; Egr ; Ea; Eb; Egr ; Ha; Hb span a subalgebra of gC isomorphic
with slð3;CÞ ¼ suð2; 1ÞC: Applying (29) we obtain
exp sXgr  tEa ¼
t
coshðsÞ Ea þ tanhðsÞEgr ;
exp sYgr  tEa ¼
t
coshðsÞ Ea þ tanhðsÞðiEgrÞ: &
By Lemma 25:
Xgr X
2
a
ef ðeÞ ¼ @xgr @2xaf ðoÞ; Xgr Y 2a ef ðeÞ ¼ @xgr @2yaf ðoÞ;
Ygr X
2
a
ef ðeÞ ¼ @ygr @2xa f ðoÞ; Ygr Y 2a ef ðeÞ ¼ @ygr @2ya f ðoÞ;
which ﬁnishes the proof of Theorem 23.
Having this result it is easy to write our operators on the domain at the
point o:
Lef ðeÞ ¼ P
aAQþ
@za@za
 !
f ðoÞ;
D1ef ðeÞ ¼ P
aA
S
i
Qi
@za@za þ c0
P
gAG
@zg@zg
0@ 1Af ðoÞ;
D2ef ðeÞ ¼ P
aAQr,
S
i
Qir
ca@za@za  cgr@zg@zg
0@ 1Af ðoÞ;
BV ef ðeÞ ¼ c1 P
aAQr,
S
i
Qir
@za@za@zgr þ @zgr @zgr @zgr
0@ 1Af ðoÞ:
ð30Þ
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7.2. The Cayley transform
In order to write down the above operators on S; we compute the differential of c:
We shall use the formula given by [S], Lemma II.5.3, which says that the Jacobian of
the mapping z/c  z at the point o is given by
Jacðo/c  oÞ ¼ AdcK jpþ ;
where cK denotes the K
C component of c in the decomposition PþKCP: By [KW],
Lemma 3.5:
cK ¼ exp 
X
1pipr
log cosh
p
4
i

 
 Hgi
 !
¼
Y
1pipr
exp log
ﬃﬃﬃ
2
p
2
 Hgi
 !
:
Hence the vectors Ea are eigenvectors of AdðcKÞ:
AdcKðEaÞ ¼
2Ea for aAG;
2Ea for aAQij;ﬃﬃﬃ
2
p
Ea for aAQj:
8><>:
Therefore, to have the operators on cD it is enough to multiply all terms by
appropriate constants. But it will be more convenient for us to write the result using
the basis (14):
v ¼ u þ it ¼
X
vjXj þ
X
aA
S
Qi
vaX a þ
X
aA
S
Qij
vkaX
k
a :
We assume below that G=K is of non-tube type (for tube spaces using similar
methods we get the same values of cL and cD1). Then it is known that aa*a for aAQij :
By (14):
xa ¼ 1ﬃﬃﬃ
2
p ðu1a  t2aÞ; ya ¼
1ﬃﬃﬃ
2
p ðu2a þ t1aÞ;
x*a ¼  eaﬃﬃﬃ
2
p ðu1a þ t2aÞ; y*a ¼
eaﬃﬃﬃ
2
p ðu2a  t1aÞ; ð31Þ
therefore
@za@za
cf ðc  oÞ ¼ ð@2xa þ @2yaÞcf ðc  oÞ
¼ 1
2
ð@u1a  @t2aÞ
2 þ 1
2
ð@u2a þ @t1aÞ
2
 
cf ðc  oÞ;
@z*a@z*a
cf ðc  oÞ ¼ 1
2
ð@u1a þ @t2aÞ
2 þ 1
2
ð@u2a  @t1aÞ
2
 
cf ðc  oÞ;
ð@za@za þ @z*a@z*aÞcf ðc  oÞ ¼ ð@v1a@v1a þ @v2a@v2aÞ
cf ðc  oÞ:
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Finally for any Hermitian symmetric space G=K :
Lef ðeÞ ¼ 4 P
aA
S
Qi
@va@va þ
P
aA
S
Qij
@vka@vka
þP
j
@vj@vj
0@ 1Acf ðc  oÞ;
D1ef ðeÞ ¼ 4 P
aA
S
Qi
@va@va þ c0
P
j
@vj@vj
0@ 1Acf ðc  oÞ;
ð32Þ
and for G=K being of non-tube type:
BV ef ðeÞ ¼ 8 c1 X
aAQr
@va@va@vr þ
X
aA
S
i
Qir
@vka@vka
@vr
0B@
1CAþ @vr@vr@vr
0B@
1CAcf ðc  oÞ;
D2ef ðeÞ ¼ 4 X
aAQr
ca@va@va þ
X
aA
S
Qir
ðca@za@za þ c*a@z*a@z*aÞ  cgr@vr@vr
0B@
1CAcf ðc  oÞ;
where in the last operator it is more convenient not to change coordinates for aAQir:
7.3. S-invariant operators on Siegel domains
Now we extend the above operators by S-invariance. Let W and Z be S-invariant
holomorphic vector ﬁelds which agree with @w and @z at o: We have to ﬁnd S-
invariant operators on cD; DðW ; ZÞ and DðW ; ZÞ; such that:
DðW ; ZÞcef ðeÞ ¼ @w@zcf ðc  oÞ; DðW ; ZÞcef ðeÞ ¼ @w@w@zcf ðc  oÞ
for any function cf on cD: The operators DðW ; ZÞ are explicitly computed in
[DHMP]:
DðW ; ZÞ ¼ WZ rW Z ¼ ZW rZW ð33Þ
where r denotes the Riemannian connection on S: DðZ; ZÞ is a real, second order,
elliptic degenerate operator which annihilates holomorphic (consequently pluriharmo-
nic) functions. Moreover any left-invariant operator with the above properties is a
linear combination of DðW ; ZÞ’s. To simplify our notation we shall denote DðZ; ZÞ
by DZ: In view of (15)
DZj
cef ðeÞ ¼ @vj@vj cf ðc  oÞ;
DZka
cef ðeÞ ¼ @vka@cvka f ðc  oÞ;
DZa
cef ðeÞ ¼ @va@va cf ðc  oÞ;
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and for aAQir
DWa
cef ðeÞ ¼ @za@za cf ðc  oÞ;
DW*a
cef ðeÞ ¼ @z*a@z*a cf ðc  oÞ;
where
Wa ¼ 1ﬃﬃﬃ
2
p ½ðX 1a  Y 2a Þ  iðX 2a þ Y 1a Þ;
W*a ¼  eaﬃﬃﬃ
2
p ½ðX 1a þ Y 2a Þ þ iðX 2a  Y 1a Þ:
ð34Þ
It remains to calculate the operators DðW ; ZrÞ:
Theorem 26. Let W be one of the holomorphic vector fields Za; Zkb; Zr; for
aAQr; bA
S
i Qir then
DðW ; ZrÞ ¼ WDðW ; ZrÞ  icWDZr
with a positive constant cW :
Proof. We begin the proof with some general observations. Given any coordinates
fwig in cD; take Wn to be the S-invariant holomorphic vector ﬁeld such that:
Wngðc  oÞ ¼ @wn gðc  oÞ; ð35Þ
then Wn can be written in the form WngðzÞ ¼
P
i h
n
i ðzÞ@wi gðzÞ and of course by (35)
hni ðc  oÞ ¼ din: Let us write the building blocks DðWp; WqÞ in these coordinates.
DðWp; WqÞ ¼W pWq rW p Wq
¼
X
i
h
p
i ðzÞ@wi
 ! X
j
h
q
j ðzÞ@wj
 !

X
i
h
p
i ðzÞr@wi
X
j
h
q
j ðzÞ@wj
 !
¼
X
i;j
h
p
i ðzÞhqj ðzÞ@wi@wj þ
X
i;j
h
p
i ðzÞ@wi hqj ðzÞ@wj

X
i;j
h
p
i ðzÞ@wi hqj ðzÞ@wj 
X
i;j
h
p
i ðzÞhqj ðzÞr@wi@wj
¼
X
i;j
h
p
i ðzÞhqj ðzÞ@wi@wj :
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Since
WnDðWn; WkÞgðc  oÞ ¼ Wn
X
i;j
hni ðzÞhkj ðzÞ@wi@wj
 !
gðc  oÞ
¼
X
i;j
hni ðzÞhkj ðzÞ@wn@wi@wj þ
X
i;j
@wnðhni hkj ÞðzÞ@wi@wj
 !
gðc  oÞ
¼ @wn@wn@wk gðc  oÞ þ
X
i;j
@wnðhni hkj Þðc  oÞ@wi@wj gðc  oÞ;
we see that
DðWn; WkÞ ¼ WnDðW n; WkÞ 
X
i;j
@wnðhni hkj Þðc  oÞDðW i; WjÞ: ð36Þ
Thus we need to compute:
@wnðhni hkj Þðc  oÞ ¼ ð@wn hni Þðc  oÞhkj ðc  oÞ þ hni ðc  oÞð@wn hkj Þðc  oÞ ð37Þ
and to do it, we are going to use the action of the Wi’s on
cD:
Taking gðzÞ ¼ zj we get
WkgðzÞ ¼
X
i
hki ðzÞ@wi gðzÞ ¼ hkj ðzÞ:
For z ¼ s  ðc  oÞ:
hkj ðzÞ ¼ WkgðsÞ ¼
1
2
ð@tgðs exp tXkÞjt¼0  i@tgðs exp tYkÞjt¼0Þ
(To simplify the notation we write gðsÞ instead of gðs  oÞ identifying the function on
S with that on cD:) Furthermore,
@wn h
k
j ðc  oÞ ¼Wnhkj ðc  oÞ ¼
1
2
ðXn  iYnÞhkj ðc  oÞ
¼ 1
2
@sh
k
j ðexp sXnÞjs¼0  i@shkj ðexp sYnÞjs¼0

 
¼ 1
4
@s@tððgðexp sXn exp tXkÞ  gðexp sYn exp tYkÞÞ
 iðgðexp sXn exp tYkÞ þ gðexp sYn exp tXkÞÞÞjt¼0
s¼0
ð38Þ
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and
@wn h
n
i ðc  oÞ ¼ @wn hni ðc  oÞ
¼ 1
4
@s@tððgðexp sXn exp tXnÞ þ gðexp sYn exp tYnÞÞ
þ iðgðexp sXn exp tYnÞ  gðexp sYn exp tXnÞÞÞjt¼0
s¼0
: ð39Þ
From now we shall use the standard notation (11) of Siegel domains. To prove the
theorem we need to consider Wn ¼ X  iYAfZa; Zka ; Zrg and Wk ¼ Zr ¼ Xr  iYr:
Let us also recall the action of the group S on the domain cD:
ððz; xÞsÞ  ðw; zÞ ¼ ðzþ sðsÞw; x þ sz þ 2iFðsðsÞw; zÞ þ iFðz; zÞÞ; ð40Þ
where s is a representation of N0 eA:
s : N0 eA{s/sðsÞAGLðZÞ:
Observe that (40) implies:
@s@tgðexp sX exp tXrÞjt¼0
s¼0
¼ 0; @s@tgðexp sX exp tHrÞjt¼0
s¼0
¼ 0;
which simpliﬁes (38) and (39). Furthermore
@s@tgðexp sY exp tXrÞjt¼0
s¼0
and @s@tgðexp sY exp tHrÞjt¼0
s¼0
ð41Þ
are non-zero only for Y ¼ Hr: Thus for WnAfZa; Zkag formula (37) reduces to:
@wnðhni ðzÞhrrðzÞÞðc  oÞ ¼ ð@wn hni Þðc  oÞ ð370Þ
while for Wn ¼ Zr (8.12) becomes
@zrðhri ðzÞhrrðzÞÞðc  oÞ ¼ ð@zr hri þ @zr hri Þðc  oÞ: ð3700Þ
Now we are going to calculate (370) and (3700).
Case I: Wn ¼ Zr: Then exp tXrAVrr; exp tHrAar: Notice that in (38) the values
@s@tg are nonzero only if gððz; zÞÞ ¼ zr: Then
@s@tgðexp sHr exp tXrðc  oÞÞjt¼0
s¼0
¼ @s@tgðexp sHr exp tXr þ i exp sHrÞjt¼0
s¼0
¼ 1;
@s@tgðexp sHr exp tHrðc  oÞÞjt¼0
s¼0
¼ @s@tgði expðs þ tÞHrÞjt¼0
s¼0
¼ i;
and we get @zr h
r
rðoÞ ¼ 2i: Similarly using (39) we obtain: @zr hrrðoÞ ¼ 2i: Hence by
(3700)
@zrðhrrðzÞhrrðzÞÞðc  oÞ ¼ 4i:
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Case II: Wn ¼ Zka for aAQjr: Let xt ¼ exp tX ka then xtAVjr: To describe the action
of yt ¼ exp tY ka ¼ expð2xt&cjÞ we need a Jordan algebra lemma ([FK], Lemma
VI.3.1):
Lemma 27. Take zAV and decompose z ¼ z1 þ z1
2
þ z0 into its Peirce decomposition
with respect to cj: Then for a ¼ expð2xt&cjÞz; we have:
a1 ¼ z1;
a1
2
¼ 2LðxtÞz1 þ z1
2
;
a0 ¼ 2Lðe  cjÞLðxtÞ2z1 þ 2Lðe  cjÞLðxtÞz1
2
þ z0:
We shall also use a key fact: Vij  VijCVii þ Vjj : We have:
ysðxtÞ ¼ xt þ 2Lðe  cjÞLðxsÞðxtÞ ¼ xt þ CstXr; Ca0:
Therefore,
@s@tgðexp sY exp tX Þjt¼0
s¼0
¼ C
for gðz; zÞ ¼ zr and it is zero for other variables. We have
yt  e ¼ e þ 2LðxtÞcj þ 2Lðe  cjÞLðxtÞ2cj ¼ e þ xt þ Lðe  cjÞLðxtÞxt:
To calculate @s@tgðexp sY exp tY Þjt¼0
s¼0
we need to know only the term with st in
ys  ðyt  eÞ: Therefore it is enough to compute
ys  ðe þ xtÞ ¼ e þ xs þ Lðe  cjÞLðxsÞxs þ xt þ 2Lðe  cjÞLðxsÞxt:
Only the last term matters, it is equal iCstXr and so
@s@tgðexp sY exp tY Þjt¼0
s¼0
¼ iC:
Finally the only non-zero term in (370) is @zkah
a;k
r ðoÞ ¼ 2iC:
Case III: Wn ¼ Za for aAQr: Then exp tX ¼ exp tX a ¼ tX a; FðX a;X aÞ ¼ CXr
and for gððz; zÞÞ ¼ zr
@s@tgðexp sX exp tX Þjt¼0
s¼0
¼ @s@t2stiFðx; xÞ ¼ 2iC:
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By analogy, for exp tY ¼ exp tYa ¼ itX a:
@s@tgðexp sY exp tY Þjt¼0
s¼0
¼  2iC;
@s@tgðexp sX exp tY Þjt¼0
s¼0
¼  2C;
@s@tgðexp sY exp tX Þjt¼0
s¼0
¼ 2C:
Thus @zah
a
r ðoÞ ¼ 8iC: &
Now we are ready to transfer operators L;D1;D2; BV to S:
Theorem 28. The images of operators L;D1;D2 and BV are respectively:
cL ¼
X
aA
S
Qi
DZa þ
X
i
DZi þ
X
aA
S
Qij
DZka ;
cD1 ¼
X
aA
S
Qi
DZa þ c0
X
i
DZi ;
cD2 ¼
X
aAQr
caDZa þ
X
aA
S
i
Qir
ðcaDWa þ c*aDW*aÞ  crDZr ;
cBV ¼A
X
aAQr
ZaDðZa; ZrÞ þ
X
aA
S
j
Qjr
ZkaDðZka ; ZrÞ
0B@
1CAþ ZrDZr  iBDZr ;
where Wa; W*a are as in (34), c0; ca; cr; B are strictly positive constants and A41:
One can simplify the operator cBV : For that we use the following formula for the
Bergmann connection rW Z ¼ pQð½W ; ZÞ; (see e.g. [BBDHPT]) where W ; Z are
holomorphic vectors ﬁelds and pQ denotes the projection onto the space of
holomorphic vectors ﬁelds. Then for ZAfZa; Zkag we have
rZZr ¼ pQ½X þ iY ; Xr  iHr ¼
1
2
pQðiX  Y Þ ¼ 1
2
pQðiðX  iY ÞÞ ¼ 0
which by (33) implies DðZ; ZrÞ ¼ ZZr: Furthermore applying
ZZ ¼ ðX  iY ÞðX þ iY Þ ¼ X 2 þ Y 2 þ i½X ; Y  ¼ X 2 þ Y 2  iXr;
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we obtain
cBV ¼A
X
aAQr
ððXaÞ2 þ ðYaÞ2Þ þ
X
aA
S
i
Qir
ððX ka Þ2 þ ðY ka Þ2Þ
0B@
1CAZr
 kAiXrZr þ ZrDZr  iBDZr ð42Þ
for k ¼ q1 þ ðr  1Þq2: (Recall that q1 denotes the cardinality of the sets Qi and q2
the cardinality of the Qij’s.)
Similarly, we rewrite cD2: If aAQjr then ½Y e1a ; X e2a  ¼ Xr when e1 ¼ e2 and
½Y e1a ; X e2a  ¼ 0 when e1ae2: Now using (33) and we calculate
DZr ¼X 2r þ H2r  Hr;
DWa ¼
1
2
ðX 1a  Y 2a Þ2 þ
1
2
ðX 2a þ Y 1a Þ2  Hr;
DW*a ¼
1
2
ðX 1a þ Y 2a Þ2 þ
1
2
ðX 2a  Y 1a Þ2  Hr;
DZa ¼X 2a þ Y2a  Hr
and so cD2 is equal
4 cgrðX 2r þ H2r  HrÞ þ
X
aA
S
i
Qir
ca
1
2
ðX 1a  Y 2a Þ2 þ
1
2
ðX 2a þ Y 1a Þ2  Hr
 0B@
þ
X
aA
S
i
Qir
c*a
1
2
ðX 1a þ Y 2a Þ2 þ
1
2
ðX 2a  Y 1a Þ2  Hr
 
þ
X
aAQr
caðX2a þ Y2a  HrÞ
1CA:
ð43Þ
8. Proof of the main theorem
We turn now to the proof of Theorem 8. Our proof will depend on whether or not
G=K is of tube type. The ﬁrst step, given by Proposition 29, applies to both cases.
8.1. Poisson–Szego¨ integrals
We will show that bounded L"Hc-harmonic functions are Poisson–Szego¨
integrals. In fact, we have the following.
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Proposition 29. Let F be a bounded function on S annihilated by cL and cD1: Then F is
the Poisson–Szego¨ integral of a function fALNðNðFÞÞ:
Proof. The ﬁrst part of this proof closely follows that for Proposition 3.3 in
[BBDHPT]. Since cLF ¼ 0; F can be written as the Poisson integral of a function ef
over N ¼ NðFÞN0: As in [BBDHPT] we can assume that ef is continuous. We will
prove below that y/ef ðyÞ is constant on N0: It then follows that F is the Poisson–
Szego¨ integral of f ¼ ef jNðFÞ over NðFÞ; completing the proof.
Let H ¼Pj Hj and set FtðgÞ ¼ FðexpðtHÞgÞ for gAS: By Formula (37) in
[BBDHPT], FH ¼ limt-N Ft exists and is given by the formula
FHðwyaÞ ¼
Z
N0
ef ðyaua1Þ Z
NðFÞ
ePLðvuÞdv
 !
du; ð44Þ
where w; vANðFÞ; y; uAN0; aA eA; and ePL denotes the Poisson kernel for cL on
N ¼ NðFÞN0:
The operators cL and cD1 act from the right and annihilate F : So cLFt ¼ 0 ¼ cD1Ft
and hence
cLFH ¼ 0; ð45Þ
cD1FH ¼ 0: ð46Þ
Moreover, as in Lemma 3.4 in [BBDHPT], one can use (44) to show that
t/FHðwya expðtHÞÞ is constant and hence
HFH ¼ 0: ð47Þ
Equation (44) shows that FHðwyaÞ ¼ FHðyaÞ; independent of wANðFÞ: Substituting
the expressions
DZi ¼ X 2i þ H2i  Hi; DZa ¼ X2a þ Y2a  Hi ðaAQiÞ
into the formula for cD1 in Proposition 28 and noting that Xi; X a; Ya belong to the
Lie algebra Z"V for NðFÞ; we see that
cD1FHðyaÞ ¼ c0
X
H2i  ðc0 þ q1Þ
X
Hi

 
FHðyaÞ
where q1 is the common cardinality of the sets Qi: Now using (46) and (47), we
conclude that FHðyaÞ is annihilated by the Laplace–Beltrami operator
P
H2i for the
abelian group eA: As FH is bounded, FHðyaÞ cannot depend on aA eA: We have shown
FHðwyaÞ ¼ FHðyÞ and (45) now yields
0 ¼
X
H2i þ
X
ðY ka Þ2 
X
aiHi

 
FHðyÞ ¼
X
ðY ka Þ2

 
FHðyÞ:
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So FHðyÞ is annihilated by a left-invariant second order elliptic differential operator
on the nilpotent group N0: Thus FHðyÞ is a constant function. Now from (44) we
conclude that ef ðyÞ is also constant on N0: &
8.2. Proof of Theorem 8 for tube domains
Let G=K be of tube type and F be a real-valued bounded L"Hc-harmonic
function on G=K : Proposition 29 shows that F is a Poisson–Szego¨ integral. The
Johnson–Koranyi Theorem 6 implies that F is H-harmonic. So F is in fact
annihilated by all of H0"L"Hc ¼ pþ#p: This means F is pluriharmonic.
8.3. Proof of Theorem 8 in the non-tube case
The Hua system does not annihilate the Poisson–Szego¨ kernel on a non-tube
domain, so Poisson–Szego¨ integrals need not be Hua harmonic. Thus we require a
different proof for Theorem 8 in the non-tube case.
For the rest of this section we assume G=K to be of non-tube type. As above,
F denotes a real-valued bounded L"Hc-harmonic function on G=K and cF ; c eF are
as in (24) and (25). We note the following consequence of Theorem 22 and
Proposition 29.
Corollary 30. cBVðc eFÞ ¼ 0:
Our proof will make use of the operators cBV ; cD2 and a characterization of
bounded pluriharmonic functions on Siegel domains from [BDH]. It is shown in
[BDH] that F is pluriharmonic if and only if c eF is annihilated by three operators. Each
of these is a linear combination of building-blocks DZa ; DZi and DZka : Thus we have:
Theorem 31 (Buraczewski et al. [BDH]). If a real bounded function c eF is annihilated
by the operators DZa ðaA
S
i QiÞ;DZi ð1piprÞ and DZka ðaA
S
QijÞ; then it is
pluriharmonic.
Consider the decomposition
s ¼ sr1"sr; ð48Þ
where
sr1 ¼ M
jor
Zj
 !
"
M
1pipjor
Vij
 !
"
M
1piojor
nij
 !
"
M
1pjor
RHj
 !
;
sr ¼Zr"
M
1pjor
Vjr
 !
"
M
1pjor
njr
 !
"Vrr"RHr: ð49Þ
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sr1 is a subalgebra of s and sr is an ideal. Therefore we can decompose the group as
a semidirect product of a subgroup Sr1 and normal subgroup Sr;
S ¼ Sr1Sr: ð50Þ
Let
hr ¼ Zr"
M
jor
Vjr
 !
"
M
jor
njr
 !
"Vrr; ear ¼ RHr; ð51Þ
so that sr ¼ hr"ear: Using the bracket relations, one sees that hr is a Heisenberg
Lie algebra of dimension 2k þ 1; where, as in formula (42), k ¼ q1 þ ðr  1Þq2:
Here
Zr has basis fX a;Ya : aAQrg;
M
jor
Vjr has basis X
1
a ; X
2
a : aA
[
jor
Qjr
( )
;
M
jor
njr hasbasis Y
1
a ; Y
2
a : aA
[
jor
Qjr
( )
and Vrr ¼ RXr is the center of hr: The basis
X a;Ya; X ka ; Y ka ; Xr; Hr; aAQr,
[
Qjr
for sr is orthonormal with respect to the Riemannian form gr on Sr: The complex
structure J on s restricts to yield a complex structure on sr:
J ðXrÞ ¼Hr; J ðHrÞ ¼ Xr;
J ðX ka Þ ¼Y ka ; J ðY ka Þ ¼ X ka ;
J ðXaÞ ¼Ya; J ðYaÞ ¼ Xa:
The operators eDZr ; eDZa ; eDZka deﬁned on Sr as in (33), act from the right and make
perfect sense on both Sr and S: Thus for any smooth function g on S we may write:
eDZrðgs0 ÞðsrÞ ¼ ðDZr gÞðs0srÞ;eDZaðgs0 ÞðsrÞ ¼ ðDZagÞðs0srÞ;eDZka ðgs0 ÞðsrÞ ¼ ðDZkagÞðs0srÞ:
ð52Þ
where s0ASr1; srASr and gs0 ðsrÞ ¼ gðs0srÞ: Likewise, Equations (42) and (43)
show that cBV and cD2 can be applied to functions on Sr: As cBV and cD2 annihilate
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c eF we have
cBV cðeFs0 Þ ¼ cD2cð eFs0 Þ ¼ 0: ð53Þ
Theorem 32, proved below, shows that (53) implies c eFs0 is a pluriharmonic function
on Sr: Hence
eDZrðc eFs0 Þ ¼ eDZaðc eFs0 Þ ¼ eDZkb ðc eFs0 Þ ¼ 0 for all aAQr; bA[
i
Qir
and by (52)
DZrðc eFÞ ¼ DZaðc eFÞ ¼ DZkb ðc eFÞ ¼ 0 for all aAQr; bA[
i
Qir: ð54Þ
Thus the function cF on cD satisﬁes
@va@va
cFðc  oÞ ¼ @vkb@vkb
cFðc  oÞ ¼ 0; for aAfgrg,Qr; bA
[
i
Qir; ð55Þ
where, as before, va; v
k
b denote coordinates on
cD with respect to basis (15). Notice
that our considerations do not depend on the order of the roots in G; hence the role
of all gj ’s is equivalent as far as the conclusion is made on the domain
cD not on the
group S: In particular, we may interchange gr with gj and so obtain (55) for
aAfgjg,Qj; bA
S
i Qij : But now we may apply S-invariance (with respect to the
group S deﬁned by the original ordering) and conclude that all building
blocks DZj ; DZa ; DZka annihilate
c eF : This shows that F is pluriharmonic, in view of
Theorem 31.
8.4. Rank one analysis
The group Sr in (50) can be identiﬁed with the semidirect product S0 ¼ HkA0
of the Heisenberg group Hk ¼ Ck 
 R with A0 ¼ Rþ acting via dilations.
The solvable group S0 arises in connection with the rank one Hermitian symmetric
space G=K ¼ SUð1; kÞ=SðUð1Þ 
 UðkÞÞ; whose bounded realization D0 is biholo-
morphically equivalent to the unit ball in Ckþ1: S0 is identiﬁed with the classical
Siegel domain
cD0 ¼ ðz; zkþ1ÞACk 
 C : Izkþ141
4
jzj2
 %
:
We write points sAS0 as
s ¼ ððz; uÞ; aÞ ¼ ðððz1y; zkÞ; uÞ; aÞ; ðzj ¼ xj þ iyjAC; uAR; aARþÞ
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and denote by X j;Yj; T the left-invariant ﬁelds on Hk; which at e agree respectively
with @xj ; @yj ; @u: Then the operators
eX j ; eYj; eT ; H given by
eX j ¼ ﬃﬃﬃap X j; eYj ¼ ﬃﬃﬃap Yj; eT ¼ aT ; H ¼ a@a; ð56Þ
are left-invariant on the group S0; and form a basis of the Lie algebra s0 of S0: The
elements Xr and Hr of sr correspond to eT and H respectively. X ka ’s and X a’s in sr
correspond to the eX j’s in s0 and the Y ka ’s, Ya’s correspond to the Yj’s. Let c ¼
ðr  1Þq2 and order the bases for sr and s0 so that the X ka ’s and Y ka ’s (aA
S
j Qjr)
correspond with eX 1;y; eXc and eY1;y; eYc; respectively. The elements eX a; eYa
ðaAQrÞ correspond to eX j; eYj with cojpk:
Recall that the operators cBV and cD2 on S are now regarded as living on the
subgroup Sr: Identifying Sr with S0 as described above and working with equations
(42) and (43) we obtain the following expressions in the notation of (56).
cBV ¼ AaLBZ  ikA eTZ þ ZDZ  iBDZ;
cD2 ¼ a
X
0pjol
ðb2jþ1ððX2jþ1  Y2jþ2Þ2 þ ðX 2jþ2 þ Y2jþ1Þ2Þ
þ b2jþ2ððX 2jþ1 þ Y2jþ2Þ2 þ ðX 2jþ2  Y2jþ1Þ2ÞÞ
þ a
X
2lojpk
bjððX jÞ2 þ ðYjÞ2Þ  CH  crð eT2 þ H2Þ; ð57Þ
where
Z ¼ eT  iH; DZ ¼ eT þ H2  H; LB ¼ X
1pjpn
ððX jÞ2 þ ðY jÞ2Þ:
To complete the proof of Theorem 8 in the non-tube case, it remains to establish the
following result.
Theorem 32. Let F be a real bounded function on S0 annihilated by two operators:
cBV
and cD2: Then F is pluriharmonic.
Observe that F is a real function while cBV is a complex operator. Therefore F is
annihilated by two real operators:
U ¼ AaLB eT  kA eTH þ eTð eT2 þ H2  HÞ;
V ¼ AaLBH þ kA eT2 þ Hð eT2 þ H2  HÞ þ Bð eT2 þ H2  HÞ; ð58Þ
A41; B40:
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Let f be a Schwartz function on R whose Fourier transform satisﬁes
#fðlÞ ¼ 1 for jljp1;
0 for jljX2:

By [BDH] (Lemma 4.4) there exists a sequence fkngn¼1;2;y of natural numbers
tending to inﬁnity such that for
fnðxÞ ¼
1
kn
f
x
kn
 
;
convolving in the central direction in Hk the limit
lim
n-N
fn R Fððz; xÞaÞ
exists for every zACk; aAA0 and does not depend on the central variable x: Denote
this limit by Gðz; aÞ; then G is annihilated by the same operators as F : U ; V ; cD2:
Lemma 33. The function Gðz; aÞ is constant.
Proof. Let eGðz; aÞ ¼ HGðz; aÞ ¼ ða@aÞGðz; aÞ; then by Harnack’s inequality the
function eG is bounded and by (58)
VG ¼ ðAaLB þ H2 þ ðB  1ÞH  BÞ eGðz; aÞ ¼ 0:
This equation implies that eG ¼ 0: Indeed, let mt be the semigroup of measures with
inﬁnitesimal generator AaLB þ H2 þ ðB  1ÞH: Then AaLB þ H2 þ ðB  1ÞH  B
generates the semigroup eBtmt and so eG  eBtmt ¼ eG: Now letting t-N we see thateG vanishes, G does not depend on a and so it is a function on R2k ¼ Ck annihilated
by the elliptic operator (compare (57)):
X
0pjol
ðb2jþ1ðð@x2jþ1  @y2jþ2Þ2 þ ð@x2jþ2 þ @y2jþ1Þ2Þ þ b2jþ2ðð@x2jþ1 þ @y2jþ2Þ2
 
þ ð@x2jþ2  @y2jþ1Þ2ÞÞ þ
X
2lojpk
bjð@2xj þ @2yj Þ
!
Gðx; yÞ ¼ 0;
Taking the Fourier transform of both sides (in the distribution sense) we get
X
0pjol
ðb2jþ1ððZ2jþ1  x2jþ2Þ2 þ ðZ2jþ2 þ x2jþ1Þ2Þ
 
þb2jþ2ððZ2jþ1 þ x2jþ2Þ2
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þ ðZ2jþ2  x2jþ1Þ2ÞÞ þ
X
2lojpk
bjðZ2j þ x2j Þ
!bGðZ; xÞ ¼ 0;
which implies
supp bGCf0g:
Boundedness of G forces it to be constant. &
We remark that the only use of the operator D2 appears above in the proof of
Lemma 33. In summary, we have proved the following.
Theorem 34. Assume that F satisfies the assumptions of Theorem 32. Denote by
Fðz; #l; aÞ the distributional partial Fourier transform of F along the center of Hk: Let
ZnðxÞ ¼ knfðknxÞ  knfðk1n xÞ;
Fnðz; x; aÞ ¼ Zn R Fðz; x; aÞ:
Then
supp Fnð; #; ÞCCn 
 flAR : k1n pjljp2kng 
 Rþ;
Fn is annihilated by U and V and there is a constant c such that the sequence Fn tends to
F þ c:
As a corollary, we see that to justify Theorem 32 it is enough to justify it for
functions satisfying
supp Fð; #; ÞCCn 
 flAR : epjljpe1g 
 Rþ: ð59Þ
Writing the operator U on the partial Fourier transform side and using the above
assumptions one can easily prove that such F is annihilated by
U1 ¼ AaLB  kAH þ eT2 þ H2  H; ð60Þ
which is a second order elliptic operator. Therefore by [DH,R] the function F may be
written as
Fððz; xÞaÞ ¼ f Hk Paðz; xÞ
for the Poisson kernel Pa determined by U and fALNðHkÞ: Furthermore
lim
a-0
Fððz; xÞaÞ ¼ f ðz; xÞ
in the weak sense.
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Proposition 35. The boundary value f of F satisfies the following differential equation:
ðL2B þ k2@2xÞf ðz; xÞ ¼ 0:
Proof. In the proof we shall use the following simple lemma
Lemma 36. Let hAC1ð0;NÞ: Assume that
ah0ðaÞ  ghðaÞ ¼ vðaÞ
for some g40 and
lim
a-0
vðaÞ ¼ v0:
Then
lim
a-0
hðaÞ ¼ v0
g
:
Let FðaÞðz; xÞ ¼ Fððz; xÞaÞ and let f be a test function. The lemma is applied to
hðaÞ ¼ /@paFðaÞ;fS; for p ¼ 1; 2; 3: Observe that by (60)
a@2aFðaÞ  kA@aFðaÞ ¼ ðALB þ a@2xÞFðaÞ: ð61Þ
Applying Lemma 36 we get
lim
a-0
@aFðaÞ ¼ 1
k
LBf :
Differentiating (61) along a we obtain:
a@3aFðaÞ  ðkA  1Þ@2aFðaÞ ¼ ðALB@a þ @2x þ a@2x@aÞFðaÞ ð62Þ
and using again Lemma 36 we prove
lim
a-0
@2aFðaÞ ¼
1
kA  1
A
k
L2B þ @2x
 
f :
Repeating this procedure one can also show that:
lim
a-0
@3aFðaÞ exists:
Applying the operator V we have:
0 ¼ lim
a-0
ðALB@a þ kA@2x þ a@að@2x þ @2aÞ þ B0ð@2x þ @2aÞÞFðaÞ
¼ A
k
L2B þ kA@2x þ B0@2x þ
B0
kA  1
A
k
L2B þ @2x
  
f
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¼ 1
kðkA  1Þ ððAðkA  1Þ þ B
0AÞL2B
þ ðk2AðkA  1Þ þ B0kðkA  1Þ þ B0kÞ@2xÞf
¼ 1
kðkA  1Þ ðAðkA  1þ B
0ÞL2B þ k2AðkA  1þ B0Þ@2xÞf
¼CðL2B þ k2@2xÞf : &
Lemma 37. There is an e0 such that for every zACn
supp bfzðlÞCfe0ojljoe01g:
Proof. Let e be as in 59. Taking fASðRÞ such that:
#fðlÞ ¼ 1 for eojljoe
1;
0 for jljAð0; e
2
Þ,ð2e;NÞ;
(
with e as in (59), we obtain F ¼ f R F : Thus
ð f  f R f Þ Hk Ps ¼ FðsÞ  f R FðsÞ ¼ 0;
but the mapping LNðHkÞ{g/g Hk PsALNðS0Þ is injective ([DH]), therefore f ¼
f R f ; establishing the lemma with e0 ¼ e=2: &
Now we are in the situation described in [B] (see also [BBDHJ]), where the
following was proved:
Theorem 38 (Buraczewski [B]). Let fALNðHkÞ be a boundary value of a real bounded
function F on S0 i.e.:
Fððz; xÞaÞ ¼ f Hk Paðz; xÞ:
Assume:
ðL2B þ k2@2xÞf ðz; xÞ ¼ 0;
supp bfzðlÞCfe0ojljoe01g for every zACk:
Then F is pluriharmonic.
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