Buried wurtzite structures composed by stacking faults of the {111} planes in zinc-blende and {112} planes in chalcopyrite structures can result in barriers for charge carrier transport. A precise understanding of stacking fault annihilation mechanisms is therefore crucial for the development of effective deposition processes. During co-evaporation of Cu(In,Ga)Se 2a photovoltaic absorber material showing record efficiencies of up to 22.9 % for thin film solar cellsa reduction of stacking faults occurs at the transition from a Cu-poor to a Cu-rich film composition, parallel to grain growth, which is suggesting that the two phenomena are coupled.
while maintaining Cu-poor composition, and which temperatures and annealing times would be required.
In the present work, we investigate the annihilation of stacking faults in Cu-poor CIS thin films by synchrotron-based in-situ X-ray diffraction (XRD). In-situ XRD is uniquely suited to record the relative evolution of the stacking fault density, because in contrast to microscopy images the measurement is continuous and a much higher number of grains contribute to the signal. Our results reveal that the stacking fault signal in Cu-poor CIS samples can be strongly reduced through annealing at higher temperatures above 570 °C, without passing through a Cu-rich film composition.
While in principle stacking faults could annihilate via different mechanisms, stacking fault reduction during Cu-deposition in the three stage process has been shown experimentally to coincide with grain growth in CIS and CIGS [13, 14] . Parallel occurrence of stacking fault annihilation and grain growth has also been observed in SiC [23] . The preferential growth of grains with fewer stacking faults could explain the annihilation of stacking faults through grain growth [14, 23] . To study if the energy of the stacking faults would in principle be sufficient to drive such preferential grain growth, we apply a simple numerical model for grain growth driven by generic energy density and curvature differences [24] to the case of stacking fault energy in CIS to simulate the evolution of the XRD stacking fault feature during sample heating. The results show that already energy differences between grains caused by relatively small stacking fault concentrations are sufficient to explain the experimentally observed decrease of stacking faults by grain growth. We use the model to make predictions on the reduction of stacking faults which can be achieved through annealing at different temperatures.
II. METHODOLOGY: EXPERIMENT AND MODEL

A. In-situ monitoring of stacking fault decrease
We measure the decrease of stacking faults during the annealing of Cu-poor CIS thin films by either in-situ energy-dispersive X-ray diffraction (EDXRD) or in-situ angle-dispersive X-ray diffraction (ADXRD). In-situ EDXRD measurements are performed with polychromatic synchrotron radiation at the EDDI beamline at BESSY II [25] . Two energy-dispersive Ge detectors [26] record diffraction peaks from lattice planes nearly parallel to the surface (detector 1) and with a tilt angle of ~ 65° between the lattice planes and the sample surface (detector 2). The experimental setup is described in detail in [27, 28] . The incident, exit and diffraction angles are the same as in [29] . The probed volume is given by the irradiated area of 1 mm • 2.2 mm and the film thickness of about 1 µm. Planar defects of the 112 planes, such as stacking faults and twins, which are considered here as a special case of stacking faults, lead to a characteristic broadening of the 112 diffraction peak with an additional maximum ( Fig. 2(a) ). This additional maximum is caused by the disturbance of the chalcopyrite symmetry (see [13] for details). To extract the intensity evolution of the feature attributed to stacking faults ( Fig. 2(a) ) a peak fit with a Pseudo-Voigt function is performed, while keeping the width and position constant. A background reduction is realized by subtracting the average of the intensity from the last minute of the measurement, where the stacking fault feature is not discernable anymore ( Fig. 2(b) ).
In-situ ADXRD measurements are performed by using a laboratory setup with a Cu X-ray tube and a detector array. A detailed description of the setup can be found elsewhere [30, 31] . Here, the intensity of the stacking fault feature is extracted by summing up the intensity of the measurement points in a range of 0.7° around the position of the stacking fault feature at each time step after background subtraction. The intensity of the stacking fault feature is normalized with a factor calculated from the first data points corresponding to 2 min during which the sample remained at constant temperature.
B. Sample preparation and annealing
Cu-poor CIS films are synthesized by successively depositing In-Se (at 330 °C substrate temperature) and Cu-Se (at 420 °C for samples A, B, C and 360°C for samples D and E) by coevaporation in a physical vapor deposition (PVD) chamber onto Mo-coated soda-lime glass substrates. The temperatures of 330 °C and 420 °C for the first and second stage of the threestage process are typically used for deposition of CIGS for high-efficiency solar cells on flexible polyimide foil [21, 22] . Cu deposition is stopped at a Cu-poor composition ([Cu] / [In] < 1). To study the influence of the composition on the decrease of the stacking faults, the [Cu]/[In] ratio as well as the concentration of Nawhich is used as dopant in CIS and CIGS [32] were varied.
Both possibly affect the mobility of grain boundaries and the stacking fault density [14] . Na is deposited as a 12 nm thick NaF film prior to CIS deposition. To prevent Na diffusion from the glass, all glass substrates are coated with a SiN x O y film as diffusion barrier. The [Cu]/[In] and Na variations of the samples are summarized in Table I . Table I . To test consistency with the grain growth model described in section II.C, the heating rates are varied for the samples with Na (see Table I ). 
C. Model for grain growth driven by energy density differences
Annealing in the temperature range described in the previous section has been shown to lead to grain growth in CIGS [36] . When the three-stage process is interrupted before the transition to a Cu-rich composition, the grain size of the resulting Cu-poor CIS and CIGS thin films is usually smaller than the film thickness [13] [14] [33] [34] . The grain structure of samples interrupted at Cu-poor compositions has been observed to be more equiaxed [13, 14, 18] (in contrast to CIGS samples from complete processes at standard temperatures, which often show columnar grains).
If in such a structure only the reduction of the grain boundary energy acts as driving force, normal grain growth occurs, which can be described by using the curvature of the average grain radius [35, 36] . This approach has been used in a previous model to numerically describe grain growth in CIS [36] . In reality, grain growth can be assumed to additionally involve other driving forces, such as strain [27] , surface energy [39] , dislocation [38] and point defect energy, energetically favored grain shapes, and also stacking fault energy. Defects within grainssuch as dislocations, point defects and stacking faultslead to an increased internal energy of such grains compared to grains with fewer defects. Hence the total internal energy decreases by the growth of defect-poor grains on the expense of defect-rich grains, which additionally leads to a reduction of the average defect density of the material, as illustrated by a phase field model in Fig. 1 : If all grains have the same internal energy, only grain growth driven by grain boundary energy is active and large grains grow on the expense of small grains ( Fig. 1(a) ). In contrast, if the internal energy of the grains varies between grains, smaller defect-poor grains may grow on the expense of larger defect-rich grains, given the energy difference is sufficient ( Fig. 1(b) ) (details of the phase field modeling can be found in the Supplemental Material S.1). Furthermore, the growth of grains with low defect density at the expense of grains with a high stacking fault density has been confirmed by in-situ scanning transmission electron microscopy (STEM) during the annealing of a Cu-poor CIS thin film with a Cu-Se capping layer [40] .
Exemplary microscopy images are shown in Fig. S1 in the Supplemental Material.
It is important to note that without the contribution of the defect energy as driving force for grain growth, the grains will still grow due to grain boundary energy and potentially additional driving forces. But in this case, the average defect density of the material would not change. Only if the stacking fault energy and the variation of stacking fault density from grain to grain are sufficiently large, grain growth will lead to a reduction of the average stacking fault density.
We employ a simple statistical grain growth model to investigate if the energy of the stacking faults within the grains would be sufficient to drive preferential growth of grains with low stacking fault energy, and hence lead to the experimentally observed reduction of the average stacking fault density. While such a simplified grain growth model cannot give a completely accurate description of the complex microstructure evolution, it is used here to test the plausibility of grain growth as explanation for stacking fault reduction by simulating the evolution of the XRD stacking fault signal.
To consider the difference in stacking fault energy between grains as driving force, we use a model proposed by Deus et al. [24] , which combines curvature driven grain growth with a driving force due to generic energy differences between grains. Hillert proposed a simple expression for the growth rate of an individual spherical grain, which is often used to describe curvature driven grain growth [37, 38] :
where is the radius of the grain and = .
Here is the grain boundary mobility, the specific free energy and a geometrical factor of the grain boundaries, all of which in this simple model are assumed to be equal for all grain boundaries. The critical radius * determines whether a grain with radius will shrink ( < * ) or grow ( > * ). The condition of constant volumeno material is removed or added during grain growthcan be used to calculate * [24] . For three dimensional grains the result is:
Here, the angular brackets refer to the grain ensemble average. Equation (1) can be modified to account for an additional driving force caused by energy density differences [24] :
where is the energy density of the grain, is a shape factor and the grain boundary mobility is assumed to be the same as in (1) . (Note that the formula in [24] is given for the diameter of n-dimensional grains and therefore the values of the prefactors and are different.) The critical radius * and the critical energy * , which can be deduced respectively from the case of purely curvature and purely energy driven growth by applying the constant volume condition [24] , are specific solutions of the combined case (see Supplemental Material S.3). In the three dimensional case * is given by * =
A derivation of equation (2) and (4) can be found in the Supplemental Material S.3.
D. Application of grain growth model to CuInSe 2 polycrystalline thin films
Here, we apply the general approach for grain growth driven by energy density differences described in section II.C to the specific case of stacking fault energy densities in CIS thin films.
A schematic visualization (based on TEM images of a Cu-poor CIGS thin film from a lowtemperature process interrupted before reaching Cu-saturation [13] ) of the model is given in Fig. 2(c): larger grains and grains with fewer stacking faults grow at the expense of smaller grains and grains with more stacking faults. [34] . The grain size distribution in CIS thin films has been reported to be lognormal [41, 36] . For our simulations we use a normalized lognormal function with parameters and :
The distribution of the diameter values is obtained by substituting = / , where
is the ratio between the expectation value of the grain diameter and the expectation value of the dimensionless parameter = 
Here, is the activation energy, the Boltzmann constant, the temperature and 0 the temperature independent prefactor of the grain boundary mobility.
Altogether 
III. RESULTS AND DISCUSSION
A. Experimental observation of stacking fault decrease Fig. 2(d) describes the temperature profile to which sample A is subjected during the annealing procedure. The evolution of the stacking fault peak as recorded by detectors 1 and 2 during annealing is depicted in Fig. 2(e) . The heating ramps are sufficiently low for the experiment to be To analyze the effect of Na and Cu concentration on the decrease of stacking fault density during annealing we compare the in-situ EDXRD data of the CIS thin film with Na (sample A, Fig. 3 
(b))
with measurements from two samples without Na and different Cu content (samples B and C), which are depicted in Fig. 3 (h) and Fig. 3(i) . The difference between the evolution of the stacking fault signals of the two samples without Na -but varying Cu content -is smaller than the experimental uncertainty. Hence, we conclude that at Cu-poor conditions a different constant Cu concentration has no significant influence on the stacking fault reduction during annealing.
During annealing of the sample A with NaF ( Fig. 3(b) ), the stacking fault signal decreases earlier and slightly steeper than for the samples B and C without NaF ( Fig. 3(h) ,(i)). 
during annealing of CIS samples: Cu-poor samples with NaF precursor annealed with a heating rate of (b) 3 K/min (sample A, measured with EDXRD), (d) 2 K/min (sample D, ADXRD), and (f) 5 K/min (sample E, ADXRD). Negative data points at the end of the annealing are due to background subtraction (see section II.A.); Cu-poor samples without NaF precursor with (h) higher Cu content (sample B) and (i) a lower Cu content (sample C) annealed with a heating rate of 3 K/min, measured with EDXRD. For the simulations depicted as black lines in (b), (d) and (f) the initial parameter set (Tab.A.I) was used, with the activation energy modified to = 3.11 eV. For the simulations depicted in (h) and (i) p exp was respectively set to 1.63% and 1.1% and µ E increased from 2.5 to 5 (green lines).
Previous studies have shown that CIS [14] and CIGS [13] samples whose deposition was interrupted at a Cu-poor composition without further annealing exhibit grain sizes around 0.5 µm.
After the transition to a Cu-rich composition the grains have grown to more than 1 µm [13, 14] .
A SEM image of one of the annealed Cu-poor CIS thin films shows that grain sizes of about 1 µm can also be achieved after annealing, reaching the limit of the film thickness ( Fig. 4(a) ), while a Cu-poor CIS thin film prepared in the in-situ PVD chamber at 430°C without annealing shows smaller grains ( Fig. 4(b) ). 
B. Comparison of experimental data and simulation
A grain growth simulation with the initial parameter estimate from Table A .I and the temperature gradient of the annealing of sample A (Fig. 2(d) ) results in the calculated evolution of number of grains depicted in Fig. 2 (f) and the volume weighted average grain size (d vw ) shown in Fig. 2(g) .
It can be seen that the number of grains decreases from 1 000 000 to 1550 and the average grain eV of the initial estimate to 3.11 eV leads to an evolution of the simulated energy density E vw that coincides with the experimental data (dashed line in Fig. 2(e) , solid black line in Fig. 3(b) ).
Other parameters, such as the grain size and stacking fault distribution parameters , , , , mainly affect the slope of the simulated curve. A change of the free energy of the grain boundary over a range of two magnitudes (equivalent to a variation of the shape factor ) has no significant effect on the curve, pointing to the effect of the stacking fault energy being much stronger than the one of the grain boundary energy with the given initial parameter set. See Supplemental Materials S.6 for details of all parameter variations.
We simulate the grain growth for the different annealing rates used in the measurements that are depicted in Fig. 3(d) and 3(f) with the same parameters (initial parameter set from Tab. A.I with adapted activation energy = 3.11 eV) as for the previously discussed sample A in Fig. 3(b) .
The resulting decrease of energy density is depicted as black line in Fig. 3(d) and Fig. 3(f) .
The simulated curves match the shape of the decrease of the stacking fault feature well, but are slightly shifted towards an earlier decline. This shift could be either due to small differences in sample properties like grain size and stacking fault distribution or caused by a temperature offset of the ADXRD experiments compared to the setup used for the synchrotron EDXRD experiments.
The annealing of samples with ( Fig. 3(b) ) and without NaF ( Fig. 3(h) ,(i)) at identical heating rates shows that the stacking faults signal decreases earlier and slightly steeper in the sample with NaF than for the samples without NaF. Considering that Na segregates at grain boundaries [42, 43] , where a precipitate can be expected to reduce grain boundary mobility [44] , and previous results showing Na to impede stacking fault annihilation at the Cu-poor/Cu-rich transition of the three-stage process [14] , this finding could be regarded as counter-intuitive. While a comparison with only one sample with Na is not sufficient to reliably determine the influence of Na, there are several possible explanations for the observed effect. It is possible that the NaF precursor layeror the deposition in a different PVD chamber (see section II.B)may affect the microstructure of the In 2 Se 3 layer from the first stage of the three -stage co-evaporation in a way that subsequently leads to a faster grain growth during annealing, e.g. by leading to a finer grain structure or favoring the formation of grain boundaries with higher mobility. Also, a recent study [45] demonstrated an enhanced atomic diffusion within Cu-poor CIS grains due to Na presence, which could lead to additional stacking fault annihilation within grains during annealing, independent of grain growth. However, in polycrystalline CIS with grain boundaries, Na presence is known to reduce Cu diffusion, which could possibly lead to a slower stacking fault reduction during Cudeposition , and thereby to a higher initial density of stacking faults in the samples with NaF prior to the annealing (see Supplemental Material S.7 for details). The last possibility can be considered in the simulation: an adjustment of the simulation to the experimental data of the samples without NaF is achieved by adapting the parameter set used for the simulation in Fig.   3 (b) with lower initial expectation values for the stacking fault fraction of = 1.63 % (Fig.   3(h) ) and = 1.1% ( Fig. 3(i) ) and an increase of the energy distribution parameter from 2.5 to = 5. The change of improves the agreement with the experimental data at the later stage of the simulation, but cannot be used to draw conclusions on the real energy distribution due to the simplified nature of the model. In the last stage of the simulation the limited thickness of the thin film could become relevant. The difference between a simulation with two and three dimensional grain growth and the effect of a variation on the energy density distribution is illustrated in the Supplemental Material S.4.8 and S.4.9.
In summary, the results in Fig. 3 show that our grain growth model can reproduce the decrease of stacking faults in various CIS samples during annealing with different heating rates, supporting the hypothesis of the influence of a stacking fault driving force on grain growth as the decisive mechanism for stacking fault annihilation in CIGS growth by co-evaporation.
C. Estimation of annealing time for stacking fault annihilation at constant temperature
For manufacturing purposes it is interesting to predict at which temperatures and for how long a Cu-poor CIS thin film has to be annealed to annihilate stacking faults without passing through a Cu-rich process step. To approach this problem, we perform simulations at constant temperatures.
We use parameter sets which produce simulations with good agreement to the experimental data of the samples A and C with and without NaF (Tab. A.I, modified with = 3.11 eV, p exp = 10 % and p exp = 1.1 %). Fig. 5 shows the evolution of the energy density E vw at different annealing temperatures for a simulation time of five hours. Table II . [39] , energetically favored grain shapes and diffusion-induced grain boundary migration [29] . When applying the simulation results to real processes in different deposition chambers, one would have to keep in mind the possibility of a systematic uncertainty of the temperature measurement of the experiments we use to adapt the model parameters. Also, a sufficient Se background pressure has to be provided to avoid Se loss during annealing [46] .
IV. CONCLUSION
We show by in-situ synchrotron X-ray diffraction of Cu-poor CuInSe 2 thin films that a strong reduction of stacking faults can be achieved by annealing without passing through a Cu-rich film composition during deposition via co-evaporation. By adapting a simple numerical model to describe grain growth driven by stacking fault energy and grain boundary curvature in polycrystalline CuInSe 2 thin films during annealing, a good agreement with the experimental insitu XRD data is achieved, supporting the hypothesis of stacking fault reduction through grain growth. When using substrates, such as polyimide foils, which require temperatures below 450°C, annealing is not an alternative to a Cu-rich intermediate process step for the reduction of stacking faults. However, the simulations predict that high temperatures above 570°C allow a substantial reduction of stacking faults via annealing.
SUPPLEMENTAL MATERIAL
Supplemental material with details on the phase field simulation, exemplary STEM images, more information on the grain growth model (derivation of the critical radius r*, the critical energy E*, overview of the model parameters and estimation of their initial value, comparison of two-and three-dimensional simulations, reproducibility and volume change) and the effect of a variation of the parameters on the simulation, as well as a more detailed discussion of the possible effect of Na, is available online: 
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APPENDIX
The value of the geometrical factor is estimated to be 1 for three-dimensional grains [37] . And for the spherical grain shape assumed in our simple model the shape factor is = 1. The starting values for the free energy of the grain boundary = 0.1 J/m², the activation energy = 3.3 eV, the grain size distribution parameters = 2.5, = 0.5 and the initial expected grain size = 250 nm are based on experimental and theoretical data [47, 48, 36, 41, 14] . We assume that for small fractions (≤ 10 %) of faulted planes, the energy density of a grain is proportional to the percentage of faulted 112 planes in a grainnot taking into account the effects of adjacent and accumulated stacking faults on the energy. This means the expectation value of the energy density is calculated by multiplying the expectation value of the stacking fault fraction with a proportionality factor 100% , which corresponds to the extrapolated case that all lattice planes are faulted: = 100% • . The proportionality factor 100% is calculated by multiplying the area energy density of a faulted plane with the reciprocal value of the 112 lattice plane distance 112 = 3.3453 Å (ICDD card 01-81-1936) of CIS. Theoretical values for the energy of intrinsic stacking faults in CIS range from 0.09 J/m² to 0.11 J/m² [1] . We use a stacking fault energy of = 0.10 J/m 2 , resulting in a value for the proportionality factor of 100% = 1.87 • 10 9 eV/µm 3 . As initial value, we assume an expectation value of = 10 % for the stacking fault fraction. The stacking fault densities in our model might be slightly overestimated because the model does not include the energy associated with the existence of dislocations at the end of stacking faults which do not terminate in grain boundaries (see Supplemental Materials S.4.7 for an estimation of the contribution of the dislocation energy). With = = 2.5 and = = 0.5 we produce initial grain size and energy density distributions for an ensemble of 1 000 000 grains. The distributions are depicted in Fig. S2 (a) and S2(b) in the Supplemental Material S.4. The temperature in Eq. (5) is given by the temperature profiles applied during the annealing experiments. There are no literature values available for the grain boundary mobilities in CIS. Therefore, we use existing data for the mobility of aluminum grain boundaries at 800 K [49] and activation energy [50] to make a very rough estimation of the prefactor of the grain boundary mobility 0 = 2.55 • 10 10 µm 4 /eV • s by resolving Eq. (5). This estimation has to be treated with caution, since the range of activation energy values in [50] is compatible with 0 values varying by more than two orders of magnitude. Also, the mobility and the activation energy are given in both references for a range of <111> tilt grain boundaries with specific misorientation angles, and we are interested in an average value for all grain boundaries. The resulting initial parameter set is summarized in Experimental Initial expectation value of the grain diameter:
250 nm Grain size distribution parameter:
2.5 Grain size distribution parameter: 0.5 Proportionality factor for the conversion of a stacking fault ratio to an energy value: 100% 1.87 • 10 9 eV µm 3 Initial expectation value for the stacking fault ratio:
10 % Energy distribution parameter:
2.5
