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Abstract
The purpose of this paper is to study the approximation of vector
valued mappings defined on a subset of a normed space. We investigate
Korovkin-type conditions under which a given sequence of linear operators
becomes a so-called approximation process. First, we give a sufficient con-
dition for this sequence to approximate the class of bounded, uniformly
continuous functions. Then we present some sufficient and necessary con-
ditions guaranteeing the approximation within the class of unbounded,
*weak-to-norm continuous mappings. We also derive some estimates of
the rate of convergence.
1 Introduction
Korovkin’s well known result, [Korovkin(1960)], states that if (Ln)n≥1 is a se-
quence of positive linear operators on C([[a, b]]) then ‖Ln(f)− f‖∞ → 0 for
every f ∈ C([[a, b]]), provided the same is true for the following test functions :
f(u) = 1, f(u) = u, f(u) = u2. Shisha and Mond in [Shisha and Mond(1968)]
present a quantitative version of Korovkin’s theorem, containing some esti-
mates of the rate of convergence of ‖Ln(f)− f‖ in terms of the correspond-
ing rate of convergence computed for the test functions. Many authors have
contributed to understanding the possible enlargement of the domain of ap-
proximation operators, in particular to include classes of unbounded functions.
Ditzian in [Ditzian(1975)] deals with continuous real valued functions, defined
on a closed and unbounded subset of the real line, which satisfy the growth
condition |f(u)| ≤Mf (1+ u2)µ(u) with µ ≥ 1. He estimates the rate of the ap-
proximation in terms of the rate of convergence for the test functions 1, u, u2 and
(u− t)2µ(u). Shaw and Yeh in [Shaw and Yeh(1989)] study the case of functions
defined on an open interval ]]a, b[[ of R and satisfying |f(u)| = O(ga(u))(u→ a+)
and |f(u)| = O(gb(u))(u→ b
−) (for some suitable convex functions ga and gb).
The test functions determining the convergence rates are now the following: 1, u,
u2, ga and gb. Shaw in [Shaw(1980)] considers continuous functions on R
m with
a prescribed growth at infinity. More precisely, he treats operators Ln defined
by means of measures: Ln(f)(t) =
∫
f(u)dµn,t(u), and the following classes of
functions f . The first class consists of those real valued functions whose growth
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is controlled by a convex function g. The second admissible class contains func-
tions of the form T (u)x, where x belongs to a Banach space E, and T (u) is
a linear continuous operator from E into itself such that T (u) is bounded on
bounded subsets of Rm and ‖T (u)‖ ≤ Mg(u). Many authors have also studied
the case of vector-valued mappings defined on a compact Hausdorff space X
see e.g. [Nishishiraho(1992), Nishishiraho(1996)] and [Prolla(1993)]. The former
studies the convergence of a net of quasi-positive linear operators to an operator
T , that can be the identity on C(X ;E). Actually, in [Nishishiraho(1996)] the
value space E is a Dedekind complete normed vector lattice with normal unit
order and, in [Nishishiraho(1992)] E is a normed linear space. Always in the
setting of compactness of X , Prolla studies the approximation processes for the
identity on C(X ;E) by monotonically regular operators (that is the operators
that are S-regular with S positive, see section 2). Moreover, he gives a rate of
approximation when X is a compact subset of a normed space and the process
is made of dominated operators.
The purpose of this article is to give a generalization of the above results for
classes of mappings defined on a convex subset of a vector space taking their
values into a normed space. The paper is organized as follows.
In section 2 we introduce the notation and definitions used in the sequel.
Replacing the previous assumption on the positivity of the operators Ln by
the concept of so-called dominated operators we proceed to find Korovkin-type
conditions, as described in the third section. We also derive there a Korovkin
type theorem on the approximation process within the class of bounded and
uniformly continuous functions defined on a convex set, and find an estimate of
the rate of convergence. In the end of the section we deduce a Korovkin-type
theorem for *weak-to-norm continuous maps on bounded sets.
The last section deals with the case of unbounded functions. With X being
a *weakly closed or open convex subset of a dual space Y = Z ′, we present
a Korovkin type theorem for *weak-to-norm continuous maps on X , whose
growth is controlled by a convex function. Under the additional assumption of
the dimension of Y to be finite, we establish some new estimates of the rate of
convergence.
2 Notation and preliminary definitions
In this work Y , Z and E will denote real or complex normed spaces, with their
norms denoted by same symbol ‖·‖. As usual, Z ′ stands for the dual space of Z
and π(Z) stands for the dual space of Z ′ with *weak topology σ(Z ′, Z), so Z is
reflexive if and only if π(Z) = Z ′′. If φ ∈ π(Z), and X is a nonempty subset of
Z ′, then by φ|X we mean the restriction of φ to X .
We will often address to the following two functional spaces: F(X ;E) and
B(X ;E) that are, respectively, the vector space of all mappings F :X → E and
its subspace containing only the bounded mappings. The latter space is normed
by the uniform norm ‖·‖X
‖F‖X := sup
u∈X
‖F (u)‖ .
For F belonging to the former space, ‖F‖ :X → R denotes the real valued
function ‖F‖ (u) := ‖F (u)‖.
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With the usual symbol C(X ;E) we denote the subspace of F(X ;E) consist-
ing of all continuous mappings.
Fix g:X → R a strictly positive function. Then C(X ;E, g) denotes the sub-
space of all mappings F ∈ C(X ;E) such that ‖F (u)‖ ≤Mg(u) for every u ∈ X
and some constantM > 0, depending only on F . Finally, UCB(X ;E) is the sub-
space of all mappings of C(X ;E) which are uniformly continuous and bounded.
In case E = R we abbreviate the above notation, writing C(X, g) instead of
C(X ;R, g), F(X) instead of F(X ;R) and so on.
We also adopt the following notation: if c ∈ E, then, we shall denote again
by c the constant mapping F (u) = c (u ∈ X).
If f ∈ F(X) and x ∈ E, f ⊗ x denotes the mapping of F(X ;E) defined by
(f ⊗ x)(u) := f(u)x (u ∈ X).
For t ∈ Y , define ψt:X → R by the formula ψt(u) := ‖u− t‖. Observe that
if ψ2t0 ∈ C(X, g), for some t0 ∈ Y , then the same holds for every t ∈ Y .
Definition 2.1 Let Z be normed space, Y its dual space and X ⊂ Y = Z ′.
We say that F :X → E is *weak-to-norm continuous if it is continuous from X
equipped with the *weak topology σ(Y, Z) in Y , into E with the norm topology.
By K(X ;E) we denote the space of all *weak-to-norm continuous mappings
from X into E. We set K(X ;E, g) := K(X ;E) ∩ C(X ;E, g).
We remark that every *weak-to-norm continuous mapping is in particular
continuous and maps *weakly closed and bounded subsets of X in compact
subsets of E. Moreover, if the dimension of Y is finite, then obviouslyK(X ;E) =
C(X ;E).
For F ∈ UCB(X ;E), as usual, we denote with ω(F, ·) its modulus of conti-
nuity,
ω(F, h) := sup{‖F (u)− F (t)‖
∣∣ t, u ∈ X, ‖t− u‖ ≤ h} (h > 0).
The following definitions are based on the analogous ones in [Prolla(1993)].
Definition 2.2 Let L:D(L)→ F(X ;E) and S:D(S)→ F(X) be linear oper-
ators defined on some subspace D(L) and D(S) of C(X ;E) and C(X), respec-
tively. We say that
a) L is dominated by S if ‖F‖ ∈ D(S), and
‖L(F )(t)‖ ≤ S(‖F‖)(t)
for all F ∈ D(L) and t ∈ X;
b) L is S-regular if f ⊗ x ∈ D(L) and
L(f ⊗ x) = S(f)⊗ x
for all f ∈ D(S) and x ∈ E;
c) L preserves the constants if c ∈ D(L) and L(c)(t) = c, for all c ∈ E and
t ∈ X.
Below we present some examples of dominated and regular operators.
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Example 2.3 (Interpolation Operators) Let L(E) be the Banach algebra
of the continuous linear operators on E and I be an index set. For every i ∈ I fix
a point ti ∈ X and an application Φi ∈ C(X ;L(E)), and set φi := ‖Φi‖L(E) ∈
C(X). We consider the operators L:D(L) → F(X ;E) and S:D(S) → F(X),
defined by
L(F )(t) :=
∑
i∈I
〈Φi(t), F (ti)〉 for any F ∈ D(L),
S(f)(t) :=
∑
i∈I
φi(t)f(ti) for any f ∈ D(S),
for all t ∈ X . The domain D(S) is the space of those functions f ∈ C(X) for
which the family (φi(t)f(ti))i∈I is summable for all t ∈ X . The domain D(L) is
the space of the maps F ∈ C(X ;E) such that ‖F‖ ∈ D(S). The inequality
‖L(F )(t)‖ ≤
∑
i∈I
‖Φi(t)‖L(E) ‖F (ti)‖ = S(‖F‖)(t)
implies that L is well defined on D(L) and that L is dominated by S.
If for every i ∈ I, there exists ψi ∈ C(X) such that Φi(t)(v) = ψi(t)v
(t ∈ X, v ∈ E), then setting φi := ψi, we have that L is S-regular. Moreover, if
ψi ≥ 0 then L is also dominated by S.
Example 2.4 (Integral Operators) Let (E, ‖·‖) be a Banach space and as-
sume that for any t ∈ X , a positive finite measure µt:BX → R+ on the σ- alge-
bra of all Borel subset of X is given. Define D(L) := C(X ;E)∩
⋂
t∈X L
1(µt;E),
and D(S) := C(X) ∩
⋂
t∈X L
1(µt). Consider the operators L:D(L)→ F(X ;E)
and S:D(S)→ F(X) given by
L(F )(t) :=
∫
X
F (u)dµt(u) for any F ∈ D(L),
S(g)(t) :=
∫
X
g(u)dµt(u) for any g ∈ D(S),
for all t ∈ X . Trivially, L and S are linear and S is positive.
L is dominated in natural way by S:
‖L(F )(t)‖ =
∥∥∥∥
∫
X
F (u)dµt(u)
∥∥∥∥ ≤
∫
X
‖F (u)‖dµt(u) = S(‖F‖)(t).
Using the above estimate, we note that for an arbitrary F ∈ C(X ;E), S(‖F‖)
is well-defined provided L(F ) is defined.
By properties of the Bochner integral it is easy to verify that L is S-regular.
Moreover, we observe that L preserves the constants if and only if the mea-
sures µt have unit masses or, equivalently, S(1)(t) = 1 for all t ∈ X .
We will also make use of the following notation: if ψ2t ∈ D(S) then we write
γ2(t) := S(ψ2t )(t).
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3 A Korovkin-type theorem for bounded uni-
formly continuous mappings between normed
spaces
In this section we approximate vector valued, bounded and uniformly continuous
mappings defined on a convex subset of a normed space.
Theorem 3.1 Let Y and E be normed spaces, X a convex subset of Y and
Ln:D(Ln) → F(X ;E) a sequence of linear operator dominated by some pos-
itive linear operators Sn:D(Sn) → F(X). We suppose that, for every n ≥ 1
UCB(X ;E) ⊂ D(Ln), UCB(X) ⊂ D(Sn) and ψ2t ∈ D(Sn) for some (and
hence for all) t ∈ Y . Then for each F ∈ UCB(X ;E), t ∈ X and δ > 0 one has
‖Ln(F )(t)− F (t)‖ ≤ ‖Ln(F (t))(t) − F (t)‖ + Sn(‖F − F (t)‖)(t)
≤ ‖Ln(F (t))(t) − F (t)‖ + ω(F, δ)
[
Sn(1)(t) + δ
−2γ2n(t)
]
(3.1)
where γ2n(t) := Sn(ψ
2
t )(t).
Moreover if Ln preserves the constants, then:
‖Ln(F )(t) − F (t)‖ ≤ ω(F, δ)
[
Sn(1)(t) + δ
−2γ2n(t)
]
.
In particular, taking δ = γn(t) we obtain
‖Ln(F )(t) − F (t)‖ ≤ ω(F, γn(t)) [Sn(1)(t) + 1] ,
and if γn and Sn(1) are bounded on K ⊂ X, then:
‖Ln(F )− F‖K ≤ ω(F, ‖γn‖K) [‖Sn(1)‖K + 1] .
Proof. Fix F ∈ UCB(X ;E). For every u ∈ X and δ > 0, by the definition of
ω(F, ·), we get the inequality:
‖F (u)− F (t)‖ ≤ ω(F, ‖t− u‖) ≤ (1 + δ−2 ‖u− t‖2)ω(F, δ).
Applying the positive operator Sn we have:
Sn(‖F − F (t)‖)(t) ≤ ω(F, δ)
(
Sn(1)(t) + δ
−2γ2n(t)
)
,
and
‖Ln(F )(t)− F (t)‖ ≤ ‖Ln(F − F (t))(t)‖ + ‖Ln(F (t))(t) − F (t)‖
≤ Sn(‖F − F (t)‖)(t) + ‖Ln(F (t))(t) − F (t)‖ ,
as Ln is dominated by Sn. ✷
Note that the Theorem 3.1 yields the uniform convergence of (Ln(F ))n≥1 to
F on those subsets of Y where the sequence γ2n(t) = Sn(ψ
2
t )(t) converges to 0
uniformly.
When X is *weakly closed, convex and bounded subset of the dual space
Y = Z ′, then by Theorem 3.1 and the inclusions
K(X ;E) ⊂ UCB(X ;E),
ψ2t ∈ UCB(X) ⊂ D(Sn),
one obtain the following Korovkin-type theorem for *weak-to-norm continuous
maps.
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Corollary 3.2 Let Z and E be normed spaces, Y the dual space of Z, X
a *weakly closed, convex and bounded subset of the dual space Y = Z ′, and
Ln:D(Ln) → F(X ;E) a sequence of linear operator dominated by some pos-
itive linear operators Sn:D(Sn) → F(X). We suppose that, for every n ≥ 1
UCB(X ;E) ⊂ D(Ln), UCB(X) ⊂ D(Sn) and set γ2n(t) := Sn(ψ
2
t )(t). If for
every c ∈ E the following convergences hold
Ln(c)→ c [resp. uniformly in c ∈ E];
γn(t)→ 0 [resp. uniformly in t ∈ X];
then for each F ∈ K(X ;E)
Ln(F )(t)→ F (t) [resp. uniformly on X]
and moreover the inequalities of the Theorem 3.1 hold.
Remark 3.3 In the setting of Corollary 3.2, X results to be a compact space
with *weak topology and, in order to study the approximation process of the
identity on K(X ;E), the above result is slightly different from the analogue in
[Prolla(1993), Theorem 1] and in [Nishishiraho(1992), Corollary 5 and Remark
4]. Prolla, dealing with dominated operators, requires that (X, d) is a metric
space and the test functions depend on the metric d. In our case, of *weak-to-
norm continuous mappings, this means to require the separability of Z and to
use the metric d, given for every x, y ∈ X by:
d(x, y) :=
∑
n≥1
|〈x − y, fn〉|
2n
,
where fn ∈ Z, ‖fn‖ = 1 and (fn)n≥1 is dense on the unitary sphere of Z. In
Corollary 3.2 one does not need the separability of Z, and the test functions are
based on the easier to use norm of the space. Nishishiraho tests the sequences
of quasi-positive operators on a greater test set that in our context is
{cφk|X |φ ∈ π(Z), k = 0, 1, 2 and c ∈ E}.
The cases of X closed and unbounded, or open are treated in the next
section.
4 Korovkin-type theorems for unbounded map-
pings between normed spaces
As in the scalar case, where it is necessary to control the growth of the approx-
imated functions (cfr. [Ditzian(1975)]), for vector-valued mappings defined on
subsets of Banach spaces we will have to assume appropriate conditions esti-
mating the growth near the boundary of their domains of definition.
Since now we assume that (Z, ‖·‖) is a real normed space, Y its dual space,
(E, ‖·‖) a normed space, and X a convex subset of Y = Z ′, that is *weakly
closed and unbounded or open. Fix K ⊂ X *weakly closed and bounded and
g:X → R a function satisfying the following conditions:
(g0) g is strictly positive, strictly convex, *weak-to-norm continuous on X and
Fre´chet differentiable on K such that g′:K → Y ′ is *weak-to-norm contin-
uous and g′(K) ⊂ π(Z).
We make the following growth hypotheses on g:
(g1) for every n ≥ 1 there exists a *weakly closed, convex and bounded subset
Bn of X containing K such that for every t ∈ X \Bn one has g(t) ≥ n (or
equivalently, for every n ≥ 1 setting Bn := g−1([0, n]) and requiring that
K ⊂ Bn, Bn is bounded and X \ Bn 6= ∅). In case X is unbounded, we
additionally require
lim
‖t‖→∞
t∈X
g(t)
‖t‖
= +∞. (4.2)
Define the function h:K ×X → R by setting
h(t, u) := g(u)− [g(t) + 〈g′(t), u − t〉] . (4.3)
If the hypothesis (g0) holds, by the *weak-to-norm continuity of g
′ and the
strict convexity of g, h is *weak-to-norm continuous and strictly positive for
u 6= t.
In the remaining part of this section we state and prove two Korovkin-type
theorems for *weak-to-norm continuous mappings with growth prescribed by g.
Theorem 4.1 Let Z, Y , E, X, K, g and h be as above and there holds the
conditions (g0) and (g1). For each n ≥ 1 let Ln:D(Ln) → F(K;E) be a lin-
ear operator dominated by a linear positive operator Sn:D(Sn) → F(K), with
K(X ;E, g) ⊂ D(Ln) and K(X, g) ⊂ D(Sn).
Then for every t ∈ K the following statements are equivalent:
a) For every c ∈ E,
Ln(c)(t)→ c, Sn(1)(t)→ 1 and Sn(h(t, ·))(t)→ 0.
b) For every c ∈ E, and every continuous linear functional φ ∈ π(Z),
Ln(c)(t)→ c, Sn(1)(t)→ 1, Sn(φ|X )(t)→ φ(t) and Sn(g)(t)→ g(t).
c) For every F ∈ K(X ;E, g) and f ∈ K(X, g),
Ln(F )(t)→ F (t) and Sn(f)(t)→ f(t).
If the convergences in a) are uniform with respect to t ∈ K and with respect to
c ∈ E then c) holds uniformly for t ∈ K.
Moreover, if the operators Ln are Sn-regular, then the above conditions are
equivalent to one of the further statements
d) For every F ∈ K(X ;E, g),
Ln(F )(t)→ F (t).
e) For every f ∈ K(X, g),
Sn(f)(t)→ f(t).
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f) For every continuous linear functional φ ∈ π(Z),
Sn(1)(t)→ 1, Sn(φ|X )(t)→ φ(t) and Sn(g)(t)→ g(t).
Remark 4.2 We remark that, if Y has finite dimension m, then denoting by
(pri)1≤i≤m the coordinate projections on Y , the above condition b) reduces to
the following one
b’) for every c ∈ E, and every i : 1 . . .m,
Ln(c)(t)→ c, Sn(1)(t)→ 1, Sn(pri)(t)→ pri(t) and Sn(g)(t)→ g(t),
and the convergences in a) are uniform if and only if the same holds true for
b’).
This follows from the fact that (pri)1≤i≤m forms a base of the space Y
′.
Remark 4.3 If the space Z is reflexive, it is possible to simplify the hypotheses
dropping the ”*“, substituting π(Z) with Y ′ and forgetting of Z. So X will be a
convex subset of the real reflexive Banach space Y , that is closed and unbounded
or open; K ⊂ X weakly closed and bounded; g:X → R strictly positive, strictly
convex, weak-to-norm continuous on X and Fre´chet differentiable on K such
that g′:K → Y ′ is weak-to-norm continuous and satisfying the same growth
hypotheses.
Remark 4.4 Actually, as it is easy to check from the proof of the previous
theorem, the hypothesis on g may be weakened. More precisely, if we substitute
the hypothesis (g0) with the following:
(g2) g is strictly positive, strictly convex, Fre´chet differentiable on K, g
′(K) ⊂
π(Z), g′(K) is bounded in Y ′ and the function h, defined in (4.3), is lower
semicontinuous with respect to *weak topology;
and leave the growth hypothesis (g1), in the setting of the Theorem 4.1, with
further hypothesis that g, h ∈ D(Sn), we obtain the implications b)⇒ a)⇒ c).
Moreover if the operator Ln are Sn-regular, then we have the further implica-
tions f)⇒ b)⇒ a)⇒ c)⇔ d).
Theorem 4.5 In the same setting of Theorem 4.1 assume in addition that Y
has finite dimension and that ψ2t ∈ C(X, g) for some (and hence for all) t ∈ Y .
If K is convex and K1 ⊂
◦
K is a closed subset, then for any F ∈ C(X ;E, g)
there exists a constant M > 0 depending only on F , K, K1 and g such that the
estimate
‖Ln(F )(t) − F (t)‖ ≤ ‖Ln(F (t))(t) − F (t)‖+ ω(F, δ)(Sn(1)(t) (4.4)
+δ−2Sn(ψ
2
t )(t)) +MSn(h(t, ·))(t)
holds for all δ > 0 and t ∈ K1 (here ω(F, ·) stands for the modulus of continuity
of F on K). When Ln preserves the constants and Sn(1)(t) = 1, the above
estimate becomes:
‖Ln(F )(t) − F (t)‖ ≤ 2ω(F, γn(t)) +MSn(h(t, ·))(t). (4.5)
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Finally, if Sn preserves the linear functionals, then
‖Ln(F )(t) − F (t)‖ ≤ 2ω(F, γn(t)) +M(Sn(g)(t)− g(t)). (4.6)
In case dim(Y ) = 1, X = [[a,+∞[[
[
resp. X=]]−∞, b]]
]
and K = [[a, b]], the
previous estimates hold with K1 = [[a, b1]] for any b1 < b
[
resp. K1 = [[a1, b]]
with a < a1
]
.
Before proving the theorems, we present two useful lemmas:
Lemma 4.6 Let Z, Y , E, X, K, g and h be as in the Theorem 4.1 and consider
F ∈ K(X ;E, g). Then there exist an integer ν ≥ 1 and a constant M > 0 such
that
‖F (t)− F (u)‖ ≤Mh(t, u) for any t ∈ K and u ∈ X \Bν . (4.7)
Moreover, for any δ > 0 and any finite set ℓ ⊂ Z one gets
‖F (t)− F (u)‖ ≤ ω(F,K, Iℓ,δ) +Mh(t, u) for any t ∈ K and u ∈ X, (4.8)
where Iℓ,δ is the following neighborhood of 0 in the *weak topology on Y :
Iℓ,δ := {y ∈ Y
∣∣∀ξ ∈ ℓ : |y(ξ)| < δ},
and
ω(F,K, Iℓ,δ) := sup{‖F (t)− F (u)‖ |t ∈ K, u ∈ Bν , u ∈ t+ Iℓ,δ} (4.9)
Proof. The estimate (4.7). From the *weak-to-norm continuity of F , g, g′
and the boundedness ofK, it follows that there exists a positive constantM1 > 0
such that for all t ∈ K one has ‖F (t)‖ ≤ M1, |g(t)| ≤ M1, ‖g′(t)‖Y ′ ≤ M1 and
‖t‖ ≤M1. Thus for t ∈ K and u ∈ X we get
〈g′(t), u− t〉
g(u)
≤
M1 ‖u− t‖
g(u)
≤
M1
g(u)
(‖u‖+M1)
and then
h(t, u)
g(u)
≥ 1−M1
1 + ‖u‖+M1
g(u)
for all t ∈ K and u ∈ X.
Hence, by the hypotheses on the growth of g, it follows that
0 < M1
1 + ‖u‖+M1
g(u)
≤
M1 +M
2
1
n
+
‖u‖
g(u)
for any u ∈ X \Bn. (4.10)
Fix ǫ ∈]]0, 1[[. If X is bounded, that is ‖u‖ ≤ N for u ∈ X and some constant
N , then taking n greater than an appropriate integer ν we obtain
M1
1 + ‖u‖+M1
g(u)
≤M1
1 +N +M1
g(u)
≤M1
1 +N +M1
ν
< ǫ
for all n ≥ ν and u ∈ X \ Bn. If X is unbounded, then by (4.2), there exists
a > 0 such that for any ‖u‖ ≥ a we have ‖u‖g(u) < ǫ/2. Setting ν := 2max{a,M1+
9
M21 }/ǫ, for any n ≥ ν and u ∈ X \Bn, one has
‖u‖
g(u) ≤ ǫ/2 (in both cases ‖u‖ ≥ a
and ‖u‖ < a), then looking at (4.10) we obtain
M1
1 + ‖u‖+M1
g(u)
≤
M1 +M
2
1
n
+
‖u‖
g(u)
≤
ǫ
2
+
ǫ
2
= ǫ
as in the case of X bounded. Hence for n ≥ ν, u ∈ X \Bn and t ∈ K we have
‖F (t)− F (u)‖
h(t, u)
=
‖F (t)− F (u)‖
g(u)
g(u)
h(t, u)
≤
‖F (u)‖+M1
g(u)
(
1−M1
1 + ‖u‖+M1
g(u)
)−1
≤
‖F (u)‖+M1
g(u)
(1 − ǫ)−1.
The above inequality together with ‖F (u)‖ ≤Mg(u) accomplishes the proof of
(4.7).
The estimate (4.8). Set
A := {(t, u)
∣∣t ∈ K, u ∈ Bν and u 6∈ t+ Iℓ,δ}.
A is *weakly closed and bounded, because the same holds for K and Bν . Since
h is *weak-to-norm continuous, then by Weierstrass’ theorem, we deduce that h
has a minimumm on A, andm > 0 because h(t, u) = 0 only for u = t. Moreover,
since F is *weak-to-norm continuous, the same holds true for the function ‖F‖,
and, consequently, ‖F‖ is bounded on the bounded set Bν . Hence we obtain
‖F (t)− F (u)‖ ≤ 2 ‖F‖Bν
h(t, u)
m
=M2h(t, u)
for every t ∈ K and u ∈ Bν \ (t+ Iℓ,δ).
Recalling the estimate (4.7) and the definition (4.9), we conclude the proof
of (4.8). ✷
The next lemma explains an important property of ω(F,K, Iℓ,δ), that will
be used in the sequel.
Lemma 4.7 Under the some assumptions of Lemma 4.6, it follows that for any
positive real ǫ > 0 there exist a finite set ℓ ⊂ Z and a constant δ > 0 such that
ω(F,K, Iℓ,δ) ≤ ǫ.
Proof. By the *weak-to-norm continuity of F , for a fixed t ∈ K there exist a
finite set ℓt ⊂ Z and δt > 0 such that ‖F (t)− F (u)‖ < ǫ/2 for u ∈ t + Iℓt,δt .
Trivially K ⊂
⋃
t∈K t+Iℓt,δt/2. Since K is compact in the *weak topology, there
are t1, t2, . . . , tn ∈ K, such that
K ⊂
n⋃
i=1
ti + Iℓi,δi/2.
Let δ := 1/2min{δi, i = 1 . . . n} and ℓ :=
⋃n
i=1 ℓi. We prove that Iℓ,δ is the
desired neighborhood of zero.
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Fix t ∈ K and u ∈ (t+Iℓ,δ)∩Bν . Let i be the index for which t ∈ ti+Iℓi,δi/2.
For any ξ ∈ ℓi the inequality
|ξ(u− ti)| ≤ |ξ(u − t)|+ |ξ(t− ti)| < δ + δi/2 ≤ δi
holds, and thus u ∈ ti + Iℓi,δi . Therefore
‖F (t)− F (u)‖ ≤ ‖F (t)− F (ti)‖ + ‖F (ti)− F (u)‖ < ǫ/2 + ǫ/2,
which yields precisely the desired estimate for ω(F,K, Iℓ,δ). ✷
Now we prove our main results.
Proof of Theorem 4.1. First of all, observe that for given F ∈ K(X ;E, g)
and t ∈ K, applying Sn to both sides of (4.8) of Lemma 4.6, we obtain
Sn(‖F − F (t)‖)(t) ≤ Sn(1)(t)ω(F,K, Iℓ,δ) +MSn(h(t, ·))(t).
Consequently
‖Ln(F )(t) − F (t)‖ ≤ ‖Ln(F (t))(t) − F (t)‖+ Sn(‖F − F (t)‖)(t) (4.11)
≤ ‖Ln(F (t))(t) − F (t)‖+ Sn(1)(t)ω(F,K, Iℓ,δ)
+MSn(h(t, ·))(t).
We prove the implication a)⇒ c). Take ǫ > 0 and consider the zero neighbor-
hood Iℓ,δ for which ω(F,K, Iℓ,δ) ≤ ǫ/6. By Lemma 4.6, there exists a constant
M such that the relation (4.8) holds for Iℓ,δ. In view of a), for n sufficiently large
we have Sn(h(t, ·))(t) < ǫ/(3M), Sn(1)(t) < 2 and ‖Ln(F (t))(t) − F (t)‖ < ǫ/3,
and thus, using (4.11) we deduce
‖Ln(F )(t) − F (t)‖ ≤ ǫ/3 + 2ǫ/6 +Mǫ/(3M) = ǫ,
that proves the convergence of Ln(F )(t) to F (t). It is clear that the convergence
is uniform if the same holds for a).
Fix f ∈ K(X, g). In order to prove the convergence of Sn(f)(t) to f(t) we
proceed in the manner we made before substituting the norm ‖·‖ in E with the
absolute value.
In order to prove the implication c)⇒ b), it is sufficient to observe that the
constant functions are *weak-to-norm continuous, and the function g and all
continuous functionals in π(Z) belongs to K(X, g) (by (4.2)).
The implication b)⇒ a) follows directly from the identity
Sn(h(t, ·))(t) = Sn(g)(t)−g(t)Sn(1)(t)−Sn(g
′(t))(t)+〈g′(t), t〉Sn(1)(t). (4.12)
Now we assume that Ln is Sn-regular. The implication d) ⇒ c). Fix f ∈
K(X, g). Taking x ∈ E, by definition of S-regularity, we have
Sn(f)(t)⊗ x = Ln(f ⊗ x)(t),
that converges to f(t)x. Since x is arbitrary we have the convergence of Sn(f)(t)
to f(t). The implication f)⇒ b) follows from identity
Ln(c)(t) = Ln(1⊗ c)(t) = Sn(1)⊗ c
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and the missing implication e)⇒ f) is immediate. The proof is complete. ✷
Proof of Theorem 4.5. Fix F ∈ K(X ;E, g) and δ > 0. By (4.7) for every
t ∈ K1 and u ∈ X \Bν we get
‖F (t)− F (u)‖ ≤M1h(t, u). (4.13)
On the other hand the inequality
‖F (t)− F (u)‖ ≤ ω(F, ‖t− u‖) ≤ (1 + δ−2 ‖t− u‖2)ω(F, δ) (4.14)
holds for every t ∈ K1 and u ∈ K (ω(F, δ) stands here for the modulus of
continuity of F on K).
Now we discuss the case t ∈ K1 and u ∈ Bν \K. Since K1 ⊂
◦
K, there exists
a closed and convex set Kη ⊂
◦
K such that K1 ⊂
◦
Kη. From the convexity of Bν ,
K and Kη, it follows that
[a′, a′′] = [u, t] ∩K \Kη
for some a′ ∈ K and a′′ ∈ Kη. Let P : [[0, 1]]→ [u, t] be the parametric represen-
tation of the segment, P (s) := (1 − s)u + st (0 ≤ s ≤ 1), and 0 ≤ s′ ≤ s′′ ≤ 1
such that P (s′) = a′ and P (s′′) = a′′. We set gˆ := g ◦ P : [[0, 1]] → [u, t] and
hˆ(r, s) := gˆ(s)− [gˆ(r) + gˆ′(r)(s− r)]. Note that gˆ is strictly convex by the strict
convexity of g. This yields hˆ(s′′, s′) ≤ hˆ(1, 0). Observing that
gˆ′(r) = 〈g′(P (r)), P ′(r)〉 = 〈g′(P (r)), t − u〉,
and P (s)− P (r) = (s− r)(t − u), we get:
hˆ(r, s) = g(P (s))− [g(P (r)) + 〈g′(P (r)), P (s) − P (r)〉] = h(P (r), P (s)).
Hence
h(a′′, a′) = hˆ(s′′, s′) ≤ hˆ(1, 0) = h(t, u),
and consequently
‖F (t)− F (u)‖ ≤ ‖F (t)‖+ ‖F (u)‖ ≤ 2 ‖F‖Bν h(t, u)/h(a
′′, a′). (4.15)
Since ∂K∩∂Kη = ∅, surely inf{h(a′′, a′)|a′ ∈ ∂K, a′′ ∈ ∂Kη} > 0 and therefore
‖F (t)− F (u)‖ ≤M2h(t, u) for any t ∈ K1, u ∈ Bν \K. (4.16)
In case dim(Y ) = 1, X = [[a,+∞[[, K = [[a, b]] and K1 = [[a, b1]] (with
b1 < b) the relation (4.16) is established in the similar manner. One considers
Kη := [[a, b2]] with b1 < b2 < b and finds a
′ = b and a′′ = b2, which yield (4.16)
in view (4.15) and the inequality 0 < h(b2, b) ≤ h(t, u).
Combining inequalities (4.13), (4.14) e (4.16) we obtain
‖F (t)− F (u)‖ ≤ (1 + δ−2 ‖t− u‖2)ω(F, δ) +Mh(t, u)
for all t ∈ K1 and u ∈ X . Now applying Sn and using the first inequality in
(4.11) we obtain estimate (4.4). The last inequality (4.6) easily follows from
relation (4.12). ✷
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Remark 4.8 We stress the fact that the constant M in (4.4), (4.5) and (4.6)
depends only on F , K, K1 and g; in particular, it does not depend on the
operators Ln or Sn.
Remark 4.9 From the previous theorems we deduce that an approximation
process for real valued functions Sn, defined by means of positive measures,
yields another process Ln, for vector valued functions. Note that the process Ln
“inherits” the estimates valid for Sn.
Theorem 4.1 and 4.5 generalize the corresponding results in [Shaw(1980)] and
[Shaw and Yeh(1989)]. The main result in [Ditzian(1975)] is an easy consequence
of our Theorem 4.5 under the additional requirement that the control function
(1 + t2)µ(t) is strictly convex.
Moreover, Theorem 4.5 extends the results of [Shaw(1980)], providing them
with estimates of the corresponding rate of convergence.
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