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Abstract
An experimental-based approach to flutter speed uncertainty quantification in aeroelastic systems is devel-
oped. The proposed technique considers uncertainty from a post-manufacture perspective. Variability due
to manufacturing tolerances, damage and degradation is formulated as a stochastic structural modification
to a single set of measured receptance data. The Sherman-Morrison formula is exploited so that the proba-
bility of flutter is evaluated either from parameter bounds or by using a first-order reliability method. The
advantage of the formulation is that there is no requirement to model either the structure or aerodynamics,
thereby avoiding model-form and parameter uncertainties. Numerical examples are provided, which demon-
strate the efficiency of the method when compared to conventional Monte-Carlo simulation (MCS). The
method is also demonstrated in experimental examples and it is shown to be eminently practical since the
data required for MCS is generally not available in industrial practice.
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1. Introduction
Aerostructures are becoming increasingly lightweight and flexible thanks to the advent of composite
materials with high specific strengths [1]. Although advantageous in terms of aerodynamic and fuel efficiency
[2], this can lead to undesired aeroelastic phenomena that potentially compromise the safety of aircraft.
One such phenomena is that of flutter, which is an unstable, self-excited vibration caused by the transfer
of energy from the air to the structure [3, 4]. Flutter is particularly dangerous since it can cause large
structural deflections that expedite fatigue or even result in catastrophic structural failure [5]. It is crucial,
therefore, that the conditions at which flutter occurs are accurately predicted.
Conventionally, the conditions that enable flutter to arise have been determined by means of computa-
tional modelling. In this approach, a finite-element model of the structure is coupled with an aerodynamic
model and an eigenvalue analysis is performed [6]. Although well established and widely used, this method
requires knowledge of both the model-form and its corresponding parameters. In practice, such knowledge
is not known exactly and is merely estimated. Consequently, there is always a discrepancy between the true
and estimated flutter conditions.
In recent years, uncertainty quantification (UQ) techniques have been used in aeroelastic systems in order
to approach the problem of flutter prediction from a probabilistic perspective [7, 8, 9, 10, 11]. Castravete
and Ibrahim [12] first considered the effect of random stiffness parameters on the flutter speed by use of
a Karhunen-Love expansion. Both a perturbation approach and Monte-Carlo simulations were used to
compute the probability of aeroelastic instability. Likewise, Khodaparast et al. [13] considered the problem
of uncertainty quantification using a first- and second-order perturbation method that relied upon a response
surface, which took the form of a multivariate polynomial. Manan and Cooper [14], Scarth et al. [15] and
Georgiou et al. [16] all used a polynomial chaos expansion, constructed by Latin Hypercube sampling,
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to create a surrogate model of the flutter speed variability, which arose from variable material and lay-up
properties in composite materials. A Monte-Carlo simulation was then performed on the surrogate model,
which was shown to significantly reduce computational time compared to direct Monte-Carlo. Allen and
Maute [17] and Nikbay and Kuru [18] used a first-order reliability method to quantify variable aeroelastic
responses and further used this to perform a reliability-based optimisation.
Although well-established, UQ in aeroelasticity has thus far concentrated primarily on introducing un-
certainty into numerical models. This may be thought of as quantifying uncertainty during the design phase,
i.e. pre-manufacture. To the best of the present authors’ knowledge, little research effort has been given to
simulating the effect of uncertainty post-manufacture. Such uncertainty may arise from: i) manufacturing
tolerances, and ii) damage and degradation of structural components. This is the subject of the present
work.
In this paper, uncertainty is modelled as a direct structural modification [19, 20, 21, 22, 23, 24, 25] to a
single set of receptances, which may be measured experimentally by means of conventional modal testing [26].
In this way, there is no need to model the structure, aerodynamics, nor their interaction since experimental
data is used directly. The structural modification is represented as a stochastic matrix, which contains
random mass, stiffness and damping parameters [27]. Assuming that the system (both the structure and
coupled aerodynamics) is linear, the characteristic equation of the modified system is then obtained by using
the Sherman-Morrison formula [28] in an iterative way. When the modification is single-rank and arises from
a single mechanical element, it is shown that a graphical method can be used to determine the values of
the random parameter that lead to flutter. The probability of flutter, in this case, is then evaluated simply
by integrating the probability density function of the random parameter in the regions that lead to flutter.
When the modification arises from more than one mechanical element, it is shown that the characteristic
equation of the modified system can be projected onto the joint distribution of the random parameters and
specific regions integrated in order to find the probability of flutter. To simplify the integration, it is shown
that a first-order reliability method [29] can be used, which is computationally efficient. In contrast with
conventional techniques, this method does not provide a direct estimate of the flutter speed probability
distribution. Instead, it estimates the likelihood of flutter arising at a given airspeed. This allows for a
Quantitative Risk Assessment (QRA) to be performed, for instance, in decision-making safety systems.
2. Structural modification theory in aeroelasticity
Consider a general n-degree-of-freedom, linear aeroelastic system governed by
Mq̈(t) + Cq̇(t) + Kq(t) = fa(t) (1)
where M,C,K ∈ Rn×n are the structural mass, damping and stiffness matrices respectively; q(t) ∈ Rn is
the vector of degrees-of-freedom; and fa(t) ∈ Rn is the external load arising from the aerodynamics. Taking
the Laplace transform and dropping the initial value terms gives that(
s2M + sC + K
)
q(s) = fa(s) (2)
where s ∈ C is the complex variable.
According to Roger [30], the aerodynamic load may be approximated by a rational transfer function, so
that
fa(s) = Qa(s, v)q(s) (3)
where Qa(s, v) ∈ Cn×n is the ‘aerodynamic dynamic stiffness’ or ‘aerodynamic transfer matrix’, and v is
the free-stream speed. It is shown in [30] that the aerodynamic transfer matrix may be expanded into the
sum of contributory steady and unsteady aerodynamic matrix terms. However, in the proceeding analysis,
there is no need to perform such an expansion since the form given in Eq. 3 is used directly; that is, there
is no requirement to model the aerodynamics explicitly, regardless of the degree of unsteadiness.
Substituting Eq. 3 into Eq. 2 yields




2M + sC + K (5)
is the structural dynamic stiffness matrix. The characteristic equation of the aeroelastic system is thus given
by
det (Zs(s)−Qa(s, v)) = 0 (6)
and the values of s that satisfy Eq. 6 are the system’s poles. Due to the dependency of the aerodynamics on
v, the poles vary with the free-stream speed. The first speed at which one or more poles become unstable is
denoted the flutter speed vf . At this point, one or more pole pairs lie precisely on the imaginary axis and
so
det (Zs(iω)−Qa(iω, vf )) = 0 (7)
When the internal structural properties1 are modified so that the mass, stiffness or damping changes,
Eq. 4 becomes
(Zs(s) + ∆Zs(s)−Qa(s, v)) q(s) = 0 (8)
where
∆Zs(s) = s
2∆M + s∆C + ∆K (9)
is the structural modification term. In the remainder of this work, it is assumed that the modification can
be parameterised by a vector θ ∈ Rp of p random variables, so that
∆Zs(s,θ) = s
2∆M(θ) + s∆C(θ) + ∆K(θ) (10)
Replacing the structural modification term of Eq. 8 with the parameterised form of Eq. 10 and pre-
multiplying by
Hs+a(s, v) = (Zs(s)−Qa(s, v))−1 (11)
gives that
(I + Hs+a(s, v)∆Zs(s,θ)) q(s) = 0 (12)
The characteristic equation of the aeroelastic system with a stochastic structural modification is therefore
det (I + Hs+a(s, v)∆Zs(s,θ)) = 0 (13)
In the modified system, the poles vary according to both the free-stream speed and the random parameters.
Consequently, the poles at any given speed are not singular points but are instead clusters in the complex
plane.
The receptance matrix is used directly in the above formulation. This means that there is no need to
construct a numerical model of the system since receptances can be collected experimentally by means of
modal testing, as will be shown later.
2.1. Problem formulation
For safety reasons, the maximum operating speed of an aircraft is always set below the calculated flutter
speed. For example, Federal Aviation Administration regulations mandate a 15% factor of safety [31]. As
Pettit [8] discusses, these margins of safety are chosen empirically and have little physical basis. Instead, it
has been suggested that a probabilistic-based approach may used to define the probability of flutter at some
given airspeed. In terms of receptances, the problem is formulated in two ways:
1. What structural modification would cause the system to enter flutter at some given speed below the
nominal flutter speed?
2. What is the probability of flutter due to a structural modification if the probability distributions of
the random parameters are known?
1This condition implies that the external geometry of the aerofoil remains unchanged.
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3. Rank-one, single-element modification
When the structural modification is rank-one and arises from a single mechanical element, i.e. a single
mass, spring or damper, Eq. 10 can be written in the form
∆Zs(s, θ) = b(s, θ)ee
T (14)
where e ∈ Rn is a vector with unit entries corresponding to the coordinates of the modification, and
b(s, θ) ∈ C is the dynamic stiffness of the modification element [19]. The element’s dynamic stiffness may
always be separated so that
b(s, θ) = θg(s) (15)
where θ ∈ R is the random mass, stiffness or damping parameter; and g(s) ∈ C is some function of the
complex variable. For example, a random mass modification is of the form
b(s,m) = m× s2
Therefore, the structural modification matrix may be written as
∆Zs(s, θ) = θg(s)ee
T (16)
Since Eq. 16 is always rank-one, the Sherman-Morrison formula [32] can be used to express the receptance
matrix of the modified system in terms of the original unmodified receptance matrix, so that
Ĥs+a(s, v,θ) = Hs+a(s, v)−
θg(s)Hs+a(s, v)ee
THs+a(s, v)
1 + θg(s)eTHs+a(s, v)e
(17)
where Ĥs+a(s, v,θ) is the receptance matrix of the modified system. By inspection, therefore, the charac-
teristic equation of the modified system is
1 + θg(s)eTHs+a(s, v)e = 0 (18)
Re-arranging Eq. 18 in terms of the random parameter gives that
θ = − 1
g(s)eTHs+a(s, v)e
(19)
As discussed in Section 2, one or more pole pairs lie precisely on the imaginary axis (s = iω) at the flutter
condition and therefore a modification that causes this must satisfy
θ = − 1
g(iω)eTHs+a(iω, v)e
(20)
Initially, the value of ω at which the pole pair(s) lie is unknown. However, for physically-meaningful solutions,







The number of solutions to Eq. 20 determines the number of times that a pole pair crosses the imaginary
axis as the random parameter is changed. Therefore, it is equivalent to the number of times for which the
system transitions from stable to unstable, or vice versa. Given that the original unmodified system is stable,
the unstable parameter solutions can be determined easily, as demonstrated in Fig. 1. The probability of
flutter is evaluated by integrating the probability density function of the random parameter across the
unstable regions.
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Figure 1: Example of stable and unstable parameters bounds.
4. Multiple-rank, multiple-element modification
Suppose that there are p random mechanical elements that act as a stochastic modification. The struc-







In general, the modification is rank-m (1 ≤ m ≤ n). However, it may be separated into the sum of
contributory rank-one elements, as in Eq. 22. By defining














Since Eq. 24 is the inverse of a rank-one modification, the Sherman-Morrison formula can again be utilised
so that










































(Zs(s)−Qa(s, v))−1 = Hs+a(s, v) (30)
the Sherman-Morrison formula can be used iteratively in order to find the characteristic equation of the
general multiple-rank modified system in terms of the original measured receptance matrix.











θi1θi2fi1,i2(s) + · · · = 0 (31)
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where fij (s) are functions that depend on the original measured receptances. As discussed previously, the
flutter condition requires that one or more pole pairs lie precisely on the imaginary axis and therefore, by










θi1θi2fi1,i2(iω) + · · · = 0 (32)
The left-hand side of Eq. 32 is referred to as the non-standardised limit-state function L(θ1, . . . , θp, ω)
hereinafter and is geometrically equivalent to a hyper-plane in the θ1, . . . , θp, ω space. In the above analysis,
it has been assumed that each modification parameter may be written as a rank-one modification and
that the scalar dynamic stiffness contribution of each random parameter is a linear function of the random
parameter. In simple mass, spring or damper modifications, this is valid. However, in more complex
modifications, this is not necessarily true. A more generalised approach is presented in the Appendix to
deal with such cases; although it is important to note that the overall method remains unchanged and leads
to a limit-state function that is similar to the one given in Eq. 32.
To simplify and make universal the proceeding analysis, a Rosenblatt transformation [33] is applied to




































Φ(θ̂p)|θp−1, . . . , θ1)
)
 (34)
where θ̂i is the standardised random parameter; Φ and Φ
−1 is the forward and inverse unit variance,
zero mean normal cumulative distribution function; and Fp|p−1,...,1 and F
−1
p|p−1,...,1 are the forward and
inverse cumulative distribution functions of the conditional random variable θp|θp−1, . . . , θ1. This serves to
standardise the distribution of the random parameters so that they are normal, zero mean and unit variance.
Using Eq. 34 in Eq. 32 allows the non-standardised limit-state function to be expressed in terms of the
standardised parameters. The resulting hyper-surface, when expressed in terms of the standardised variables,
is referred to as the standardised limit-state function L(θ̂1, . . . , θ̂p, ω). At each frequency ω, the standardised
limit-state function gives the combination of standardised parameters that causes one or more pole pairs to
lie exactly on the imaginary axis. Since Eq. 32 involves complex receptance terms, the parameter solutions
may be complex. Therefore, for physically-meaningful solutions, one must impose the constraint that the
parameters are real. This reduces the number of parameter solutions. For example, in the case of two
random parameters, the hyper-surface reduces to a curve in the θ1, θ2, ω space, as illustrated in Fig. 2.
At each frequency ω, the standardised limit-state function may be projected from the θ̂1, . . . , θ̂p, ω space
to the θ̂1, . . . , θ̂p space. The resulting projection is named the projected, standardised limit-state function
L̄(θ̂1, . . . , θ̂p) and bisects the θ̂1, . . . , θ̂p space. Since the limit-state function is defined as the combination
of parameters that causes one or more poles to lie on the imaginary axis, at any frequency ω, the bisected
regions in this projected space represent parameter combinations that cause the poles of the system to be
either in the left- or right-hand side of the complex plane. Therefore, the projection divides the θ̂1, . . . , θ̂p
space into regions that keep the system stable or make the system unstable; the regions are denoted S and
U for the stable and unstable regions respectively. Since the unmodified system is inherently stable, it is
6
Figure 2: Standardised limit-state function for two parameters.
concluded that the region that encapsulates the origin is S. The above concepts are also illustrated, again
for the case of two parameters, in Fig. 2.
The probability of flutter can now be found simply by integrating the joint distribution of the random






f(θ̂1, θ̂2, . . . , θ̂p)dθ̂1dθ̂2 . . . dθ̂p (35)
where f(θ̂1, θ̂2, . . . , θ̂p)is the joint distribution of the standardised random parameters, which is a p-multivariate,
zero mean, unit variance normal distribution.
4.1. First-Order Reliability Estimation of the Probability of Flutter
Evaluating Eq. 35 is often time-consuming and can require significant computational effort when the
number of random parameters is large. Therefore, it is usually more suitable to estimate the probability of
flutter by other means. Here, a first-order reliability method [29] is used.









be defined as the point on the standardised limit-
state function L(θ̂1, . . . , θ̂p, ω) that minimises R =
√
θ̂21 + · · ·+ θ̂2p. The smallest value of R is equal to the
Euclidean distance from the origin of the θ̂1, . . . , θ̂p space to the closest point on the projected, standardised
limit-state function, as shown in Fig. 2. By definition of R, the vector from the origin to the most-probable
point lies perpendicular to the tangent of the limit-state function at the most-probable point.
If the projected, standardised limit-state function is well approximated by a hyper-plane, or line in the
case of two random parameters, the probability of flutter may be evaluated simply by
p(flutter) = 1− Φ(R) (36)
where Φ(R) is the cumulative distribution function of the standardised Gaussian evaluated at the most-
probable point.
The above method provides a fast and easy method to evaluate the probability of flutter for multiple
element modifications. However, it should be noted that the method has two main drawbacks: i) it is usually
necessary to determine the most-probable point by means of computational optimisation since analytic
expressions of the projected limit-state function are seldom available, and ii) there is no guarantee, in
general, that the projected, standardised limit-state function is well approximated as first order. If the
function is highly nonlinear, the method may yield erroneous estimates of the probability. However, we note
in passing that a second- or higher-order reliability method [29] may be suitable in these situations.
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5. Numerical examples
The methods developed in Sections 2, 3 and 4 are now applied on a two-degree-of-freedom, pitch-plunge,
numerical aeroelastic model. The model is based on that of Theodorsen [34], which models unsteady
aerodynamics using a potential flow approach. The equations of motion are given by








































































It is to be noted that the original theory presented in [34] is based on an airfoil with unit span. Therefore,
the parameter Sp is used here to scale the aerodynamics to an arbitrary airfoil with span Sp.


















ν (k) are Hankel functions of the second kind. However, it is approximated here, using the work
of Jones [35], by









(Ms + ρMa) s






The nominal structural and aerodynamic parameters are given in Table 1. The flutter speed with the
nominal parameters is 14.9 m/s. In the examples that follow, all random modifications are taken about
the system at a free-stream speed of 12.7 m/s, which represents a 15% margin from the unmodified flutter
speed.
5.1. Example 1: Single-rank, single-element modification
Suppose firstly that the plunge spring is variable about the nominal value. The scalar modification term
is written as
b(iω, θ) = k̃h












Sα 0.0900 kg m
Iα 0.0353 kg m
2
ch 10.0 N s m
−1
cα 0.0450 N m s rad
−1
kh 5150 N m
−1




ρ 1.225 kg m−3
Sp 1.2 m






Figure 3 shows the Bode plot of the receptance h11 at 12.7 m/s. For real solutions of the stiffness
parameter, the phase of the receptance must be 0 ± nπ. The only frequencies at which this is true is ω =
0.00, 3.92 and 4.89 Hz. The corresponding parameter solutions at these frequencies, according to Eq. 42,
are kh = -5150, 2478 and 8389 N/m respectively. The three solutions indicate the points where one of the

































Figure 3: Bode plot of h11 at 12.7 m/s.
pole pairs lies exactly on the imaginary axis. Therefore, there are three crossing points of the poles with the
imaginary axis. Since it is known that the poles originally lie in the stable region of the complex plane, it is
concluded that the solution with the lowest magnitude (2478 N/m) is the solution that first produces flutter
and causes the poles to enter the unstable region. The next highest solution (8389 N/m) represents the
modification that causes the pole to become stable again. Modifications greater than this value, therefore,
do not cause the system to become unstable. The final solution (-5150 N/m) is identically equal to the
nominal plunge stiffness. Of course, the system becomes marginally stable if the plunge spring is completely
removed.
9
The above points are illustrated by means of root locus, for the unstable pole, in Fig. 4. The blue point
indicates the position of the pole before modification. The red points show the points at which the system
transitions from stable to unstable, and vice versa.















Figure 4: Modification root locus of the unstable pole.
To verify that the new flutter speed is as predicted, the 2478 N/m modification is added and the poles
are computed. The modified poles at this point are λ1,2 = 0.04± 24.7i, λ3,4 = −3.70± 25.5i. Note here that
the real part of the first pole pair is not identically equal to zero due to numerical error. The new modified
FRF is also shown in Fig. 5 and indicates a sharp peak at the resonant frequency belonging to the new
flutter condition.

































Figure 5: Modified FRF at 12.7 m/s.
With knowledge of the distribution of the stiffness modification, the probability of flutter is simply
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evaluated by
P (flutter) = P (2478 ≤ k̃h ≤ 8389) + P (k̃h ≤ −5150) (43)
5.2. Example 2: Multiple-rank, multiple-element modification
In this second example, the plunge mass coefficient and the pitch moment of inertia coefficient are
uncertain. The structural modification matrix is written as
















For the sake of brevity, it is assumed that both random parameters have a normal distribution, with pa-
rameters given in Table 2, and are independent of each other.
Parameter Mean Standard Deviation
M̃h 0 1.5 kg
Ĩα 0 0.006 kg m
2
Table 2: Uncertain parameters (Example 2).




4 (h11(s)h22(s)− h12(s)h21(s)) = 0
and hence the non-standardised limit-state function is given by
L = 1− h11(iω)M̃hω2 − h22(iω)Ĩαω2 + m̃hĨαω4 (h11(iω)h22(iω)− h12(iω)h21(iω))







The standardised limit-state function is then found by substituting the above standardised parameters into
the non-standardised limit-state function, so that









4 (h11h22 − h12h21)
where the receptances are evaluated at s = iω.
The most-probable point θ̂
∗








s.t. L = 0
2It is to be noted that application of the Rosenblatt transformation would yield the same result. However, for the sake of
brevity, this is not shown.
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In this work, the TOMLAB Optimisation for MATLAB package was used to solve the constrained, nonlinear
optimisation problem using a gradient-based approach. After 37 iterations, from the initial set (−1, 1, 24)T ,
the most-probable point was found to be (−1.122, 1.3244, 22.0572)T , which corresponds to an R value of
1.74. Using Eq. 36, the probability of flutter was calculated as 0.0409. The time taken to estimate of
the probability of flutter depends almost solely on the time taken to find the most probable point. In this
particular case, the total time taken was 0.23 seconds on a standard desktop computer.
Figure 6 shows the projected, standardised limit-state function for the two random parameters. Between
-3 and +3 standard deviations of the random parameters, the projected function is well approximated as
linear and hence the estimate of the probability is likely to be accurate. Also, the most probable point on
the curve, indicated by the red circle, matches that found by the optimisation.
Figure 6: Projected, standardised limit-state function (Example 2).
The results obtained above were verified independently by a Monte-Carlo simulation on the model.
Using 1,000,000 samples, the probability of flutter was calculated as 0.0407. This matched closely the value
obtained by a first-order reliability approach, with only a 0.5% error. Overall, the time taken to complete
the MCS was 82 seconds, which was significantly greater than that of the first-order reliability method.
6. Experimental case study
6.1. Experimental setup
The methods developed were implemented on an experimental pitch-plunge aeroelastic model, which is
shown in Fig. 7. The model consists of two main assemblies: i) the aerofoil, which is mounted to a test section
inside the University of Liverpool’s low-speed wind-tunnel; and ii) the external support structure. The
aerofoil itself consists of five 3D-printed NACA0018 aerodynamic sectors with geometries and arrangements
as shown in Fig. 8. Each sector is connected to two aluminium spars, which run perpendicular to the
span, by bolts located in the centre of each sector. The cross section of each spar is designed so that there
is negligible twisting or bending across the aerofoil. The total span and chord length is 1.2m and 0.3m
respectively. The external support structure consists of a series of vertical and horizontal linkages that
allow the aerofoil to move rigidly in both a vertical, or plunge, motion and a rotational, or pitch, motion
about a so-called elastic axis. Two independent cantilever beams are connected in the pitch and plunge
degrees-of-freedom and act as spring elements.
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Figure 7: Experimental setup.
Figure 8: Aerofoil dimensions and configuration.
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Frequency response functions were collected from the system by means of stepped-sine testing between
2-7 Hz using an Siemens PLM data acquisition system. A force transducer was attached to the structure at
two points (one after the other) and was connected to an electro-mechanical shaker by means of a stinger,
as shown in Fig. 9. The locations of the shaker were chosen so that both the pitch and plunge degrees
of freedom were sufficiently excited during testing. Moreover, the use of two input locations allowed for
any physical modification to be simulated, as will be demonstrated later. The stinger, which was 1mm in
diameter and made from stainless steel, was chosen to minimise the effect of any additional pitch stiffness
introduced by the attachment of the shaker. At the same locations as the force transducers, two high
precision LK-500 Keyence laser displacement sensors (LDS) were used to read the position of the system
and hence receptances collected were of the form
H(s, v) =
(
h11(s, v) h12(s, v)
h21(s, v) h22(s, v)
)
(45)
where hij(s, v) represents the receptance measurement at laser i due to a force at location j.
Figure 9: Modal shaker, stinger and load cell arrangement for stepped-sine testing.
6.2. Single-rank, single-element modification
6.2.1. Modification model
First, a single-element, rank-one modification was considered. The modification was the addition of a 1
kg mass to a fixed bar protruding from the elastic axis, as shown in Fig. 10. The distance from the centre
of the mass to the elastic axis was equal to the distance from the elastic axis to the position of the laser
reading 2 (LS2). In this way, the modification acted as a point mass collocated with position 2 and thus
only h22(s, v) receptances were required.
From Eq. 15, the scalar modification term is
b(s) = ms2 (46)
and so the modified receptance is related to the original receptance, using the Sherman-Morrison formula,
by





where ĥ(s) is the receptance of the modified system and h(s) is the original receptance, before modification.
The corresponding frequency response function of the modified system is given by substituting s = iω into
Eq. 47.
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Figure 10: Mass modification.
In order to test the model of the structural modification, FRFs from the system were collected experi-
mentally, without wind on, both with and without the mass modification. Eq. 47 was then used to compute
the predicted, modified FRF using only the FRF data from the unmodified system. Figure 11 shows a com-
parison of the unmodified and modified experimental FRFs and the predicted, numerical, modified FRF.
Across the frequencies tested, it was found that there was a very good agreement between the true and
predicted modified FRFs, both in terms of magnitude and phase.






































Figure 11: Original and modified frequency response function.
6.2.2. Flutter speed modification
Next, the effect of the structural modification on the flutter speed was considered. Without the mass
attached, the original flutter speed was approximately 14.0 m/s. This is confirmed by Fig. 12 (a) and (b),
which shows the laser readings when the system was subjected to a small disturbance at 13.8 m/s and 14.1
m/s respectively. It is shown that the system had positive damping before the flutter speed and negative
damping afterwards. With the mass attached, the modified flutter speed reduced to approximately 12.4
m/s. Again, the displacement readings are shown before and after the modified flutter speed in Fig. 13 (a)
and (b).
The aim of this test was to compare the predicted and true modification required to cause the modified
flutter speed to be at the new value of 12.4 m/s. In order to do this, a FRF was collected at this speed in
15






















(a) v = 13.8 m/s






















(b) v = 14.1 m/s
Figure 12: Laser displacement readings before modification.






















(a) v = 12.2 m/s






















(b) v = 12.5 m/s
Figure 13: Laser displacement readings after modification.
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the unmodified system and is shown in Fig. 14. According to Eq. 20, the structural modification required




For purely real solutions of the mass modification, it is necessary to choose values of ω for which the
receptance h22(iω) was real; or in other words, the phase of h22(iω) had to be 0 ± nπ. The only values
of ω for which this was true were 16.7 rad/s (2.66 Hz) and 19.3 rad/s (3.08 Hz). At 19.3 rad/s, the FRF
magnitude was 2.73×10−3m/N and so the predicted mass modification at this frequency was 0.98 kg. This
matched very closely to the true modification (1 kg), with an error of 2%. It is noted in passing here that
the other solution, corresponding to 16.7 rad/s, yielded a solution that rendered the system stable again,
although this was not considered due to the large mass required (4 kg), which would have damaged the pitch
springs.



































Figure 14: Unmodified receptance at v=12.4 m/s.
Finally, to verify the above solution, a fast Fourier transform (FFT) of the time series corresponding to
the modification at v = 12.5 m/s (Fig. 13 (b)) was computed. As shown in Fig. 15, the peak of the FFT is
at 3.31Hz, which gives a 6.9 % error from the predicted frequency of 3.08Hz.














Figure 15: FFT of the time signal of the modified system at v=12.5 m/s.
In this particular example, the shaker used for FRF measurements was placed outside of the wind-tunnel
(see Fig. 9) and therefore did not affect the aerodynamics. In practical applications, one may consider using
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inertial actuators placed inside an aircraft wing.
This study has been restricted to subsonic flows that are well approximated as linear, regardless of the
degree of unsteadiness. In practice, one may encounter aerodynamic nonlinear and discontinuous effects
such as shocks and flow separation, that are not explicitly accounted for in this approach. In addition,
the FRFs were collected in an environment where the aerodynamics were settled. In real life applications,
disturbances in the flow can arise and may not be measured, leading to errors in the FRFs. However, in
recent years it has been shown that such disturbances may be used for ambient flutter testing [36, 37], which
does not require the use of excitation devices. At present, however, we consider such circumstances to be
beyond the current scope of this work and are left as areas of future research.
6.3. Multiple-rank, multiple element modification
Finally, a multiple element modification, due to modified pitch and plunge stiffness parameters, was







kh ∼ N (2000, 1502)
kα ∼ N (0, 22)












where h and α are the plunge and pitch coordinates respectively, and Fh and Mα are the force and moment
acting at the plunge and pitch coordinates respectively. To express the modification in terms of the laser
readings, it was required to change the basis of the modification. Assuming small angle deflections, it may












where x1 and x2 are the two laser readings. Additionally, the force and moment in the pitch and plunge are












where F1 and F2 are force inputs collocated at laser positions one and two respectively. The equivalent




































T (1 1) +
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36
kα(1 − 1)T (1 − 1)
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and hence the Sherman-Morrison formula was used iteratively to obtain the characteristic equation of the




kh(h11 + h12 + h21 + h22) +
625
36
kα(h11 − h12 − h21 + h22) +
625
36
kαkh(h11h22 − h12h21) = 0 (48)
The non-standardised limit-state function is then given by evaluating the receptances at s = iω. The







and then substituting this form into the non-standardised limit-state function.
Frequency response functions were collected from the unmodified system at 12.4 m/s. Due to measure-
ment noise, the FRFs were fitted with rational transfer functions using SDTools. The measured and fitted
FRFs are shown in Fig. 16.


































































































































Figure 16: Measured and fitted FRFs at v = 12.4 m/s.
The projected, standardised limit-state function is illustrated in Fig. 17. As shown, the projected
function is well approximated by a first-order approximation and thus it is concluded that a first-order
reliability method will give a reasonably accurate prediction of the probability of flutter.
Using the same optimisation procedure as in Section 5.2, the most-probable point (MPP) is found to be
(0.1509,−1.7237, 22.6862)T , which matches that obtained from Fig. 17. The R value at the MPP is 1.73 and
therefore the probability of flutter is calculated as 0.0418. We note in passing here that this result cannot
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Figure 17: Projected, standardised limit-state function (Experimental).
be verified using Monte-Carlo, as was done in the numerical examples, since it would require physically
modifying the pitch and plunge springs hundreds of thousands of times and recording the modified flutter
speed, which is unfeasible.
7. Conclusions
An experimental-based approach to uncertainty quantification in aeroelastic systems has been developed.
Uncertainty is modelled as a single- or multiple-element dynamic stiffness modification to measured frequency
response functions (FRFs). In the case of a single-element modification, parameter bounds that cause flutter
are found graphically from the measured FRFs and the probability of flutter is calculated by integrating the
probability density function of the random parameter between such bounds. In the case of a multiple-element
modification, the characteristic equation of the modified system, which is obtained by repeated use of the
Sherman-Morrison formula, is projected onto the multivariate joint distribution of the random parameters.
This divides the parameter space into regions that represent modifications that make the system stable or
unstable. The probability of flutter is then calculated by integrating the standardised joint distribution
across the unstable region. It is shown that this integration may be evaluated numerically by a first-order
reliability method, provided that the projection is sufficiently linear. Overall, the proposed technique is
advantageous in that only experimental data is used and hence there is no need to create a numerical
model, which would otherwise introduce model-form uncertainty. Furthermore, the technique is shown to
be eminently practical since only a single set of receptance data is required to simulate the variability arising
from parameter uncertainties.
The proposed technique has been applied both numerically and experimentally. In the numerical ex-
amples, it was shown that: i) the predicted bounds for a single-element modification were found correctly
using only FRF data, and ii) the probability of flutter for a multiple-element modification, calculated by
a first-order reliability method, matched closely an independent Monte-Carlo simulation, with an error of
0.5% and considerably less computational effort. The experimental case study showed that: i) the model of
the simulated modification matched the true, experimental modification with a high degree of accuracy, ii)
the method was able to accurately predict the single-element modification required for flutter, with an error
of approximately 2%, and iii) in the particular case tested, the first-order reliability method was likely to
be accurate since the projected, standardised limit-state was highly linear.
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In this research, it has been assumed that the system is linear, both in terms of the structure and
aerodynamics. In real-life systems this may not be true and the measured FRFs could exhibit nonlinear
behaviour. The effect of this, and potential solutions, will be considered in future research.
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Appendix - Generalised modification theory
Let the modification matrix be decomposed as the sum of contributory matrices that are functions of





In general, the modification belonging to each parameter θi is rank-m (1 ≤ m ≤ n). However, they may be







where ni is the total number of rank-one decompositions of each matrix ∆Zs(s, θi) and hi,j(θi) is some,









which is the sum of rank-one modifications. One may now proceed with the analysis presented in Section 4










hi1(θ)hi2(θ)fi1,i2(iω) + · · · = 0 (A.4)
where N is the total number of rank-one modifications.
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