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I. INTRODUCTION
O
VER THE past few years, wireless networks have witnessed remarkable growth both in terms of number of subscribers and number of applications. While the earlier growth in wireless networks was driven primarily by cellular telephony, the recent years have seen an increase of wireless data and multimedia applications [1] . These applications call for efficient resource allocation. The traditional view of resource allocation in packet networks is to treat the network architecture as a layered architecture [2] . In this layered architecture model, the network and link layers deal with packet level quality of service attributes like throughput, packet delay, loss etc., while the physical layer deals with information theoretic limits for reliable communication and practical means of achieving it.
Wireless channel is characterized by fading, i.e., signal strength variations over time, frequency and space due to constructive and destructive interference caused by multipaths. Moreover, limited battery life at mobile hosts poses an additional challenge in system design and resource allocation. Recent studies suggest that significant performance gains can be obtained by cross layer approach [3] where the physical layer characteristics can be exploited for resource allocation at the network layer. See [4] for an excellent overview of cross layer resource allocation and other related issues.
There has also been a lot of interest in studying information theoretic capacity aspects of fading channels. A comprehensive review of recent developments has been given in [5] . For a single user fading channel, it has been shown [6] that if the transmitter is aware of the channel state information, then the channel capacity under the constraint on average power can be maximized by the 'water-filling' power allocation over the fading states. This suggests that we should transmit more information in good channel states and less in bad channel states in order to maximize the long term average throughput. (See also [7] for other notions of capacity of fading channel.)
Apart from fading characteristics, energy efficiency is also an important concern for wireless devices. It can be argued [8] that for most wireless communication systems, the power required to transmit a bit 'reliably' is an increasing and strictly convex function of the transmission rate for a given fading channel state. Thus, if we transmit at a lower rate, we can conserve energy, but this leads to packet delay at the network layer. Moreover, as discussed above, since capacity is maximized by transmitting in good channel states, the transmitter should defer the transmission of packets if the channel is bad. However, this also contributes to packet delay at the network layer. This indicates a fundamental trade-off between the average power and the average delay.
In practice, it can be assumed that the channel coherence times are reasonably long so that 'near' capacity rates can be achieved by employing practically implementable codewords and yet the coherence times are smaller than the 'packet delay time-scale' of interest at the network layer. Accordingly, in this paper, we consider the problem of scheduling packets for a single user over a point to point link where the objective is to minimize the average power (required for 'reliably' transmitting at a given rate) subject to a constraint on the average (queueing) delay. 
A. Related Work
The problem of energy efficient scheduling with average delay constraint was first addressed in the pioneering work of [8] , [9] . Subsequently, the other works [10] , [11] , [12] , [13] , [14] , [15] have also considered this problem under various assumptions on packet arrival and channel state processes. Interestingly, this problem has also been considered for nonfading channel [16] and also for the case when the power required for transmission is a linear function of rate [17] . The model considered in this paper is similar to that of [8] , [10] , [11] , [12] , [13] , [14] , [15] with a single user fading channel. Under this model, the scheduling policy can be considered as a control policy which decides the number of packets to be transmitted to maximize an average cost subject to some constraint. Thus this problem falls within the framework of constrained Markov decision process [18] .
In [8] , [9] , the trade-off between the average delay and the average power has been analyzed. The delay-power trade-off has also been quantified in the region of asymptotically large delays. In [9] , structural results for optimal policy have been derived. Structural results have also been discussed in [11] for a policy which minimizes the average delay subject to a constraint on the average power. It is proved in [9] and [11] that there exists an optimal stationary policy which increases as the buffer occupancy increases, and decreases as the channel state goes from good to bad. What this means in physical terms is that for a fixed channel gain, the greater the queue length, the more you transmit, and for a fixed queue length, the better the channel, the more you transmit. A characterization of the optimal scheduler has also been provided in [12] in terms of a smaller class of deterministic schedulers.
While the existence of a stationary optimal policy for the average cost problem has been considered in [11] when the packet arrival process is independent and identically distributed (i.i.d.), the problem becomes much more difficult when the arrival process is Markovian. For this case, in [8] , only the unconstrained average cost dynamic programming formulation has been given. Subsequently, the model of [8] and [11] has been extended in [14] where the authors consider a more general state space version of the average cost Constrained Markov Decision Problem (CMDP). In this model, both the arrival and the channel state process are considered to be Markovian. In [13] , a discrete state space version of the same problem has been considered for correlated arrivals and correlated fading. In [10] , it is observed that while structural results of an optimal policy can be derived, it is very difficult to compute the optimal policy due to large state space size. Accordingly, the authors suggest a suboptimal policy that is of 'thresholding' type. They also suggest a mechanism to derive the optimum thresholds for queue length and channel gain.
While all the above approaches have provided significant insights into the problem, none of them explicitly deals with the computation of optimal packet scheduling algorithm. Consequently, the practical implementation of the policy remains an important open issue. This is primarily due to the following two reasons-1) Since the state space is very large, the standard dynamic programming algorithms are very hard to implement.
The preferred technique for CMDP has been linear programming [18] . Combined with the more recent approach based on function approximation [19] , this holds great promise. The structural results of the policy may help in the choice of basis functions in function approximation based computation. But none of the related work discussed above seems to have explored this issue in developing implementable optimal packet scheduling algorithm. 2) Secondly and more importantly, the computation of the optimal policy using the above mentioned techniques assumes the knowledge of the underlying model. This means that the knowledge of the probability distribution of both the arrival process and the channel state is necessary for the computation of optimal policy. This is usually not the case in practice. In [10] , the authors have proposed a suboptimal algorithm but even here, the computation of the appropriate thresholds seems to assume the knowledge of the arrival process and channel state distribution.
B. Our Contributions
The primary contribution of this paper is to propose an online learning algorithm to compute the optimal packet scheduling policy for single user fading channel, where the model is not known. Recall that the Relative Value Iteration Algorithm (RVIA) [20] is a well known algorithm for determining an optimal policy for classical MDP. In this paper, we propose a new approach for on-line implementation of RVIA for the average cost CMDP such as the one studied in this paper. This approach is based on reformulating the value iteration equation by introducing a virtual state called post-decision state. The resultant value iteration equation has a nice structure that lends itself naturally to its on-line implementation based on stochastic approximation framework. Note that like all other works [8] , [10] , [11] , [13] , [14] , [15] , we assume that the transmitter is aware of the channel state information at the beginning of each time slot. But unlike others, an explicit knowledge of the probability distribution of the channel state as well as the arrival process is not required for the proposed implementation. We also prove that the proposed on-line algorithm indeed converges to the optimal policy. The challenge in developing an on-line algorithm has also been recognized recently in [21] where the author has extended the formulation of [8] for multi-user setting and proposed an algorithm that does not require the model knowledge. However, this algorithm is only order-optimal.
The rest of the paper is organized as follows. We begin this paper by discussing the system model in Section II. The formulation of the problem within the CMDP framework is presented in Section III. This parallels the development in [8] and other related work discussed above. Our point of departure will be the development after the formulation of the problem within the framework of CMDP. In Section IV, we introduce the concept of a post-decision state and reformulate the value iteration. In Section V, we propose an on-line algorithm based on the post-decision state and stochastic approximation. Convergence of the on-line algorithm to the optimal policy is proved in the Appendix. For illustration purposes, we implement the algorithm and demonstrate its performance in a wireless system in Section VI. We conclude the paper with directions for future research in Section VII.
II. SYSTEM MODEL
In this section, we discuss the system model. As illustrated in Figure 1 , we consider a single user fading wireless channel. Time is divided into slots of equal duration which is normalized to unity. Packets arrive at the transmitter buffer and get queued until they are transmitted. Let A n ∈ A Δ = {0, . . . , A} denote the number of arrivals just at the beginning of slot n. The packet arrival process {A n } is assumed to be an i.i.d. sequence. For simplicity, we make an additional assumption that every packet has a constant size, say bits. Let Q n denote the queue length at the beginning of slot n and U n denote the number of packets transmitted in slot n, then the dynamics of queue length can be expressed as
In practice, the transmitter buffer may have a finite size, say B and therefore Q n ∈ Q Δ = {0, . . . , B}. However, compared to the packet arrival rate, we assume B to be large enough so as to neglect the probability of buffer overflow and hence packet drops. Thus we do not consider the effect of finite buffer size in the queue dynamics mentioned above.
The channel is assumed to be time varying with block fading model, i.e., channel is constant over a slot duration and changes only at slot boundaries. Under this model, if the user transmits a signal y n in slot n, then the received signal R n is given by
where H n 1 denotes the complex channel gain due to fading and W n denotes the complex additive white Gaussian noise with zero mean and variance N 0 2 . Let X n = |H n | 2 be called the channel state at time n and W denote the received signal bandwidth. If the transmitted signal corresponds to transmitting U n = u packets, each of bits, then following the discussion in [8] , the power required for error-free reliable communication when X n = x is given by,
Note that for a given x, the transmission power P (x, u) is an increasing and strictly convex function of u. Though the complex channel gain H n (thereby X n ) may be a continuous random variable, we make a simplifying assumption that X n takes values only from a finite state space X and varies from slot to slot in an i.i.d. fashion. This approximation is usually justified in practice and also has been used by other authors [8] , [10] . The state of the above system S n at time n can be described by the two tuple, S n = (Q n , X n ), comprising of the queue length and the channel state. Note that the state space of the system S = Q × X is discrete and finite. {U n } denotes the control process taking values from the finite action space U = {0, . . . , B}. The control action determines the number of packets U n to be transmitted in a slot n. Since the transmitter can at most transmit all the packets that are present in the buffer at any time slot, we have U n ≤ Q n . The control or scheduling policy is a sequence of functions {μ n } where μ n specifies U n (more generally, the conditional law thereof) given the past history of the system state and past controls up to time n. The conditional law of the state S n+1 of the underlying dynamical system given this history depends only upon the state S n and the control μ n , thus making it a Markov decision process. Let p : S × U × S → [0, 1] denote the state transition probability of this Markov Decision Process.
We note here that we can also handle Markov arrivals by augmenting the state space further to include the arrival process. The analysis will be similar. We avoid this generality in the interest of notational simplicity.
III. PROBLEM DESCRIPTION
As discussed above, for a given x, the power required to transmit u packets, i.e., P (x, u) is a convex function of u. Thus from an energy efficiency perspective, the policy should be to transmit packets in small chunks. This may, however, lead to queueing of packets thereby causing delay. Our objective is to minimize the average transmission power subject to constraint on the average packet delay.
A. Formulation as a Constrained Markov Decision Problem (CMDP)
By Little's law [2] , the average delayD is related to the average queue lengthQ as,
whereā is the average arrival rate. In the rest of the paper, we treat average delay as synonymous with average queue length and ignore the proportionality constantā. Let c p (S n , U n ) denote the cost in terms of power required in transmitting U n packets when the state is
Since the packets get queued, they suffer a cost of buffering.
The time averaged power and queue length can be expressed as,
c p (S n , U n ), and
respectively. Our objective is to design a scheduler that minimizesP subject to a constraint (say, δ) onQ. It is a CMDP with average cost and finite state and action spaces. It is well known that a stationary randomized optimal policy exists [18] . Hence we concentrate only on stationary randomized policies characterized by μ(·|s) : s ∈ S → probability measures on U. That is, μ(·|s) for each state s specifies the distribution with which the control in that state is applied. We assume (5) can be expressed as,
and,
respectively. Then the scheduler objective can be stated as:
B. The Lagrangian Approach
The constrained problem in (8) can be converted into an unconstrained one using standard Lagrangian approach [18] , [22] . In this section, we discuss the Lagrangian formulation and the corresponding dynamic programming equation. The treatment in this section is standard and follows [20] , [22] . Nevertheless, we include it here for introducing the notation and for an easier understanding of the rest of the paper.
Let λ ≥ 0 be a real number. Define c :
Note that the function c(·, ·, u) is a strictly convex function of u (as the power required to transmit u packets is a strictly convex function of u). The unconstrained problem is to determine an optimal stationary policy μ
for a particular value of λ called the Lagrange Multiplier (LM). L(·, ·) is called the Lagrangian. The following dynamic programming equation provides the necessary condition for optimality of the policy.
where β ∈ R is uniquely characterized as the corresponding optimal cost per stage. If we impose V (s 0 ) = 0 for a fixed s 0 ∈ S, V is unique [20] . Furthermore, an optimal μ * must satisfy,
By using standard arguments (see, e.g., [22] ), it follows that the constrained problem has a stationary, though possibly randomized, optimal policy which is also optimal for the unconstrained problem considered in (10) for a particular choice of λ = λ * (say). In fact, we know from [22] that the optimal stationary policy can be taken to be deterministic for all but at most one s, i.e., there exists a unique u * (s) such that μ * (u * (s)|s) = 1 and u * is the solution to the following equation,
Furthermore, for the single (if any) state s for which this fails, μ(·|s) is supported on exactly two points. The optimal average cost β gives the minimum power consumedP * subject to the specified delay (or equivalent queue length) constraint. Moreover, the following saddle point condition holds:
For a fixed λ, the Relative Value Iteration Algorithm (RVIA) is a known algorithm for solving the dynamic programming equation for the unconstrained problem in an iterative fashion. The average cost RVIA for determining the value function such that (11) is satisfied can be written as:
where s, s , s 0 ∈ S and s 0 is any fixed state. V n (·) is an estimate of the value function after n iterations for a fixed LM λ.
RVIA (15) requires the knowledge of transition probabilities p(s, u, s ) which in turn requires the knowledge of channel state and packet arrival distributions which are unknown. In the rest of the paper, we address this limitation by proposing a new approach based on post-decision state. We begin by first introducing the concept of a post-decision state.
IV. POST-DECISION STATE FRAMEWORK
We define the post-decision state 3 to be the virtual state of the system immediately after taking a decision but before the action of the noise. Let s = (q, x) be the state S of the system in some time slot and the transmitter transmits U = u packets, then the post-decision state denoted byS,S ∈ S is (q − u, x) . If A = a arrivals occur in the post-decision state and the channel gain changes to X = x , then the system reaches the next actual system state, which can also be called the pre-decision state, (q , x ) = (q − u + a, x ).
LetṼ : S → R be the value function based on the postdecision state given bỹ
where E s is the expectation taken over all the pre-decision states that can be reached from the post-decision states. Let ζ be the law for the arrivals and κ(·|·) the transition probability function for the channel state process. ThenṼ satisfies the post-decision dynamic programming equation: fors = (q, x),
From (15) and (16), we get the 'one component at a time' RVIA based on post-decision state as follows. Fixs 0 . If the post-decision state at time n iss = (q, x), then do:
The important thing to note here is that we update only thẽ s-th component, not the rest. This is to lay ground for the on-line scheme we propose below, which is perforce 'one at a time', because one learns only about the current state being observed, and can, therefore, update only the corresponding component.
V. ON-LINE ALGORITHM
In this section, we propose an on-line algorithm to evaluatẽ V . We note that the RVIA (15) is not amenable to on-line implementation because of the occurrence of min operator outside the averaging operation w.r.t. an unknown conditional law. On the other hand, (17) has a useful structure in the sense that the expectation operation has been moved outside of the min operator. The expectation can thus be dropped by performing averaging in time in order to determine the optimal value function.
Let f (n) be a positive update sequence that has the following properties,
Then, following the theory of stochastic approximation [25] , we can remove the expectation from (17) , and perform averaging via the following update equation. Recall that S n = (Q n , X n ), n ≥ 0, is our state process. Ifs = (q, x), the postdecision state at time n, then do:
The algorithm (19) is a primal RVIA scheme that attempts to solve the dynamic programming equation for a fixed value of the LM λ.
Let e(n) be a positive update sequence that has the same properties as f (n) expressed in (18) . To reach the saddle point of the Lagrangian in (14), we introduce the following LM iterations,
where we use the projection operator Λ to project the LM onto interval [0, L] for large enough L > 0, to ensure boundedness of the LM. We impose the following additional requirements on the update sequences f (n) and e(n),
The complete primal-dual RVI algorithm can be expressed as: for S n =s = (q, x),
That these iterates, indeed, converge to the optimal values is proved in the Appendix. In (22, 23, 24) , iterating simultaneously on the primal variable as well as the dual variable on different timescales ensures that the update rates of the primal and dual variables are different. The dual variable is updated on a slower timescale than the primal variable. This means that as viewed from the slower LM timescale, the primal variable appears to be equilibriated or converged to the optimal value corresponding to the current value of LM, while as viewed from the faster value function timescale, the LM 1: Initialize the value function matrixṼ (s) =Ṽ (q, x) ← 0 ∀q ∈ Q, x ∈ X , the LM λ ← 0, the slot counter n ← 1, queue length q ← 0, channel states x ← 0, x ← 0. Let reference states 0 = (0, x 1 ), where x 1 ∈ X .
2: while TRUE do 3: Determine number of arrivals A n+1 = a and channel state X n+1 = x in the current slot.
4:
Transmit u packets, such that u minimizes the r.h.s in (22) , thereby, power P (x , u) required to transmit u packets is also determined (using (3)).
5:
Update the components = (q, x) of the value function matrix using (22) . Rest of the components of the matrix remain unchanged.
6:
Update the LM λ using (24) (Q n = q).
7:
Set n ← n + 1, q ← q + a − u, x ← x . 8: end while Algorithm 1: The On-Line Algorithm values appear to be almost constant. This can be interpreted as iterating the LM after every
e(n) >> 1 iterations of the value function. Note that separation of timescales introduces a 'leader-follower' behaviour among the two components (fast and slow) of the algorithm which prevents the possible interference of one in the convergence of the other if they were run concurrently on the same timescale. We prove in the Appendix that this scheme converges 'almost surely' (a.s.).
Based on on-line primal-dual RVI computations (22, 23, 24) , the transmitter implements the scheduling scheme as explained in Algorithm 1. We assume that the transmitter is aware of the value of channel state X n in each time slot n. In practice, this may be achieved by receiver first estimating the channel state and then informing this to the transmitter through a feedback mechanism. In each time slot, the transmitter determines the number of packet arrivals, channel state and current queue length. The number of packets to be transmitted is then determined as explained in Algorithm 1. The value functions and the LM are then appropriately updated. The algorithm thus continues in each slot n.
Remark 1: While the theoretical convergence is proved in the Appendix, our simulation results demonstrate that convergence of the algorithm occurs in reasonable number of iterations (time slots) for practical purposes. In long file transfer applications, the duration of transfer is of the order of seconds, while the slot duration in wireless systems is of the order of milli-seconds. Hence, non-optimality may be there only for certain part of data transfer.
Remark 2: In practical scenarios, we may not wait for the actual convergence to take place, but would like to be within a prescribed neighborhood of the optimal solution with high probability. Results of [26] give a bound on the number of iterations required for the iterate to be within a given distance from the convergence point thereafter with a prescribed high probability.
VI. SIMULATION RESULTS
We implement Algorithm 1 in a simulation environment using MATLAB where we simulate the single user scenario depicted in Figure 1 . We simulate a time slotted system with slot duration of 1 msec. Although the algorithm does not depend on any distribution for the channel gain H, for the purposes of modeling, we simulate an i.i.d. Rayleigh channel across slots. For a Rayleigh model, channel state X is an exponentially distributed random variable with probability density function given by f X (x) =
, where α is the mean of X. We discretize the channel into eight equal probability bins, with the boundaries specified by { (-∞, −8 [10] . We know from (3) that the power required for transmitting u packets when the channel state is x is given by, P (x, u) = N0W x 2 u /W − 1 , where N 0 is the power spectral density of the additive white Gaussian noise and W is the received signal bandwidth. We assume W = 5 MHz and the product W N 0 to be normalized to 1. We simulate i.i.d. arrivals with a Poisson distribution with mean θ. This implies that the probability of generating j packets is given by p(j) = e −θ θ j j! . We assume that packets are of equal size = 5000 bits. We also assume that the transmitter can transmit 1 to 8 packets in a slot. In practice, it can correspond to transmission using the following modulation schemes -Binary Phase Shift Keying (BPSK), Quadrature Phase shift Keying (QPSK), 8-Quadrature Amplitude Modulation (QAM), 16-QAM, 32-QAM, 64-QAM, 128-QAM, 256-QAM respectively. This is because these modulation schemes have a spectral efficiency of 1 − 8 bits/sec/Hz, and with W = 5 MHz, slot duration of 1 msec and packet size = 5000 bits, the transmitter can potentially transmit 1 − 8 packets/slot respectively.
We perform several experiments to validate the analytical results. While the convergence results are asymptotic, we demonstrate that for all practical purposes, the quantities like LM, power and delay converge within reasonable number of iterations. Consequently, for long file transfers lasting several seconds, the algorithm essentially operates optimally for a vast majority of the file transfer duration. In all the experiments, we simulate the algorithm for 100, 000 time slots. For the LM and value function update, we choose e(n) = 
Experiment 1: Convergence of LM for various delay constraints, arrival rates and channel gains:
This experiment demonstrates the convergence behaviour of the LM λ. In each slot, arrivals are generated with Poisson distribution with mean θ = 2 packets/msec, i.e., arrival rate is 10 Mbits/sec. We choose α = 0.4698 (−3.28 dB). In each slot, we generate X using the exponential distribution with mean α. We determine the channel state based on the partition that contains X = x as explained above. We then use Algorithm 1 to determine the number of packets u that must be transmitted, the transmission power P (x, u) and update the LM λ and the value function matrixṼ . We plot the variations in λ for delay constraints of 8 msec, 16 msec and 20 msec in Figure 2 . From Figure 2 , it can be observed that the LM converges in about 2000 slots. Each time slot may, typically, correspond to 1 msec. Thus convergence can be achieved in about 2 seconds.
We repeat this experiment for average arrival rates of 5 Mbits/sec, 10 Mbits/sec and 15 Mbits/sec with the delay constraint at 24 msec and the average channel state α to be 0.4698 (−3.28 dB). The convergence behaviour of LM λ for various arrival rates has been plotted in Figure 3 . We further repeat the experiment with average channel state α as 0.4698, 0.6934 and 0.9817, i.e, −3.28 dB, −1.59 dB, and −0.08 dB. We keep the delay constraint at 24 msec and average arrival rate θ at 2 packets/msec, i.e., 10 Mbits/sec. The convergence behaviour of LM λ for various channel gains has been plotted in Figure 4 . Figures 3 and 4 illustrate that the LM converges in approximately 2000 slots for all the arrival rate and channel gain variations.
Experiment 2: Convergence of delay and power for various delay constraints: In this experiment, we demonstrate the convergence behaviour of the average delay and the average power for various delay constraints. We determine the running averages of the queue length Q av n and the power expended P av n in slot n as follows Figures 5 and 6 respectively. We keep the arrival rate θ at 2 packets/msec, i.e., 10 Mbits/sec and the average channel state α at 0.4698, i.e., −3.28 dB. Figures  5 and 6 , illustrate that the average delay and average power converge reasonably fast.
Experiment 3: This experiment demonstrates that the algorithm satisfies various average delay constraints. We perform the simulations for the delay constraints 8, 12, 16, 20, 24, 28, 32, 36 , 40 msec. We fix θ at 2 packets/msec, i.e., 10 Mbits/sec. We repeat the experiment for values of α = 0.4698, 0.6934, 0.9817, i.e, −3.28 dB, −1.59 dB, −0.08 dB. From Figure 7 , it can be observed that in all the cases, the average delay constraints are met. As the constraint on the delay increases, the average power required for transmission decreases as can be observed from Figure 8 . The plot also demonstrates the convex characteristics of the power-delay curve that has been proved analytically in [8] .
Experiment 4: This experiment demonstrates the range of arrival rates for which the algorithm satisfies a delay constraint of 10 msec. We perform the simulations for the arrival rates be observed that the average delay constraint is met till the arrival rate becomes 8 packets/msec or 40 Mbits/sec. Beyond this, the arrival rate becomes more than the departure rate and thus the delay constraint cannot be satisfied as it violates the stability condition of the queue assumed in the formulation. As the arrival rate nears the capacity, the average power required for transmission is extremely high as can be observed from Figure 10 .
VII. CONCLUSIONS AND DISCUSSIONS
In this paper, we have proposed an on-line learning algorithm for computing the optimal packet scheduling policy for single user fading channel, where the model is not known. The earlier works [8] , [10] , [11] , [13] , [14] , [15] have provided valuable insights into the problem by proving the structural results under various assumptions (including that of more general state spaces). But none of them deals explicitly with the computation of optimal policy. We have proposed a new approach for on-line implementation of the optimal packet scheduling algorithm. This approach is based on reformulating the value iteration equation by introducing a virtual state called post-decision state. The resultant value iteration equation is amenable to on-line implementation by using stochastic approximation. Like other related work, we assume that the transmitter has a perfect knowledge of channel state, however, an explicit knowledge of the transition probability function of the channel state as well as the distribution of arrivals is not required for computing the policy. We have also proved that the on-line algorithm indeed converges to the optimal policy. Our simulation results have illustrated the performance of the algorithm under various scenarios and demonstrate that the algorithm can converge in reasonable number of slots for it to be practically useful with satisfaction of delay constraint.
In this paper, our focus has been on implementing online algorithm for single user fading channel. The problem of packet scheduling for multi-user fading channel under various assumptions has been explored in [27] , [28] , [29] , [30] . However, extension of the problem considered in this paper (i.e., energy efficient delay constrained scheduling) for multi-user setting has not received much attention, notable exceptions being [21] , [31] . We are currently investigating this problem and the applicability of the framework developed in this paper for its on-line implementation. Another issue that is worth investigating is how the structural properties of the optimal policy can be exploited to speed up the convergence time of the algorithm.
APPENDIX
Here we prove: Theorem 1: For the algorithm (22, 23, 24) , the iterates (Ṽ n , λ n ) → (Ṽ , λ * ). We prove this in several steps. First, note that the purpose of subtractingṼ n (s 0 ) from the r.h.s. in (22) is to keep the 
Assumption 1: g(·)
is Lipschitz and for η equal to the constant vector of all 1's in R |S| , g(η) = 1 and g(x + cη) = g(x) + c for c ∈ R. We further assume that g(ax) = ag(x) for a > 0.
With Assumption 1, a generalized form of the primal-dual algorithm (22, 23, 24) can be written as follows. If the postdecision state at time n is S n =s = (q, x), then do:
We now proceed to show that the algorithm (26, 27, 28) tracks an associated Ordinary Differential Equation (ODE) as described later. Recall that ζ is the law for the arrivals and κ(·|·) the transition probability function for the channel state process. Note that the algorithm is unaware of these, we consider them only for the purpose of analysis. Let T λ : R |S| → R |S| be the map defined by, 
Define T λ : R |S| → R |S| by T λ (Ṽ ) = T λ (Ṽ ) − g(Ṽ )η. The RVIA can be written as:
V n+1 (s ) =Ṽ n (s) ∀s =s,
where, fors = (q, 
It can be argued as in [32] that as t → ∞,Ṽ (t) converges to the unique fixed point of T λ (·), i.e.,Ṽ λ such that
HenceṼ λ is the globally asymptotically stable equilibrium for the above ODE.
Lemma 1: The post-decision value function iterates {Ṽ n } remain bounded a.s.
Proof: Consider T 0 : R |S| → R |S| defined by, 
has origin as the globally asymptotically stable equilibrium (again, by arguments of [33] ). This is the scaled limit of the ODE (34) in the sense of [34] . Note that it is independent of λ. The claim follows from Theorem 2.1 of [34] . Lemma 2: In algorithm (26, 27, 28) ,Ṽ n −Ṽ λn → 0 a.s., whereṼ λn is the value function based on post-decision state for λ = λ n .
Proof: The algorithm (30) is the standard stochastic approximation algorithm with martingale difference noise M n+1 . From (21) and (30) it can be seen that the LM is varied on a much slower timescale than the post-decision relative value function estimateṼ n . Therefore, the post decision value function iterations see the LM to be almost constant. To be precise, the λ iterations in (30) can be written as, λ n+1 = λ n + ν(n), where ν(n) = O(e(n)) = o(f (n)) 4 . Hence the limiting ODEs associated with (30) for analyzing theṼ n iterates are, V (t) = T λ (Ṽ (t)) −Ṽ (t);λ(t) = 0. Sinceλ(t) = 0, for analyzing theṼ n iterates, it suffices to consider the ODE,
for any prescribed value of the LM λ. The rest follows by standard arguments as in [35] . The {λ n } iterations are bounded since they are constrained to remain in the interval [0, L]. We now prove that the coupled iterates converge to their optimal values (Ṽ λ * , λ * ).
Let G(λ) Δ = min μ L(μ, λ). We reproduce the following results from [36] .
Lemma 3: G is piecewise linear and concave. In particular, it is continuously differentiable except at finitely many points where both right and left derivatives exist. (λ, s, u) , where μ is the optimal stationary policy when LM λ is used (note that this introduces an additional λ−dependence not explicitly shown). Consideṙ
Define h(λ)
constrained to remain in (0, ∞). Lemma 4: Equation (36) is same as the gradient ascent,
interpreted in the Caratheodory sense, i.e., as the integral equation,
Proof: This follows using the 'generalized envelope theorem' as in [36] .
Corollary 1: The iterates λ n a.s. converge to the set of maxima of G.
This follows by standard arguments as in [36] . Corollary 2: {μ n } converge to the set of optimal policies corresponding to λ ∈ arg max(G), a.s.
Note that any λ ∈ arg max(G) is a valid Lagrange multiplier. This completes the proof of the theorem.
