Abstract A mathematical model for dynamic networks is developed that is based on closed, rather than open, sets. For a social network, it seems appropriate to use a neighborhood concept to establish these sets. We then define a rigorous concept of continuous change, and show that it shares some of the properties associated with the continuity of the calculus. We demonstrate that continuity is local in nature, in that if the network change is discontinuous, it will be so at a single point and the discontinuity will be apparent in that point's immediate neighborhood. Necessary and sufficient criteria for continuity are provided when the change involves only the addition, or deletion, of individual nodes or connections (edges). To illustrate large scale continuous change, we choose a practical process which reduces a complex network to its fundamental cycles, in the course of which most triadically closed subportions are removed. Finally, we explore several variants of the neighborhood concept, and prove that a rigorous notion of fuzzy closure can be defined.
Introduction
Networks, or undirected graphs (which we regard as total synonyms) are fundamental for modeling social phenomena (Nicholas 2009 ). Yet, they also abound in both the sciences and humanities (c.f., Newman 2003) for its excellent survey and bibliography of over 400 applications.
They may be huge; the connectivity of the world wide web is a network-they may be tiny; the atomic bonds in a molecule are an undirected graph.
Such networks are dynamic. Yet, even though it is recognized that networks may arise from dynamic processes (Daraganova et al. 2012) , there has been little formal study of network change itself (Bourqui et al. 2009 ). This paper focuses on how a network can change, any network, especially social networks. We introduce the concept of network transformation in Sect. 3. Typically, we are interested in those kinds of transformations which preserve elements of network structure. In particular, we are concerned with ''continuous'' transformations.
The calculus of continuous functions over manifolds is defined in terms of open sets. When the domains are finite discrete structures, closed sets become a more powerful tool for their analysis. Closure is not a new concept in the social sciences. For example, it is associated with rational choice operators in economics (Koshevoy 1999; Monjardet and Raderinirina 2001; Monjardet 2007) . Galois closure can be used to extract rules from data sets for subsequent use in A.I. reasoning systems (Pfaltz 2006 (Pfaltz , 2008 . When the system can be partially, or totally, ordered, the closed sets are usually intervals, ideals or filters (Jankovic and Hamlett 1990; McKee and McMorris 1999) . In this paper, we employ the closed set structure of undirected graphs and networks.
Much of the current mathematical analysis of social networks is statistical (Leskovec et al. 2008; Smyth 2003) or combinatoric (Saito 2010) . Both can provide valuable, broadbrush properties of the entire system. In contrast, our approach focuses on the decomposition of the system into its constituent closed set structure. The closed sets are created by a neighborhood closure introduced in Sect. 2.1.
In Sect. 3, we define the concept of continuous transformations of discrete systems in general, and use it in Sect. 3.1 to explore the behavior of continuous network transformations. All of the mathematical results associated with network closure in these two sections are original.
Section 4.1 presents a representative graph reduction process that is applicable to large networks; it is shown to be continuous. Neighborhoods play a fundamental role throughout the paper; in Sects. 4.2 and 4.3, they explored a bit more fully. Finally, Sect. 4.4 introduces the notion of ''fuzzy'' closure.
Closure
An operator u is said to be a closure operator if for all Y; Z P; it is: A subset Y is closed if Y ¼ Y:u: In this work, we prefer to use suffix notation, in which an operator follows its operand. Consequently, when operators are composed, the order of application is read naturally from left to right. With this suffix, notation read Y:u as ''Y closure''. It is well known that the intersection of closed sets must be closed. This latter can be used as the definition of closure, with the operator u defined by Y:u ¼ T Z i closed fY Z i g: By a closure system S ¼ ðP; uÞ; we mean a set P of ''points'' or ''elements'', together with a closure operator u: By (C1), the set P must be closed. In a social network, these points are typically individuals, or possibly institutions. The empty set, Ø, may, or may not, be closed.
A point y 2 Y is said to be a ordinary point of Y if y 2 ðYÀfygÞ:u: In contrast, a point y 2 Y is said to be an extreme point of Y if y 6 2 ðYÀfygÞ:u: Extreme points have a central role in antimatroid closure theory (Ando 2006; Edelman and Jamison 1985) . A set is said to be whole, if all of its points are ordinary points.
Neighborhood closure
Let S ¼ ðP; AÞ be a set P of points, or elements, together with a symmetric adjacency relation A: By the neighborhood, or neighbors, of a set Y, we mean the set Y:g ¼ fx 6 2 Yj9y 2 Y; ðx; yÞ 2 Ag: Note that this is a purely formal definition of ''neighborhood'', independent of the social aspects often implied by the term (Hipp et al. 2012) . We can visualize the neighborhood structure of a discrete set of points, or individuals, as an undirected graph such as Fig. 1 . The neighbors of any point are those adjacent in the graph. In the graph of Fig. 1 , we have {a}.g = {b, c} or more simply a.g = bc and g.q = degh.
Given the neighborhood concepts g and q, we define the neighborhood closure, u g to be
In a social system, the closure of a group Y of individuals are those additional individuals, x, all of whose connections match those of the group Y. A minimal set X Y of individuals for which X:u g ¼ Y:u g is sometimes called the nucleus, core, or generator of Y:u g : Readily, for all Y,
that is, Y closure is always contained in the region dominated by Y.
Proposition 1 u g is a closure operator. Proposition 3 Let u g be the closure operator. If y.g = Ø then there exists X y:g such that y 2 X:u g :
Proof Readily, y:q y:g:q; so y 2 y:g:u g : Choose a minimal X y:g such that X:q y:q: h So, unless y is an isolated point, every point y is in the closure of some subset of its neighborhood.
One might expect that every point in a discrete network must be closed, e.g. fxg:u g ¼ fxg: But, this need not be true, as shown in Fig. 1 . The region c.q = abcdef while a:q ¼ abc c:q and b:q ¼ abcd c:q; so c:u g ¼ abc:
The points a and b are ordinary points of Y = {abc}, but Y is not whole because c 6 2 ðabcÀcÞ:u ¼ fabg:
Equation (2) Proof Suppose Y is not closed, implying 9y 2 Y:q; y:q * Y:q: Then, by Proposition 4, y cannot be an ordinary point, so Y cannot be whole. h
Of course, closed sets need not be whole.
Proposition 6 Let u g be the closure operator. If X and Y are finite whole sets and X \ Y = Ø, then X = Y.
Proof Let z 2 X \ Y; so z is an ordinary point of both X and Y. By Proposition 4, z:q X:q \ Y:q: Consequently the iterated neighborhood z:q. . .q Xq. . .q \ Yq. . .q; and since both are finite this iteration must terminate with
It is apparent that with respect to neighborhood closure, whole sets are effectively the non-trivial connected components of the network.
Transformations
Social processes create corresponding social networks. Ongoing social precesses also transform these networks in ways that can reveal the nature of the processes themselves.
We use graph-theoretic concepts to model social networks; but graph theory provides scant models for describing their change. Almost any book on graph theory mentions graph homomorphism, that is a mapping h : ðP; EÞ ! ðP 0 ; E 0 Þ; or a function h : P ! P 0 in which ðx; yÞ 2 E implies that ðhðxÞ; hðyÞÞ 2 E 0 (Agnarsson and Greenlaw 2007; Harary 1969) .
2 But, a serious limitation of graph homomorphisms is that, since h : P ! P 0 is a function, the homomorphic ''image'' must always be ''smaller''. We call this the ''curse of cardinality'' when mathematically modelling finite, discrete systems. In the real world, dynamic networks can both expand and contract.
For this reason, we introduce the notion of a graph, or network, transformation which is a function mapping the power set, 2 P , of P into the power set, 2
That is, every subset of P has a unique image subset in P 0 . The operators g, q, and u g are therefore transformations of a network (P, E) into itself, since every subset has a unique image. To emphasize this difference, a transformation f is denoted by our suffix notation, e.g. Y.f, rather than the customary prefix notation of functions and homomorphisms. In neighborhood notation, a graph homomorphism h would be characterized by y:q:h y:h:q 0 : We denote transformations of network systems by ðP; EÞÀ! f ðP 0 ; E 0 Þ; or possibly by ðP; uÞ À! f ðP 0 ; u 0 Þ; since we are often interested in the closure structure induced by the neighborhood system. Note that a transformation f may only change the neighborhood system of P and hence u 0 : In this paper, we require that all transformations f be monotone, that is X Y implies X:f Y:f ð3Þ as seems to be normally the case in real applications. Note that ''monotone'' in this sense only preserves containment relationships; it does not mean that the transformation is ''increasing'' or ''decreasing''. A transformation f is said to be surjective, if for every closed set If one visualizes u to be an operative force which causes social cohesion, then ''continuity'' assures that cohesion observed in the pre-image network will be contained in the cohesion modeled in the resulting image network. These first propositions are true for all closure operators, u: In Sect. 3.1, we specifically address u g :
; u 00 Þ be transformations and let g be monotone. If both f and g are continuous, then so is PÀ! f Ág P 00 :
Proof We have X:u:f X:f :u 0 for any X 2 P and Y:u 0 :g Y:g:u 00 for any Y 2 P 0 : Consequently, as g is monotone, X:u:f :g X:f :u 0 :g X:f :g:u 00 : Thus f Á g is continuous.
h
Continuous transformations of discrete spaces exhibit many of the properties of continuous real functions in which we are more familiar. For example, let f be a func-
Or, in effect, if the pre-image of a closed set exists it must also be, in a sense, closed. However, if a continuous f is also surjective, then every closed set Y 0 in P 0 has at least one closed set, Y, such that Y.f = Y 0 , and f -1 is well defined over the closed sets of P 0 . One can also consider closed transformations which map closed sets in P onto closed sets in P 0 . The term ''closed transformation'' is traditional for structure preserving maps, whether expressed in terms of open sets or closed sets. But, it is most unfortunate in this context, where the multiple meanings can lead to confusion. It is apparent that the composition of closed transformations is another closed transformation. Proof Let f be closed. By monotonicity, X X:u implies X:f X:u:f : But, because X:u is closed and f is closed, X:f :u 0 X:u:f Conversely, let all subsets X P fulfill X:f :u 0 X:u:f and let X be a closed subset of ðP; uÞ: Then X:f :u 0 X:f : But, readily X:f X:f :u 0 ; so equality holds. h Consequently, 
To get some sense of the import of this ''weak inverse existence'' proposition, consider the simple transformation f of Fig. 2 . If we define f on P by x.f = x 0 and y.f = y 0 , then by extension {xy}.f = x 0 y 0 and z 0 has no pre-image; so P.f = P 0 . However, if we let
0 , so f is an extended transformation, and Proposition 11 is clearly satisfied. Whether or not this f is surjective depends on the closure structures of P and P 0 . Unless otherwise explicitly stated, all remaining examples of this paper will be extended transformations.
Network transformations
The preceding mathematical assertions are true for all closure systems. Now we focus specifically on network transformations. It is the neighborhood, y.g, which is central.
Proposition 12 Let x 2 y:g; then x 2 y:u g if and only if x:q y:q if and only if x:gÀfyg y:g:
Proof The first equivalence is simply a restatement of the definition of neighborhood closure. The second equivalence follows because if x:q y:q then Vz = y, z 2 x:g implies z 2 y:g: The converse is similar. h This proposition establishes that if f is discontinuous anywhere, then it will be discontinuous at, or near, a point y. One need not consider all subsets of 2 P . Just as is the case with classical function theory, discontinuity, and thus continuity, is a local phenomena. Second, it provides conditions (1) and (2) which are are necessary, but not sufficient to demonstrate discontinuity. If for a point y 2 P neither condition (1) nor (2) holds, we say f is continuous at y. If either condition holds, other criteria must be used, c.f. Propositions 14, 15 or 17.
We have said that a transformation PÀ! 
Network growth
Unfortunately, both Propositions 13 and 14 can be awkward to use in practice. We look for a more local criteria. A network can grow by adding points and/or edges. Any transformation which just adds an isolated point z 0 will be continuous, since if X is closed in ðP; uÞ; X 0 and X 0 [ {z 0 } will be closed in ðP 0 ; u 0 Þ: But, if continuity is important, care must be taken when adding edges or connections.
Proposition 15 An extended network transformation f, which adds an edge (x 0 , z 0 ) to A 0 at x, will be continuous at x if and only if for all y 2 x:g; x 2 y:u g implies z 2 y:g:
Proof First, we observe that x:u g :f x:f :u 0 g because f only expands x 0 .g 0 so y 2 x:u g must imply that y 0 2 x 0 u 0 g : Moreover, z 6 2 x:g so 8y 2 x:g if w 2 y:u g ; w 6 ¼ x; then w 0 2 y:u g :f or w 0 2 y 0 :u 0 g because the neighborhoods of y and w are unchanged. However, x 2 y:u g implies x:q y:q; hence by Proposition 14, f is continuous iff x:q 0 y:q 0 iff z 0 2 y:q: h
If the connections/edges are between individuals, as in social networks, then Proposition 15 asserts that creating a connection (x, z) between two persons, x and z where x is closely bound to a third individual y, is smoother, easier, or continuous if a connection already exists between y and z. This seems to be the case in numerous studies cited by Nicholas (2009). The transformation f 1 in Fig. 3 which adds the two edges (d 0 , i 0 ) and (g 0 , i 0 ) to G 1 satisfies Proposition 15. For example, d 6 2 b:u g ¼ ab; d 6 2 c:u g ¼ abc and d 6 2 g:u g ¼ g; so the proposition is trivially satisfied. Similarly, examination at g shows that for all y 2 g:g; y ¼ y:u g ; so f 1 is continuous at g as well. Elsewhere, it is the identity map so f 1 is continuous everywhere. We observe that f 1 is not a closed transformation because {dg} is closed in G 1 , but {d 0 g 0 } is not closed in G 2 because fdgg:
Expansion of G 2 at a 0 by creating the edge (a 00 , j 00 ) is dif- ), but ðb 0 ; j 0 Þ 6 2 A 0 ; by Proposition 15 f 2 is discontinuous at b (and also c). We would also observe that f 2 is not neighborhood monotone at g : As this example illustrates, the discontinuity need not occur at either x or z, but often at some point y in x.g or z.g.
Creating an edge (x 0 , z 0 ) in the transformed network when (x, y) and (y, z) already exist is sometimes called ''triadic closure' ' (Teresa et al. 1998; Koshevoy 1999) . Even though it is not a mathematical ''closure'' (for example, it is not idempotent), it appears to be a meaningful social operator.
Corollary 2 Let
x; z 2 y:g; triadic closure adding (x, z) will be continuous at y.
Because we do not know the neighborhood structures x.g and z.g, we cannot say that adding (x, z) is a continuous transformation; we only know it is continuous at y.
Network contraction
Real networks lose members and connections; but this can be hard to model mathematically with homomorphic functions. The problem is that every point in the existing network must map to some point in the image space-and to be a homomorphism it must bring its edges/connections with it. Of course, if the two network elements are truly combined in reality, then homomorphism is the right model. But, when the member or connection simply disappears, it is not.
When we use the transformation model presented in this paper, we can map a point, or subset, onto the empty set, Ø. We call it point removal. Removal of any point, or node z, must also delete all edges incident to z, that is, all edges of the form ðy; zÞ 2 E: This is equivalent to deleting a row and column from the adjacency relation, A 0 : We let d z denote the removal of z from P 0 and (y, z) from E 0 for all y 2 z:g: Instead of deleting a point and all its incident edges, we can remove one, or more, connections thus changing the neighborhood structure represented by A 0 :
Proposition 17 An extended network transformation f, which deletes an edge ðx; zÞ 2 A from A 0 at x, will be continuous at x if and only if either z 6 2 x:u g or x:u g ¼ z:u g :
Proof If z 2 x:u g and x:u g 6 ¼ z:u g ; then f must be discontinuous because z 0 6 2 x 0 :g 0 so x:u g :f 6 x:f :u 0 g : Now, consider y 2 x:g; y 6 ¼ z so x 2 y:g by symmetry. If In social terms, Proposition 17 would assert that breaking a connection between x and z represents a discontinuity if z is tightly bound to x, which has the same shared connections to others nearby. This certainly seems to be true in the real world.
The second condition, x:u g ¼ z:u g ; is needed only for situations such as that of 
individually would be discontinuous. By Proposition 7, the composition of continuous transformations must be continuous; but as f 4 illustrates, a continuous transformation need not be decomposable into primitive continuous steps.
Continuity in practice
It is difficult to find explicit examples of network change in the literature. A sequence of evolving networks is clearly the basis of Kossinets and Watts (2006) work. Yet, we are given only the average properties of these successive networks. And, as they observe ''the relative stability of average network properties, however, does not imply equivalent stability of individual network properties, for which the empirical picture is more complicated'' (p. 89). Therefore, in this section, we turn to a network transformation that is not the result of an external social process, but rather its own internal structure. 
Network reduction
The networks, or undirected graphs, that normally illustrate papers such as this, are essentially trivial. They have less than 50 elements, so their structure is easily visualized and comprehended. When networks have hundreds of elements visual analysis is at best difficult (Freeman 2000) . One solution is to reduce its structure to some essential components and/or selected numerical characteristics. Both statistical and eigenvector analysis are often used to this end. One can use these techniques to calculate expected distance between points (Dekker 2006) or community structure (Newman 2006) . We instead will use closed sets to simplify the structure itself.
In Fig. 1 of Sect. 2.1, we observed that the point c is not closed, that a and b are elements of c:u g : Although {a} and {b} are themselves closed sets, they must be contained in any closed set containing c. We say a point z is subsumed by a set Y if z is an ordinary point of Y, that is (by Proposition 4) if z:q Y:q: For the reduction process we describe below, we will only consider singleton sets Y, such as {c}. In a sense, subsumed points such as a and b of Fig. 1 contribute little to the closure structure, or topology, of the network. They can be eliminated with little loss of structural information. Richards and Seary (2000) provide a small 18 point network called the ''Sampson'' data. They use it to contrast various eigenvector algorithms; we will use it to illustrate graph reduction by point subsumption. Figure 6a is one visualization of this network. The circled points of Fig. 6b denote all the points that are subsumed by other singleton sets. For example, 7 is subsumed by 2, 14 is subsumed by 15. Finally, Fig. 6c is the reduced graph created by deleting all subsumed points.
The reduced graph of Fig. 6c is structurally simpler, yet its topology is faithful the the original. By recording [in brackets] the number of points subsumed by each individual node it also conveys a measure of the original density near that node. The key elements of Fig. 6c are chordless cycles of length 4 or greater. These are h3, 10, 2, 1, 3i, h18, 4, 2, 15, 17, 18i, h2, 10, 18, 4, 2i and h18, 17, 11, 16, 18i in the figure. 3 These are fundamental cycles; no point on a fundamental cycles can be subsumed by another. These fundamental cycles define the topology of the network in much the same manner that 1-cycles can be used to define the topological structure of (a) (b) (c) A graph, or subgraph, is said to be chordal if it contains no cycles of length greater than 3 without a chord (edge) joining two of its points (Jacobson and Peters 1990; McKee 1993). manifolds (Giblin 1977) . By Proposition 16, the removal of subsumed points, such as d 7 in Fig. 6b above, is each individually continuous. Thus, by Proposition 7, their composition is continuous. Figure 6a is rather simple to begin with. The continuous reduction by subsumed points is more useful in larger, more complex networks. A more striking example is the reduction of the 379 node network of collaborating scientists constructed by Newman (2006) illustrated in Fig. 7. 4 in which each edge denotes at least one co-authored paper. This was reduced by the same program that generated Fig. 6c to the 65 node network shown in Fig. 8 . As in Fig. 6c , values [n] in brackets denote the number of nodes directly, or indirectly, subsumed by the retained node. Dashed lines crudely approximate the extent of nodes in the original network.
In a sense, the reduction process described here is an inverse of triadic closure. It tries to remove the tight triangulated clusters of points, so that the more extended connections become more evident. Figure 8 still seems to have many triangles, especially in its center, but close inspection will show that every point is on some chordless cycle of length 4, or greater. The reduced representation in terms of fundamental cycles is shown in Fig. 8 . It is a continuous image of the original 379 node network.
Expanded neighborhoods
Throughout this paper, we have assumed that the neighborhood of a set, or point, consists of those points directly connected to it by an edge in A. And we defined the closure operator, u g ; accordingly. But, other network neighborhoods and other network closures are possible.
Suppose, we define the neighborhood of a set Y to be all points connected by paths of at most 2 edges; that is Y:g ¼ fxj9y 2 Y; dðx; yÞ 2g where d(x, y) denotes the ''distance'' between x and y, or number of edges in a shortest connecting path (Agnarsson and Greenlaw 2007; Harary 1969) . Alternatively, we could use A 2 ¼ A Â A to represent ''adjacent'' points.
Regardless of the neighborhood concept, neighborhood closure is defined as in (1).
Network reduction of Fig. 7 using these expanded neighborhoods yields Fig. 9 . Here, the 65 nodes of Fig. 8 have been reduced to 33. The 32 points subsumed by these larger neighborhoods, together with their incident edges have been indicated by dashed lines. Readily, it is an even simpler rendition of Fig. 7 than Fig. 8 . Care must be taken when interpreting Fig. 9 . For the sake of clarity, the illustrated connections/edges are those of Fig. 8 ; however, the actual neighborhoods of these remaining points consist of all points one, or two, steps away. Also, characterization of the fundamental cycles becomes more complex. Readily, chordless 4-cycles can no longer be fundamental; neither can 6-cycles. A chordless 8-cycle must be fundamental. There are several examples in Fig. 9 . 5-cycles and 7-cycles may be fundamental, depending on other connections in A 2 . Some of each may be found in Fig. 9 . For very large networks of thousands of nodes, it is likely that expanded neighborhoods of depth k [ 2 will be needed to significantly simplify and display their structure. This remains to be explored.
Asymmetric neighborhoods
We defined the ''neighborhood'' of a point as elements connected to it by an edge; but that is only a formal representation. The real ''neighborhood'' of a point, or person, are those points (persons) that are somehow ''close'' or ''connected'' to it. The edges of the network are only a formal representation of that connection. However, connections in a social network, such as ''friendship'', need not be bidirectional, or symmetric. We may have a ''directed'' edge. Neighborhoods can still be defined in terms of points that can be reached in one, or more, steps; and a neighborhood closure can be still be defined by (1). All of our development has been couched in terms of sets of neighbors without reference to specific ''edges'', and we know of no instance where symmetry has been assumed. So, all these results should be true for arbitrary neighborhoods, even though we have no examples.
The case when A is antisymmetric, so A is a partial order, and the closure is a path closure has been well studied (Pfaltz 1996) . It is the intermediate situations that are unknown and interesting.
Fuzzy closure
With neighborhood closure, as defined in Sect. 2.1, a point z in the neighborhood of a set Y is in Y-closure if its neighborhood, z.g is completely contained in Y.q. Thus for z to be subsumed by a single point y, as in Sect. 4.1, all the neighbors/connections of z must already be neighbors of y. This is asking for a great deal, and it is rather surprising that the form of network reduction described above works as well is it does on real networks.
When y and z are individuals, we would be more likely to say z is tightly bound to y if ''almost all'' of z's attachments/connections/neighbors are neighbors of y. Can such a fuzzy concept of closure be made rigorous?
Let us define a fuzzy neighborhood closure, u f by Y:u f ¼ Y [ fw 2 Y:g : jw:qÀY:qj 1g; that is w can have one independent attached neighbor and still be considered to be in the closure Y:u f : We use the intersection property of closure systems to show:
Proposition 18 u f is a closure operator.
Proof Let X and Z be closed w.r.t. u f : We claim that Y ¼ X \ Z is also closed w.r.t. u f ; that is Y:u f ¼ Y: Suppose not, then 9w 2 ðX \ ZÞ:u f ; w 6 2 X \ z: Let y 2 ðX \ ZÞ:u f : If y 6 2 X; there exist at least two neighbors u; v 2 y:g; u; v 6 2 X; so u; v 6 2 X \ Z contradicting the assumption that y 2 ðX \ ZÞ:u f : So y 2 X:
Assuming y 6 2 Z leads to precisely the same contradiction, so y 2 X \ Z: h Readily, Y Y:u g Y:u f so this fuzzy closure yields a coarser network structure. For example, the only nontrivial fuzzy closed sets of the graph of Fig. 1 are abd, efgh, and h.
Because u f is a closure operator, many of the preceding propositions are still valid; some are not. For example, the fundamental property (2) does not hold; Y:u f 6 Y:q: If S ¼ ðZ, AÞ with Z being the integers f1; . . .; ng and ði; i þ 1Þ 2 A; then the only closed sets are [ and Z. No nonempty subset of Z can be closed. Because of the behavior of fuzzy closure in this last example, reduction of the network of Fig. 7 using it yields only a single point! Nevertheless, the fact that one can define a fuzzy closure indicates the possibility of use in very large networks or in other kinds of social network analysis.
Summary
The results of this paper provide a rigorous mathematical foundation for studying the continuous transformation of large social networks. The characterization is based on Fig. 9 Newman's network reduced using expanded neighborhoods A mathematical model of dynamic social networks 871 local changes to the graph, or network, not some average global property. But, ''continuity'' has always been a local concept couched in terms of very small changes in the preimage space. 5 However, Proposition 7, the example of f 4 in Fig. 5 , and our application of Proposition 16 to network reduction demonstrate that global change, which is the composition of smaller continuous steps, may also be characterized as ''continuous''.
Unlike the traditional approach to continuity, the concept of the ''closed set'' structure of a network is fundamental. Perhaps, the idea of a neighborhood, Y.g, comes closest to embodying the concept of ''nearby points'', and thus an ''open'' set. 6 However, neighborhoods have few of the key properties of open sets, and trying to fit them into this role seems futile.
While, the introduction of closed sets to the study of transformational change has resolved a number of key issues, and there are many more yet to explore. For example, suppose there exist two continuous transforma-
In what way must G and G 0 be similar, if at all? In Sect. 4.4, we show that a form of fuzzy closure can be defined, but we have not explored it rigorously. What properties might fuzzy continuity have?
Finally, we suspect that asking ''is f is continuous?'' is the wrong question. It is likely that asking ''why is f continuous everywhere in the region Y, but discontinuous near its boundary?'' and ''what social forces cause this to happen?'' will be more fruitful. In any case, it seems clear that abstract networks are a useful model of social connections and that a mathematically rigorous analysis of large social networks based on closed sets can be quite rewarding.
