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Abstract 
 
Electrical signals generated by brain activity that are measured by the 
electroencephalogram can be distorted by electrical activity originating from eyeblinks 
and eye movements. This thesis proposes a new technique to identify and remove 
eyeblink artifacts from EEG data. An algorithm using a combination of wavelet analysis 
and independent component analysis (ICA) is implemented to detect the temporal 
location of the eyeblink artifact and eliminate it without compromising the integrity of 
the primary EEG data. 
 
The discrete wavelet transform is performed on 10 second epochs of data to detect the 
occurrence of ocular artifact. ICA is used to separate out the independent components 
within the data and the temporal locations of the eyeblink are used to remove the artifact 
and reconstruct the EEG data without that source of distortion. The results obtained 
indicate that the technique implemented may be robust enough to effectively process 
EEG data and is capable of removing eyeblink artifacts successfully when they are 
prominent and the data does not contain a great deal of movement artifact. The results 
show an 88.68% detection rate, a false positive rate of 4.03%, and an 87.23% removal 
rate for all eyeblinks that were accurately detected. The statistics obtained compared 
favorably with work done by others in this field of investigation.  
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Chapter 1: Introduction 
 
1.1 Motivation 
 
Epilepsy is a neurological disorder that presumably results from abnormally synchronized 
electrical activity in groups of neurons in the brain and affects about 1% of the world’s 
population. Epileptic seizures produce characteristic changes in the EEG that can be used 
in its diagnosis and treatment. However, electrical field changes due to normal eyeblink 
activity can distort this activity and make effective analysis difficult if not 
impossible [1], [2]. 
 
The EEG records the electrical activity of the brain through surface electrodes that are 
placed onto the scalp of a patient. EEG is frequently used because it is non-invasive and 
is capable of detecting rapid changes in electrical activity, although several other 
recording methods exist such as magnetoencephalography (MEG), functional magnetic 
resonance imaging (fMRI), and positron emission tomography (PET). Analysis of these 
recordings has been a major resource in the efforts related to the attempt to gain some 
insight about the onset and activity associated with the development of seizure activity 
[3], [5]. Unfortunately, EEG data is commonly contaminated by ocular artifacts which 
makes the analysis of neuronal data very difficult [6], [7], [8]. The focus of this thesis is 
the development of a novel technique that can automatically detect and remove eyeblink 
artifacts in order to facilitate analysis of EEG recordings. 
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1.2 EEG and Ocular Artifact 
 
An EEG waveform has many variations in terms of shape, frequency, and amplitude. 
Waveforms such as rhythmical spikes, spindles, and complexes can be present. The 
frequency of EEG is divided into four sub-bands: delta – under 4 Hz, theta – 4 to 8 Hz, 
alpha – 8 to 13 Hz, and beta – above 13 Hz. Typically amplitudes under 20 μV are 
considered low, 20 – 50 μV are medium, and over 50 μV are high. Several other 
descriptors such as distribution and phase, can be used in describe the waveform of an 
EEG signal. [9] 
 
As the human eye moves or blinks, it creates an electric field that can be two orders of 
magnitude larger than the desired brain wave activity [10]. As the electric field 
propagates across the scalp it can mask and distort signals originating from the brain [6]. 
Originally, the eye was modeled as a dipole because the cornea is about 100 mV positive 
with respect to the retina [9], [11]. It was believed that when the eye moved, the rotation 
of the eye created an electromagnetic field due to the movement of this dipole [11]. 
Recently it has been found that this corneo-retinal dipole was not necessarily the only 
factor responsible for causing the artifact. The eyelids moving across the eyeball act as 
sliding electrodes that produce the same artifact on the EEG [12], [13]. Low amplitude 
movement artifacts have been recorded even when the eye was removed, suggesting that 
the orbital tissue could be the cause of ocular artifacts [9].  
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An eyeblink can last up to 400 ms and can be 10 times larger in amplitude than electrical 
signals originating from cerebral cortex [13]. Movement artifacts are thought to be 
caused by the inherent dipole of the eye while blink artifact is thought to be a 
combination of the eyelid and dipole movement. During an eyeblink the lids move to 
close the eye and the eyeballs move up and away from the center of the face. The 
recorded electrical activity associated with the movement of the eyes is known as the 
electrooculogram (EOG). The shape of EOG waveforms depends on the origin of the 
generator and direction of eye movement. Human eyeblinks can produce 500 µV spikes 
at the eye that can last up to 400 ms while rapid eye movements, or saccades, produce 
square shaped EOG waveforms. Figure 1.1 demonstrates the clear morphological 
difference between an eyeblink and a saccade, with eyeblink spikes over 100 μV in 
amplitude [15], [16]. 
 
 
Figure 1.1 – (a) EEG contaminated with Eyeblink Artifact (b) EEG contaminated with 
Eye Movement Artifacts [15] 
 
The placement of the EEG electrodes on the scalp is standardized by the international 10-
20 system shown in Figure 1.2. The electric field intensity of the EOG decreases with 
distance from the eyes when observing individual channels of the EEG from the frontal, 
central, and the parietal regions of the scalp [6].  
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Figure 1.2 – International 10-20 System for Electrode Placement (Top View) [17] 
 
1.3 Thesis Outline 
 
The thesis will first present background information regarding techniques that were 
previously attempted to solve the problem of ocular artifact removal such as simple 
filtering, regression analysis, principal component analysis (PCA), and singular value 
decomposition (SVD). Analysis of these methods will be explained as it relates to the 
motivation for the method that is presented in this thesis. Chapter 3 justifies the use of 
wavelet analysis and independent component analysis (ICA) for detection and removal of 
ocular artifact, specifically eyeblinks, in EEG. Fundamental information regarding the 
discrete wavelet transform (DWT) and ICA will be presented as they are essential 
components of the detection and removal algorithm that has been developed and 
evaluated in this thesis. 
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The algorithm implemented in this thesis will be discussed in Chapter 4. The detection 
and removal of ocular artifacts will be explained in the form of a process that begins with 
the input of EEG data and attempts to result in the output of artifact free data. Chapter 5 
presents results obtained from the use of the algorithm while Chapter 6 assesses the 
results and makes comparisons to the results of work resulting from the use of previously 
reported techniques. Chapter 7 will provide final conclusions about the thesis work 
achieved and indicate future work that should be carried out based on the presented 
results. 
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Chapter 2: Methods of Ocular Artifact Removal 
 
2.1 Manual Methods of Ocular Artifact Detection and Removal 
A simple way to eliminate artifacts is to prevent them from occurring in the first place. 
Of course prohibiting subjects from blinking or moving their eyes is uncomfortable for 
the patient, and nearly impossible to achieve. To have a person in such a controlled or 
constrained state could affect the EEG output and even introduce new artifacts. Fixation 
of the eye is inadequate because it does not eliminate involuntary eye movement and 
cannot be used when performing a task requiring eye movement [18]. The effectiveness 
of this method is highly questionable, especially in children and patients suffering from 
neurological pathology [19]. 
 
The least elegant method of removal is to have trained technicians manually detect and 
remove epochs of corrupted data based on artifact characteristics such as amplitude, 
signal variance, frequency content, or slope that exceed a certain threshold [12], [19]. 
This extremely arduous and very subjective task leads to a significant amount of data 
loss, especially when there is a limited amount of data or a high frequency of blinking 
and saccades [18]. 
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2.2 Linear Filtering 
When presented with the problem of artifact removal, one potential solution is to analyze 
frequency characteristics of the signal and artifact and filter out the artifact. The reason 
that EOG cannot be simply filtered out is because of the spectral overlap between the 
EOG and the EEG [13]. In [7] an eyeblink waveform model was created by averaging 
over 500 normalized blinks that were visually detected and the spectral content was 
obtained via the use of the Fourier transform as shown in Figure 2.1. The frequency 
spectrum of EEG data is generally from close to DC up to 75 Hz [21], [22] which clearly 
has a huge overlap in the spectrum seen in Figure 2.1.  
 
 
Figure 2.1 – Normalized Frequency Spectrum of Eyeblink waveforms: Averaged over 500 eyeblinks 
plotting amplitude (mV) vs. Frequency [7]  
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2.3 Regression Analysis 
An approach that has been used to eliminate EOG signals from the EEG is regression 
analysis in the time and frequency domain. It involves using the EOG signals and 
subtracting them from each electrode of the EEG. The process was improved by 
introducing a propagation factor that scales the EOG before it is subtracted. Gratton et al. 
[12] were one of the first groups to use this technique in an attempt to solve this problem. 
 
A general procedure for regression analysis is described by Vigon et al. [16] in equations 
(1) through (4). The waveforms consist of N data points where EEGr and EEGo are the 
recorded and original signals, respectively, with a propagation factor of γ as expressed 
in (1).  
 
   NiiEOGiEEGiEEG or ,,2,1)()()( K=+= γ   (1) 
 
The correlation, R, at zero lag of the EOG and recorded EEG is given by (2). Combining 
expressions (1) and (2) results in an altered expression for the correlation. 
 
    ∑
=
=
N
i
r iEOGiEEG
1
)()(R     (2) 
   ∑∑
==
+=
N
i
N
i
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1
2
1
)()()( γR    (3) 
 
Equations (2) and (3) are set equal to each other and solved for the attenuation factor γ, 
resulting in (4). This result can now be used in (1) to solve for the original EEG. 
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This concept is easy to implement, but is based on several assumptions that are not 
necessarily true. It presumes that the EEG and EOG are uncorrelated and that measured 
EEG is just a linear combination of EEG and ocular artifact. An inherent weakness exists, 
because electrical signals originating from the eye and brain are both recorded by the 
EOG [13], [15], [23], [24]. The EOG contains brain activity from the frontal lobe, 
indicating that subtraction would have an undesired effect of distorting the EEG by 
removing relevant data. The process requires that several “clean” EOG channels exist 
that are essentially free of EEG data [25].  
 
 Another inadequacy exists in the calculation of the propagation factor. First, the 
propagation factors are different for different types of saccades and eye blinks [24]. 
Every time an artifact occurs the propagation would have to be recalculated. Secondly, in 
reality, the calculation for the propagation is nontrivial, contrary to what was presented in 
(1) through (4). In time regression, frequency and phase propagation dependence must be 
accounted for, creating a computationally intensive algorithm [18]. Additionally, the 
tissue needs to be accurately modeled to correctly assess how propagating ocular signals 
are attenuated from one region to the other. Because the distribution of tissues must be 
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known throughout the head, many assumptions and approximations need to be made in 
this type of modeling and lead to large sources of inaccuracy [6]. 
 
2.4 Principal Component Analysis & Singular Value Decomposition 
PCA is a well known technique that was proposed by Berg and Scherg [11] to decorrelate 
signal sources in EEG. PCA transforms a set of multivariate data with n correlated 
components, [ ]nxxxX ||| 21 L= , into a set of uncorrelated components by finding the 
orthogonal directions of largest variance in the EEG signals [13]. By omitting the 
undesired components, an ocular artifact free EEG should be able to be reconstructed. 
The covariance matrix, C, is computed from the correlated input data. The eigenvectors 
of C are computed and create the modal matrix, [ ]neeeE ||| 21 L= . The input data is 
then transformed using the modal matrix in (5).  
 
     XEY T=      (5) 
 
The resulting transformation is also known as the Karhunen-Loẽve transform. The new 
matrix, Y, consists of concatenated principal components. In (6) the variance of each 
principal component is found from the covariance matrix. 
 
    ( ) niTii ,,2,1var K== CEY     (6) 
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Similarly, Singular Value Decomposition (SVD) decomposes the correlated input matrix 
into two orthogonal matrices and one matrix of singular values corresponding to 
uncorrelated components. Two matrices are computed from the input matrix, X, in (7). 
From results in (8), the decomposition in (9) is formed. 
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PCA and SVD both separate contributions to the EEG data from different origins by 
transforming a set of correlated data into a set of uncorrelated data. Both assume that the 
components are orthogonal, which is difficult to satisfy [6]. The difficulty in this 
technique is attempting to separate brain activity from artifact due to the fact that ocular 
generators could have very high correlation with EEG generators from electrodes in the 
frontal lobe. Lagerlund et al. [26] used these techniques to successfully remove artifacts 
from the EEG with a major improvement over regression analysis. However, it was also 
found that these methods could not completely remove ocular artifact from EEG when 
both had comparable amplitudes. It demonstrated that ocular artifact and EEG have 
higher order statistical dependencies that PCA and SVD are not capable of dealing with. 
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In general, a summary of techniques that have been experimented with are presented in 
Table 2.1. 
 
Table 2.1 – Summary of Ocular Artifact Removal techniques 
Technique Limitations 
Experiment Control Controlling patients blinking is unrealistic, difficult to 
accomplish, and nearly impossible. 
 
Rejection Rejection of ocular artifacts results in significant 
information loss which is impractical for clinical data. 
 
Linear Filtering Information loss or insufficient ocular artifact removal 
result due to a large spectrum overlaps between ocular 
artifacts and brain activity. 
 
Regression Analysis Highly dependent on a clean EOG channel, varies from 
one ocular artifact to another, and does not account for 
EEG propagating onto EOG electrodes. 
 
PCA and SVD Cannot separate ocular artifact from EEG when 
amplitudes are comparable because of higher order 
statistical dependencies. 
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Chapter 3: Theoretical Development 
 
The human brain consists of approximately 1010 to 1011 neurons [20]. At every instant, 
these neurons are generating millions of action potentials. The summation of these action 
potentials results in the patterns of brain activity that can be recorded by 
electroencephalography [2]. The amplitudes of recorded electrical activity reflect the 
quantity of synchronous neuronal discharges. When a person is awake, recordings are 
complex and low amplitude. But during sleep, neurons tend to fire more synchronously 
resulting in lower frequency and higher amplitude waves [1]. 
 
To remove the eyeblink artifact, two issues must be addressed. The frequency content of 
the observed EEG signals must be analyzed to temporally locate the occurrence of the 
eyeblink. Once the eyeblink has been located, an effective method must be used to 
remove the eyeblink generated artifact without obscuring any brain activity from the 
recorded EEG. To accomplish this task, a combination of wavelet analysis and ICA has 
been proposed. Wavelet analysis provides the simultaneous time and frequency 
resolution to detect the locations of the eyeblink. PCA and SVD were shown to not be 
capable of separating out ocular artifact due to higher order statistical dependencies [26]. 
ICA uses higher order statistics to separate independent components, one of which would 
be the eyeblink, without corrupting EEG brain data. This chapter describes the theoretical 
background for wavelet analysis and ICA, while chapter 4 illustrates its implementation. 
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3.1 Model of Observed Brain Wave Activity 
It is understood that the measured electrical activity at the scalp is a mixture of 
underlying brain activity as well as eye movement. Raw scalp data represent a projection 
of this mixture onto the electrode sites of the EEG [6]. It is reasonable to consider that the 
electrical activity at the scalp electrodes represents linear mixtures of independent source 
signals. Because the originating sources and the linear mixing system are both unknown, 
this can be considered a blind source separation (BSS) problem. BSS is a signal 
processing technique that uses higher order statistics to separate out mixtures of 
independent sources. 
 
3.1.1 ICA as a way to separate sources of recorded brain wave activity 
ICA is chosen to improve the ability to remove eyeblink artifacts from EEG data. The use 
of ICA has been found to be highly effective in performing BSS of EEG for several 
reasons. EEG data recorded at multiple sensors is nominally presumed to be a linear 
mixture of temporally independent sources arising from spatially fixed areas [27]. The 
energy in EEG is below 1 kHz, so the quasistatic approximations of Maxwell’s equations 
hold. Therefore, the propagation is instantaneous and so is the mixing [20]. Since ocular 
artifact propagation delay is negligible, timing delays do not need to be introduced. 
Secondly, eyeblink source independence from brain activity is achieved because of a 
completely different generating mechanism not related to neuronal activity [18]. The 
concept of stationarity is also achieved in batch algorithms because the whole data set is 
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used to estimate the distribution of data [20]. Additional measures are taken to ensure 
stationarity, which are explained in the chapter on implementation. 
 
Jung et al. [18], [25] compared previous techniques of artifact removal and concluded 
that ICA methods were able to effectively separate several varieties of artifacts in EEG, 
such as eyeblinks and ECG, without masking cortically generated signals. Vigario et al. 
[23] used FastICA in EEG and magnetoencephalogram (MEG) recordings. They 
demonstrated FastICA is capable of extracting ocular artifacts even if they were lower in 
amplitude than background brain activity [23].  
 
3.1.2 Wavelet Analysis for Detecting Patterns in EEG 
The application of wavelet-based analysis to neuronal waveforms such as EEG has been 
demonstrated to offer advantages in signal detection, component separation, and 
computational speed over traditional time and frequency techniques [28]. A wavelet 
representation improves time resolution as the length of the neuronal event decreases, 
allowing improved resolution in the detection of the time of its occurrence. The use of 
wavelet packets introduces precise control of frequency selectivity which results in 
accurate component detection even if they overlap in time and frequency. Because 
“wavelets sweep through a signal at different scales” to identify a pattern similar to itself, 
matching the wavelet shape to the artifact desired, specifically targets the artifact for 
detection and feature extraction [15]. Thus, a pattern recognition scheme is possible that 
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can be used for artifact detection in EEG that is not sensitive to physiological 
variations [28]. 
 
3.2 Wavelet Analysis 
Wavelet analysis is a technique that is capable of measuring time and frequency 
variations of a signal simultaneously with functions called wavelets. Using wavelet 
techniques, a wavelet function can be optimized to a particular signal providing excellent 
resolution that previous techniques were not capable of [28]. The properties of these 
functions make them very practical in a variety of signal processing applications. 
 
3.2.1 Theoretical Background 
Wavelets are oscillating amplitude functions of time that must satisfy several conditions: 
a wavelet ψ is a function that is zero average over time and has unit energy. The 
amplitudes of a wavelet have large fluctuations within a designated time period and 
extremely small values outside of that time while being band-limited in terms of their 
frequency content. This property allows them to be localized in time and frequency [28]. 
The wavelet chosen to perform a wavelet transformation is called the mother wavelet. 
During a wavelet transformation the signal of interest gets transformed into a 
representation that can demonstrate frequency content at different points in time. The 
concept is very similar to a windowed Fourier transform because it measures time-
frequency variations of the spectrum, but has a different time-frequency resolution [29]. 
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Scaling or dilation can be used to stretch or compress the wavelet and translation is used 
to move the wavelet to different positions in time. A wavelet family is the set of all scaled 
and translated wavelets [28]. Dilating with a scaled parameter s and translating by u 
results in (10).  
 
          ⎟⎠
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Stretching a wavelet makes it less localized in time, but refocuses its bandwidth towards 
a lower frequency range. The converse holds true since compressing the wavelet in time 
results in increasing its time resolution as well as increasing its high frequency content. 
This relationship results in an obvious tradeoff between time and frequency localization 
as the wavelet is scaled [28], [29].  
 
The traditional attempt to localize time and frequency is accomplished by determining the 
Fourier Transform (FT) over short windows resulting in the short time Fourier transform 
(STFT). The FT and the subsequent STFT break down waveforms into their frequency 
components that can be used in a weighted sum to reconstruct the original waveform. The 
FT eliminates all time information and assumes that the waveforms are stationary. The 
STFT is a series of FT with a fixed window size. Because a large window loses time 
resolution and a short window loses frequency resolution, there is one optimal window 
size that gives sufficient resolution at a particular scale and will be suboptimal at different 
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scales. Wavelet analysis has the ability of optimizing window size over an entire range of 
scales unlike the STFT. [28] 
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The continuous wavelet transform (CWT) of a signal f can be calculated using (11) 
where * indicates the complex conjugate. Varying the values for s and u results in an 
infinite number of combinations that can be used to decompose the signal, f. For the 
CWT to be realistically implemented, the wavelet used must meet the admissibility 
condition in equation (12) [29]. By ensuring this condition, the inverse transform and 
Parseval’s theorem are applicable which allows a useful reconstruction of the 
decomposed signal. 
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However, the CWT is very inefficient because of the redundancy that occurs when 
displaying closely spaced time points [28]. A much more computationally efficient 
approach is the use of the discrete wavelet transform (DWT), which was developed by 
Mallat [30]. The efficacy of this technique occurs because the DWT coefficients are a 
subset of the CWT coefficients based on powers of two [28]. Knowing only the values of 
the DWT coefficients, the waveform can be perfectly reconstructed. All of the extra 
coefficients of the CWT create a redundancy in calculation because they are highly 
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correlated with the ones of the DWT. In implementation, the DWT performs even better 
because waveforms are already digitally sampled and have finite duration so the number 
of coefficients is limited [28]. The DWT produces as many wavelet coefficients as there 
are samples in the original signal by using a filter scheme shown in Figure 3.1. 
  
 
Figure 3.1 – DWT Decomposition Scheme 
 
The original signal is convolved with a low and high pass filter whose impulse response 
is determined by the wavelet chosen. The output of each filter produces the same number 
of samples as the original signal, so both outputs are downsampled by 2 resulting in the 
approximation and detail coefficients each with half the number of points as the original 
signal. The coefficients represent a correlation between the signal of interest and wavelet 
chosen at different scales and during translation. Because all of the coefficients are 
preserved, the original signal or any level of decomposition can be reconstructed using a 
filter scheme similar to decomposition shown in Figure 3.2. The process is reversed and 
now the coefficients are upsampled (interpolated), filtered, and summed. 
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Figure 3.2 - DWT Reconstruction Scheme 
 
To decompose the signal more than one level, the detail coefficients are stored and 
approximation coefficients are used as the signal and the process repeats. The second set 
of wavelet coefficients are now one-fourth the original size of the signal. As this 
continues, the original waveform gets decomposed into several individual scales. 
 
 
Figure 3.3 – Illustration of approximation (LR – Low Resolution) and four detail sub-bands [28] 
 
These bands are determined by the frequency content of the filters determined by the 
wavelet chosen. An illustration of how these frequency bands arise is shown in Figure 
3.3. In this figure, f0 represents the center frequency of the spectrum for the fourth level 
detail function and Δf0 is its bandwidth. Figure 3.3 demonstrates an improvement in 
frequency resolution with each successive detail function because the center frequency 
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and bandwidth are half of the previous detail function. With subsequent iterations of 
decomposition, the higher frequency of the approximation (Low Resolution) band gets 
stripped off and becomes the detail sub-band for the next level of decomposition. As 
stated by Samar et al. [28], “The DWT uses wavelets as octave harmonic filters, holding 
the ratio of center frequency to bandwidth (f/Δf) constant known as the Q property.” This 
property closely resembles the spectrum of EEG waveform structure when examining 
delta, theta, alpha, beta, and gamma waves making it a viable candidate for analyzing 
specific bands of brain activity. This property allows the analysis to focus on the desired 
frequency band associated with the eyeblink artifact. [28] 
 
3.2.2 Wavelet Packets 
A wavelet packet is the set of signals at each decomposition level that have been 
decomposed using the mother wavelet. In the general decomposition sequence of wavelet 
analysis, a pyramidal scheme is used to decompose the approximation at each level. The 
difference in wavelet packet decomposition is that the detail bands are allowed to be 
decomposed as well as the approximation band.  
 
By being able to decompose both sets of decompositions, a tree structure is formed and 
several sub-bands can be investigated further to meet the particular requirements for the 
signal processing application. Figure 3.4 is an example of a four level wavelet packet 
decomposition that was implemented by Samar et al. [28]. If there is some prior 
knowledge of a signal’s frequency bands, wavelet packet decomposition can be used to 
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isolate specific frequency bands for analysis e.g. the frequency content of an eyeblink 
artifact. 
 
Figure 3.4 – Four Level Wavelet Packet Decomposition [28] 
 
 
3.2.3 Choosing a Wavelet 
The choice of a wavelet is based upon the application for which it is used. Their inherent 
properties are combined with the ability to choose the optimal basis functions so that 
wavelet analysis can outperform Fourier techniques in analyzing frequency content over 
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different spans of time. The wavelet transform is free to use any wavelet as a basis 
function that has a shape that is as close as possible to the morphology of the waveform 
of the neuronal event that is meant to be analyzed. A wavelet can be designed to match an 
event waveform that is desired by implementing a matching pursuit technique or by a 
direct design technique with Meyer wavelets [28]. An optimized design will produce a 
maximum number of coefficients that are equal to zero [29].  
 
3.3 Independent Component Analysis 
ICA is a higher order statistical technique that attempts to recover linearly independent 
components of an observed signal source by reducing statistical dependence of an 
observed collection of signals. ICA has been mainly used in feature extraction, and blind 
source separation with emphasis on physiological signals [23], [31]. 
 
3.3.1 The Cocktail Party Problem 
The concept of ICA has commonly been explained using the analogy of a cocktail party 
problem. There are k people speaking in a room simultaneously while there are k 
microphones throughout the room at different locations recording k time signals. Each 
recording is a weighted sum of speech signals, where the weights are established based 
upon the speaker’s volume and distance, with negligible propagation delay [20]. By using 
the recordings, ICA is used to identify what each of the individuals is saying. An 
illustration of the concept with three source signals is shown in Figure 3.5. The three 
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instruments are recorded by three microphones and each recording is a different linear 
mixture of the three instruments. ICA is then performed to recover IC1, IC2, and IC3 
which are the sounds made by each individual instrument. 
 
 
Figure 3.5 – Illustration of Cocktail Party Problem [32] 
 
3.3.2 Theoretical Background 
The basic ICA model has n observed random variables, xi, which is a linear combination 
of n statistically independent random sources, si, [20]: 
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The sources (independent components) cannot be directly observed and the mixing 
coefficients are unknown. The only information that is available is the observed mixture 
and both the mixing coefficients and independent components must be estimated [33]. 
Because so little needs to be known about the specific mixing of the sources, ICA is the 
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most widely used method for BSS [20]. The model is usually presented in a matrix 
notation as in (14), where x represents a vector of the observed signals at a time, A is the 
mixing matrix containing all of the mixing coefficients, and s is a vector of independent 
source signals at a time. If A is nonsingular, then its inverse, W, can be computed and the 
sources calculated by using (15). Matrix W is used, because in the ICA algorithm the 
source signals are being sought after and finding the mixing matrix would be inefficient.  
 
        Asx =      (14) 
         Wxs =      (15) 
 
Several assumptions and restrictions need to exist to provide a valid ICA model: 
• The independent components are assumed to be statistically independent 
• The independent components must have non-Gaussian distributions 
• For simplicity, the unknown mixing matrix is square and nonsingular 
 
The first assumption is self explanatory and is intuitively the basis for ICA. The 
restriction on the independent components being non-Gaussian will be discussed later in 
this chapter. The last restriction can be relaxed, but simplifies the computation if the 
mixing matrix is square. The objective of ICA is to find the mixing matrix, A, and the 
sources. To do so, finding the inverse of A is less computationally intensive when A is a 
square matrix. 
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3.3.3 Independence 
The concept of statistical independence is the guiding principle that allows this type of 
analysis to be done. Independence indicates that any one component has absolutely no 
information regarding any other component. Independence can be defined using 
probability density functions (pdf). The joint pdf of two variables, x and y, is denoted as 
pxy(x,y). The marginal pdfs are defined in (16). 
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Variables x and y are independent if and only if they follow (17). Independent random 
variables also satisfy the property in (18) where g(x) and h(y) are any absolutely 
integrable functions of x and y and E{ } represents the expected value operator [20]. 
Figure 3.6 shows the joint distribution of two independent random variables with uniform 
distributions. It is clear that knowing the value of one of the components in no way leads 
to any information of the other component. 
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Figure 3.6 – Joint distribution of two independent variables with Uniform Distributions; random 
variable s1 on the horizontal axis and random variable s2 on the vertical axis [33] 
 
 
 
 
 
 
Figure 3.7 – Joint distribution of two observed mixtures; mixed random variable x1 on the horizontal 
axis and mixed random variable x2 on the vertical axis [33] 
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The linear mixing of the two independent variables of Figure 3.6 results in the joint 
distribution seen in Figure 3.7. In Figure 3.7, if a maximum or minimum is obtained for 
one variable, the other variable can be determined; demonstrating their dependence.   
 
3.3.4 Non-Gaussianity 
The key to finding the independent components in the ICA model is the principle of non-
Gaussianity. Non-Gaussianity in random variables is exhibited when they have statistical 
properties which are least like a Gaussian distribution. The measurement of non-
Gaussianity is discussed in section 3.3.5. Source estimation with ICA would be 
impossible with a symmetric joint pdf, so a system with more than one Gaussian 
independent component would not be suitable for this type of analysis. Based on the 
central limit theorem, the sums of non-Gaussian random variables are closer to Gaussian 
distributions than their original distributions [20]. This is a very important result because 
even for a small number of sources, say 10, the distribution of the mixture is usually close 
to Gaussian. Non-Gaussianity is the measure that is used to estimate the mixing of the 
independent components. 
 
To estimate one of the independent components, a linear combination of xi is considered 
in (14) and (15). The vector w is to be determined, but the coefficient wTA is replaced by 
the vector q and results in (19) being a function of the source signal. 
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Since the sum of the independent random variables is more Gaussian than the original 
variables, qTs is more Gaussian than any one si. If the si are assumed to have identical 
distributions, then only one element of qi of q is non-zero. Therefore, vector w can be 
varied to maximize the non-Gaussianity of wTx resulting in y=wTx=qTs being one of the 
independent components. This concept can be extended to find all of the components in a 
similar fashion. [20] [33] 
 
3.3.5 Cost Functions 
To use non-Gaussianity in ICA estimation, cost functions are needed to quantify the 
non-Gaussianity of a random variable. The functions are defined for variables that are 
zero mean and unit variance. A detailed discussion of the preprocessing involved with the 
data will be presented in section 3.3.7 to justify the use of the cost functions that are 
implemented. 
3.3.5.1 Kurtosis 
Kurtosis, or the fourth-order cumulant, is a classical measure of non-Gaussianity in 
ICA [20]. For a zero mean random variable, kurtosis is defined by (20). If the variable 
has unit variance then it reduces to (21) which is equivalent to the normalized kurtosis. 
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Assessment of kurtosis is often implemented due to its simplicity. The additive nature of 
kurtosis indicated in (22) and the relative simple scaling of its argument as shown in (23), 
simplify the calculations even further. The kurtosis of a Gaussian random variable is 
always zero, except for the normalized case. When kurtosis is positive and negative, the 
distribution is said to be super-Gaussian or sub-Gaussian, respectively. In practice, the 
absolute value of kurtosis is typically taken with a number of ICA methods. [20] [33] 
3.3.5.2 Negentropy 
Negentropy is another important measure of non-Gaussianity based on the concept of 
differential entropy from the study of information theory. Entropy is a basic concept of 
information theory that attempts to quantify the unpredictability and lack of structure in a 
random variable. For a discrete random variable, entropy H() of random variable Y is 
given by (24). In the continuous case, differential entropy is used. The differential 
entropy of a random vector y with density py(y) is given by (25). A fundamental principle 
of information theory is that a Gaussian random variable has the largest entropy among 
all random variables of equal variance [20], [33]. 
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This result indicates that Gaussian random variables have the least structure of all 
distributions and entropy could be used to measure non-Gaussianity. To obtain an easier 
measure, the differential entropy is normalized to obtain negentropy, J() as given in (26). 
This measure compares the calculated entropy of a random variable with an unknown 
distribution to that of a Gaussian random variable with the same covariance matrix. 
Because Gaussian random variables have the largest entropy, the quantity is always non-
negative for any distribution except for Gaussian when it is zero.   
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The use of negentropy is statistically well justified [33] however, it is very 
computationally intensive.  An approximation, (27), was developed by Hyvärinen [35] 
that reduced the complexity of negentropy calculation. The variable v is a zero mean and 
unit variance Gaussian variable and G is a non-quadratic function. The idea is to 
intelligently choose G to give a robust approximation of negentropy. These functions are 
discussed in section 3.3.6. 
 
3.3.6 Contrast Functions 
In order to obtain an accurate approximation for negentropy (27), a contrast function G(), 
which is non-quadratic, must be chosen. This function will evaluate the negentropy of the 
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observations and iteratively quantify the non-Gaussianity of each independent 
component. 
 
There are two main criteria in choosing the correct contrast function when implementing 
the cost for non-Gaussianity: computational simplicity and robustness. Both are 
important in governing which function is chosen. It is impossible to state which contrast 
functions are better than others because they are application specific [35]. The following 
are three contrast functions that can be used in analysis. Equations (28), (29), and (30) all 
show the original function with its first and second derivatives for future reference. In 
(28) the constant can range from 1 ≤ a1 ≤ 2. 
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The non-linearity of all of these functions increases the speed of convergence in ICA. 
The g1 function is a good general purpose function, but when independent components 
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are highly super-Gaussian or robustness is very important g2 is better. Greater robustness 
that is achieved with the first two functions is due to the functions not giving large values 
for outliers in the data [36]. This means that the contrast function grows slower than the 
argument of that function. Using function g3 is nothing more than simplifying the 
expression for kurtosis, which is used for estimating sub-Gaussian independent 
components with no outliers.[35]  
 
3.3.7 Preprocessing 
Before applying the ICA algorithm, some preprocessing to the data can be done. Some of 
the principles are usually very useful because they simplify the process allowing the ICA 
algorithm to perform faster with greater robustness. 
3.3.7.1 Centering 
Centering refers to removing the sample mean from the observation vectors. It is the most 
basic and necessary step because it simplifies ICA estimation. This step in no way affects 
the mixing matrix after preprocessing. After the sources signals are found, the mean can 
be added to each of the components. The mean to be added would be A-1m or Wm where 
m is the original mean vector subtracted during preprocessing [33]. 
3.3.7.2 Whitening 
Another useful step is to whiten the data to simplify calculation. A zero mean vector is 
considered white if its elements are uncorrelated with equal unit variances [20]. This 
means that the transformed data has a covariance matrix that is the identity matrix. Using 
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eigenvalue decomposition of the covariance matrix, (31), where E is modal matrix and Λ 
is the diagonal matrix of its eigenvalues, whitening can be performed to transform the 
original vector to a whitened one as indicated in (32). 
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The whitening transform changes the original mixing matrix to an orthogonal mixing 
matrix. Instead of having to estimate n2 parameters of matrix A, only n(n-1)/2 parameters 
are needed for Ã, significantly reducing the calculation [20], [33]. Whitening is a step 
that significantly improves the performance of the ICA algorithm by reducing the 
complexity of estimating the mixing matrix. 
3.3.7.3 Principal Component Analysis 
Although PCA was found to be insufficient for separating source signals of a mixture, its 
use for preprocessing is applicable in certain situations. By performing PCA, the 
dimensionality of the problem can be reduced by selecting which components should not 
be used. The omitted components are usually chosen because they consist mainly of 
noise. The resulting reduction in dimension also prevents overlearning in the system. 
Overlearning occurs when the amount of data available is insufficient to calculate all of 
the needed independent components to correctly estimate the model. A general rule is 
that at a minimum, the number of samples needed must be 10 times greater than the 
number of parameters that are to be estimated [37]. Since the matrix to be estimated is 
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orthogonal, n2/2 parameters need to be found. Figure 3.8 shows the minimum number of 
samples, based upon the rule for estimating parameters in [37], that are required for 
accurate ICA estimation as a function of varying matrix. By reducing dimensionality, the 
number of samples necessary for ICA to extract the desired independent components 
correctly decreases. 
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Figure 3.8 – Samples Needed to Estimate the Mixing Matrix of different sizes 
 
3.3.8 Orthogonalization 
When performing ICA, the solutions need to be orthogonal to each other, but this does 
not always occur in an iterative algorithm. To alleviate this problem, orthogonalization is 
done after each iteration. Two methods, deflationary and symmetrical, exist to achieve 
the desired result. In deflation, a sequential process is performed using the Gram-Schmidt 
method to orthogonalize the independent components one-by-one. In symmetric 
orthogonalization, all of the components have the same privilege and are estimated in 
parallel. 
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A deciding factor for choosing between the two methods is whether an online or batch 
(off-line) implementation is desired. In an online algorithm, fast tracking of the mixing 
matrix is needed and large portions of data are unavailable. In an attempt to perform 
symmetric orthogonalization, overlearning could occur due to the limited available data, 
thus a deflationary approach is more practical. In batch algorithms either deflationary or 
symmetric orthogonalization can be used depending on how many components need to be 
estimated. If only a few are needed then the deflationary technique is sufficient. The 
disadvantage with deflation is that any errors which occur in the estimation of the first 
vector are carried through and accumulate throughout the entire process. The symmetric 
approach is effective in estimating all of the components simultaneously, while not 
compounding errors in batch algorithms. [20], [33] 
 
3.3.9 Other Methods 
In addition to maximizing the non-Gaussianity, two other methods, maximum likelihood 
and mutual information, are discussed for completeness. 
3.3.9.1 Maximum Likelihood 
Maximum likelihood is a popular approach in statistical estimation of independent 
components. Knowing the pdf of the independent components allows the use of a simple 
gradient algorithm, but rarely are the densities known a priori. It is closely related to the 
infomax principle introduced by Bell and Sejnowski [38] that was based on maximizing 
output entropy of a neural network using non-linear scaling functions [20]. Similar to 
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negentropy, if the scaling functions are well chosen it allows the application to ICA. The 
problem with maximum likelihood is that if the densities are not estimated properly, then 
the overall estimation will produce entirely incorrect results [33]. 
3.3.9.2 Mutual Information 
Another information-theoretic approach is the minimization of mutual information 
between random variables as expressed in (33). It is naturally a good candidate for 
finding non-Gaussian components in a manner similar to negentropy. It can also be 
approximated the same way as maximum likelihood. When comparing the results of 
negentropy to mutual information and maximum likelihood to mutual information, both 
differ by a sign and an additive constant [20]. 
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In implementation, mutual information is equivalent to maximum likelihood because the 
distributions of the independent components are not known. The algorithms used are 
fundamentally the same as the ones for maximizing non-Gaussianity or maximum 
likelihood estimation [20]. 
 
3.4 FastICA 
FastICA [39] was developed at the Helsinki University of Technology by Hugo Gävert, 
Jarmo Hurri, Jaakko Särelä, and Aapo Hyvärinen. It is a computationally highly efficient 
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method for performing the estimation of ICA using a fixed-point iteration scheme that 
has been determined to be 10-100 times faster than conventional gradient descent 
methods previously used for ICA.  
 
The original algorithm was proposed by Hyvärinen and Oja [40] to transform a neural 
network learning rule into a fixed-point iteration. The simplified approach converges very 
quickly to the most accurate solution without depending on user defined parameters. The 
algorithm [20] for estimating several independent components using both deflationary 
and symmetric orthogonalization are outlined and summarized in the following. 
 
Both algorithms begin by centering the data and then whitening it. The mixing vector or 
matrix is then randomly initialized and made unit norm. The vectors are then updated one 
by one using the update rule in the fifth step of both algorithms by using the contrast 
functions previously defined. In the deflationary orthogonalization, Figure 3.9, the update 
continues until all of the independent components are found. In the symmetric approach, 
Figure 3.10, the columns of the matrix are found one by one and then the whole matrix is 
orthogonalized. 
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Figure 3.9 – Deflationary Orthogonalization Approach Algorithm 
 
 
 
Figure 3.10 – Symmetric Orthogonalization Approach Algorithm 
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Chapter 4: Implementation 
 
The algorithm was implemented in the Matlab [34] programming language with the 
addition of a FastICA toolbox [39] provided by the Laboratory of Computer and 
Information Science at the Adaptive Informatics Research Centre in Finland. Some of the 
functions of the FastICA toolbox were removed or modified to decrease the computation 
time. In addition, default parameters for non-linearity, orthogonalization, and stopping 
criteria were changed to suit the application and improve the performance of the 
algorithm. The goal was to produce a fast algorithm by having a computation time shorter 
than the time length of the signal imported. A GUI was created to make a “user friendly” 
interface for more effective demonstration of the algorithm and results. 
 
4.1 The Complete Algorithm Structure 
The algorithm implemented consists of several stages that are integrated together. The 
complete process flow is shown in Figure 4.1. The raw EEG data from the Xltek long 
term EEG monitoring system is exported to a text file in 30 s epochs and is imported into 
Matlab [34]. The algorithm uses 10 seconds of data at a time, which is made zero mean. 
The reasons for using 10 second windows are to establish statistical stationarity and 
necessitate less computation. It has been found that EEG epochs shorter than twelve 
seconds may be considered stationary, which is important when performing ICA [15]. 
Krishnaveni et al. [15] experimentally found that a 2 second window was an ideal size. 
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However, a minimum number of sample points are needed to accurately estimate the 
mixing matrix and prevent overlearning. 
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Figure 4.1 – Flow Chart of the Complete Algorithm 
 
Based on Figure 3.8, a minimum of 3125 samples are needed which is 6.25 seconds of 
data at the 500 Hz sampling rate. To ensure better estimation, 5000 samples are taken 
which exceeds the minimum requirement and does not surpass the 12 second epoch 
ensuring stationarity. Once the blink has been removed from the detected location, the 
EEG is reconstructed using revised independent components. The process can be 
repeated with the next 10 seconds of data. 
 
The following two blocks are the core elements of the algorithm, blink detection and 
removal, which will be discussed in greater detail in following sections. The idea here is 
to perform “intelligent” eyeblink removal. The first stage of the detection algorithm is 
used to find the general location of the blink by using wavelet analysis to decompose the 
original signals. After performing ICA and the correct independent component is chosen, 
a more accurate location for the eyeblink artifact is found using a wavelet analysis 
 42 
technique similar to that carried out in the first step of the process. That location is then 
used to remove selected portions of the independent component associated with the 
eyeblink. All of the EEG channels are then reconstructed using the modified independent 
components. Because the source of eyeblink artifacts are of the same statistical nature 
compared to brain activity, the ideal result of ICA should generate one component with 
all eyeblinks and no brain contribution. Due to the large number of electrodes needed to 
estimate all of the components, this type of perfection cannot be achieved, therefore only 
400 ms portions of the selected independent component are removed so that only the 
eyeblink contribution is removed and any error in separation can be minimized. 
 
4.2 Eyeblink Detection Algorithm 
The eyeblink detection procedure is outline in Figure 4.2 and described in the following 
text. In the first stage of eyeblink detection, wavelet analysis is performed on a 10 s 
epoch that is taken from the raw data. The wavelet chosen should best approximate the 
artifact in a morphological sense [15], [28]. Krishnaveni et al. [15] used a 3rd order 
coiflet, as shown in Figure 4.3, because it closely resembles the shape of the eyeblink 
artifact. 
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Figure 4.2 – Flow Chart of the Eyeblink Detection Algorithm 
 
 
 
The first step that is implemented is meant to help distinguish between eye and brain 
activity by using the inherent placement of the EEG and EOG electrodes. When the EOG 
electrodes are placed on a patient for an EEG study, it is common that one EOG electrode 
is placed above the eye and the other is placed below the contralateral eye. If eye 
movement activity occurs, the two electrode recordings will be 180° out of phase, but 
will be in phase if brain activity is recorded. By taking the magnitude of the difference 
between them, brain activity is suppressed and ocular activity is enhanced. The purpose 
here is to prevent synchronous neuronal discharges with morphologies similar to ocular 
artifacts being detected as artifact and removed. 
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Figure 4.3 – Coiflet3 Wavelet [34] 
 
The magnitude of the difference between the left EOG and right EOG is decomposed six 
levels using a third order coiflet wavelet. The detail portion of the decomposed signal 
was reconstructed at the sixth level and its magnitude was compared to a manually set 
threshold. Through empirical testing with visual confirmation, a threshold was set to 
achieve maximum accurate detection. A binary array was created of the same length as 
the original signal of the locations where the threshold is met or exceeded. The indices of 
where that array was set to ‘1’ are now used to determine how far apart blinks are 
detected. If indices are less than 600 ms apart they indicate a single artifact and if they are 
greater than 600 ms apart, they indicate separate artifacts. Once the boundaries of the 
artifacts have been defined, the locations indices are averaged to find the center points of 
the artifacts and an array of center locations is generated. The flow chart representing the 
process is shown in Figure 4.2. The result provides locations of all eye activity with a 
small amount of error associated with this process due to the fact that the electrical 
signals recorded by the EOG electrodes also contains a small amount of EEG activity. 
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The purpose of including this process before ICA is to determine if any eyeblinks occur 
in the epoch at all. If no eyeblinks are detected in the epoch, no further processing of that 
data is necessary. 
 
4.3 Eyeblink Removal Algorithm 
The removal of the eyeblink artifact follows the preliminary detection process. The 
FastICA toolbox [39] was used to perform ICA on 10 second epochs of data. FastICA 
separates the independent sources, however the independent components associated with 
the eye blink artifact must still be identified. Because all eyeblinks occur from the same 
ocular generator, only one independent component will be responsible for eyeblink 
activity [19], [23]. To accomplish this, a combination of wavelet and cross correlation 
analysis is performed to characterize each independent component as shown in Figure 
4.4. Ideally, this would automate the selection process of the appropriate independent 
components, allowing their contribution to be eliminated from the reconstruction of the 
EEG signals. 
 
 
Figure 4.4 – Process for characterizing and selecting the Independent Component associated with the 
eyeblink artifact 
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All of the independent components are normalized and made zero mean. A seven level 
wavelet decomposition is performed on each normalized independent component and the 
detail content is reconstructed. The same process is also performed on for the FP1 EEG 
channel. The cross correlation of each IC reconstruction and the FP1 channel is computed 
with no time shift. Because the temporal location of the blink is the same at each channel 
[18] [20] [23], the maximum correlation occurs when the eyeblink IC completely 
overlaps the signal at FP1. Either frontal polar channels, FP1 or FP2, could have been 
used because they are both located on the forehead, each directly above one eye resulting 
in extremely prominent eyeblink activity recordings. The FP1 channel was arbitrarily 
chosen over FP2.  
 
Figure 4.5 shows the eyeblink removal algorithm with a second stage of the detection 
process. After the correct IC is selected, the location of the eyeblink in time is detected in 
a similar scheme as previously described in Figure 4.2. The difference here is only one 
level of decomposition and the approximation content is reconstructed instead of the 
detail. The detected locations found in the IC are then compared to those determined 
prior to the independent component analysis. If they are within 1 second of the locations 
that were initially identified then they are considered to be accurate detections. This two 
stage identification process serves to reduce the number of false positives and ensure that 
detected locations are aligned with the occurrence of the source eyeblink event. 
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By identifying which component appears to represent a source responsible for the 
observed eyeblink artifact and its temporal location, it is possible to set 400 ms of that 
particular independent component to zero as a means of selectively isolating and 
removing the contribution presumed to arise from the original eyeblink activity. For the 
situations where the eyeblink contribution is found to occur less than 200 ms after the 
beginning or prior to the end of the 10 s sample, the first or last 400 ms of the identified 
independent component is set to zero. The EEG signals are reconstructed with the 
modified component resulting in the EEG activity that ideally is uncontaminated by 
eyeblink artifact. 
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Figure 4.5 – Flow Chart of the Eyeblink Removal Algorithm 
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4.3.1 Specifications Chosen for FastICA 
The specifications for ICA were chosen carefully because of the importance of the 
application to enhance to the robustness, improve performance, and minimize error. A 
summary of parameters utilized in implementing ICA in this study is presented in Table 
4.1. As mentioned previously, centering and whitening is performed to improve the 
ability for ICA to separate the components more efficiently. There was always a need to 
estimate all of the independent components simultaneously and the data is used offline, 
therefore symmetric orthogonalization is performed to process all of the independent 
components in parallel. Although the deflation approach could be used in batch 
algorithms, the high probability of error accumulation is unacceptable for use in medical 
applications. [20], [33] 
 
Table 4.1 – Summary of FastICA Specifications 
Preprocessing Centering and Whitening 
Number of ICs 25 
Samples Used 5000 
Orthogonalization Symmetric 
Cost Function Negentropy 
Contrast Function ⎟⎠
⎞⎜⎝
⎛−−= 2exp)(
2
2
yyg  
Stopping Criteria 1E-8 
 
To approximate negentropy, the exponential contrast function (29) is used because of its 
robustness with real data applications [20]. The hyperbolic tangent function could be 
used, but this application demands a more reliable ability to handle variations in data. 
Kurtosis is never considered because it is incapable of handling outliers, which is 
important in real applications with a high demand for accuracy. The original algorithm 
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was set to stop when the output would change by less than 1E-4 from the previous 
iteration. This value was modified to 1E-8 creating a more stringent convergence 
criterion. 
 
4.4 Graphical User Interface (GUI) 
To facilitate easy use of the algorithm a GUI was developed. A screen capture of the GUI 
is shown in Figure 4.6. It allows the user to enter the file name containing the data 
exported from Xltek [41]. After the file is loaded, a plot of the left EOG channel and the 
detected eyeblink locations are displayed. 
 
 
Figure 4.6 – Screenshot of GUI used for developed algorithm 
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At the detected locations, plots of 400 ms epochs can be generated for the original EEG 
signals, the independent components, and the corrected EEG. Plots of the whole 10 s 
epoch can be generated for the original and corrected EEG signals as well as the 
independent components. 
 
4.5 Data Set 
The data that was used in this research was obtained from the Epilepsy Center of Strong 
Memorial Hospital in Rochester, NY. After initial testing on the developed algorithm, 
minor modifications were made to use on clinical data acquired from patients who had 
been diagnosed with epilepsy and were in the hospital for further evaluation. Patient 
identity, information, and confidentiality were carefully guarded as per established 
hospital standards. Patient information was not revealed in the course of the data analysis. 
The data was accessed from Xltek Exchange [41]; a program that allows review of long 
term EEG monitoring data. The original implementation operated on control data that 
was obtained from a technician who volunteered to have an EEG recorded under 
controlled conditions including arbitrarily chosen eye movement and eyeblink sequences. 
The control data provided EEG signals that contained prominent eyeblinks and saccades. 
Data was exported into a text file with twenty three EEG channels and two EOG 
channels. The remaining reference, ECG, and auxiliary channels were omitted to reduce 
computation time. 
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Chapter 5: Experimentation and Results 
 
Before measuring successful eyeblink detection and removal, a characteristic for an 
eyeblink occurrence must be defined. The state of the eye must follow the sequence of 
open, briefly closed, and open again. To be classified as a blink, the state in which the 
eye is closed must not last more than 500 ms which was visually ascertained. Using this 
definition of an eyeblink, 72 data sets with equal duration of four epileptic patients were 
investigated. The significance of choosing EEG data of epileptic patients for 
experimentation, demonstrates the robustness of the algorithm to chaotic processes such 
as seizure events within the data. There were no criteria for the inclusion of data 
containing seizure activity. The data sets were chosen to represent variability in EEG 
recordings by Dr. Michel Berg, M.D., a physician who is a neurologist, epileptologist and 
medical director of the comprehensive epilepsy program of Strong Memorial Hospital in 
Rochester, NY.  
 
Table 5.1 – Statistics for Eyeblink Data Sets 
Total Number of Eyeblinks 110 
Duration of Set (s) 10 
Average Eyeblinks/set 1.53 
Minimum Number of Eyeblinks 0 
Maximum Number of Eyeblinks 7 
Standard Deviation 1.55 
 
The data was selected to represent the variability of neuronal activity demonstrated in 
recorded EEG. The data sets were grouped into three categories: minimal movement, 
excessive movement, and sets with large neuronal discharges resembling eyeblinks. 
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Movement was determined based on video appearance, but the category with large 
neuronal discharged was based on the combination of EEG and video appearance. 
Statistics for data sets containing eyeblinks are seen in Table 5.1. The categories with 
minimal movement and excessive movement contain 36 data sets each and the group of 
large neuronal discharges consists of 27 data sets. 
 
5.1 Data Acquisition 
The patient data was acquired from selected long term EEG studies containing 23 EEG 
and 2 EOG channels. After testing a particular data set, visual confirmation using Xltek 
Exchange [41] software was used to verify whether or not an eyeblink had occurred. The 
Xltek software provided a video record of the patient’s face which was utilized along 
with the EEG data to assist the author in validating eyeblink occurrences.  
 
Throughout the data sets analyzed, patients were undergoing tests administered by the 
technician by using a photic flash to induce seizures. The flashes changed in duration and 
frequency throughout the tests. During these flashes it is impossible to have any visual 
confirmation of eyeblinks occurring. An increased video sample rate could have 
improved the ability to distinguish when eyeblinks had occurred. With EOG information 
that appeared atypical to normal eyeblink activity the author made no assumption that an 
eyeblink had occurred without visual validation. If eyeblinks were detected during these 
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instances, it was impossible to confirm their existence and therefore was noted as 
incorrect detections suggesting that higher detection rates could have been achieved. 
 
When eyeblinks were correctly detected, the EEG data was then checked by the author to 
confirm if they were effectively removed. An eyeblink was considered removed based on 
the criteria of Dr. Berg. When eyeblink removal appeared to be attenuated, the eyeblink 
was considered a partial removal. Dr. Berg demonstrated what was considered a full and 
partial removal based upon the first 12 data sets for patients with minimal movement. 
The same criteria were used on the remaining data sets with minimal movement and 
excessive movement. Dr. Berg also chose the data sets that contained large neuronal 
discharges with no eyeblink activity and focused on data locations that could be mistaken 
as eyeblink activity under a typical threshold test. 
 
5.2 Eyeblink Detection 
The electrode placement shown in Figure 5.1 was utilized to optimize the detection of 
eyeblink occurrence. The result of performing the eyeblink detection using wavelet 
analysis on a 10 second epoch can be seen in Figure 5.2. The top plot shows the 
magnitude of the difference in EOG channels for the control data. The first red plot 
shows the absolute value of the wavelet reconstruction at the sixth level of 
decomposition. 
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Figure 5.1 – Frontal Electrode Placement [8] 
 
 
Figure 5.2 – Stage 1 of Eyeblink Detection Algorithm from control subject; a) magnitude of 
difference of EOG channels LEOG and REOG, b) absolute value of wavelet reconstruction at sixth 
level of decomposition, c) locations where plot b exceeds threshold, d) average location of exceeded 
threshold 
 
(a) 
(b) 
(c) 
(d) 
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A manual threshold is set and the points that exceed this threshold are shown in the third 
plot. A center location is found for points within a 600 ms window, which are seen in the 
bottom plot. It is important to notice that there are several data points that exceed 
threshold within that 600 ms window throughout the 10 second epoch. After finding the 
center, the preliminary eyeblink locations were found. 
 
 
Figure 5.3 – Stage 2 of Eyeblink Detection Algorithm from control subject: a) LEOG channel of 
EOG; arrows indicate saccade locations, b) finalized eyeblink locations 
 
In Figure 5.3 the result for the second stage in eyeblink detection is shown based on the 
results of ICA. It is evident there are clearly not as many locations that have been 
detected in the first stage, however this result is 100% correct as confirmed visually by 
the author. The first stage detects saccades as well as eyeblinks explaining the larger 
(a) 
(b) 
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quantity of detections found in Figure 5.2. The two stages together improve overall 
accuracy. Although, the detection at about the 750 sample mark appears to be a saccade, 
the independent component analysis indicates it contains an obscured eyeblink at that 
location. The other saccade does not contain any blinks and therefore does not have any 
detected locations associated with it. 
 
The output of the detection algorithm was recorded and the result was either confirmed or 
refuted by the video monitoring of the patient’s eyes by the author. Results demonstrate 
the number of detections, true number of eyeblinks, and how many blinks were correctly 
detected, incorrectly detected, and undetected. Table 5.2 provides the results for detection 
of eyeblinks for patients that had little or no movement. An 88.68% successful detection 
rate was achieved for the 36 data sets in this category. However, an incorrect detection 
rate of 12.96% is indicative of an algorithm that suffers from oversensitivity. 
 
Table 5.3 shows the results for patient data that contained significant movement artifact. 
The detection rate for these patients was significantly decreased and incorrect detection 
increased compared to that of Table 5.2. The data has significant degradation in 
performance due to sets 4, 8, 20, 23 and 26. When excluding these outliers the correct 
detection rate increases to over 83%.  
 
 58 
Table 5.2 – Eyeblink Detection Results for 2 Patients with Minimal Movement 
Data 
Set 
Number of 
Detections 
True Number 
of Eyeblinks 
Correctly 
Detected 
Incorrectly 
Detected Undetected 
1 0 0 0 0 0 
2 0 0 0 0 0 
3 3 3 3 0 0 
4 1 1 1 0 0 
5 2 2 2 0 0 
6 0 0 0 0 0 
7 1 2 1 0 1 
8 0 0 0 0 0 
9 2 2 2 0 0 
10 3 3 3 0 0 
11 0 0 0 0 0 
12 2 1 1 1 0 
13 1 1 1 0 0 
14 0 0 0 0 0 
15 1 1 1 0 0 
16 1 1 0 1 1 
17 1 0 0 1 0 
18 1 1 1 0 0 
19 0 2 0 0 2 
20 2 1 1 1 0 
21 2 2 1 1 1 
22 1 1 1 0 0 
23 2 2 2 0 0 
24 3 3 3 0 0 
25 3 3 3 0 0 
26 1 1 1 0 0 
27 2 2 2 0 0 
28 3 3 3 0 0 
29 2 2 1 1 1 
30 2 2 2 0 0 
31 1 1 1 0 0 
32 2 2 2 0 0 
33 4 4 4 0 0 
34 0 0 0 0 0 
35 5 4 4 1 0 
36 0 0 0 0 0 
            
Total 54 53 47 7 6 
Detection Rates 88.68% 12.96% 11.32% 
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Table 5.3 – Eyeblink Detection Results for 3 Patients with Movement 
Data 
Set 
Number of 
Detections 
True Number 
of Eyeblinks 
Correctly 
Detected 
Incorrectly 
Detected Undetected 
1 0 0 0 0 0 
2 3 2 2 1 0 
3 1 0 0 1 0 
4 4 7 4 0 3 
5 2 1 1 1 0 
6 3 3 3 0 0 
7 0 0 0 0 0 
8 1 2 0 1 2 
9 3 4 3 0 1 
10 0 0 0 0 0 
11 1 1 1 0 0 
12 1 1 1 0 0 
13 2 1 1 1 0 
14 1 1 1 0 0 
15 0 0 0 0 0 
16 1 0 0 1 0 
17 2 1 1 1 0 
18 1 1 1 0 0 
19 1 0 0 1 0 
20 4 1 1 3 0 
21 1 1 0 1 1 
22 4 5 3 1 2 
23 1 5 1 0 4 
24 1 1 1 0 0 
25 4 4 4 0 0 
26 6 6 4 2 2 
27 4 3 3 1 0 
28 2 1 1 1 0 
29 1 1 1 0 0 
30 1 1 0 1 1 
31 0 0 0 0 0 
32 2 1 1 1 0 
33 0 0 0 0 0 
34 0 0 0 0 0 
35 0 0 0 0 0 
36 1 2 1 0 1 
            
Total 59 57 40 19 17 
Detection Rates 70.18% 32.20% 29.82% 
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Figure 5.4 and Figure 5.5 demonstrate how movement can negatively affect the 
performance of the detection algorithm. In Figure 5.4, from a patient who exhibited little 
or no movement, two eyeblinks are clearly visible in the sample. Each eyeblink is 
accurately detected and the location is well centered at its occurrence. In Figure 5.5 poor 
detection is demonstrated from a patient that exhibited movement and fidgeting in the 
recorded video. This sample corresponds to data set 23 from Table 5.3. Although the 
detected eyeblink is correct, 4 eyeblinks were not detected. In the first 2000 samples 
points, three eyeblinks occur. After the EEG discharge pattern seen in the center, between 
the 2500 and 3000 sample points, the patients begins to move and two eyeblinks occur, 
one of which is detected. This patient would repeatedly move throughout the study 
resulting in a large degree of inaccuracy in the results. All of the eyeblinks were 
determined by video confirmation and an item to note about Figure 5.5 is that auto 
scaling of the ordinate could have diminished the identifiable characteristics of a typical 
eyeblink waveform. 
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Figure 5.4 – Accurate Detection for a Patient with No Movement 
 
 
Figure 5.5 – Poor Detection for a Patient with Movement; arrows indicate eyeblink artifacts that 
were not detected 
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In addition to the data presented, 27 data sets were intentionally chosen by Dr. Berg, 
which contain large neuronal discharges in an attempt to cause the algorithm to 
incorrectly classify them as blinks. An example of this behavior is shown in Figure 5.6.  
 
 
Figure 5.6 – Neuronal Discharges Resembling Eyeblinks with no Detections; arrows indicate 
potential false positive detection with a typical threshold algorithm 
 
Had the algorithm not been robust enough to cope with these types of discharges, a 
simple threshold algorithm would have classified the locations indicated by the arrows, as 
eyeblinks because of amplitudes in excess of 50 µV. In Table 5.4 the results of this 
experiment are demonstrated. These waveforms could have easily been classified as 
eyeblinks as the result of using a simple threshold algorithm. The combination of using 
EOG leads and post ICA detection led to a false positive rate of 4.03% based on analysis 
of the corresponding video data. 
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Table 5.4 – Detection Results of Data Demonstrating False Positives 
Data Set Pseudo-blink Waveforms False Positives 
1 2 0 
2 2 1 
3 2 0 
4 2 0 
5 5 0 
6 6 0 
7 5 1 
8 8 0 
9 6 0 
10 5 0 
11 7 0 
12 5 2 
13 7 0 
14 9 0 
15 3 0 
16 6 0 
17 6 0 
18 3 0 
19 4 0 
20 4 0 
21 6 0 
22 1 0 
23 2 0 
24 1 0 
25 3 1 
26 9 0 
27 5 0 
      
Total 124 5 
False Positive Rate 4.03% 
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5.3 Eyeblink Removal 
The following figures demonstrate the efficacy of the FastICA algorithm in removing the 
eyeblink. Figure 5.7 and Figure 5.8 display eyeblink removal for the control data that the 
algorithm was originally tested on. The segments shown here are a follow up to the 
detection found in Figure 5.3. The arrows in Figure 5.7 indicate the locations of the 
eyeblinks on the FP1 and FP2 channels. These EEG channels show the largest amount of 
eye activity because of their placement as shown in Figure 5.1. Channels F7, FZ, and F8 
show smaller deflections because they are placed further away from the eyes and the 
electric field has been attenuated. There is also a noticeable amount of noise on the FP 
channels, possibly due to poor electrode adhesion to the skin. 
 
The three detected locations eyeblink artifacts indicated by the arrows are prominent in 
the lower two channels and can even be detected in the FZ channel data. After the 
independent components are separated and the eyeblinks are removed, the signals are 
reconstructed with the result seen in Figure 5.8. The EEG at all three locations appears to 
have never been contaminated by eyeblink artifact. While testing the control data it 
appears as though the artifact had become slightly more prominent on channels F7 and F8 
after removal. This could have been caused by eyeblinks of different statistical nature 
then what was expected. Because these eyeblinks were under voluntary control, there 
may have been more statistical dependence between eye and brain activity causing the 
independent components to not be perfect separations. This anomaly was not observed on 
any of the patient data sets. 
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Figure 5.7 – Control Data Amplitude (mV) vs. Sample Time (500 Hz sample rate) before Removal; 
arrows indicate eyeblink artifact locations 
 
Figure 5.8 – Control Data Amplitude (mV) vs. Sample Time (500 Hz sample rate) after Removal; 
arrows indicate eyeblink artifact locations prior to removal 
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Figure 5.9 and Figure 5.10 both show recordings from five frontal electrodes before and 
after removal of eyeblink artifact from patient data. In Figure 5.9, the arrows indicate two 
eyeblink artifacts. When inspecting the channels in Figure 5.10 at the same locations, the 
eyeblinks have been successfully removed without affecting any of the data outside the 
location of the identified eyeblink artifacts. Successful removal of this type involving 
accurate source separation, were found to require minimal patient movement. Figure 5.11 
shows the first eight independent components that were determined for this data set. The 
third component apparently contains all of the eyeblink activity with minimal activity 
outside of the time interval identified with the eyeblink occurrence.  
 
In an ideal separation of components the eyeblink artifact component would be 
completely separate from brain activity with a waveform that consisted of the artifacts 
and zero everywhere else. To achieve this level of perfection an immense number of data 
points and recorded channels would be necessary. Because this is not achievable, the data 
outside of the artifact can contain minimal yet relevant brain activity. By removing only 
the activity in the interval identified with the eyeblink occurrence in the third independent 
component and not the whole component, any error that could potentially be introduced 
by removing non-eye activity is minimized when reconstructing the signals. 
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Figure 5.9 – Patient Data Set 23 Amplitude (mV) with No Movement vs. Sample Time (500 Hz 
sample rate) before Removal; arrows indicate eyeblink artifact locations 
 
Figure 5.10 – Patient Data Set 23 Amplitude (mV) with No Movement vs. Sample Time (500 Hz 
sample rate) after Successful Removal; arrows indicate eyeblink artifact locations prior to removal 
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Figure 5.11 – Independents Components Successfully Separated, as indicated by the two arrows, 
from Patient Data Set 23 with No Movement 
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Poor removal results occurred with patients that were moving or talking while data was 
being acquired. The removal results suffered because the FastICA algorithm had 
difficulties separating out independent sources associated exclusively with eyeblink 
activity. When sources were not separated in a fashion that resulted in one component 
associated with eyeblink activity and the removal process was performed, eyeblink 
artifacts were attenuated instead of being removed. The results in Table 5.5 and Table 5.6 
demonstrate removal success for patients with no movement and with movement, 
respectively. When quantifying the success of removal, a value of zero was given for no 
removal and a value of 1 for full removal. In the situations where poor separation 
occurred and the eyeblink was only attenuated, a value of 0.5 was given. When minimal 
movement was exhibited an 87.23% success rate was achieved. Patients with movement 
resulted in an accurate removal rate of 67.50%. 
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Table 5.5 – Eyeblink Removal Results with Minimal Movement 
Data Set Correct Detections Number of Correct Detections Removed 
 1 0 0 
2 0 0 
3 3 3 
4 1 1 
5 2 2 
6 0 0 
7 1 1 
8 0 0 
9 2 1.5 
10 3 2 
11 0 0 
12 1 0.5 
13 1 1 
14 0 0 
15 1 0.5 
16 0 0 
17 0 0 
18 1 1 
19 0 0 
20 1 1 
21 1 0.5 
22 1 1 
23 2 2 
24 3 3 
25 3 3 
26 1 1 
27 2 2 
28 3 3 
29 1 0.5 
30 2 0.5 
31 1 1 
32 2 2 
33 4 4 
34 0 0 
35 4 3 
36 0 0 
      
Total 47 41 
Removal Rate 87.23% 
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Table 5.6 – Eyeblink Removal Results with Movement 
Data Set Correct Detections Number of Correct Detections Removed 
 1 0 0 
2 2 2 
3 0 0 
4 4 3 
5 1 1 
6 3 1.5 
7 0 0 
8 0 0 
9 3 3 
10 0 0 
11 1 1 
12 1 1 
13 1 1 
14 1 0.5 
15 0 0 
16 0 0 
17 1 0.5 
18 1 0 
19 0 0 
20 1 0 
21 0 0 
22 3 2 
23 1 1 
24 1 0.5 
25 4 3.5 
26 4 2 
27 3 2 
28 1 0.5 
29 1 0.5 
30 0 0 
31 0 0 
32 1 0.5 
33 0 0 
34 0 0 
35 0 0 
36 1 0 
      
Total 40 27 
Removal Rate 67.50% 
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An example of how poor separation affected removal is seen in the following figures. In 
Figure 5.12 three eyeblinks occur at sample points 1250, 3000, and 4000. All of the 
eyeblinks were successfully detected but removal was poor due to inaccurate separation 
of independent components. Although the frontal polar channels show activity that is 
similar to that of Figure 5.9, channels F7, F8, and FZ do not exhibit eye activity as the 
patient was moving around and laying back. Channels F7, F8, and FZ normally show 
eyeblink artifact that is lower in amplitude than the FP channels, but should not be 
nonexistent. These channels are shown because they exhibit the largest visible recording 
of eye activity on EEG data. 
 
After ICA and removal is performed the result is seen in Figure 5.13. This results looks 
as if it has not been changed at all by the procedure. When examining the same locations 
in greater detail, some attenuation has occurred revealing some of the underlying EEG 
data but simultaneously introduced error into the reconstructed signal. The reason for this 
poor result can be seen in the first eight independent components separated shown in 
Figure 5.14. Quickly glancing at the figure it is not evident which one corresponds to the 
eyeblink component. Component number six was selected to be the eyeblink component 
although it contains a large amount of brain activity. The eyeblink waveforms correspond 
to the ones seen in Figure 5.12 but have not been separated out of the mixture well. The 
fourth component even shows a majority of the third eyeblink causing the removal to be 
inadequate. As the patient moved and talked, the electrodes rub on moving skin and hair 
introducing an assortment of artifact into the EEG recording causing these issues. 
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Figure 5.12 – Patient Data Set 6 Amplitude (mV) with Movement vs. Sample Time (500 Hz sample 
rate) before Removal; arrows indicate eyeblink artifact locations 
 
Figure 5.13 – Patient Data Set 6 Amplitude (mV) with Movement vs. Sample Time (500 Hz sample 
rate) after Poor Removal; arrows indicate eyeblink artifact locations 
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Figure 5.14 – Independent Components Poorly Separated, as indicated by the three arrows, from 
Patient Data Set 6 with Movement 
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5.4 Summary of Results 
In addition to measuring the effectiveness of the eyeblink detection and removal an 
assessment was done of how quickly the algorithm converged. The algorithm was tested 
on a 3.2 GHz Pentium 4 PC, with 1 GB of RAM, running Windows XP. To process all of 
the data, Matlab version R2007a [34] was used with signal processing toolbox, wavelet 
toolbox, and FastICA toolbox [39]. It was timed from the instant the analyze button is 
pressed resulting in an average run time of 12.48 seconds and 13.933 seconds for people 
without and with movement, respectively. The increased processing time and standard 
deviation for patients with movement could indicate that movement may perhaps alter the 
statistical properties of the signal being analyzed resulting in a longer time for the 
algorithm to converge. However, the data in Table 5.7 does not indicate that the number 
of eyeblinks has any effect on processing time for the algorithm. 
 
The run time consists of importing the data file, first stage of detection, independent 
component separation, second stage of detection, a plot of the left EOG channel, and plot 
of the finalized detected locations. Of these activities, independent component separation 
was what consumed the most amount of calculation time. The objective of this algorithm 
was to perform faster than the extent in time of the data that it was analyzing. Table 5.7 
shows that the average run time exceeds the 10 seconds of data that were being used. 
Within this result, three data sets had abnormally long run times and when they are 
excluded, the average for both patients with and without movement falls below 10 
seconds.  
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Table 5.7 – Run Time for Data Sets with and without Movement; dashes indicate a run time not 
recorded due to an eyeblink detection count of zero 
Data 
Set 
Patients with minimal Movement Patients with Movement 
Number of 
Detections Run Time (s) 
Number of 
Detections Run Time (s) 
1 0 - 0 - 
2 0 - 3 7.241 
3 3 6.620 1 4.000 
4 1 7.697 4 3.992 
5 2 5.818 2 6.123 
6 0 - 3 103.048 
7 1 7.255 0 - 
8 0 - 1 3.933 
9 2 4.068 3 5.934 
10 3 8.301 0 - 
11 0 - 1 8.830 
12 2 4.117 1 7.728 
13 1 9.583 2 5.306 
14 0 - 1 8.491 
15 1 4.252 0 - 
16 1 7.183 1 9.396 
17 1 7.078 2 5.079 
18 1 16.163 1 2.606 
19 0 - 1 3.410 
20 2 8.476 4 8.696 
21 2 7.285 1 7.347 
22 1 8.044 4 13.903 
23 2 16.679 1 6.934 
24 3 7.624 1 4.659 
25 3 17.849 4 11.055 
26 1 30.079 6 15.017 
27 2 4.874 4 7.659 
28 3 9.763 2 5.368 
29 2 4.976 1 5.793 
30 2 5.683 1 7.055 
31 1 10.659 0 - 
32 2 106.874 2 106.233 
33 4 6.086 0 - 
34 0 - 0 - 
35 5 3.863 0 - 
36 0 - 1 5.275 
Mean 1.5 12.480 1.6 13.933 
ST Dev 1.25 19.683 1.51 25.785 
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Even with the long duration run times that were found, the average run time across all the 
data was still within a few seconds of what the desired maximum value is. After 
evaluating the algorithms ability to detect and remove eyeblinks a performance summary 
of the algorithm developed and implemented is shown in Table 5.8. 
 
Table 5.8 – Summary of Results Obtained 
Correct Detection without movement 88.68% 
Removal Rate without movement 87.23% 
Correct Detection with movement 70.18% 
Removal Rate with movement 67.50% 
False Positive Rate 4.03% 
Average Run Time (s) without movement 12.480 
Average Run Time (s) with movement 13.933 
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Chapter 6: Discussion 
 
6.1 Successful Results 
The detection and removal results indicate that the application of wavelet analysis and 
ICA is useful in accomplishing the tasks of identifying eyeblink artifacts and removing 
them. Results found in previous works [5], [10], [15], [18], [23], [25], [28] show the 
efficacy of these techniques in this type of application. The outcomes for patients that had 
minimal movement and did not talk during data acquisition achieved much better results 
than those from individuals that would move around, speak, or touch their face during 
data acquisition. The thresholds used in both stages of detections were manually changed 
for each data set. The threshold mean and variance was 0.03 and 0.0001 for the first stage 
of detection and 2.93 and 0.1342 for the second stage of detection. The small variation in 
thresholds used indicates that wavelet decomposition for detection can produce consistent 
results regardless of data variation. Upon completion, the obtained results for patients 
with minimal movement, Table 5.2 and Table 5.5, were better or comparable to previous 
work [6], [7], [8], [18], [19], [23], [25]. The less successful outcomes for patients with 
movement will be discussed in the following section. The convergence time for the 
algorithm was also investigated and with the exception of three data sets having long run 
times, the average was less than 10 seconds. Without the exclusion of those three outliers, 
the average run time was still slightly greater than 10 seconds. 
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Delsanto et al. [7] had accomplished a successful detection rate of 82.6% with a false 
positive rate of 5.9%. Their results were achieved using 12 sample sets of presumed to be 
normal male and female patients. A rate for detection of patients in this study using the 
method described here obtained 88.68% accuracy and a false positive rate of 4.03%. Both 
measures surpassed their results for the patient population used in this study than 
Delsanto et al. [7] did with their patient population. 
 
When evaluating the removal of eyeblinks, Jung et al. [25] were able to demonstrate 
improved artifact rejection after performing ICA, but did not specify their rate of success. 
Many authors [6], [8], [18], [19], [23], and [25] have obtained results with claims of 
success in artifact detection, separation, and removal but did not quantify their findings. 
This makes it difficult to benchmark how well this algorithm compares to previous BSS 
techniques including ones that implement different variations of ICA.  
 
An 87.23% rate of successful removal was achieved on the patient data selected for this 
study. Authors that did specify their findings had patients that were either normal, higher 
capability autistics, or suffered from brain lesions. What is notable is that much of the 
previous work done did not focus on detection and removal of eyeblink artifacts, with 
one exception, and here that issue was addressed. James and Gibson [8] used constrained 
ICA in separation of sources within seizure activity by using a priori knowledge of the 
eyeblink component, which was not available in this study. 
 
 80 
6.2 Problems Encountered 
The first problem that exists is inaccurate detection or no detection at all of some 
eyeblinks. Inaccurate detection usually occurred when eye closures occurred instead of 
eyeblinks. The eyeblink was defined as an eye closure for less than 500 ms, but there 
were several occasions when the patient would go from a state when their eyes were open 
and then closed for an extended period of time and the algorithm would detected it as a 
blink. Similarly, when a person’s eyes are initially closed, opened briefly, and closed 
again, blink detection would occur. Redefining what an eyeblink is, can help in handling 
these types of situations. Any type of eye closure or opening would also be considered an 
eyeblink because they are very similar type of ocular generators. Eye movement could 
also be excluded with the combination of EOG and frontal EOG monitoring to determine 
if an eye closure or opening had occurred and if they eyes are moving in unison. The 
method proposed here only monitors the difference between the LEOG and REOG to 
make the initial artifact detection resulting in eye movement to be detected as an 
eyeblink.  
 
If the patient had excessive movement the amount of incorrect detections would increase 
as well. One patient in particular, data sets 1 through 30 in Table 5.3, would move in their 
bed constantly, fidgeting, rubbing their eyes, and scratching their face. For the same 
patient many of the eyeblinks were undetected because they occurred in rapid succession 
and were heavily masked by large movement artifacts. As previously mentioned, because 
this patient was lying down and the technician was at the patient’s feet, the patient would 
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face the technician and their eyes were already partially closed creating EOG recordings 
with much lower amplitude when they had blinked. Upon further investigation, it was 
also found that the eye electrode placement was poor. The integrity of the initial stage of 
detection was compromised because the right eye electrode would not record eyeblink 
180° out of phase from the left eye electrode. It is hypothesized that better electrode 
placement would have improved the detection of the missed eyeblinks. The results in 
Table 5.2 indicate over an 18% larger accurate detection rate for patients that had none of 
these difficulties demonstrating that a controlled recording method is necessary. 
 
The second obstacle encountered was in the separation of independent components when 
movements were much greater than the recorded eyeblinks. Movement resulted in global 
changes on the recordings which affected the stationarity of the data being analyzed. 
When the patient moved or touched their face the recordings would be affected 
differently from one occurrence to another, because of variations in movement. Low 
amplitude eyeblinks and excessive movement resulted in a poor separation of 
components. The statistical properties of movement artifact vary from one occurrence to 
another causing a statistical analysis technique such as ICA to perform an inadequate 
separation of independent components as seen in Figure 5.14. If the components are 
poorly separated, an eyeblink’s contribution could be spread over more than one 
component leading to an incomplete removal when reconstructing the EEG channels. The 
reconstructed signals would either have an attenuated eyeblink or possibly no removal at 
all. This problem could be improved by implementing a different type of ICA algorithm. 
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Using constrained ICA could take longer to converge, but the use of a priori knowledge 
of eyeblink characteristics could be beneficial. It would force a separation of ocular 
components without having the problem of the independent components falling out in 
random order. Having some prior knowledge of the eyeblink independent component 
would allow the mixing matrix to be initialized to a set of values that would improve the 
separation.  
 
In EEG, the number of sources is much greater than the number of observations 
available, so presumable a greater number of electrode sites used for data acquisition 
would result in a better set of independent components and possible a better 
correspondence of source(s) of EEG artifacts. However, at a fundamental level, a 
drawback to using more electrodes is that it would require a larger number of samples to 
estimate the mixing matrix accurately. As indicated by Figure 3.8, as the number of 
parameters or sources increases, the number of samples needed increases exponentially. 
Originally, the data was analyzed in 30 second epochs to ensure that the number of 
sample points would be enough to prevent overlearning. A significant issue of this 
approach is that 30 seconds of EEG data will not be stationary resulting in poor 
performance in terms of ICA. The detection results achieved using 30 second epochs 
were comparable to the ones presented with slightly worse performance. Mean accurate 
detection for patients with no movement in 30 second epochs was 88.46% compared to 
88.68% in 10 second epochs. Patients that exhibited movement had a 63.79% accurate 
detection in 30 second epochs and 70.18% in 10 second epochs. The removal results 
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however were drastically inferior to the ones achieved for 10 second epochs. The removal 
rates for patients without and with movement were 56.52% and 41.03%, respectively, 
when 30 second epochs were analyzed. The only reason 30 second epochs were 
considered was the ability to analyze larger portions of data at one time. The 
disadvantages however were non-stationarity, long processing time, and poor separation 
of independent components. Based on the results found in [15] the epochs were shortened 
to 10 seconds to ensure stationarity and still have more than the minimum number of 
sample points needed to estimate the mixing matrix. 
 
6.3 Experiment Design 
To further assess the designed algorithm, several controlled experiments would need to 
be set up to analyze performance and shortcomings that were observed. All four 
experiments would be tested on a subject with no neurological ailments, capable of 
complying with a technician’s request. 
 
The first experiment would entail test the issue of electrode placement. Recordings are 
taken while a patient would be sitting and instructed to blink at certain intervals. A 
comparison could be done between electrode placement locations, specifically EOG 
electrodes that would achieve the best detection result. Similarly, a second experiment is 
performed with the electrodes placed at an ideal location and the only the eyeblink 
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frequency would change. The obtained results demonstrated that eyeblinks were 
undetected when several of them would occur in rapid succession. 
 
Movement was a large problem in the data sets analyzed here. A third experiment that 
would have ideal electrode placement and constant eyeblink frequency can test how 
movement affects the performance of both detection and ICA. A final experiment would 
examine if the patients position influences how well detection and ICA separation. It was 
previously mentioned that patients that were lying down had a tendency to look down 
while the technician was speaking to them at the foot of the bed. Since the eyes were 
partially closed eyeblink recordings were much lower in amplitude. Having the patient 
perform controlled blinking while looking straight ahead compared to having their eyes 
partially closed can determine if low amplitude blinks are a problem in this technique. 
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Chapter 7: Conclusions and Future Work 
 
7.1 Concluding Remarks 
The use of wavelets and FastICA was successfully used in the detection and removal of 
eyeblink artifacts, in EEG. The promising results achieved demonstrate that techniques 
used here are applicable to the desired task. Although patients that had significant 
amounts of movement or would talk did not achieve excellent results, several factors that 
contributed to the lack of success are easily correctable such as better electrode 
placement and having the patient sit upright. For the patients that did not move much and 
had decent electrode placement, a rate of accurate detection and false positive obtained 
was better than the previous results in [7] that were for normal patients. Although the 
removal rate was less than 90%, several factors were identified that had some role in 
causing poor separation of components. 
 
7.2 Future Work 
The results achieved in this work are a crucial first step in resolving the problem of 
artifact removal in EEG. The solid foundation developed can help guide future 
experimentation. The following sections address some of the issues that could be useful 
in improving what has been presented here or are still unresolved in the area of 
biomedical signal processing. 
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7.2.1 Controlled Experimentation 
To improve upon the design that already exist, the experiments that have been described 
in section 6.3 should be completed. This will allow us to isolate problems that have been 
observed in this study and finding appropriate methods in dealing with any deficiencies 
that have been found. The results of these experiments will help in determining how to 
manage the problems that were encountered.  
 
7.2.2 Adaptive Threshold 
The process introduced here requires manually adjusting thresholds to each data set to 
achieve acceptable results. Adaptive thresholding could conceivable automate the process 
and contribute to making the algorithm applicable across data sets and even across 
patients with different types of neuronal activity. By adaptively changing the threshold, 
based upon eyeblink amplitude mean or variance, an optimum value could be used that 
would minimize the amount of undetected and incorrectly detected eyeblinks. By 
lowering the threshold, the amount of undetected blinks will decrease but it will 
simultaneously increase the amount of incorrect detection. Conversely, a higher threshold 
will decrease false positive, but increase the chances for not detecting blinks when they 
occur.  
 
7.2.3 Choosing Eyeblink Components 
An assumption made in choosing the eyeblink component after ICA was performed, was 
that all of the eyeblinks in the data set will fall out into the same independent component. 
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The assumption is made based on the concept of all eyeblinks having the same ocular 
generator. Although they occur the same way, the statistical properties can vary from one 
eyeblink occurrence to another and even more so from person to person. By analyzing 
one eyeblink at a time, an independent component can be selected to be altered for that 
particular eyeblink. Each detected occurrence would be handled individually and an 
independent component will be selected for every eyeblink that occurs instead of looking 
at all of the eyeblink locations collectively. 
 
7.2.4 Integrating a Sliding Window 
To fully complete the objective of completely removing eyeblinks from EEG, the 
algorithm would need to handle a patient study that could last up to an hour. To 
accomplish this task, analysis would need to be taken at 10 second epochs. A sliding 10 
second window would be required to move along the whole data set. In situations where 
eyeblinks occur at the edges of these windows an automatic adjustment would need to be 
made so an accurate separation of components can be achieved. Another preliminary 
detection algorithm could also be implemented to determine the locations where 
separation is imperative and to skip over time periods where the patient is sleeping or has 
their eyes closed. 
 
7.2.5 Saccade Detection and Removal 
The next step in improving the removal of ocular artifacts from EEG is to focus on 
saccades in addition to eyeblinks. By using a different wavelet for detection, a similar 
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algorithm can be implemented to identify vertical and horizontal saccades. Saccades can 
occur four different ways so the detection algorithm must be able to distinguish when the 
eyes move up, down, left, and right. Since each movement has a different generator, ICA 
would separate out each component separately and a new method for choosing the correct 
independent component would need to be developed 
 
7.2.6 Metric for Removal Efficacy 
To assess the efficacy of artifact removal in each experiment, the EEG data could be 
characterized using power spectra before and after processing. The amplitudes of post 
processed EEG data should be minimized at frequencies corresponding to eyeblink 
artifact spectra. This type of metric may provide insight into the variation in results 
between data with and without movement and how to improve the technique used in 
detection and removal. 
 
7.2.7 Detection and Removal of Other Artifacts 
EEG is constantly plagued many artifacts that originate from other sources other than the 
eyes [17], [18], [23]. Two such signals to be removed that are of next priority after ocular 
artifacts are ECG and EMG artifact. For both types, ICA implementation could be used to 
separate out the sources, but a different type of detection scheme would be needed. ECG 
has periodicity to it and which would ease the complexity of detection. EMG would need 
to be characterized appropriately so that it can be correctly distinguished from brain 
activity to achieve accurate detection and removal. 
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