Low-power, scalable detection systems require aggressive techniques to achieve energy efficiency. Algorithmic methods that can reduce energy consumption by compromising performance are known as being energy-aware. We propose a framework that imposes energy-awareness on cascaded detection algorithms. This is done by setting the detectors' thresholds to make a systematic trade-off between energy consumption and detection performance. The thresholds are determined by solving our proposed energy-constrained version of the Neyman-Pearson detection criterion. Our proposed optimization method systematically determines the energy-optimal thresholds and dynamically adjusts to timevarying system requirements. This framework is applied to a two-stage cascade, and simulations show that our energyaware cascaded detectors outperform an energy-aware detection algorithm based on incremental refinement. Finally, combining our framework with incremental refinement reveals a promising approach to the design of energy-efficient detection systems.
INTRODUCTION
Detection applications in the low-power domain, such as sensor nodes, portable biomedical monitors, speech, vehicle and wildlife monitoring systems, are an important class of applications that need to be energy-efficient. Design of detection systems pose a particular challenge because the system must be continuously monitoring the environment. This warrants the use of aggressive power-reduction techniques such as approximate signal processing, which have been applied at the algorithmic level to reduce energy consumption by compromising task performance [1] . Algorithms with the ability to make this run-time energy/performance trade-off are known as being energy-aware [2] . The problem addressed in this pa- per is to increase the energy efficiency of detection systems through energy-aware algorithms.
Efforts to develop energy-aware algorithms have gone into identifying and designing algorithms possessing the incremental refinement property [3] . The basic idea is to identify computations in the algorithm that can be terminated early to provide graceful degradation in task performance. This principle has been applied in many signal processing applications including signal detection [4] , FIR filtering [5] , beamforming [2] , and image processing [6] .
Energy-efficient multimodal sensor nodes detecting the presence of vehicles have exploited the idea of passive vigilence [7] by implementing a tiered wake-up network [8] . On a single node, a cheap sensor, which is always running, is used to trigger more energy-intensive sensors to wake up and take measurements. This approach reduces energy consumption by limiting the actual amount of time an expensive sensor is actually taking measurements. The detection algorithm used on theses sensor nodes is limited to a decision tree. The CART algorithm [8] which is used to construct the decision tree, is modified to consider the energy consumption of each sensor. A decision tree may be sufficient for simple detection tasks, but does not generalize when designing hugely scalable energy-efficient systems that want to leverage state-of-the-art detection algorithms. A particular form of the tiered wake-up network known as the cascade architecture is widely utilized in real-time detection applications [9, 10, 11] . Although energy efficiency is achieved in these applications, they are not energy-aware, leading to inefficient use of the energy actually available to the system.
The main contribution of this paper is to impose energyawareness on cascaded detection algorithms. We formulate an energy-aware detection criterion such that solving the optimization problem results in the energy-optimal operating point of the cascaded detectors. We present an optimization method along with a numerical approximation method which are applied to the detection application used in [4] , and compared to their energy-aware detection algorithm, designed based on the incremental refinement property.
The remainder of the paper is organized as follows: Section 2 presents the detection application to be addressed in this paper, along with notation. Section 3 formalizes the relation-ship between energy consumption and detection performance in the cascade, which is used in Section 4 to formulate and solve an energy-aware detection criterion. Section 5 presents comparisons with the energy-aware algorithm designed in [4] and Section 6 concludes the paper.
PRELIMINARIES
In this section, we introduce the detection application along with two detectors commonly utilized in this application. In doing so, we introduce notation that is used in the rest of the paper.
Detection Application
As stated in the Introduction, we will apply our framework to the same detection application that was used in [4] . The problem is to detect a complex sinusoid of unknown frequency and phase in additive complex white Gaussian noise (WGN). This problem is relevant to many real-world applications, such as detecting communication signals (e.g., in a cognitive radio application), or the presence of vehicles or wildlife in acoustic monitoring applications, or anomalies in electrocardiogram signals in biomedical monitoring applications.
The problem is formulated as deciding between two alternative hypotheses: a noise-only hypothesis and a signal-plusnoise hypothesis, denoted as H w and H s , respectively. The detection problem is stated as:
where N specifies the number of discrete observation samples. The noise and signal models are given as
where q[n] and r[n] are both real-valued WGN processes with variance N 0 /4, f = l N is the unknown normalized frequency with frequency index l ∈ {0, 1, . . . , N − 1}, and φ is the unknown phase with 0 ≤ φ < 2π.
Incremental Detector
Adopting a generalized likelihood ratio test (GLRT) strategy results in running the signal through a matched filter at each frequency index and comparing the maximum value to a threshold [12] . If we define the discrete Fourier transform (DFT) of the signal at frequency index k ∈ {0, . . . , N − 1} to be
the summary statistic is equivalent to taking the maximum of the squared magnitude of the DFT over all frequency indices. The decision rule can be expressed as
where hypothesis H s is chosen if the maximum of the DFT is greater than η, and H w is chosen otherwise. The DFT can be computed efficiently using the fast Fourier transform (FFT).
In [4] , this FFT detector was transformed to be energyaware by identifying an incremental refinement property in the computation of the FFT. Because the FFT is computed in stages, we can stop after any stage and use (5) to make a decision about the hypothesis. Clearly, ending prematurely saves on computations but results in a degradation in detection performance. We define the n-incremental detector to be the FFT detector terminated after the n th FFT stage. The (log 2 N )-incremental detector is equivalent to the full FFT detector, (5).
Energy Detector
The energy detector is a suboptimal detector for this problem but its advantage is its low complexity, resulting in low energy consumption. We briefly introduce the detection rule and performance analysis for the energy detector. The summary statistic for the energy detector is the sum of the received signal energy,
The decision rule then is given as
where we decide that a sinusoid is present, or choose H s if T 1 is greater than some threshold, τ . Otherwise, we choose H w . By the central limit theorem [12] , for large N , the summary statistic T 1 is approximately Gaussian. Under the assumption that H w is true, the mean and variance of T 1 is given as [12] 
Under the assumption that H s is true, we have
Hence, the detection performance, characterized by the falsealarm rate, P F A1 and detection rate, P D1 can be approximately given in terms of the Q-function:
ENERGY-AWARE CASCADED DETECTORS
In this section, we formally introduce the cascade architecture for detection algorithms, design a two-stage cascade of detection algorithms for the detection problem of (1), and propose a model of energy consumption in the cascaded detectors.
Cascade Architecture
A block diagram of the cascade architecture for detection algorithms is given in Fig. 1 . This architecture is motivated by the observation that we can obtain energy savings if we run an energy-efficient detector to monitor the environment, which then triggers more energy-intensive detectors only when an event of interest occurs. This general strategy is known as passive vigilance [7] and is most beneficial when the probability of the event of interest occurring is low. We denote this probability measure as π s := Pr [H s true], which is the prior probability of the sinusoid being present. π w is defined similarly and it follows that π w = 1 − π s . We assume that π s << π w . We see from Fig. 1 
Fig. 1. Block diagram of cascaded detectors
H s triggers Detector 2 to make a decision, and so on. If at any point in the cascade a detector decides H w , the decision process ends and H w is declared. Hence, the only way for a sinusoid to be detected is if every detector in the cascade decides H s . For our detection problem, we limit our cascade to consist of two detectors -the energy detector of (7) followed by the full, (log N )-incremental detector of (5). We assume that both detectors use the same block of N observations,
, to form their summary statistic.
Proposed Model of Energy Consumption in Cascaded Detectors
Although the cascade architecture is energy-efficient as-is, there is no detection-theoretic criterion used to determine the threshold of the energy detector. In this section, we propose a model for energy-consumption in cascaded detectors. From this model, we show an inherent connection between energy consumption and detection performance, which enables us to define an energy-aware criterion to determine the thresholds for the detectors in the cascade.
The underlying principle behind our energy-consumption model is that the number of times the (log N )-incremental detector is run is determined by the decisions made by the energy detector. In particular, the (log N
As we are concerned with maximizing system lifetime, we are interested in the average energy consumed by our cascade. Hence, the average energy consumed by the (log N )-incremental detector is the cost of running the detector, weighted by the probability of actually running it. The energy consumed from running an algorithm can be physically measured [13] and is associated with the computational, storage, and communication requirements of the algorithm [1] . In our model, we assume that the cost of running an algorithm is the average energy consumed and is a fixed cost. If we define the energy cost associated with the energy detector and (log N )-incremental detector to be c 1 and c 2 , respectively, the average energy consumption of the cascade, EC, is
From (15) we see the connection between energy consumption and detection performance -energy consumption of the cascade is directly controlled by the performance of the first detector. The key observation is that although the system does not know exactly when the (log N )-incremental detector should be run, and therefore, does not know the exact energy consumption, it can control the threshold of the energy detector, which determines the average number of times the (log N )-incremental detector is run. This enables the system to predict the average energy consumed by the cascaded detectors.
In order to define an energy-aware detection criterion, we must first define the detection performance of the cascaded detectors. As discussed in Section 3.1, a final decision of H s is only made when both the energy detector and (log N )-incremental detector choose H s . Therefore,
where the system detection performance is the joint probability measure of both events occurring. Using Bayes' rule, the system performance can be expressed as
where
which is the false-alarm rate of the (log N )-incremental detector conditioned on the performance of the energy detector;
In order to make the energy/performance trade-off in a disciplined manner, we propose to incorporate the energy cost directly into the criterion for optimal detection.
SOLUTION FOR THE PROPOSED ENERGY-AWARE CASCADED DETECTORS

Energy-Constrained Neyman-Pearson Criterion
In [4] , the Neyman-Pearson (NP) criterion was used to determine the optimal thresholds of their incremental detectors. We propose the energy-constrained NP (ECNP) criterion which incorporates the energy-consumption requirement of the cascaded detectors. The proposed optimization problem can be stated as follows:
where α > 0 is the required false-alarm rate and β ∈ [c 1 , c 1 + c 2 ] is the energy-consumption constraint. We define the thresholds τ * and η * that solve the optimization problem as the energy-optimal operating point of the cascade for the given false-alarm rate and energy constraint.
Optimization Method for Proposed Criterion
There are three solution types for (20) which are characterized by whether the energy-optimal operating point has equality or inequality constraints. Table 1 summarizes the solution types. It is easy to show by contradiction that there will never be a solution where both constraints are not tight.
A Type I solution corresponds to both the false-alarm and energy constraints being tight. Finding the energy-optimal Solution Type EC(τ operating point consists of solving the equations EC(τ * ) = β and P sys F A (τ * , η * ) = α. Because energy consumption is a function of τ only, we solve for this first:
In general, if we assume that P D1 (τ ) and P F A1 (τ ) are continuous functions, the intermediate-value theorem [14] guarantees that a τ * exists to satisfy (21). If we make the additional assumption that P D1 (τ ) and P F A1 (τ ) are strictly monotonic, then τ * will be unique. Because the Q-function satisfies these assumptions, τ * exists and is unique. A simple line search can be used to find τ * .
Once τ * is known, assuming P F A1 (τ * ) > α, we can find η * by solving the false-alarm constraint. From (18), we see that
is also a function of a single variable. In general, a closedform expression for P F A 2|1 will not exist, making it hard to evaluate this function. We take a CFAR approach where a training period is assumed and all detections are known to be false-alarms. The threshold η is changed until it satisfies the system false-alarm rate, P sys F A (τ * , η * ) = α.
A Type II solution occurs when P F A1 (τ * ) < α, which implies that P sys F A (τ * , η) < α for all η. This is a degenerate solution as it corresponds to the energy constraint being so stringent that the optimal solution is to set η * = −∞ and always have the second detector declare H s .
A Type III degenerate solution occurs when EC(τ * ) < β. These solutions occur when there is an operating point that consumes less energy and provides better detection performance than its Type I counterpart.
Approximate CFAR Method for Type I and II Solutions
While we can solve for τ * numerically using a line search, if we assume that π w >> π s , we can make the approximation that EC(τ ) = c 1 + c 2 · P F A1 (τ ). Then,
which we can treat as an energy-aware false-alarm rate for the first detector. τ * can then be found using the same CFAR approach used to find η * .
SIMULATIONS
We present results using the same parameters as used in [4] . We consider a block of N = 256 observations and assume throughout a false-alarm constraint of α = 10 −4 . The signal power and noise variance parameters, E and N 0 , respectively are determined by the input signal-to-noise ratio (SNR in ) which we assume is -6 dB.
For our energy-consumption model, we choose typical hypothesis priors and fixed energy costs for the detectors. As discussed earlier, the cascade architecture is most beneficial in applications where the event to be detected does not occur often. Therefore, we assume priors of π s = 10 −1 and π w = 1 − π s . We choose the energy costs c 1 = 2N and c 2 = 5 log 2 N based only on the computational power associated with each algorithm, which is proportional to the number of multiply-accumulate (MAC) instructions used to form the summary statistics.
Results
The method outlined in Section 4.2 was used to determine the energy-optimal operating point of the cascaded detectors for varying energy-consumption constraints. Fig. 2 shows the detection performance for varying energy constraints. The dashed stems correspond to the detection performance of the 8 different incremental detectors. In particular, the n-incremental detector has an energy cost of 5nN , as computations are terminated after the n th FFT stage. The solid black curve corresponds to the performance of our proposed energy-aware cascaded detectors.
Although the incremental refinement principle transforms an algorithm to be energy-aware, Fig. 2 illustrates that for detection applications, exploiting the fact that the system must be continuously monitoring the environment results in the energy-aware cascade architecture providing a much better energy/performance trade-off. More importantly, this figure also demonstrates the performance scalability of the cascade with varying energy requirements. Unlike heuristic methods which would set the detector thresholds arbitrarily, our proposed method gives a systematic method to meet energy constraints, and provides much finer granularity of control over the energy/performance trade-off. Fig. 3 shows the energy/performance trade-off when using the n-incremental detector as the second detector in our cascade, where n = 6, 7, 8. As the figure illustrates, the best detector to use depends on the particular β. The 6-incremental detector should be used until β ≈ 7N and the 7-incremental detector should be used for greater energy constraints. Surprisingly, we observe that the full 8-incremental detector will not be used in practice. This example illustrates how our energy-aware cascaded detectors can be systematically used together with incremental refinement methods, resulting in even more energy-efficient systems. 3 . Detection probabilities at varying energy constraints using the 6,7,8-incremental detector as the second detector in the cascade. False-alarm rate is fixed at α = 10 −4 .
CONCLUSION
The cascade architecture for detection algorithms is an effective framework for designing energy-efficient detection applications. Controlling the thresholds of the detectors in the cascade is an efficient strategy to control the average energy consumed by the cascaded detectors. The derived analytic expressions for the energy consumed by the cascaded detectors can be used to maximize detection performance for a specified energy consumption requirement. The resulting optimization method provides a systematic method to determine the energy-optimal operating point of the cascaded detectors. In energy-constrained systems, the approximate CFAR method we propose is a practical solution to systematically determine the operating point of the cascaded detectors and to dynamically adjust to time-varying system-level energy requirements. Our simulations show that imposing energy-awareness on cascaded detection algorithms outperforms previous methods to design energy-aware detection algorithm. Finally, combining our framework with previous efforts to design energy-aware algorithms reveals a promising approach to designing energy-efficient systems.
