ABSTRACT --The paper describes CAMP, a Computer Aided Minimization Procedure for Boolean functions. The procedure is based on theorems of switching theory and fully exploits the power of degree of adjacency. The program does not generate any superfluous prime implicant and all the essential and selective prime implicants are chosen with no or minimum iteration. For shallow functions consisting mainly of essential prime implicants (EPIs) and a few selective prime implicants (SPIs), CAMP produces the exact minimal sum of product form. For dense functions consisting of a large number of inter-connected cyclic SPI chains, the solution may not be exactly minimal, but near minimal.
I. INTRODUCTION
With the advent of very large scale integration (VLSI), and the extensive use of custom designed Programmable Logic Arrays (PLAs) in V LSI circuits the subject of computer-aided minimization of Boolean functions, particularly for large number of variables, has assumed special significance. Most of the earlier methods depend on the philosophy of Quine and McCluskey [1, 2, 3] , where all the prime implicants of the function are first calculated, and then a subset of these prime implicants is found to cover the function. In a paper in 1971 [4] , Biswas introduced the concept of degree of adjacency and showed how the essential prime implicants can be determined without the help of a cover table. Thereafter many authors [5, 6, 7, 8] utilized this concept to develop fast techniques for Boolean function minimization. Notable advances were made by Sureshchander [5] , and Rhyne et al. [6] . A significant feature of these methods is that they completely discard the cover table. However, even in these methods the power of the degree of adjacency has not been fully exploited. This paper presents a Computer-Aided Minimization Procedure (CAMP) in which the degree of adjacency guides the entire operation and all the essential and selective prime implicants to cover the function are chosen directly with minimum or no iteration.
II. THE PRINCIPLE
In this paper we use the terms minterm, prime implicant, essential prim e implicant (EPI), redundant prime implicant (RPI), and minimal sum of product (MSP), to have their usual definitions [3, 9] . The term selective prime implicant (SPI) and the degree of adjacency (DA) will have the definitions as given in [4, 9] . However, because of its special significance in the present work we shall define and discuss the degree of adjacency.
Definition 1: Two minterms of n variables are said to combine with each other to produce a product term of n-1 variables, if the variable eliminated, and only this variable, appears in the true form in one of the minterms and in the complemented form in the other, whereas all other variables are in the same form in both the minterrrls. Thus
abcd+ abcd m abc
In this paper we shall express a minterm in its binary form by writing a 1 for a literal in the true form and a 0 for a literal in the complemented form. We shall also use 2 to indicate a variable which has been eliminated. Thus abcd, abcd, and abc will be represented by 1011, 1010, and 1012 respectively. The decimal designation of a minterm will be the decimal number obtained by converting its binary form into a decimal form. Thus the minterm abcd has the decimal designation of 15. The input to our program is the list of minterms in the decimal form, whose sum constitutes the Boolean function.
Definition 2:
If a minterm in a list of minterms constituting a Boolean function can combine separately with a number a of other minterms in the list, then that minterm is said to have a degree of adjacency (DA) a.
Consider the function
f(abcd) m Z(0,2,4,7,8,9, 10,13) which has been plotted on the Karnaugh map in Fig. 1 . Here, the minterm 0 can combine with the minterms 2, 4, and 8. It, therefore, has a DA 3. Another minterm which has a DA 3 is 8.
The minterms 2, 9 and l0 have DA 2 each, and the minterms 4 and 13, 1 each. The DA of minterm 7 is 0.
Every time two n-variable minterms combine, they produce a product term of n-1 variables. Hence it can be easily verified that a product term from which m variables have been eliminated is the result of the combination of 2 m minterms. Thus the 4-variable (abcd) minterms, 4(0100), 5(0101), 6(0110) and 7(0111) produce the 2-variable product term a-b (0122).
Definition 3: The set of 2 m n-variable minterms whose combinations produce a product term of n-m variables will be called the subsuming set of minterms (SSM) of the product term. The proof of this theorem is obvious from the rules of combination of minterms. It can be easily seen that the SSM of a product term with m 2s is a cluster of 2 m minterms. The SSM is said to have an order m, since the cluster of 2 m minterms is an m-cube in the n-dimensional space.
Definition 4: A minterm M in the list L of minterms constituting a Boolean function (MEL) having a DA a produces a candidate product term (CPT) with a 2s in place of variables, which get eliminated every time it combines with another minterm.
The minterm 0(0000) of Fig. 1 has a DA 3. The variable c gets eliminated when it combines with 2(0010), the variable b gets eliminated when it combines with 4(0100), and the variable a is eliminated on combination with 8(1000). Thus it produces the CPT, 2221.
Theorem 2*: A candidate product term (CPT) is an essential prime implicant (EPI) of the Boolean function if the subsuming set of minterms is within the function (SSM E L).
Corollary 2.1: The candidate product term (CPT) of a minterm having degree of adjacency (DA), either 0 or 1, is an essential prime implicant (EPI).
Proof:
The proof of the Corollary follows from the fact that when the DA is 0, the minterm is itself the CPT and its SSM, and is therefore in L. When the DA is 1, the SSM of the CPT are the two minterms which combine to produce the CPT and hence are in L QED Theorem 3: If the SSM generated by the CPT of a minterm is not in L, then the minterm is covered by at least two intersecting prime implicants.
Proof: If the SSM generated by the CPT of a minterm is not in L, then all the adjacent minterms are not in a single cube. Therefore, the minterms must be in at least two cubes. Each of these cubes may represent either an essential, or a redundant, or a selective prime implicant with the minterm (generating the CPT) as a common minterm. Hence the minterm must be covered by at least two intersecting prime implicants. QED
With this background, we now describe the minimization program. In the first phase of the CAMP program all the EPIs are selected one after another. The program takes up the first minterm in the list, calculates its DA and the CPT. Both the DA and the CPT are stored in their respective arrays. If the DA turns out to be either 0 or 1, the CPT is printed out as product term (PT) of the solution, and the minterm(s) subsuming the PT is(are) flagged off. If the DA is 2 or more, the program computes its SSM from the corresponding CPT, and checks if the SSM is in L. If the SSM is in L, then the CPT is an EPI (Theorem 2). It is then printed out as a product term of the solution, and all the members of the SSM are * This theorem is a restatement of Theorem 3 of [4] . When the SSM of the CPT is E L, the Cl°T gets generated in Table T~ and it becomes an EPI.
flagged off. If the SSM is not in L, then the CPT is not a product term of the solution (Theorem 3), but it is still saved for possible future use.
The program then goes to the next minterm in the list which has not yet been flagged off, and repeats the procedure, until the entire list of true minterms is scanned.
It should be obvious from Theorems 2 and 3 that at the end of phase I of the program, the following situation will prevail. Phase II of the program chooses the selective prime implicants. This is the most expensive part of the program. Obviously SPIs are generated by the minterms which remain uncovered by the EPIs. The program takes up these minterms one by one in ascending order of their degree of adjacency, which have already been calculated in the phase I. If a minterm with a DA value of a generates an EPI, that EPI will always he an a-cube, on the other hand a minterm with a DA value of a that generates an SPI, will produce a cube of dimension between 1 and a-l. We must try to generate the largest possible cube. Here we introduce the concept of direction which may be assigned to each degree of adjacency of a minterm. Take the Boolean function shown on the Karnaugh map of Fig. 2 . The minterm 15 which is to be covered by an SPI has a DA of 3. The CPT generated by the minterm has the following form:
2122
Let us write above each of the 2s that minterm which combines with the minterm 15 to eliminate the variable at the bit position occupied by the 2:
Now we shall say that the adjacency in the position of the first 2 is in the direction of 7, that of the second 2 is in the direction of 13, and that of the third 2 is in the direction of 14. Also, the largest cube that covers 15 is obtained by expanding in the directions of 7 and 13, and abandoning the direction of 14. Hence the 2s under 7 and 13 must be retained, and the 2 under 14 must be replaced by the original bit of the minterm. Hence the product term which is an SPI is given by 2 1 2 1
Thus we must find a way to determine those adjacencies which participate in forming the cube of the SPI. The following algorithm gives an indication. Generate the SSM of the CPT of the minterm, and determine those minterms which are not in the function. Write these terms in a separate The graded weights in the CPT now show an ordering (starting from the least weight 2) which indicates the ordering of abandoning the adjacency directions. In this example the 2 is in the direction of 14 which must be abandoned first. The program will replace the 2 under 14 by the original bit of the minterm (in this case 1), and will cheek if the SSM generated by 3131 is in L. If that is so (it is so in this example), 3131 will be the largest cube which covers the minterm, and therefore, will be the selected SPI. The cube 3131 is then a PT of the solution. Before, printing out the PT, all weights higher than 2 are replaced .by 2s, so that the PT of the solution is printed out in the ternary form: 2 1 2 1
In this example, all the three directions of 15, namely 7, 13, and 14 are covered. There may be other cases where one or more directions remain uncovered. Then these must be made the most deferred directions in the ordering of abandoning the adjacency directions. The CPT of a minterm which generates an SPI, therefore, goes through a two-step preprocessing. In the first step, each of the adjacency directions is checked to find out if it has already been covered. If it is not covered, and also if the 'direction-minterm' is not a don't-care minterm, then the corresponding 2 in the CPT is made a+2 where a is the DA of the minterm. In the second step of preprocessing, the graded weights of the adjacency columns are determined, and the corresponding 2s or (a+2) are augmented accordingly.
Thus, a CPT If not, it repeats the process with the second 2 and so on. After all 2s have been replaced by original bits of the minterm, if no PT is found, then the process is repeated with 3s, 4s, 5s, and so on until a PT is found. It is obvious that due to this different weightage which is being assigned to each direction of adjacency, the program selects the best cube of the SPI chain to cover the minterm.
Sometimes, the SSM of a CPT may have only one term which is missing in the function. In such a situation, no ordering of adjacency columns can be determined as all CDs will have the same value. However, it is obvious that in this case the minterm of the CPT can be definitely covered by an SPI which is an (a-l) cube. The program determines this PT by at most a iterations.
The program takes up the minterms of one particular DA value at a time, starting from the DA value of 2 to the maximum value DAMAX. Even when taking up the minterms of one particular value of DA, it takes up a minterm if at least one of its adjacency direction has already been covered by an EPI or an SPI which has been already selected. If the given function is a cyclic function, then it does not have any EPI, and in the first pass of phase II of the program no minterm is taken up. The program then decides to branch, and the first minterm in second pass is chosen, and the SPI to cover it is selected. This SPI covers one or more other minterms. Thus, in the second pass several SPIs are selected. Every time the CPT of the SPI goes through the two-step preprocessing and the appropriate weightage is assigned to each direction of adjacency. As a result, no superfluous product term is generated even if the function is cyclic.
Don't care terms are easily accounted for by including them in the function array, so that they may participate first in the calculation of DA, and then in the formation of the SSM. Don't care terms are not included in the array of true minterms, and hence they do not initiate any action in any phase of the program.
Ill. THE PROGRAM
The CAMP program was written in FORTRAN. The Boolean function to he minimized is expressed as a sum of minterms.
The minterms are read and stored in an array named AT, and the don't care minterms are read and stored in an array named Fig. 3 shows a typical printout, along with the function plotted and solved on the map.
IV. CONCLUSIONS
The minimization program as described in this paper can handle functions of large number of variables and requires very little CPU time. If the function consists mainly of essential prime implicants and a small number of selective prime implicants, then the result is precise and accurate and we get the minimal sum-of-product (MSP) form as would be obtained in any classical method. This is because the procedure is based on exact theorems of switching theory. If the function is very dense, that is, consists of a relatively large number of minterms, then there may be many interconnected cyclic chains of SPIs.
In such a case, the solution may still be near minimal as a few extra product terms might be generated. However, in such a case, it is advisable to minimize the complementary function. If the original function is very dense, then the complementary function is very sparse and will have smaller number of product terms than the original function. So, it will be more economical to realize the complementary function and use an inverter to get back the original function. CAMP minimizes a single function. In general, a PLA realizes multiple output functions. Hence after the product terms of every individual output have been obtained, the entire set of product terms is reduced further [8, 11] .
