Given that more than 90% of the Internet load is carried by TCP, most network simulation studies use TCP flows to generate the background traffic. A basic, but unresolved, question, however, is the following: how can one decide how many TCP flows to simulate from one network node to another? Simulating too many flows on a link can cause an unrealistically high loss rate on that link, while simulating too few flows can result in undesirably light load conditions. Similarly, to simulate realistic network conditions, one has to carefully control the load distribution on various network links (e.g., edge vs. core links), as well as the hop count (path length) of the simulated TCP flows. Previous simulation studies have dealt with these issues in a trial-and-error manner, experimenting with several traffic configurations until a realistic distribution of link load and loss rate is achieved. In this article, the authors present a methodology that determines the number of TCP flows that should be simulated between each pair of nodes in a network based on the network topology, a specification of the utilization and loss rate for certain links, and an average number of hops for the TCP flows. The proposed methodology is based on a linear program formulation that, while meeting the utilization and loss rate specifications, minimizes the number of required TCP flows. This optimization criterion minimizes the memory requirement of the simulation. The evaluations show that the proposed methodology can closely approximate the specified link conditions in terms of utilization and loss rate. The authors also analyze the largest approximation errors and reveal their causes.
Introduction
Background traffic is a key component of network simulations, as it shapes the network environment under which network mechanisms or protocols are evaluated. As such, network traffic modeling and generation have attracted much attention in the literature [1] [2] [3] [4] .
To gain meaningful insights from network simulations, it is important to have realistic and controlled network Network conditions are complex functions of both the offered traffic and the physical configuration of the network-namely, the topology, link capacities, and router buffer sizes. Whereas models for both exist [2, 9] and are used for simulation, they may lead to unrealistic link conditions if the offered load is not tailored to the network configuration, as noted by some previous work [4] . Unfortunately, as we will discuss shortly, existing traffic generation methods are in general isolated from the network configuration and lack considerations for the link conditions that ensue.
In this work, we are concerned with generating traffic for network simulations such that the resulting conditions on certain links, which we call target links, are as specified by the simulation users. We propose a methodology for the optimal configuration of traffic under the specified link load constraints. The algorithm takes as input a detailed network configuration and the target link conditions. It then configures the traffic intensity between each pair of source and destination nodes, such that all target link conditions are achieved at the same time.
There are traditionally two categories of traffic generation: open loop [10] and closed-loop [1, 2, 4, 11] . With both categories of traffic generation methods, the focus typically has been on the accurate modeling either of the packet arrival process or of the traffic source behavior, so as to capture network traffic characteristics such as long-range dependence and self-similarity [12] . None of the existing schemes sufficiently addresses first-order link characteristics such as average utilization and loss rate, which, as we have mentioned, are quite relevant to network studies. An oft-adopted traffic configuration for large-scale widearea network simulation, for example, is to randomly select source/destination pairs and add traffic between each pair based on a traffic source model [4] , possibly with an empirical average traffic rate. For a network where links have limited and diverse capacities, such a configuration could result in unpredictable and unrealistic link conditions (e.g., unusually low utilization or extremely high congestion).
The need to explicitly control link conditions has been occasionally acknowledged by previous work. For example, to control the utilization of a simulated link, it has been suggested that one can tune the traffic iteratively until the desired utilization is reached [4] . Such an approach is expensive because of the iterative simulations, and it works only for simple topologies. As to queuing delay and loss rate, some network simulation and emulation tools provide a stock of stochastic models for users to control them [13] . Since losses and queuing delays generated by these models do not result from a TCP workload, however, this approach defeats the goal of closed-loop simulation.
The traffic generation methodology we propose in this work is for closed-loop network simulations. In particular, it uses a mixture of persistent TCP flows and ON/OFF UDP flows (mixture model 1) or a mixture of persistent TCP flows and nonpersistent TCP flows (mixture model 2), both of which are the traffic models many network stud-ies use [9, 14] . The persistent TCP flows represent large flows that are responsible for most of the network resource usage. The stream of nonpersistent TCP flows captures certain dynamics in network traffic and queuing behavior. The UDP flows generate a small fraction of the traffic (typically less than 10%), and they are intended to simulate applications such as DNS (Domain Name Server) and streaming audio/video. Our goal is then to configure the number of persistent TCP flows between each pair of nodes, such that the user-specified conditions on all target links are attained. We model the traffic generation problem as a linear program, where each variable represents the number of persistent TCP flows from a particular source to a particular destination, with constraints on the target link conditions. While obtaining the target link conditions, the algorithm generates traffic in such a way that the average flow hop count is as specified, and the memory requirement of the simulation, determined mostly by the number of persistent TCP flows, is minimized. Our algorithm exploits two basic facts: (1) the throughput of a TCP flow can be derived based on the load and loss rate of the links on its path [15] , and (2) the load on a link, in turn, is the sum of the throughput of all flows traversing it.
The problem stated above is related to the traffic matrix estimation algorithm in network research [16] . The challenge, objectives, and context are nonetheless very different. Our methodology can also be conceived as inferring TCP flow configurations based on the specified link conditions. In that respect, it is also related to the work reported in RAMP [3] . That work recovers path and flow information from packet traces and obtains a full traffic profile, including the traffic mix, flow size distribution, and arrival rate, which can then be used to populate network simulations. Clearly, the goal of RAMP is not to configure traffic to match user-specified link conditions, far less to do so for a network of links.
The contributions of this article can be summarized as follows:
• We develop a model to configure traffic for closedloop network simulations such that specific link conditions are attained on certain links. In doing that, we also maintain an average hop count in the generated traffic and minimize the number of required TCP flows so as to reduce the memory requirement of the simulation.
• We evaluate and analyze the accuracy of the algorithm and provide insight on the causes of the major errors.
• We develop a tool that implements the traffic generation model. This tool takes simple user inputs and outputs a single script that will produce certain network load conditions.
An earlier version of this article appeared in the Proceedings of Annual Simulation Symposium 2005 [17] . The main additions in this submission are the following:
1. We include a second traffic mixture (i.e., mixture model 2). A different linear program formulation is used for this traffic mixture model. In the earlier version, we have mixture model 1.
2. We describe the tool that implements the proposed methodology. We plan to release the tool to the open source community in the near future.
The rest of this article is organized as follows. In section 2, we specify the traffic generation problem that we address in this article. Section 3 presents a linear program formulation of the problem. Section 4 evaluates the accuracy of the proposed traffic generation scheme. Section 5 describes the traffic generation tool we developed and illustrates its usage. We discuss future work and conclude in section 6.
Problem Statement
In this section, we describe in detail the traffic generation problem that we consider in this work.
Overview of the Traffic Generation Context
To formally define the traffic generation problem, we need to precisely state its context with all the relevant components. The context we propose in this work is outlined in Figure 1 . At the heart of this context is a traffic generation algorithm that we will elaborate on in section 3. We distinguish two types of inputs to this algorithm:
1. User inputs are parameters that concern the simulation user, and they are independent of the traffic generation process. One of the user inputs is the network configuration, and the other is a list of target links in the network with specified link conditions.
2. Model inputs are parameters that we add to influence certain aspects of the traffic generation process. First, a traffic profile is introduced to add some realism in the generated traffic, and it could reflect characteristics such as the mixture of different types of traffic. Second, we specify a particular aspect of the simulation performance to optimize. If simulation speed is the primary concern, then we can, for example, minimize the total packet hop count and hence the number of events per simulated unit of time.
Collectively, the model inputs and the traffic generation algorithm comprise our traffic generation scheme. The output of the traffic generation algorithm specifies how many TCP flows to configure between each pair of nodes so as to obtain the user-specified link conditions. In the case of mixture model 2, the output also specifies the average flow arrival rate of nonpersistent flows between each pair of nodes.
Traffic Generation Context Specification
The specific traffic generation context we use in this work can be described as follows:
• Input 1: Network configuration. The following parameters of a network are provided as inputs:
-(a) Topology and routing. The network consists of V nodes and N links. Network routing is fully specified by the following function
, representing source node, destination node, link capacity, router buffer size (in packets), and propagation delay, respectively. Notice that the links are directional.
• Input 2: Target link specifications. This input specifies a list of N g (≤ N ) target links. The target link conditions we consider include the utilization and average loss rate.
Each target link has two additional characteristics: target utilization ρ (in [0, 1]) and target loss rate p (in [0, 1]). We assume that ρ < 1 prescribes p = 0 and that p > 0 prescribes ρ = 1 (i.e., lossy links are fully used, and underused links are lossless). These are legitimate assumptions when the router buffers are sufficiently configured [14] . 1 There are no specific link conditions for the rest of the links, which we call nontarget links, but we make it an implicit specification that the load on each of them is lower than its capacity. This prevents nontarget links from limiting the traffic passing through target links. small fraction u (typically less than 10% for UDP traffic) of the total load on every link. In addition, the presence of nonpersistent TCP flows or UDP traffic eliminates the synchronization among persistent TCP flows, usually an artifact of TCP simulations [5] .
-(b) TCP flow characteristics. A persistent flow from node i to j is characterized by the 2-tuple (H ij , W ij ), where H ij is the path hop count determined by routing {R ij (k)}. W ij is the maximum TCP congestion window configured on a per source/destination pair basis. When the path from i to j is lossless, W ij follows a given distribution; when the path is lossy, W ij is large enough for the flow to be congestion limited on it. This latter assumption about the configuration needs more explanations, which we defer to the end of section 3.3. The main parameters that characterize the nonpersistent flows are the average flow size S f and flow size distribution, as well as the maximum TCP congestion window W . Finally, we assume that TCP data segments and UDP packets of all flows have the same size S.
-(c) Traffic between any pair of nodes is allowed, subject to the constraint that the average hop count among all TCP flows is H t .
• Input 4: Simulation performance objective. In this work, we minimize the simulation memory require-ment. This is motivated by the fact that the large memory requirement often preempts the execution of even medium-scale network simulations.
• Output: A traffic matrix {A} V ×V where A ij represents the number of persistent TCP flows from node i to j . The user will be able to attain the link conditions he or she specifies for the target links, as long as he or she configures A ij TCP flows from node i to node j , for all pairs of i and j .
For mixture model 2, the algorithm also outputs another traffic matrix, {λ} V ×V , where λ ij represents the average flow arrival rate of nonpersistent TCP stream from node i to node j .
Problem Statement. With all the components defined above, the traffic generation problem we aim to solve can be stated as follows: given a network with V nodes, N edges, and specified routing {R ij (k)}, as well as a set of N g target links with specified link utilization and loss rate, generate a matrix of TCP flows {A} V ×V such that (1) the link conditions on all target links are obtained, (2) the average hop count across all flows is as specified by H t , and (3) the simulation memory requirement is minimized.
The statement above describes the problem for traffic mixture model 1. For mixture model 2, we need to generate another traffic matrix {λ} V ×V , under the same other constraints. More details can be found in section 3.2.2.
For quick reference, Table 1 lists some notations that we use in the rest of the article. 
Traffic Generation Algorithm
In this section, we develop algorithms to solve the traffic generation problem stated in section 2.
Single-Link Example
The traffic generation algorithm we propose in this work is based on two insights: (1) the throughput of a TCP flow can be derived based on the load conditions of its path, in addition to some characteristics, such as the maximum congestion window, of the flow itself [15] , and (2) the load of a link, in turn, is the sum of the throughput of all flows traversing the link. We call the second property traffic balance. In this subsection, we use a single-link example to demonstrate how we can use these insights to establish the relation between the utilization/loss rate of a link and the number of TCP flows traversing it.
The sample target link is (S 0 , D 0 , C, B, T , ρ, p). All flows traversing it are from S 0 to D 0 and have the same maximum congestion window W . The traffic generation problem in this context is simply to obtain the number of flows needed to reach the target ρ or p. TCP Throughput Model. When the path taken by a flow is lossless, the throughput U of the flow is limited by its maximum congestion window W , as in U = W Ŝ T , where S is the TCP segment size andT is the RTT of the flow.
For lossy paths, we use the model by Padhye et al. [15] , which describes TCP throughput as
where T 0 is the TCP retransmission timeout period, and b is the number of new segments released per new ACK.
Target Utilization. We first consider the flow configuration problem when the target link is lossless and has a target utilization ρ < 1. In this case, the TCP flows that constitute its load are window limited. Notice that the RTT of a flow in this uncongested link case is simply twice the one-way link propagation delay T . Therefore, the throughput U of each flow can be derived as U = W S 2T . The number of TCP flows, A, that are needed to reach the target utilization ρ should satisfy traffic balance (2):
We can then solve (2) for A.
Target Loss Rate. If the target link is lossy, the throughput of a flow traversing it is expressed by (1). The RTT in this case includes the queuing delay T q on the congested link, which can be approximated by BS C , because congestion-limited TCP flows tend to fill the buffer of their bottleneck links [14] . The RTTT is then modeled aŝ
As long as the buffer is sufficiently provisioned, a lossy link can be assumed to be fully used [14] . Therefore, the traffic balance equation for a lossy link is as follows:
From (1), (3), and (4), we can solve for the number of flows A to obtain the target loss rate p.
Problem Formulation
Based on the above discussions, we now formulate the problem stated in section 2 as a linear program. Below, we present the components of the linear program for the two traffic mixture models separately.
Persistent Flows and UDP Traffic Mix
Traffic Balance Constraints. A traffic balance constraint is needed for each link to relate its load to the throughput of the flows traversing it. The traffic constraints for different links comprise a system of N g equations (each corresponding to a target link) and (N − N g ) inequalities (each corresponding to a nontarget link) in the following Note that U ij is the throughput of a TCP flow from node i to j , and u is the fraction of UDP traffic on each link. In principle, the variables A ij , representing numbers of TCP flows, should be integers. Modeling the problem as an integer program, however, could make the problem computationally expensive or infeasible to solve for largescale networks. Therefore, we use a linear program as an approximation. We will show in section 4 that the resulting errors are noticeable only to certain links and that they are mostly acceptable.
Constraint on Average Flow Hop Count.
We also add an average flow hop count constraint to the existing linear program (see explanations in section 2.2). This is expressed as follows:
Simulation Performance Optimization Objective. With a given network topology, the memory cost of a simulation using tools such as ns2 [13] depends mostly on the number of TCP flow objects. Therefore, our objective to minimize simulation memory requirement is translated into minimizing the total number of TCP flows. With the addition of the following optimization objective,
we now have a linear optimization program that could render an optimal solution. Along with (5) and (6), (7) defines a linear program, (5) and (6) are the constraints, and (7) is the objective for the traffic generation problem (with regard to mixture model 1) described in section 2.
Persistent and Nonpersistent TCP Traffic Mix
For the persistent and nonpersistent TCP traffic mix, we need to also configure streams of nonpersistent TCP flows. Our goal is to configure the source, destination, and flow arrival rate of each stream such that (1) on each target link, nonpersistent TCP flows contribute a certain fraction u of the aggregate load, and (2) the average flow hop count of nonpersistent TCP flows is also H t . At the same time, the overall goal is still to achieve target link load conditions. We introduce additional variables λ ij (1 ≤ i, j ≤ N), representing the average flow arrival rate of the nonpersistent TCP stream from node i to node j . We now have two traffic balance constraints for each target link, one to relate the aggregate throughput of persistent TCP flows to the target utilization and the other to relate the aggregate rate of nonpersistent TCP streams to the target utilization.
The constraints of (5) are replaced by those in (8):
The constraint on average flow hop of nonpersistent TCP flows can be expressed similar to (6):
Using the same objective for this traffic mix model, we have the linear program consisting of constraints (6), (8) , and (9) and objective (7) .
Populating the Linear Program
In this subsection, we discuss some issues related to obtaining accurate estimates of the required parameters, mainly {U ij }, to populate the linear programs defined above.
Throughput Matrix {U ij }. To calculate U ij , we need to have accurate estimates of the loss rate and RTT experienced by a flow from i to j . This, however, is not as straightforward as in the single-link example.
• RTT. The RTT of a TCP flow should include the queuing delays both in the forward direction and in the reverse direction (incurred by ACKs). Consider a congested link L(S 0 , D 0 , C, B, T , ρ f = 1, p > 0), and suppose the utilization in its reverse direction is ρ r . We found that T q can be modeled as follows:
where
In (10), S hdr and S ack are the sizes of the TCP/IP header and of the TCP ACKs, respectively. The reason to use (10) instead of T q = BS C is that there is a significant fraction of packets in the queue of L that do not have a size of S and thus do not contribute a queuing delay of S C . Those are the ACKs for the TCP data traffic in the reverse direction. Given that every b data packets result in one ACK and that the ratio of TCP packet count on L versus that on its reverse link is approximated by ρ f ρr , r in (11) approximates the fraction of TCP data packets among all packets on L (assuming all traffic is TCP). Therefore, r(S + S hdr ) + (1 − r)S ack approximates the average packet size on L. The term θ in (10) accounts for the fact that the queue is not always full. We use θ = 0.8 in the rest of the article, while some other values between 0.75 and 1 work similarly well. 2 For the model with a fraction u of UDP traffic, we can simply replace (11) by the following:
assuming that the UDP packet size is also S.
• Loss rate. Since TCP is much less sensitive to ACK losses than to data packet losses [18] , we only consider the data packet losses in the forward direction.
We use an optimistic calculation of the loss rate when multiple bottlenecks exist on its path [19] (i.e., we take the largest loss rate among the bottlenecks as the loss rate for a flow).
Average Hop Count H t . Occasionally, we need to adjust the parameters in the traffic profile based on the user inputs. One such parameter is the target average hop count H t , for which an improper value could make the linear program in section 3.2 infeasible. For instance, if H t is larger than the length of the longest path in the network, there is no way we can configure the flows such that the average flow hop count is H t .
Maximum Congestion Window for Flows on Lossy
Paths. The second such parameter is the maximum TCP congestion window. A solution may consist exclusively of window-limited flows, which do not cause losses, yet the aggregate throughput does reach the capacity of a target lossy link. To ensure that the link is in fact lossy, we impose additional constraints on the maximum congestion window configuration such that W > 8 3bp (flow is congestion limited) [15] is satisfied for flows on lossy paths.
Evaluation
In this section, we evaluate the proposed traffic generation algorithm. We refer to the proximity between the conditions that result from the generated traffic and the target link conditions as the accuracy of the traffic generation algorithm for a particular set of inputs. Of primary concern 2. Ideally, an optimal θ should be chosen on a per link basis. However, there is no simple rule relating load to average queue length. We select the θ that statistically works best among for the experiments we have performed.
is to evaluate the accuracy and to examine the factors that cause significant inaccuracies.
For each set of user inputs, we instantiate and solve a linear program for the traffic matrix. We then configure and run ns2 [13] simulations based on the user inputs and the traffic matrix solution. For each target link, we compare the observed utilization and/or loss rate against the target values. Suppose X o and X t are, respectively, the observed and target values of a link condition. We can then derive the relative error E for the link condition as follows:
In addition, we use the relative error due to rounding to assess the error incurred when rounding the solution to integers. Suppose that the load on a target link calculated from the original solution is L t and that the load calculated after rounding is L i , and then the relative error E r , due to rounding, is E r = L i −Lt Lt .
Experimental Setup
Unless otherwise noted, the test inputs for our evaluation are described as follows:
• (a) Except in section 4.5, where we examine more network topologies, we present results based on two topologies. The first one is a GT-ITM transit-stub [9] backbone network with 200 nodes and 698 links, and the link capacities are uniformly distributed between 10 and 100 Mbps. The other topology has 55 nodes and 120 links, and it represents a network with both backbone and access links. The capacities of the backbone links are uniformly distributed between 10 and 80 Mbps. The access link capacity follows a discrete distribution and takes one of the following values: 1.5 Mbps (30%), 10 Mbps (50%), and 100 Mbps (20%).
In the figures we present in this section, we use the symbols TOPO_BB and TOPO_BA to refer to the backbone only topology and the backbone and access topology, respectively.
• (b) We select target links randomly with a certain probability, which varies across experiments. The target utilization for a nonlossy link follows a uniform distribution ranging from 0.2 to 0.8. The target loss rates on lossy links are uniformly distributed between 0.001 and 0.03.
• (c) The maximum TCP congestion window size follows a uniform distribution between 15 and 45 packets. The TCP data segment size S is set to 1448 bytes.
• (d) We use H t = 2.5 unless otherwise noted.
In sections 4.2 and 4.4, we present results separately for the two traffic mix models. For mix model 1, we use u = 0.1, α = 1.7, and β = 1 throughout the experiments, where α and β define the Pareto distribution of the UDP ON/OFF intervals. For mix model 2, we use S f = 37 KB, and we vary the fraction u of nonpersistent flows from 0.05 to 0.2.
Persistent Flows and UDP Traffic Mix

Utilization Approximation
In this subsection, we demonstrate some of the factors that affect utilization approximation. We first use the backbone and access network topology described above to explore the impact of non-topology-related factors.
Impact of Integer Rounding. We first examine how much of the error in a typical setting is due to rounding. Figure 2 shows the relative error for utilization constraints in experiments involving 70 target links, among which 5 are lossy. It reveals that the largest errors mostly occur on links with a small target load (Cρ < 8 Mbps, in this case). The tendency of decreasing relative error with larger target load is consistent with the impact of rounding. In fact, we found that the distributions of E and E r are almost the same, indicating that rounding is almost solely responsible for the errors in this configuration. Figure 3 compares the magnitude of E and E r for a configuration with 14 lossy links and 70 target links. On average, the error in this case is larger than what can be explained by rounding, especially for errors up to 0.3. This indicates that there are other factors contributing to the errors. In terms of the overall distribution, about 80% of the target links incur an error below 0.2.
Impact of the Number of Target Links and Lossy
Links. We found that the accuracy of our algorithm is not noticeably affected by the number of target links, provided that the number of lossy links does not vary significantly. This is demonstrated by Figure 4 , which shows the CDFs (Cumulative Distribution Function) of E for four configurations that have different numbers of target links but a similar number of lossy links. Clearly, the CDFs are very close among the four configurations. Note that to isolate the effect of rounding, in Figures 4 and 5 , we report results only for links with a relatively high target load (> 8 Mbps), on which the errors are not dominated by E r .
On the other hand, increasing the number of lossy links noticeably affects the overall accuracy. Figure 5 shows the CDFs of errors for four configurations with different numbers of lossy links and the same number of target links. Clearly, the average error increases with the number of lossy links. We also found that the average flow hop count H t bears on the accuracy, but only when there is a relatively large fraction of lossy target links. The impact of lossy links on other links is discussed at the end of section 4.3. Figure 6 . Impact of average hop count (7 lossy) rations will also increase the interaction among target links and, potentially, the approximation error. Figure 6 compares the accuracy for three configurations, of which the only difference is the specified average flow hop count H t . There are 7 lossy links in each of these configurations, out of a total of 70 target links. Figure 7 shows a similar comparison for three configurations, each with 14 lossy links out of 70 target links. Whereas Figure 6 shows that average hop count does not affect the error considerably, Figure 7 clearly shows that the errors increase with the average hop count. Based on the differences between the two figures, it is again suggested that the degree of interactions among links affects the accuracy of the traffic generation only when there is a relatively large fraction of lossy links.
Impact of Average Flow Hop Count. Increasing the average flow hop count while maintaining other configu-
Impact of Network Scale. We will experiment with more topologies in section 4.5. For now, we shall show that we did not observe a noticeable relationship between the accuracy of our algorithm and the scale of the input network topology.
For Figure 8 , we use the backbone topology as described in the experimental setup. Figure 8 shows the CDFs of the magnitude of E for three inputs with different numbers of target links and lossy links. For about 90% of the target links, the relative error is smaller than 0.1 in these experiments. The slightly better approximation, as compared to Figure 2 , is in part explained by the fact there are access links in TOPO_BA with very low target loads (and hence very few flows traversing them), for which the impact of rounding could be significant.
Loss Rate Approximation
We did not find the average loss rate approximation to be obviously input dependent. Also, errors for the loss rate approximation span a larger range than utilization approximation. Figure 9 is a scatterplot of the target loss rate One may think that the loss rate approximation error, at this level, would significantly affect the TCP throughput estimation and thus the utilization approximation of a lossy link. Fortunately, we find that the average loss rate of TCP flows is much closer to the target value than is the average loss rate. UDP flows, which are not adaptive to congestion, are responsible for the larger-than-target average loss rate.
Explaining the Impact of Lossy Links
Section 4.2.1 identifies lossy target links as one major factor that affects the accuracy of the utilization optimization. Lossy links affect the algorithm accuracy primarily because they might cause losses that are not presumed by the algorithm, as explained below.
Our analysis of packet-level traces reveals that the largest errors take place exclusively on links of which the reverse direction is congested. In addition, the congestion in the reverse direction causes data packet losses in the forward direction of each of these links, which is not congested by its own TCP data load. This causes a significant error in the throughput estimate of a TCP data flow traversing the forward direction of the link. The cause of packet losses on such an uncongested link is the queuing of ACKs in the reverse direction, which leads to a phenomenon known as ACK compression [18] . It is, however, not easy to model the loss probability that will result from this phenomenon [18] .
Persistent and Nonpersistent TCP Traffic Mix
TCP flow size distribution is known to complicate queuing behavior [5] . For instance, heavy-tailed flow size dis-tribution causes large variations in traffic intensity; small flows (mice) are not congestion responsive, which, combined with the bustiness of TCP packets, can cause high losses even on links that are not saturated. In this subsection, we evaluate the traffic generation algorithm for the persistent and nonpersistent flows mixture model.
Based on the solution to the linear program defined in section 3.2.2, between each pair of nodes i and j that has a corresponding λ ij > 0, we configure a stream of nonpersistent TCP flows with an average flow arrival rate λ ij and an average flow size of S f . We use Poisson flow arrival process, and the flow size follows an exponential distribution by default. In addition to that, we still need to configure a number of persistent TCP flows based on A ij .
Unless otherwise noted, the experiments in this subsection use the "backbone and access" topology (TOPO_BA) described in section 4.1, with 70 target links and 10 lossy links. We report the CDFs of E unless otherwise noted.
Overall Results. Figures 10 and 11 show the CDFs of E for utilization approximation and loss rate approximation, respectively. Each CDF corresponds to a different fraction u. As u increases, there will be more mice TCP flows and potentially more bursty losses and worse approximation. Figure 11 shows that loss rate approximation is better for u = 0.05 than for u = 0.1 and u = 0.15. From u = 0.1 to u = 0.15, however, we do not see noticeably worse loss rate approximation. Figure 10 shows that utilization approximation experiences slight degradation as u increases from 0.05 to 0.1 to 0.15. In addition to the changes in loss rate approximation, we believe that this degradation is also caused in part by the smaller aggregate load allocated to persistent TCP flows, expressed by (1 − u)ρC, as u increases. The smaller the aggregate load is, the fewer the flows are in the solution; hence, potentially, there would be larger rounding errors.
Overall, the approximation is comparable to the previous traffic mixture model. In Figure 12 , we directly compare the utilization approximation of the two models, with the same u and packet size, and the same number of target links and lossy target links. Results show that the approximation is very close between the two models with the specific parameters we use. More specifically, the percentage of links that have E is about 80% and 85% in mixture models 1 and 2, respectively. Similarly, for loss rate approximation, Figure 13 shows that none of the two models clearly outperforms the other.
The comparable results on approximation for the two mixture models indicate that the Pareto ON/OFF UDP flow represents similar traffic burstiness as the Poisson arrivals of TCP flows with exponentially distributed size.
Flow Size Distribution.
We have so far presented results using an exponential flow size distribution. We can easily use a different distribution without having to change the problem formulation and solution. Figures 14 and 15 compare results for exponential versus Pareto (α = 1.6) flow size distributions, with u = 0.1. We note that for both utilization (Fig. 14) and loss rate (Fig. 15 ), the approximations are similar between the two distributions. We made this observation in simulations that last 200 seconds, 400 seconds, and 1000 seconds. This indicates that long-term traffic variations that result from the heavy-tailed Pareto flow size distribution do not substantially affect the packet loss behavior in this particular setting.
Larger Topology Experiments. We also experimented with the larger scale topology TOPO_BB. Figure 16 shows the utilization approximation with 350 target links, 20 of which are lossy. Compared to Figure 8 , we observe that the overall approximation is again comparable to that in the previous mix model.
Compared to the approximation for TOPO_BA in Figure 10 , the approximation for TOPOBB is slightly better. This is because (1) there are fewer low-capacity links, which might experience a noticeable rounding effect, and (2) the fraction of lossy target links is smaller than in the settings for TOPO_BA. For the same reasons, the approximation is more similar across the different values of u in this topology.
Impact of Topology
In this subsection, we examine the effect of topology on our algorithm. We use the second traffic mix model for the experiments in this subsection, although the conclusions should apply to both mix models. In all the topologies used in this subsection, the average link delay is T = 18 msec, and all links have the same capacity C = 50 Mbps. This allows us to isolate the effects of these two parameters.
Based on the discussions in section 4.2, it can be derived that higher capacity (hence higher target load, on average) and longer link delay (hence smaller per flow through- put) both have the same effect of reducing errors due to rounding.
We first demonstrate the approximation in more topologies. Figure 17 shows utilization approximation in four configurations. The details of each configuration are given in the caption of the figure.
We observe that the configuration corresponding to Topo 1 has a large number and fraction of target links, as well as a high percentage of lossy links. The average hop count is also higher than in the other configurations. As expected, the approximation for Topo 1 is significantly worse than for the others. About 22% of the links incur an error larger than 0.15. Although Topo 2 has a smaller number of target links and lossy target links than Topo 4, the fractions (out of the total number of links) are much larger than both Topo 3 and Topo 4. This results in worse approximation for Topo 2 than for Topo 3 and Topo 4.
In Figure 18 , we examine several 100-node topologies with a different layout. The first 3 are transit-stub topologies generated with different parameters using GT-ITM. The last one is a flat (random) topology generated by GT-ITM. Unless otherwise specified in the caption, the probability of having a link between each pair of nodes within a stub average link delay is 0.42. The average flow hop count is set to H t = 2.5 in all these experiments. The fraction of target links is 0.4, and the fraction of lossy target links is 0.1. Topo 2 differs from Topo 1 and Topo 3 in that it has a larger number of transit nodes and a smaller number of stub networks per transit node. Topo 3 differs from Topo 1 and Topo 2 in that the probability is higher for having a link between each pair of nodes within the same stub network. We note that the differences in approximation among the four topologies are minor.
Summary of the Evaluation Results
In this section, we have evaluated the accuracy of the proposed traffic generation algorithm in attaining the target link conditions. Two major factors affect the utilization approximation. First, rounding to integer numbers of flows can cause errors. Second, lossy target links could cause ACK compression, which eventually affects the estimate of loss rate for flows in the reverse direction; the impact of lossy links is propagated and more pronounced when there is more dependence, in terms of traffic, among links. In most of our experiments, the utilization error is smaller than 20% for as many as 80% of the target links, and rounding only affects links with a very small number (between 1 and 3) of flows. Loss rate accuracy is in general not as good, and the ratio between the observed and the target values is mostly within the range [0.5, 3]. However, we believe that loss rate approximations in this range are acceptable to most target applications of the proposed traffic generation method. Finally, the approximation for the two traffic mix models is comparable.
Tool
We developed a tool that implements the algorithm described in this article, along with a set of utilities to use the algorithm. We call the tool loadGen for now. We plan to release it to the open-source community in the near future. The most essential functionality of the tool can be described simply as follows: it takes as input a network topology, and it outputs an ns2 Tcl script, which, when run, produces certain target link load conditions on the input network topology. The user can optionally set parameters to specify certain aspects of the traffic generation. The overall structure of the tool is illustrated in Figure 19 . We describe the tool in more details below.
Inputs. There is a mandatory input that specifies a network topology in ns2 runable format, such as one that is generated by the utility sgb2ns. 3 There are four optional inputs as described below:
• Fraction or number of target links. This parameter specifies the fraction (or number) of links that should be target links.
• Fraction or number of lossy target links. This parameter specifies the fraction (or number) of target links that should be lossy.
• Name of the file that specifies other parameters of the traffic generation process. The tool assumes certain default values for the other parameters that are required by the algorithm. The user can modify those parameters in a file, including, for example, the type of traffic mix and the average TCP maximum congestion window. We intend to support all the parameters that are involved in the linear program formulation.
• Name of the file that specifies detailed target links and load conditions. When this parameter is specified, the tool skips the random selection of target links, as described in the next paragraph. Instead, it will use the user-specified target links. The first two optional inputs will be ignored in this case.
Processing. Once the tool is started, it goes through the following steps:
1. Collect and organize network topological information. This involves running the input ns2 script to get the routing table and arranging all information in a format readable by the following step.
2. Configure target links and adjust traffic profile. This involves the following substeps: (1) randomly select target links and lossy target links, (2) assign target utilization and/or loss rates, (3) configure the queue length on each target link based on link capacity and the largest flow RTT, and (4) configure maximum TCP congestion window for flows between each pair of source and destination nodes, based on the average and the distribution of W . The random target link selection and target load condition setting are based on predefined or user-specified probabilities and ranges.
3. Populate the linear algorithm described in section 3 and solve for the solutions.
4. Modify the input ns2 script to configure TCP flows based on the solutions from step 3 and add UDP flows (if using mixture model 1) based on the parameter u and the utilization ρ on each target link.
Output. The algorithm outputs the ns2 script resulting from step 4 of the above processing. An auxiliary output is a file that specifies all the target link load conditions. When the user runs this ns2 script, this auxiliary information can be used to assess how close the actual load conditions are to the target conditions. Example. We show an example below to demonstrate the usage of the traffic generation tool.
In this example, we will generate traffic in the topology shown in Figure 20 . The three links that form the triangle are 100 Mbps with a latency of 20 msec. The three leaf links are 20 Mbp with a latency of 5 msec. We want to have three target links, one of which is lossy.
To use our tool, we need to first create a file that defines an ns2 procedure called "create-topology," which creates the topology when called.
We specify the first three optional inputs in this example and run the tool as follows. We do not demonstrate the alternative way to use our tool (i.e., use with a detailed target links specification).
./loadGen -t 3 -l1 -p properties. txt topo.tcl
The second and third parameters specify the number of target links and that of lossy links, respectively. The last parameter names the file that controls certain attributes for the traffic generation algorithm. Among others, this file may define the following properties. The tool then outputs two files, tgtSpecs.txt and traf.tcl. File tgtSpecs.txt lists the load and loss rate for each target link, and it has the following format: The target links are shown with arrows in Figure 21 . Note that our algorithm tends to pick low bandwidth links as lossy target links. In this case, one of the 20-Mbps links is selected.
The second output file, traf.tcl, is the ns2 script that generates traffic. In this example, our algorithm configures persistent TCP flows between five pairs of nodes and nonpersistent flows between four pairs of nodes. The persistent TCP flows, for example, are as follows.
The script traf.tcl also includes a procedure to create a stream of nonpersistent TCP flows of a certain average rate.
Concluding Remarks
In this article, we developed and evaluated a traffic generation algorithm for TCP simulations that matches the generated traffic to the network configuration such that the resulting link conditions are as specified by the user. The algorithm enables users to obtain realistic and explicitly controlled link conditions through background traffic simulation. This was achieved in a trial-and-error manner in previous work, and it was possible only for very simple networks. While attaining target link conditions, our algorithm also minimizes the simulation memory requirement and conforms to certain realism considerations, such as the traffic mix and the average flow hop count. Our evaluations show that link conditions realized by the generated traffic are very close to the target conditions and that the algorithm scales well with the size of the network topology and the number of target links. We developed a tool that enables the user to obtain realistic network load conditions using the proposed traffic generation algorithm. For future work, we intend to use the traffic generation algorithm to study in depth how sensitive different simulation studies are to certain characteristics of the background traffic. In addition, we will explore the application of this methodology with alternative traffic models or optimization objectives.
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