Abstract-The positioning of electromagnetic (EM) sources on the complex plane, though a mathematical construct, is often applied in solving EM problems with directive confined (collimated) propagation characteristics. Equivalent dipole modeling, which finds its application in characterizing various current sources can be computationally expensive for large structures. Here, the complex localization of equivalent source points combined with the particle swarm optimization is used to improve the performance of the equivalent dipole modeling.
I. INTRODUCTION

E
QUIVALENT dipole modeling (EDM) has been demonstrated in several works to be very efficient and robust in characterizing electromagnetic emissions from radiating elements [1] - [5] . In [1] - [3] where infinite ground plane was assumed, the arbitrary dipole sources and their images were shown to be sufficient in characterizing such kind of problems with accuracies within 10%. However, more realistic problems involve finite ground planes in addition to other sources of emission. The main effect of the finite ground has been demonstrated in [4] and was shown to increase as the sources of emissions are placed close to the edges of the ground plane. This diffraction is due to the currents induced on the ground plane edges by the actual sources. Classical solutions as presented in [6] - [8] have been used in approximating effects of diffractions. However, this becomes computationally expensive due to the complicated integrals.
In [5] , a technique based on edge dipoles was proposed as a way of including the effects of the additional currents induced at the edges. These edge dipoles themselves do not represent primary sources but can emulate the behavior of the currents induced at the edges. While the active (source) dipoles above the ground plane are modeled with their images, the edge dipoles are Manuscript received February 16, 2014 ; accepted March 13, 2014 modeled in free space. This is further improved by the complex positioning of the active dipole sources. Basic modeling requires well defined and characterized problem (in this case appropriate localization of the equivalent dipoles). This is often achieved by using a high spatial dipole resolution which leads to high computational cost. There is therefore a need for a more flexible approach capable of yielding results with high accuracy at low computational cost. Here the complex source location, as a way of improving the equivalent dipole model, is presented. To the best of authors' knowledge there has not been any work on applying the localization of equivalent sources on a complex space, in dipole modeling.
Furthermore, optimization techniques offer ways of determining the best solution with limited computational resources. Here the use of particle swarm optimization (PSO) technique to determine the properties of the dipoles required for the model is introduced. Validation results using FSV is also presented. A time harmonic dependence is assumed throughout.
II. THEORY
A. Field Equivalence Principle
This approach is based on the field equivalence principle [9] , [10] as introduced in [11] and is equivalent to Huygens' principle [12] . In this method, the actual sources are replaced by fictitious sources placed on an arbitrary surface surrounding it, producing the same fields outside the bounding surface. The sources are equivalent inside a region insofar as they produce the same amount of fields inside that region.
The equivalent sources are now computed through Love's equivalence principle [13] and taking into consideration the boundary conditions for an ideal conductor as
where − → J eq and − − → M eq are the equivalent electric and magnetic sources, respectively.
From (1) and (2), only the tangential components of the electric, − → E 1 or the magnetic, − → H 1 fields are required in order to compute the equivalent sources (or fictitious currents). Furthermore, in our work, these sources are modeled as infinitesimal dipoles.
B. Dipole Expansion
Through dipole expansion [14] 
where D x , D y , D z are the three orthogonal dipoles along the x, y, and z coordinates. This has been applied in [15] and [16] and provided good agreement with measurements. The solution is further derived as follows. The magnetic field H e from an electric dipole is determined from
and for a magnetic dipole as
where − → A and − → F are the magnetic and electric vector potentials, respectively, and μ and ∈ the permeability and permittivity of the surrounding media, respectively.
For an electric dipole at (x 0 , y 0 , z 0 ) oriented along the z-axis, the magnetic (x, y, z) field at a distance r is given by [10] :
whereas for a magnetic dipole at (x 0 , y 0 , z 0 ) oriented in the z direction
where P z and M z are the radiated electric and magnetic dipole moments, respectively.
By taking into account the contributions from other dipole components (x and y), we can formulate the relationship between the magnetic field and the rectangular dipole moments as ⎡
or compactly,
In this approach, the field H is extracted for the complete circuit through simulation or measurement. Therefore once the matrix − → G , which is a form of the dyadic Green's function is computed, the moment vector for the dipoles represented by D can then be solved through the solution to the inverse problem. This dipole moment vector can be electric, magnetic or a combination of both.
C. Solution to Inverse Problem
In principle, a sufficient number of sampling points are required to properly compute the moments of the dipoles, i.e., For this reason, a more robust technique is required in solving this ill-posed and near singular inverse problem.
For a linear least squares problem,
the singular value decomposition (SVD) technique has been demonstrated to offer a unique solution for the inverse problem [17] .
In the previous work [1] - [3] where an infinite ground plane was assumed, only the direct and reflected fields were needed in computing the − → G matrix. This method achieved an accuracy better that 10% in general. However, this accuracy deteriorates significantly when modeling sources above a finite plane and worsens as the sources are located closer to the edges of the plane. This is due to the scattering at the edges leading to diffraction of the fields. The image theory (used in approximating the effect of the ground plane) is then not adequate because of the finiteness of the ground plane.
To simplify this approach, a number of equivalent passive dipoles are placed around the edges of the ground plane to emulate the current induced at these edges due to the active sources on the structure. Therefore the total field, H t at any observation point is assumed to be a result of the contributions from the passive H edge and active dipoles H source . The set of passive dipoles are combined with the active dipoles (i.e., representing the active sources) to generate the dipole vector required for the model. Their relationship with the total field H t is formulated as
Equation (17) is to be compared with (13) This improvement accrued as a result of the edge dipoles was demonstrated in [4] , [5] . This is further validated for the 3-D problem given in Section III.
D. Complex Source Point
The complex source point (CSP) method is now presented as a way of improving the accuracy of the model with reduction in the number of dipoles. The CSP has been shown in [18] - [21] to provide a good representation of a point source. It involves the placement of the equivalent sources in the complex plane.
In the extended equivalent dipole model (EEDM), 1 first presented in [5] the field at any particular observation point is assumed to be the superposition of all the contributions from the equivalent dipole sources used in characterizing the actual sources above a ground plane. Here, the 2-D plane where these equivalent sources are modeled is analytically extended to complex space.
In order to relate the solution to practical problems, the observation plane remains real. This relationship is illustrated in Fig. 1 . The real axis represents any (real) 1-D direction in the actual 2-D source plane.
In Fig. 1 , the resulting positions for the coordinates of the equivalent point sources, given as x i , y i at z = a and x i , y i at z = a + jb for the 2-D (b) and complex source positioning (c), respectively, for i number of equivalent sources, are shown.
Recall that, the field B r , observed at a position − → P r due to a point source located at a real location − → P 0 is given by
where k = 2π λ and
is the distance from − → P 0 to − → P r . In the EDM and EEDM presented in [1] - [5] , the equivalent dipoles are placed on a 2-D plane parallel to the ground plane 1 The EDM represents the dipole model validated for an infinite ground plane while the EEDM is the extended equivalent dipole modeling with additional edge dipoles for accounting for the excess currents induced at the edges by the real current sources. (i.e., the orthogonal coordinates are real). However, in the CSP the dipoles are placed in the complex plane with the real component of the resulting distance representing the actual 2-D source position. In a simple 2-D problem with the ground plane parallel to the xy-plane, a complex z-axis component is used (i.e., z 0 = a + jb) as shown in Fig. 1 and the expression (18) can now be reformulated to include the complex source position and is given as
where − → p 0 and R are now the complex position vector of the sources and the distance from the source to the observation point, respectively. These dipoles are randomly chosen and are bounded by the geometry of the radiating element. The PSO is then used to determine the best properties of the dipoles required for the model by minimizing the fitness function which is given by
where H meas and H model are measured and modeled magnetic fields, respectively, for various sides considered in the model.
E. Particle Swarm Optimization
PSO is a swarm intelligent method like the ant colony optimization [24] - [26] . As introduced by Kennedy and Eberhart [23] , it has been demonstrated to be a robust technique for a range of engineering problems especially optimization. These include neural network training [23] , [28] , [29] , gene clustering [30] , power systems [31] multimodal biometric systems [32] , and discrete problems [33] - [35] .
The PSO technique is adopted here for the optimization of the equivalent dipoles required for the characterization of radiating structures. Like the evolutionary technique genetic algorithm (GA), it starts with a random population which is updated for every iteration. However, it does not utilize evolution operators such as crossover and mutation as presented in [42] . PSO algorithm involves a population of particles, which are defined by their speed and position vectors. The particles are distributed in the searching space and they search for the minimum or maximum of a defined objective function [23] , [27] .
The key terms are the 1) Position: this represents the possible solutions to the optimization problem, which are the three orthogonal equivalent dipoles in our example. 2) Velocity: this is the information required to update the current particle's position. 3) Fitness: this is the measure of the goodness of fit for a solution for a given position. The initial population which serves as the input comprises the dipole positions and their orthogonal moments {i.e., m x , m y , m z }. For an optimal performance of PSO, the initial population range is defined so that it closely bounds the expected domain of the feasible region. More details on PSO is presented in the literatures [24] - [35] .
F. Feature Selective Validation (FSV) Technique
Many comparison techniques, e.g., cross correlation, rootmean-square (rms), etc., have been used in estimating the degree of agreement between two datasets (i.e., between measurement, simulation, and (or) dipole modeling). However, it is difficult to relate the result from these comparison techniques to what the human "expert" according to [37] would decide with a visual inspection of the datasets. The FSV achieves a better indication of the agreement between two datasets by comparing and combining two of their aspects.
According to [36] - [41] these aspects are the amplitude-based comparison, amplitude difference measure (ADM), and the feature-based comparison, feature difference measure (FDM). They are evaluated by decomposing the original data into trend information and feature information and are presented at range of levels from a point-by-point analysis to a single figure of merit. They are also combined into a global difference measure. This technique continues to evolve through heuristic approach.
The FSV focused on producing a range of outputs from simple summary "Goodness-of-fit" factors to a detailed point-by-point diagnostics. The outputs are presented in categories comprising natural language descriptors as given in Table I . More details on the mathematical derivations are presented in [41] . 
III. EXPERIMENT AND VALIDATION
The viability of the above is now demonstrated with a 3-D box with an aperture Fig. 2(a) , which provides the beam-like radiation pattern unlike the omnidirectional of the 2-D PCB board that limits the effectiveness of this complex source positioning technique. This 3-D box also represents a PCB in an enclosure as often used in electrical and electronic equipment.
The simulation was carried out using the MoM-based Concept-II simulation software [22] . Near-field measurements were used to extract the magnetic field information required for the modeling as shown in Fig. 2 . The box has dimensions 105 × 75 × 45 mm (L × W × H) while the aperture located at the centre of the xy-plane is 2 × 2 mm.
The box encloses a monopole antenna which is the primary source of the emissions. The monopole antenna is excited with a 0 dBm power using a signal generator and an amplifier at resonance frequency of 2.404 GHz. The resonance frequency was chosen so as to achieve significant emissions particulary at the sides for the box. The near-field measurement was setup as shown in Fig. 2(b) , this involves measurements around the planes of the metallic box. Fig. 3 compares the fields obtained through MoM computation and near-field measurement. A maximum difference of less than 10% in amplitude was observed in the measurement results. More of these errors were observed at the side planes which had predominantly low emissions. The SNR degrades at low power as seen in the side planes (yz-and xz-planes). However, a relatively better correlation is seen at higher emissions as seen at the top plane (xy-plane).
First, basic EEDM was used to demonstrate that edge dipoles can sufficiently emulate the currents at the edges and corners of finite radiating structures without themselves being active current sources. Finally, the active dipoles, which characterize the real current sources, were then placed on a complex plane and used to reproduce the magnetic fields. This will be validated using the FSV technique.
Electric conducting surfaces or enclosures act as electromagnetic shields, hence no real sources of emission is expected at the side planes of this metalic enclosure. Therefore, active dipoles were restricted on the xy-plane in the modeling because of the presence of an aperture. However, accurate prediction of the farfield requires characterization of the possible emissions at the side planes. This is done by including passive dipoles along the edges of the cuboid. As mentioned, these are the only sources (passive) included at the sides to account for the diffraction effects due to these edges emanating from the bends and currents from the aperture. Fig. 4 compares the far-field results predicted using MoM, dipole modeling without the edge dipoles, and dipole modeling with edge dipoles. This shows that including the edge dipoles improves the modeling significantly. This step was only taken to understand the desirable positions for the active sources, and once this has been achieved the complex source technique can then be used to further improve the accuracy of the modeling.
The active sources were then positioned in the complex plane and used to reproduce the magnetic fields according to (15) , (16) . The active sources modeled as infinitesimal dipoles and were uniformly distributed around the geometry of the xy-plane. The absolute rms error in reproducing the magnetic field using the basic EEDM and the EEDM with CSP is shown in Fig. 5 . A significant improvement is observed by positioning the dipole sources on a complex spatial domain.
The plot shows a significant reduction in the rms error as a result of positioning the active sources on a complex plane. It is also clear that more dipoles are required for the basic EEDM to match any given point on the EEDM with CSP error curve. Therefore, this technique can provide a useful way of optimizing the number of dipoles required to acheive any desired degree of accuracy.
In the models presented above, the SVD as discussed in Section II-C was used to solve the inverse problem. This often requires a fine dipole resolution as there is no a priori knowledge of the positions or amplitudes of the real sources. The PSO technique was used in optimizing these dipoles in the CSP-PSO model. This means that a better result is achieved for any number of dipoles when compared with the former.
The position which comprises the possible solutions are the three orthogonal spatial coordinates (x, y, and z) and also their electric dipole moments P Fig . 6 shows the PSO performance plot. The optimal solution was obtained after 90th iteration. The performance of the PSO can be improved by using higher iterations however there will be a stall when it gets to the optimal solution and this varies for different problems.
The FSV technique is now used to compare the total magnetic field on the xy-plane. This is shown in Fig. 7 .The comparison was made between the results reproduced using 20 active dipoles whose properties were determined through the PSO and positioned on the complex plane with the measured magnetic field.
The excellent bar is the most significant of all the indicators in the validation measures shown in Fig. 6 . This implies an excellent correlation both in feature and amplitude.
Also for these reduced number of active dipoles, an rms error of 6% was achieved in computing the total field in the xy-plane. This is shown in Fig. 8 .
According to Fig. 5 , a dipole resolution of 10 mm or better will be required to achieve a 6% rms error for the CSP model. This implies approximately 75 active dipoles for the model. So it can be said that the PSO achieve about 70% reduction in the dipole number when compared with the basic CSP model. The result for the PSO algorithm is compared with the actual measurement and in Fig. 8 . A good correlation is observed at all the measured-computed points.
It is worth noting that the same measurement required in basic dipole modeling will be required here. The uniqueness of this approach lies in the modeling and has been explained. This model finds its application in characterizing radiating sources with a beam-like radiation pattern, e.g., electronics enclosed in a shielded casing with apertures for wirings or other external plug-ins.
IV. CONCLUSION
Methods for optimizing equivalent source modeling of electronic structures have been developed. The equivalent sources are arranged to model the fields measured from near field scans.
It has been shown that by positioning the equivalent current sources on a complex spatial plane, fewer sources will be required to attain any given accuracy when compared with 2-D positioning. Furthermore, the particle swarm optimization has been demonstrated to be very effective in determining the optimal dipoles required for an efficient equivalent dipole modeling. Different validation techniques, e.g., feature selective validation, have been employed to show the viability of this approach.
