ABSTRACT In this paper we present a novel approach for solving Boolean equation systems with nested minimal and maximal xpoints. The method works by successively eliminating variables and reducing a Boolean equation system similar to Gau elimination for linear equation systems. It does not require backtracking techniques. Within one framework we suggest a global and a local algorithm. In the context of model checking in the modal -calculus the local algorithm is related to the tableau methods, but has a better worst case complexity.
Introduction
The modal -calculus Koz83, Sti92 ] is a powerful logic. It is particularly useful for expressing properties of parallel processes with nite (or even in nite) state spaces; it nds application in process algebra Wal89] and in Petri nets Bra92]. Proving whether a property expressed in the modal -calculus holds for particular states of a process is called model checking CE81, CES86] . Various algorithms are available. The main approaches are model checkers based on the xpoint approximation EmL86, CDS92, And92, BCMDH92, LBCJM94] and tableau based model checkers StW89, Cle90, Lar92, Mad92] . One important technique consists of the transformation of a property and a model to a (Boolean) equation system AC88, And92, CDS92, Lar92, VeL92] . Then model checking is equivalent to the computation of a certain xpoint. In fact, various correctness problems may be represented in this way. In this paper we present a novel, algebraic approach for solving Boolean equation systems. It does not use approximation techniques and therefore does not require backtracking. The method works straightforward by successively eliminating variables and reducing the Boolean equation system, similar to Gau elimination for linear equation systems. Homogeneous, hierarchical and alternating xpoints are treated uniformly.Contrary to other techniques Gau elimination leads to both a global and a local model checking algorithm within one framework. The elimination of a variable is based on a simple observation: the equation X = A(X) (with monotone A) has the least xpoint A(false) and the greatest xpoint A(true). The reduction of a Boolean equation system is done by syntactical substitution of variables by expressions. The di erence between the global version of Gau elimination and the local one can be characterized as follows: The global version solves the whole equation system, whereas the local version only takes a subset of equations into account which is necessary to determine the variable of interest. The selection of a suitable subset of equations is demand-driven. Whereas the global version is more of theoretical interest (approximation techniques have better worst case complexity), the local version has advantages in the context of model checking. It is closely related to the tableau methods, and can be interpreted as a combination of top-down strategy of the tableau method and bottom-up evaluation which avoids redundancy caused by recomputation of subtableaux. Therefore its worst case complexity is only exponential, in contrast to double exponential worst case of tableau based algorithms. Section 2 introduces Boolean equation systems and their solution. Gau elimination for Boolean equation systems is presented in section 3. Section 4 contains a short introduction into the modal -calculus, and the transformation of the model checking problem into a equation solving problem. Comparison with other work is discussed in section 5. Examples are in section 6. Section 7 is the conclusion. The appendix contains correctness proofs.
Boolean Equation Systems
In this section we de ne Boolean equation systems and what we regard as solution of a Boolean equation system.
De nition 1 Let X = fX 1 ; : : :; X n g be a set of Boolean variables, < a linear order on X, and fA 1 ; : : :; A n g a set of negation free Boolean expressions containing variables from X. Then the set of labeled equations E i : X i i = A i , where i 2 f ; g, is a Boolean equation system.
In the following we assume that the order on the variables is according to their indices. As the Boolean expressions are negation free and therefore monotone the equation system (the plain one without order and labels) has a set of xpoints. In the context here we are interested in a distinguished xpoint which we call the solution of the Boolean equation system. Below we give the de nition of the solution. We introduce some notation rst. The vector (X 1 ; : : :; X n ) of Boolean variables will be abbreviated by X; analogously , A and E denote the vectors of labels, expressions and equations respectively. A Boolean equation sys-tem can now be written as: E: X = A(X). Further abbreviations will be used. Y (i) With respect to the order < false is the least one. Now consider the equation system X 1 = X 2 ; X 2 = X 2 , where X 1 < X 2 . The lexicographic least xpoint is (true; true), whereas (false; false) is the solution as indicated by the rst equation system and as de ned above. In the following example two Boolean equation systems are given, both having the same set of xpoints and the same labels on the equations, but di erent solutions. The equation system X 1 = X 2 ; X 2 = X 2 , where X 1 < X 2 , has the xpoints (true; true) and (false; false). The solution is (false; false) as in the previous example. The equation system X 1 = X 2 ; X 2 = X 1 , where X 1 < X 2 , also has the xpoints (true; true) and (false; false), but the solution here is (true; true).
Gau Elimination
In this section we present two algorithms which determine the solution of a Boolean equation system as in de nition 3. In contrast to other methods we do not make use of approximation and backtracking techniques. Based on these two Gau steps we now propose two algorithms to determine the solution of a Boolean equation system. One algorithm operates on the whole equation system; this is the global version of Gau elimination. The basic idea is that a Boolean equation system can be reduced to a Boolean equation system with the same solution, but one equation less. The reduction is performed by an elimination step, where in the last equation, say X j j = A j (X 1 ; : : :; X j ), all occurrences of X j on the right hand side are instantiated by b j = true or b j = false depending on j , and a substitution step, where in all other equations each occurrence of X j is substituted by the expression A j (X 1 ; : : :; X j?1 ; b j ). The result is an equation system with no free occurrence of X j . Now the same reduction can be applied to the equation system consisting of the rst j ? 1 equations and so on. In the end we get a variable free expression for the variable X 1 . In most contexts we are only interested in the rst component of the solution, i.e. whether X 1 is true or false. Therefore the algorithm in gure 1 stops, if the solution of X 1 (A 1 ) is determined. If we are interested in the whole solution the Gau division step and elimination step have to be applied n times giving an expression for every X i where the variables X i ; : : :; X n do not occur. A straight backward substitution leads to the whole solution. If only the rst variable is of interest, it su ces to consider only the subset of equations which is necessary to determine the solution for X 1 . The relevant subset of equations is selected in a top-down manner. This observation leads to the local version of Gau elimination given in gure 2. The idea is as follows. We start with the equation system E 0 consisting only of the equation X 1 1 = A 1 (X 1 ; : : :; X j ). As long as X 1 is not evaluated to true or false we select a free variable from A 1 , insert its equation in E 0 , apply the global version of Gau elimination, and continue in the same way with the modi ed equation system E 0 .
Create E 1 and let E 1 be E 0 ; Instantiate X 1 in A 1 ; (Gau -division) A 1 := Eval(A 1 ); (Evaluation step)
while not (A 1 = true or A 1 = false) do Select X j , where j is such that E j 6 2 E 0 ; Create E j , insert E j in E 0 and extend the order on E 0 to E j ; Apply Gau -elimination on E 0 od Proposition 4 Given a -calculus expression and a transition system let A be the corresponding Boolean equation system. On its equations a partial order < E is de ned. For each two extensions of < E to linear orders < l ; < l 0 it holds: Y is the solution of A with the order < l , i Y is the solution of A with the order < l 0 . Proof: (Sketch) For unnested xpoints an order of equations is not relevant for the solution (see Bek84] The Gau elimination for model checking in its local version is more closely related to the tableau method of Stirling and Walker StW89] and Cleaveland Cle90]. In a Boolean equation system a variable is introduced for each pair of a state and a xpoint formula. Each node in a tableau is labeled by a sequent consisting of a pair of a state and a formula. Hence a Boolean equation can be seen like a reduced form of a subtableau containing only sequents with xpoint formulae, which is the only relevant part for the structure of the tableau. The top-down construction of the tableau can also be found in the local version of the Gau elimination. While constructing a tableau the decision which path should be extended is equivalent to the selection of a variable from the top equation and creating the related equation. The condition for a leaf in the tableau of being successful or not corresponds to the Gau division step: a cycle with a minimal xpoint is regarded as unsuccessful (false), a cycle with a maximal xpoint is regarded as successful (true). The advantage of the Gau elimination over the tableau method has its roots in the bottom-up evaluation. On one hand it spares the introduction of di erent constants for the same xpoint expression, on the other hand there is no redundant evaluation of identical subexpressions (subtrees). Altogether the local version of the Gau elimination for model checking can be regarded as a combination of the top-down strategy of the tableau allowing to explore only the relevant part of the state space, and a bottom-up strategy which avoids recomputation of identical subtrees. The maximal size of a tableau is bounded by O(b (j j jSj) f( ) ), where b is the maximal branching degree of the transition system, jSj the number of states, j j the size of the formula and f( ) the number of xpoint operators in . For the Gau elimination the number of derived equations is determined by the size of the state space and the number of xpoint operators in . Substituting Boolean expressions leads to expressions exponential in the number of equations. The maximal size of the Boolean equation system constructed by the Gau elimination is bound by O((b a( ) j j) 2 2 jSj f( ) ), where additional to the abbreviations above a( ) is the maximal nesting depth of modal operators in the formula . Hence it is a natural idea to use the local version of the Gau elimination for an implementation of the tableau method.
Examples
The aim of this section is to demonstrate the possible advantage of the local version of Gau elimination over a tableau based model checker. The rst both examples are academic ones, without a special meaning. They do not show the advantage of local model checking, because the whole state space has to be traversed. However, they show how our algorithm avoids recomputation of subexpressions, or subtrees resp., whereas the tableau method does not. In the third example we prove a fairness property for the mutual exclusion algorithm of Peterson. A prototype of the local version of Gau elimination was implemented in C++ using BDDs Bry92] as data structure for Boolean expressions. In the examples here we compared our implementation with a tableau-based model checker as in StW89] and with the tableau-based model checker incorporated in the Concurrency Workbench (CWB), which uses techniques for avoiding some recomputations. All implementations run on a SUN SPARC2.
We wish to determine whether s1 j = The example consists of a scalable (n; k)-spindle where the nal state is again identi ed with the start state. It has kn + k states. The local Gau elimination creates k equations, each of the form: X i = V j=1::n X i+1 mod k for 1 i k which can be reduced to X i = X i+1 mod k . It takes k elimination steps to determine the solution. The tableau based model checker as in StW89] builds a tree with 1 + 2n + 2n 2 + : : : + 2n k sequents. For this property the number of equations is thus linear in the variable k of the (n; k)-spindle, whereas the size of the tableau is exponential in the variable k. Does the following s1 j = M Z 1 :hai Z 2 :haihaiZ 2 _ haihaiZ 1 hold in (all transitions labeled with a): This property was proved by our new local model checker with the following results: It created 6 equations and took one second time for the whole procedure. The tableau based model checker was interrupted after having generated more than 22 million (!) tableau sequents. The model checker of the Concurrency Workbench could cope well with both examples: it "quickly" returned the result. The techniques for avoiding recomputation came in useful. This was not the case in the following example. We considered the two process mutual exclusion algorithm of Peterson, given in Wal89]. The property we proved is: \As long as process 1 proceeds, after a request it eventually enters the critical section." In order to detect progress we added \tick" and \tack" dummy actions which alternate each other when process 1 performs some action. Then the property to prove can be formulated as: \if a request comes, then along all paths where ticks and tacks alternate each other, eventually an enter will follow". The -calculus formula representing this property is:
This modal -calculus formula is of alternation depth 2 and nesting depth 3. Unfortunately the full discussion of this example exceeds the aim of the paper. This property, together with our extended Peterson-2 algorithm, was fed to the model checker, with the following result: The model checker came back with a positive result after slightly more than 10 minutes of CPU time. The CWB model checker on the other hand could not compute an answer for the same input within 24 hours elapsed time. During execution our model checker created 156 out of a possible 240 Boolean equations. This example is typical of the results we got from an extensive investigation into several mutual exclusion algorithms with di erent liveness properties.
Conclusion
We presented a novel, algebraic approach for solving Boolean equation systems. As main application model checking in the full modal -calculus was intended. In contrast to other approaches using equation systems our method is not based on approximation techniques and backtracking. The method works straightforward by successively eliminating variables and reducing the Boolean equation system, similar to Gau elimination for linear equation systems. Homogeneous, hierarchical and alternating xpoints are treated uniformly. Contrary to other techniques Gau elimination leads to both a global and a local model checking algorithm within one framework. The local version is closely related to the tableau methods, but has a better worst case complexity. An extension to model checking for in nite state spaces is in work.
There exists a prototype implementation of the Gau elimination using BDDs for the representation of Boolean expressions. Several examples (e.g. fairness properties for mutex algorithms) showed that the local version of our algorithm beats existing tableau methods. 
