Abstract. Given a number field K and a polynomial ϕ(z) ∈ K[z] of degree at least 2, one can construct a finite directed graph G(ϕ, K) whose vertices are the K-rational preperiodic points for f , with an edge α → β if and only if ϕ(α) = β. Restricting to quadratic polynomials, the dynamical uniform boundedness conjecture of Morton and Silverman suggests that for a given number field K, there should only be finitely many isomorphism classes of directed graphs that arise in this way. Poonen has given a conjecturally complete classification of all such directed graphs over Q, while recent and ongoing work of the author, Faber, Krumm, and Wetherell has provided a detailed study of this question for all quadratic extensions of Q. In this article, we give a conjecturally complete classification like Poonen's, but over the cyclotomic quadratic fields Q( √ −1) and Q( √ −3). The main tools we use are dynamical modular curves and results concerning quadratic points on curves.
Introduction
Let K be a number field, and let ϕ ∈ K(z) be a rational map of degree d ≥ 2. For each integer n ≥ 0, we let ϕ n denote the n-fold composition of ϕ; that is, ϕ 0 is the identity, and ϕ n = ϕ • ϕ n−1 for each n ≥ 1. We say that α ∈ P 1 (K) is preperiodic for ϕ if there exist integers m ≥ 0 and n ≥ 1 such that ϕ m+n (α) = ϕ m (α); in this case, the minimal such m and n are called the preperiod and eventual period, respectively, and we refer to the pair (m, n) as the (preperiodic) portrait of α. If the preperiod is 0, we say that α is periodic with period n. We set PrePer(ϕ, K) := {α ∈ P 1 (K) : α is preperiodic for ϕ}.
We denote by G(ϕ, K) the functional graph associated to the restriction of ϕ to PrePer(ϕ, K); that is, the vertices of G(ϕ, K) are the K-rational preperiodic points for ϕ, and there is a directed edge from α to β if and only if ϕ(α) = β. Northcott proved in [26, Thm. 3] that PrePer(ϕ, K) is a finite set. Based on the analogy between preperiodic points for rational maps and torsion points on elliptic curves, Morton and Silverman have conjectured a dynamical analogue of the strong uniform boundedness conjecture (now Merel's theorem [18] ) for elliptic curves: Conjecture 1.1 ([21, p. 100]). Fix n ≥ 1 and d ≥ 2. There is a constant C(n, d) such that for any number field K of absolute degree n, and for any rational map ϕ ∈ K(z) of degree d,
# PrePer(ϕ, K) ≤ C(n, d).
It is currently unknown whether such a constant exists for any pair of integers (n, d), even if one restricts to polynomial maps. The simplest polynomial case is (n, d) = (1, 2) , that is, quadratic polynomials over Q. The difficulty in proving Conjecture 1.1 in this case is bounding the possible periods of rational periodic points. It is shown in [32] that for each period n ∈ {1, 2, 3}, there are infinitely many quadratic polynomials (up to the appropriate notion of equivalence) with a rational point of period n. On the other hand, there are no quadratic polynomials with rational points of period 4 ([20, Thm. 4] ), period 5 ([10, Thm. 1]), or -assuming standard conjectures on L-series for the Jacobian of a certain curve of genus 4 -period 6 ([31, Thm. 7] ). It was conjectured in [10] that no quadratic polynomial over Q could have a rational point of period greater than 3, and Poonen has shown that this conjecture would imply uniform boundedness for quadratic polynomials over Q, analogous to Mazur's theorem [17] for rational torsion points on elliptic curves. Remark 1.3. The bound from Theorem 1.2 is 9, while the largest graph appearing in the classification has eight vertices. This is due to the fact that, following the convention of [5, 6, 28] , we omit the fixed point at infinity when describing the preperiodic graph for a polynomial map.
A reasonable next step in studying preperiodic points for quadratic polynomials is to give a classification like Poonen's, but over quadratic extensions of Q. Conjecture 1.1 suggests that there should be only finitely many (isomorphism classes of) graphs G(f, K) with K a quadratic field and f ∈ K[z] quadratic, so there are two natural directions to pursue:
(1) Classify those graphs G that may be realized as G(f, K) for some quadratic field K and some quadratic f ∈ K[z]. (2) Fix a collection of quadratic fields K, and for each classify those graphs G that may be realized as G(f, K) for some quadratic f ∈ K[z]. A classification as in (1) would be a dynamical analogue of the corresponding result by Kamienny and Kenku-Momose for quadratic torsion points on elliptic curves; the three articles [5] [6] [7] give progress in this direction. In the current article, we consider direction (2) , giving a conditional classification like Theorem 1.2 for the quadratic cyclotomic fields Q(i) and Q(ω), where i = √ −1 and ω = (−1 + √ −3)/2 are primitive fourth and third roots of unity, respectively. We now state our main result, which should be viewed as a conditional analogue of classification results due to Najman [23, 24] for torsion on elliptic curves defined over these two quadratic fields. Remark 1.5. We note that part (B) says something slightly stronger than (A). We are able to rule out the possibility of points of period 5 over Q(ω), but we are not yet able to do so over Q(i). See Remark 5.3 for a further discussion.
The proofs of all of the results referred to above for torsion points on elliptic curves relied heavily on the use of modular curves, which parametrize elliptic curves (up to isomorphism) together with marked points of a given order. Perhaps unsurprisingly, much of the corresponding work on preperiodic points for quadratic polynomials has relied on dynamical modular curves, which parametrize quadratic polynomials (up to dynamical equivalence) together with marked preperiodic points. In particular, Theorem 1.2 required finding the full set of rational points on several dynamical modular curves, just as the articles [5] [6] [7] involve finding quadratic points on such curves; this is the strategy we employ in the current article.
We give a brief overview of dynamical modular curves in §2, and we collect in §3 several results that will be useful for determining the set of quadratic points on dynamical modular curves. Section 4 gives some results on dynamical modular curves of low genus, which are later used to prove our main theorem. Finally, §5 contains the proof of Theorem 1.4, which has been split into two statements, Propositions 5.4 and 5.5. though several improvements have been made since that time. I thank my advisor, Bob Rumely, for many insightful conversations and for his guidance during my time at Georgia. I thank Pete Clark for his help with some of the background on algebraic curves, and I thank Bjorn Poonen for helpful discussions.
Dynamical modular curves for quadratic polynomial maps
In this section, K will be a number field. Given a finite directed graph G, we describe a dynamical modular curve whose K-rational points parametrize quadratic maps f ∈ K[z], up to equivalence, together with a collection of marked points that "generate" a subgraph of G(f, K) isomorphic to G. Throughout this article, we will use the notation X 1 (·), Y 1 (·), and U 1 (·) exclusively to represent various dynamical modular curves. When we need to refer to a classical modular curve, which parametrizes elliptic curves together with certain level structure, we will heed the advice of [30, p. 163 ] and write X ell 1 (·) and Y ell 1 (·) to avoid confusion. We first describe what we mean by dynamical equivalence: We say that two polynomial maps f, g ∈ K[z] are linearly conjugate if there exists a polynomial (z) = az + b, with a, b ∈ K and a = 0, such that g = f := −1 • f • . Linear conjugation is the appropriate notion of equivalence dynamically since conjugation commutes with iteration. In particular, induces a graph isomorphism G(g, K)
It is well known that every quadratic polynomial over a field K of characteristic 0 is linearly conjugate to a polynomial of the form
for a unique c ∈ K, so it suffices to restrict our attention to maps of this form. In this paper, we give only an informal description of these dynamical modular curves. A more formal treatment appears in [4] .
2.1. Dynatomic curves. Let N be any positive integer. If x is a point of period N for f c , then we have f N c (x) − x = 0. However, this equation is also satisfied if x has period equal to a proper divisor of N . One therefore defines the N th dynatomic polynomial to be
where µ is the Möbius function. The dynatomic polynomials provide a natural factorization
for all N ∈ N -see [22, p. 571] . If (x, c) ∈ K 2 satisfies Φ N (x, c) = 0, we say that x has formal period N for f c . Every point of exact period N has formal period N , but in some cases a point of formal period N may have exact period n a proper divisor of N . The fact that Φ N (x, c) is a polynomial is shown in [30, Thm. 4.5] . Since Φ N (x, c) has coefficients in Z, the equation Φ N (x, c) = 0 defines an affine plane curve Y 1 (N ) over K, and this curve was shown to be irreducible over C by Bousch [1, §3, Thm. 1]. We define U 1 (N ) to be the Zariski open subset of Y 1 (N ) on which Φ n (x, c) = 0 for each proper divisor n of N . In other words, (x, c) lies on Y 1 (N ) (resp., U 1 (N )) if and only if x has formal (resp., exact) period N for f c . We denote by X 1 (N ) the normalization of the projective closure of Y 1 (N ).
Given a collection of pairwise distinct positive integers N 1 , . . . , N m , we let Y 1 (N 1 , . . . , N m ) be the curve given as the subscheme of A m+1 defined by N ) ) (resp., U 1 ((M, N ))) if and only if α has formal portrait (resp., exact portrait) (M, N ) for f c .
2.3.
Admissible graphs. Given a number field K and a parameter c ∈ K, the graph G(f c , K) necessarily has a great deal of structure and symmetry dictated by the dynamics of quadratic polynomial maps. For this reason, we restrict our attention to finite directed graphs G that possess this additional structure. ∈ PrePer(f c , K) and c = 1/4. In particular, the set of parameters c ∈ K for which G(f c , K) is not strongly admissible is finite.
Given an admissible graph G, we define the cycle structure of G to be the nondecreasing list of lengths of disjoint cycles occurring in G. We will say that G contains the cycle structure τ = (N 1 , . . . , N m ) if τ is a subsequence of the cycle structure of G; that is, if G has an admissible subgraph with cycle structure τ .
Before discussing the dynamical modular curves associated to admissible graphs, we require one more definition. Definition 2.3. Let G be an admissible graph, and let {P 1 , . . . , P n } be a set of vertices of G. Let H be the smallest admissible subgraph of G containing all of the vertices P 1 , . . . , P n . We say that {P 1 , . . . , P n } is a generating set for H. If any other generating set for G contains at least n vertices, then we call {P 1 , . . . , P n } a minimal generating set for G.
We now describe dynamical modular curves X 1 (G) associated to admissible graphs G, generalizing those curves X 1 (N ) and X 1 ((M, N )) defined above. The curves X 1 (G) are formally defined in [4] , where it is shown that X 1 (G) is always an irreducible curve in characteristic 0. For the purposes of this article, however, we will be content to describe X 1 (G) as a curve over C as follows: Let {P 1 , . . . , P n } be a minimal generating set for G. For a subfield L ⊆ C, define 1 U 1 (G)(L) to be the set of all tuples (α 1 , . . . , α n , c) ∈ A n+1 (L) such that {α 1 , . . . , α n } generates a subgraph of PrePer(f c , L) isomorphic to G via an identification P i → α i . Let Y 1 (G) be the Zariski closure in A n+1 of the set U 1 (G)(C), and let X 1 (G) be the normalization of the projective closure of Y 1 (G). Note that if G is generated by a single vertex of portrait (M, N ), then X 1 (G) = X 1 ((M, N )), and similarly for Y 1 (G) and U 1 (G).
The assignment G → X 1 (G) is (contravariant) functorial: If G and H are admissible graphs with H ⊆ G, there is a nonconstant map X 1 (G) −→ X 1 (H) that commutes with projection onto the c-line; see [4, Prop. 3.3] .
We end this section with an example: The graph G in Figure 1 is strongly admissible and is minimally generated by the vertices α, α , and β. Therefore, for a number field K we have
4 (K) : α and α are distinct fixed points for f c ; β has portrait (3, 2) for f c ; and 0 is not in the orbit of α, α , or β under f c }.
1 For simplicity, the definition of U1(G) given here is slightly more restrictive than our definition of U1(G) in [4] .
The difference is that in [4] , there were finitely many additional points (α1, . . . , αn, c) on U1(G) for which 0 is in the orbit of αi under fc for some i ∈ {1, . . . , n}, which forces inadmissibility of the associated preperiodic graph by Lemma 2.2.
Quadratic points on algebraic curves
Let K be a number field, and let X be an algebraic curve defined over K. We say that P ∈ X(K) is quadratic over K if the field of definition of P , denoted K(P ), is a quadratic extension of K. We will mostly be working in the situation that K = Q, in which case we will simply say that P is quadratic. If X is an affine curve, then the genus of X, denoted g(X), will be understood to be the geometric genus of X; i.e., the genus of the nonsingular projective curve birational to X. A Weierstrass point on X is a point P ∈ X for which there exists a rational map of degree at most g(X) vanishing only at P . (Equivalently, a Weierstrass point is one for which there exists a nonconstant rational map of degree at most g(X) which is regular away from P ).
3.1. Hyperelliptic curves. Several of the curves we consider in this paper are hyperelliptic. Recall that a hyperelliptic curve of genus g defined over K has an affine model of the form y 2 = f (x) for some polynomial f (x) ∈ K[x] of degree 2g + 1 or 2g + 2 with no repeated roots. We denote by ι the hyperelliptic involution on X:
ι(x, y) = (x, −y), and we say that ιP is the hyperelliptic conjugate of P . If deg f is odd, then X has a single point at infinity, which is necessarily K-rational; if deg f is even, then X has two points at infinity, and they are K-rational if and only if the leading coefficient of f is a square in K. This can be seen by covering X by two affine patches: The first is given by the equation y 2 = f (x), and the second is given by v 2 = u 2g+2 f (1/u), with the identification x = 1/u, y = v/u g+1 . If deg f is even, and if c is the leading coefficient of f , then we take ∞ ± to be the two points on X corresponding to (u, v) = (0, ± √ c). If deg f is odd, then we take ∞ + = ∞ − = ∞ to be the unique point at infinity, given by (u, v) = (0, 0). In either case, we have ι∞ ± = ∞ ∓ .
Weierstrass points on hyperelliptic curves are simple to describe: they are precisely the ramification points for the double cover of P 1 given by (x, y) → x; equivalently, they are the fixed points of the hyperelliptic involution. More concretely, P is a Weierstrass point on X if and only if P = (x, 0) or deg f is odd and P is the point at infinity. In particular, every hyperelliptic curve of genus g has 2g + 2 Weierstrass points.
We now focus on curves of genus 2; much of what follows may be found in [2] . Let X be a curve of genus 2 defined over a number field K. Since every genus 2 curve X is hyperelliptic, X has an affine model of the form y 2 = f (x) with f (x) ∈ K[x] of degree d ∈ {5, 6} having no repeated roots. Let J be the Jacobian of X. If we assume that X has a K-rational point (this is guaranteed if d = 5), then we may identify the Mordell-Weil group J(K) with the group of K-rational degree 0 divisors of X modulo linear equivalence (see [2, p. 39] and [19, p. 168] , for example). For n ∈ N, we set J(K)[n] := {P ∈ J(K) : nP = O}, and we denote by
The divisor ∞ + +∞ − is a K-rational divisor on X, and the divisor class K containing ∞ + +∞ − is the canonical divisor class. By the Riemann-Roch theorem, every degree 2 divisor class D contains an effective divisor, and this effective divisor is unique if and only if D = K. The effective divisors in the canonical class K are precisely those of the form P + ιP . We may therefore represent every nontrivial element of J(K) uniquely by a divisor of the form P + Q − ∞ + − ∞ − , up to reordering of P and Q, where P + Q is a K-rational divisor on X (either P and Q are both K-rational points on X or P and Q are Galois conjugate quadratic points on X). We therefore represent points of J(K) as unordered pairs {P, Q}, with the identification Lemma 3.1. Let X be a genus 2 curve defined over a number field K, let J be its Jacobian, and let {P 1 , . . . , P 6 } be the set of Weierstrass points on X. Then the set of points on J of exact order 2 is given by
Proof. The Jacobian J has 15 points of order 2, and that is precisely the number of unordered pairs {P i , P j } with i = j, so it suffices to show that each {P i , P j } is a nonzero 2-torsion point. That {P i , P j } = O follows from the fact that ιP i = P i = P j , and {P i , P j } has order 2 since
3.2. Points on curves and their Jacobians after base extension. Let A be an abelian variety
; in this section we give a sufficient condition for equality to hold. We then give a consequence for rational points on a curve X over a number field K upon base change to a finite Galois extension L/K. If G is a finitely generated abelian group and H ⊆ G is a subgroup, then the saturation of H in G is the largest subgroup H ⊆ G containing H such that [H : H] < ∞. We will say that H is saturated in G if the saturation of H in G is H itself. Proposition 3.2. Let K be a field, and let A be an abelian variety defined over K such that A(K) is finitely generated. Let L be a finite Galois extension of
Remark 3.3. If K is finitely generated over its prime subfield, for example, then Néron's generalization [25] of the Mordell-Weil theorem states that A(K) is necessarily finitely generated.
Proof of Proposition 3.2. Let P ∈ A(L) lie in the saturation of A(K); we claim that P ∈ A(K). Let σ ∈ G := Gal(L/K) be arbitrary. Since P lies in the saturation of A(K), there exists some ∈ Z for which P ∈ A(K), and therefore σ( P) = P. Writing this as (σP − P) = 0 shows that σP − P must be a torsion element of A(L). Since A(L) tors = A(K) tors , σP − P must in fact be K-rational, so τ (σP − P) = σP − P for all τ ∈ G. Thus
Since we assumed that A(K)[n] = 0, it follows that σP = P. Since this holds for all σ ∈ G, we have P ∈ A(K).
Corollary 3.4. Let K be a field, and let A be an abelian variety defined over K such that A(K) is finitely generated. Let L be a finite Galois extension of
Proof. Since A(K) and A(L) have the same rank, the index [A(L) :
Example 3.5. It is clear that the conditions rk A(L) = rk A(K) and A(L) tors = A(K) tors are necessary for the conclusion of Corollary 3.4. We now give an example to show that we cannot, in general, omit the restriction on the n-torsion. Let K = Q, let A be the elliptic curve defined by y 2 +xy = x 3 −x, and let L = Q( √ 5). This curve appears as 65A1 in Cremona's table [3] , where one finds that rk A(Q) = 1 and A(Q) tors ∼ = Z/2Z; in particular, the n-torsion condition fails in this case.
A computation in Magma shows that rk A(L) = rk A(Q) = 1 and A(L) tors = A(Q) tors ∼ = Z/2Z. However, we have
We will ultimately apply Corollary 3.4 to Jacobian varieties of curves. If J is the Jacobian of a curve X, then knowing that J(L) = J(K) essentially determines X(L) from X(K). We make this precise with the following proposition: Proposition 3.6. Let X be a curve of genus g ≥ 2 defined over a number field K, and let J be the Jacobian of X. Let L/K be a Galois extension, and suppose that J(L) = J(K). Then one of the following must be true:
and X(L) consists entirely of Weierstrass points.
Proof. Assume X(L) X(K), and let P ∈ X(L) \ X(K). First, suppose for contradiction that there is a point Q ∈ X(K).
is the trivial class. By assumption, neither σP nor σ −1 P is equal to P , so there is a degree 2 rational map f on X that vanishes only at P . The fact that deg f = 2 implies that X is hyperelliptic, and the fact that deg f ≤ g implies that P is a Weierstrass point.
Example 3.7. We give an example to show that the situation described in part (B) of Proposition 3.6 does occur. Let X be the genus 2 curve given by
and let L = Q(i). Then J(L) = J(Q) = {O, {P + , P − }}, where P ± = (±i, 0) are the two L-rational Weierstrass points on X. In this case, we have X(Q) = ∅ and X(L) = {P + , P − }.
Dynamical modular curves of genus at most 2
Because we are concerned with dynamics over quadratic fields, it would be useful to know for which admissible graphs G we should expect X 1 (G) to have infinitely many quadratic points. By [11, Cor. 3] , this is equivalent to asking for which admissible graphs G the curve X 1 (G) is rational, elliptic, hyperelliptic, or admits a degree 2 morphism to an elliptic curve with positive Mordell-Weil rank over Q. In [7] , we show that the only such curves X 1 (G) are those of genus at most 2 (see [13, 27] for similar results for classical modular curves).
In this section, we analyze the torsion subgroups of the Jacobians of the curves X 1 (G) of genus at most 2. This analysis, together with Proposition 3.6, will be used in §5 to determine the set of K-rational points on X 1 (G) for certain graphs G, with K = Q(i) and K = Q(ω).
Remark 4.1. When considering the curves X 1 (G) for admissible graphs G, we lose no generality by restricting to strongly admissible graphs. Let G be an admissible graph which is not strongly admissible, which implies that G has a single fixed point. Let G be the strongly admissible graph obtained from G by adjoining a second fixed point (and, necessarily, its nonperiodic preimage). Then the curve X 1 (G) is isomorphic to X 1 (G ): Indeed, let K G /C(c) and K G /C(c) be the function fields of the curves X 1 (G) and X 1 (G ), respectively, in a common algebraic closure of C(c). (Here, Table 1 . Genera of X 1 (n) for small values of n n 1 2 3 4 5 6 7 8
g(X 1 (n)) 0 0 0 2 14 34 124 285
we are taking c to be an indeterminate over C.) Then K G is generated over K G by a root of Φ 1 (x, c) = x 2 − x + c; however, G already has one fixed point, hence K G already contains a root of Φ 1 (x, c), and therefore K G contains both roots of Φ 1 (x, c).
Since every dynamical modular curve of genus 0 already has a rational point -hence is isomorphic over Q to P 1 -we restrict our attention to dynamical modular curves of genus 1 or 2. For such curves, we will be interested in determining the torsion subgroups J 1 (G)(K) tors as K ranges over all quadratic extensions K/Q. In order to do so, we require a complete list of all dynamical modular curves of genus 1 or 2.
The curves X 1 (G) naturally form an inverse system, with maps
gave an explicit formula for the genus of X 1 (n), which is on the order of n2 n as n → ∞. The values of g(X 1 (n)) for small values of n are shown in Table 1 , and using Bousch's formula one can verify that if X 1 (n)) has genus greater than 2 when n > 4. It follows that if X 1 (G) has genus at most 2, then either G ∼ = 8(4) (the minimal admissible graph with a 4-cycle), or G only contains cycles of length 1, 2, or 3. By calculating the genera of X 1 (G) for small graphs G satisfying this small cycle condition, one arrives at the following list of dynamical modular curves of genus at most 2: We include in Appendix B two key pieces of information for each dynamical modular curve of genus 1 or 2: First, we provide an explicit model for each such curve. Second, each point on X 1 (G) carries the information of a map f c together with a collection of preperiodic points; for the models we provide, we include the rational map X 1 (G) → P 1 that maps a point to the corresponding parameter c.
4.1.
Curves of genus 1. Each of the dynamical modular curves of genus 1 has rational points and is therefore isomorphic to an elliptic curve over Q. All of these curves have small conductor, so we may refer to Cremona's tables [3] to determine the Mordell-Weil groups of these curves over Q; in each case, one finds that the rank is 0, hence X 1 (G)(Q) = X 1 (G)(Q) tors . We give in Table 2 the Cremona labels (found in [28] ) and rational Mordell-Weil groups for each of the genus 1 dynamical modular curves.
We now determine, for each of the curves X listed in Table 2 , the torsion subgroup X(K) tors over all quadratic fields K. For the following theorem, we list the genus 1 dynamical modular curves according to their Cremona labels. 
Theorem 4.3. Let d be a squarefree integer, and let
Proof. The curves with Cremona labels 11A3, 15A8, and 24A4 are birational to the classical modular curves X ell 1 (11), X ell 1 (15) , and X ell 1 (2, 12), respectively. Theorem 4.3 was proven for these curves by Rabarison [29] , whose proof relies on the extension of Mazur's theorem to quadratic fields due to Kenku-Momose [16] and Kamienny [14] . Our method of proof for the remaining curves -17A4 and 40A3 -is more elementary and, though we do not do so here, may be used to give an alternative proof for the curves 11A3, 15A8, and 24A4.
Let E 17 and E 40 denote the curves 17A4 and 40A3, respectively, given in [3] by the following models:
The primes 3 and 5 (resp., 3 and 17) are primes of good reduction for E 17 (resp., E 40 ). If p is a prime in O K lying above the rational prime p, then the residue field k p embeds into F p 2 ; computing in Magma, we find the following:
It follows that both E 17 (K) tors and E 40 (K) tors embed into Z/2Z ⊕ Z/4Z. Since both E = E 17 and E = E 40 have E(Q) tors ∼ = Z/4Z, it follows that if E gains additional torsion points after base change to K, then E necessarily gains a K-rational 2-torsion point, hence the full torsion subgroup E(K) tors is precisely Z/2Z ⊕ Z/4Z. It remains, then, to find the fields of definition for E 17 [2] and E 40 [2] . One can easily verify that E 17 [2] consists of the points ∞, (1, −1), and the two points (x, −1/2(x+ 1)) with 4x 2 + x − 1 = 0. Therefore E 17 attains full 2-torsion over K = Q( √ 17). The 2-torsion on E 40 is perhaps more apparent: E 40 [2] consists of the points ∞, (1, 0), and (x, 0) with x 2 + x − 1 = 0. Hence E 40 attains full 2-torsion over K = Q( √ 5).
To say that there exists a parameter c ∈ K such that G(f c , K) contains a subgraph isomorphic to G is equivalent to saying that U 1 (G) has a K-rational point. With this in mind, we now apply Proof. Assume that X 1 (G) has genus 1 and that rk X 1 (G)(K) = 0. If also X 1 (G)(K) tors = X 1 (G)(Q) tors , then necessarily X 1 (G)(K) = X 1 (G)(Q). For each genus 1 dynamical modular curve, the set U 1 (G)(Q) is empty by [28] , so in this case U 1 (G)(K) is empty as well. Therefore the graph G never occurs as a subgraph of G(f c , K) for any c ∈ K. It remains to consider the case that X 1 (G)(K) tors X 1 (G)(Q) tors . We consider the graphs in the same order as in Theorem 4.3, where all of the corresponding torsion subgroups are described.
If
tors for all quadratic fields K, so the proposition holds for these graphs. Now let G = 10(2, 1, 1)b. The only quadratic fields over which X 1 (G) gains torsion points are K = Q( √ d) with d ∈ {−15, −3, 5}, and X 1 (G) has rank 0 over all three of these fields. The four additional points on X 1 (Q( √ −15)) correspond to c = 3/16, in which case G(f c , Q( √ −15)) ∼ = 10(2, 1, 1)b, giving us the unique exception in the statement of the proposition. The four additional points on X 1 (Q(ω)) correspond to c = 0 and c = −3/4, for which G(f c , Q(ω)) is isomorphic to 7(2,1,1)a and 6(1,1), respectively. Of the four additional points on X 1 (Q( √ 5)), two are points at infinity, and the other two correspond to c = −2, in which case G(f c , Q( √ 5)) ∼ = 9(2, 1, 1). In the case G = 10(2, 1, 1)a, the only quadratic field over which X 1 (G) gains torsion points is Q( √ 17). However, X 1 (G) has rank 1 over Q( √ 17). We now consider G = 8(1, 1)a. In this case, X 1 (G)(K) tors is strictly larger than X 1 (Q) tors only for K = Q( 
4.2.
Curves of genus 2. In this section, we consider the Jacobians of each of the four genus 2 dynamical modular curves listed in Proposition 4.2. As we did for the genus 1 curves in the previous section, we explicitly determine the torsion subgroups of these four Jacobians over all quadratic extensions K/Q. Three of the four genus 2 dynamical modular curves are also classical modular curves:
(4.1)
These curves correspond to the graphs 8(4), 10(3,1,1), and 10(3,2), respectively. For G = 8(3), which is generated by a point of portrait (2, 3) , it was shown in [28] that X 1 (G) = X 1 ( (2, 3)) is given by the equation
Each of these curves X 1 (G) has rational points, but none of them lie on U 1 (G).
Remark 4.5. Since the notation is so similar, we pause to emphasize that X 1 (2, 3) parametrizes maps f c together with marked points of period 2 and 3, respectively, while X 1 ( (2, 3)) parametrizes maps f c together with a single marked point of portrait (2, 3).
The rational Mordell-Weil groups of the classical modular Jacobians J ell 1 (N ) with N ∈ {13, 16, 18} are well known, and the same was computed for J 1 ((2, 3) ) in [28] :
We now determine over which quadratic fields K these Jacobians gain new torsion points. (A)
(B)
Remark 4.7. The torsion subgroups of the Jacobians of classical modular curves of genus 2 have been computed over certain quadratic fields -including Q(i) and Q(ω) -in [15, 23, 24] . Here, we compute the torsion subgroups over all quadratic fields simultaneously for dynamical modular curves of genus 2, just as we did in the genus 1 case in §4.1.
The most difficult case of Theorem 4.6 is (B) . In order to prove (B), we will require two lemmas concerning the curve X 1 (1, 3) . Recall that for a divisor D on a curve X, the Riemann-Roch space of D is the space L(D) := {f ∈ C(X) : (f ) + D is effective}, and the complete linear system |D| is the set of all effective divisors linearly equivalent to D; that is, the set of effective divisors E for which [ Next, we observe that if P is a Weierstrass point, then
Since ∞ + is not a Weierstrass point, there is no rational map of degree 2 with a pole only at ∞ + , so [P + ∞ − − 2∞ + ] -and therefore [3P − 3∞ + ] -is nonzero. Finally, suppose P is a finite, non-Weierstrass point on X; write P = (x 0 , y 0 ) with y 0 = 0. Suppose for contradiction that [3P − 3∞ + ] = O, and let g be a rational map on X with zero divisor 3P and pole divisor 3∞ + . Then g lies in L(3∞ + ), which has dimension 2 by the RiemannRoch theorem. The constant functions certainly lie in L(3∞ + ), and we claim that the function h := y + x 3 + x 2 + 2x also lies in L(3∞ + ), so that L(3∞ + ) = 1, h . In other words, we claim that the only pole of h is a triple pole at ∞ + . Certainly h has no finite poles. To better understand the behavior of h at infinity, we cover X by the affine patches y 2 = f 18 (x) and v 2 = u 6 f 18 (1/u), with the identifications x = 1/u and y = v/u 3 (as described in §3). The two points ∞ ± on X are given by (u, v) = (0, ±1). We rewrite h in terms of u and v to get
Certainly h has a triple pole at (u, v) = (0, 1), since u = 1/x is a uniformizer at ∞ + . On the other hand, multiplying each of the numerator and denominator of (4.2) by v − (2u 2 + u + 1) yields
which now visibly does not have a pole at (u, v) = (0, −1). Therefore h ∈ L(3∞ + ), as claimed. It follows that the function g may be written as a + b(y + x 3 + x 2 + 2x) for some scalars a and b. Since g must be nonconstant, we must have b = 0; scaling by 1/b, we may assume g is of the form
which we rewrite as
,
Since P is not a Weierstrass point, x − x 0 is a uniformizer at P ; since g vanishes to order 3 at P , this means that (x − x 0 ) 3 must divide p(x). Thus each of p(x) and p (x) has a multiple root, so
This forces A = 3, which contradicts the fact that p(x) must have degree 3. Having exhausted all possibilities for P = ∞ + , we have completed the proof.
Lemma 4.9. Let X = X 1 (1, 3) and J = J 1 (1, 3) . The 3-torsion subgroup J [3] contains only nine points of degree at most 2 over Q, all of which are defined over Q(ω).
Proof. Suppose {P, Q} is a point of order 3 on J. This means that
so there is a function g on X whose divisor is (g) = 3P + 3Q − (3∞ + + 3∞ − ). We first show that neither P nor Q may be a point at infinity. Suppose to the contrary that Q = ∞ − . (There is no loss of generality here: The pair {P, Q} is unordered, so we are free to switch P and Q, and if {P, ∞ + } is a 3-torsion point, then so is −{P,
However, by Lemma 4.8 this implies P = ∞ + , which means that {P, Q} = {∞ + , ∞ − } = O, hence {P, Q} does not have order 3.
We now show that neither P nor Q may be a Weierstrass point. Suppose for contradiction that P is a Weierstrass point. (Again, we lose no generality in doing so since {P, Q} is unordered.) Then
since P is assumed to be a Weierstrass point. This implies that
hence P = ιQ = Q. It follows that {P, Q} = {P, P } = O, so {P, Q} does not have order 3. Since neither P nor Q is a point at infinity, there is no cancellation in the difference 3P + 3Q − 3∞ + − 3∞ − , so the function g must have zero divisor equal to 3P + 3Q and pole divisor equal to
is a linearly independent set of elements of L(D), it must be a basis. Therefore there exist scalars a, b, c, d, e ∈ C for which g = ay + bx 3 + cx 2 + dx + e.
We claim that a = 0. Indeed, if a = 0, then the set of points on X for which g = 0 is
Since (g) = 3(P + Q − ∞ + − ∞ − ), S contains only two points. Thus either g = 0 has a single solution x 0 , or g = 0 has two distinct solutions x 1 and x 2 with f 18 (x 1 ) = f 18 (x 2 ) = 0. In the former case, P and Q are hyperelliptic conjugates, so {P, Q} = O; in the latter, P and Q are distinct Weierstrass points, which we have already ruled out. In either case, {P, Q} is not a point of order 3, so we must have a = 0; dividing by a if necessary, we take g to be of the form
The function q(x) must vanish to order 3 at each of P = (x 1 , y 1 ) and Q = (x 2 , y 2 ). Since P and Q are not Weierstrass points, (x − x 1 ) and (x − x 2 ) are uniformizers at P and Q, respectively. Thus (x − x 1 ) 3 (x − x 2 ) 3 must divide q(x), hence (A + 1)(A − 1) = 0 and
where t = x 1 + x 2 and n = x 1 x 2 . Equating the coefficients of the expressions for q(x) given in (4.4) and (4.5) yields the following system of equations:
The system (4.6) defines a 0-dimensional scheme S ⊆ A 6 . A Magma calculation finds all 80 points of S(Q), each of which corresponds to a point of order 3 in J(Q). Now, in order for {P, Q} to be a quadratic point on J, say defined over the quadratic field K, either P and Q must both be defined over K, or P and Q must be Galois conjugates defined over some quadratic extension L/K. In either case, the parameters t and n must both lie in K. The only points in S(Q) with [Q(t, n) : Q] ≤ 2 are the eight points satisfying
all of which are defined over Q(ω). Therefore the only quadratic field over which J gains additional 3-torsion is Q(ω), and over this field there are a total of eight points (two of which are Q-rational) of order 3. The lemma now follows. Field of definition Points
, the only way for J 1 (1, 3) to gain torsion points over a quadratic field K is to gain a point of order 3, in which case the full torsion subgroup is Z/3Z⊕Z/21Z. We know from Lemma 4.9 that the only quadratic field over which J 1 (1, 3) admits additional K-rational points of order 3 is K = Q(ω), and (B) now follows. For parts (C) and (D), we observe that 3 and 5 are both primes of good reduction for J 1 (2, 3) and J 1 ((2, 3)), and that
this proves (C) and (D).
Proposition 4.10. Let G be an admissible graph for which X 1 (G) has genus 2, and let K be a quadratic field. Suppose rk X 1 (G)(K) = rk X 1 (G)(Q). Proof. We begin with statement (A). If G is one of the graphs 8(4), 10(3,1,1), or 10(3,2), then rk J 1 (G)(Q) = 0, in which case the conditions
. Since X 1 (G)(Q) = ∅ for each of these three graphs G, Proposition 3.6 immediately gives us X 1 (G)(K) = X 1 (G)(Q). Since U 1 (G)(Q) = ∅ for each G (see [20, 28] ), we conclude that (A) holds if J 1 (G)(K) tors = J 1 (G)(Q) tors . It remains to consider those quadratic fields K for which
We begin by considering G = 8(4). By Theorem 4.6, J 1 (G) = J 1 (4) only gains torsion points over K = Q(i) and K = Q( √ 2), and J 1 (G) still has rank 0 over those two fields. Over each of these fields K, we can explicitly determine all forty elements of J 1 (G)(K), and we find no non-trivial points of the form {P, P } with P ∈ X 1 (G)(K) \ X 1 (G)(Q). This means that the only additional Krational points on X 1 (G) are the Weierstrass points: (±i, 0) over Q(i), and (1 ± √ 2, 0) over Q( √ 2). However, the points (±i, 0) correspond to c = (∓2i + 1)/4, for which we have G(f c , Q(i)) ∼ = 4(1, 1), and the points (1 ± √ 2, 0) correspond to c = −5/4, for which we have G(f c , Q( √ 2)) ∼ = 4(2). Now let G = 10(3, 1, 1). The Jacobian J 1 (G) = J 1 (1, 3) only gains additional torsion over the quadratic field K = Q(ω). As in the previous case, we can explicitly find all 63 points on J 1 (G)(K), which allows us to completely determine X 1 (G)(K). The only new points on X 1 (G)(K) are (ω, ±(ω−1)) and their Galois conjugates. These correspond to c = 1/4+3ω/4 and its conjugate, for which we have G(f c , K) ∼ = 4(1, 1).
For G = 10(3, 2), the torsion subgroup of J 1 (G) = J 1 (2, 3) is unchanged upon base change to any quadratic field K, so we are already done in this case.
We now prove (B) , so let G = 8 (3) . In this case, we have rk J 1 (G)(Q) = 1, so assume K is a quadratic field with rk J 1 (G)(K) = 1. Since J 1 (G)(K) tors is trivial for all quadratic fields K, Corollary 3.4 tells us that J 1 (G)(K) = J 1 (G)(Q); since X 1 (G)(Q) is nonempty, it follows that Proposition 3.6 that X 1 (G)(K) = X 1 (G)(Q). As shown in [28, §4] , the only points on U 1 (G)(Q) -and, therefore, the only points on U 1 (G)(K) -correspond to c = −29/16, in which case we have G(f c , Q) ∼ = 8(3).
4.3.
The curve X 0 (5). It is shown in [10] that if c ∈ Q, then f c may not admit rational points of period 5. Rather than attempting to directly find all rational points on the curve X 1 (5), the authors of [10] work with the quotient curve X 0 (5), which parametrizes maps f c together with a marked cycle of length 5. The model given in [10] for X 0 (5) is (4.7) y 2 = x 6 + 8x 5 + 22x 4 + 22x 3 + 5x 2 + 6x + 1.
They show that rk J 0 (5)(Q) = 1, and then they determine that
using a version of the Chabauty-Coleman method for genus 2 curves developed by Flynn [9] . They conclude that the only values of c ∈ Q for which f c has a rational 5-cycle (i.e., the cycle is Galois invariant as a set, but not necessarily pointwise) are −2, −16/9, and −64/9. However, for each such c the corresponding points of period 5 generate a degree 5 extension of Q. Since X 0 (5) has genus 2, we may apply the methods used in the previous section to compute the torsion subgroup of J 0 (5)(K) for quadratic fields K. From this information, we will deduce a sufficient condition for a quadratic field K to contain no elements c for which f c admits K-rational points of period 5. Proof. The primes p = 3 and p = 5 are primes of good reduction for the curve X given in (4.7), which is birational to X 0 (5). Letting J := Jac(X), a Magma computation shows that #J(F 3 2 ) = 3 4 and #J(F 5 2 ) = 29 · 41.
As before, if p is any prime in O K lying above the rational prime p, then F p → F p 2 and, therefore, J(F p ) → J(F p 2 ). Since #J(F 3 2 ) and #J(F 5 2 ) are coprime, we conclude that J(K) tors = 0.
Corollary 4.12. Let K be a quadratic field. If rk J 0 (5)(K) = 1, then there is no element c ∈ K for which f c admits a K-rational point of period 5.
Proof. Let X := X 0 (5) and J := J 0 (5). If rk J(K) = 1, then we have rk J(K) = rk J(Q) and J(K) tors = 0, hence J(K) = J(Q) by Corollary 3.4. Since X has rational points, we conclude from Proposition 3.6 that X(K) = X(Q), so the only c ∈ K such that f c has a K-rational 5-cycle are c ∈ {−2, −16/9, −64/9}. However, as mentioned above, the points of period 5 must actually lie in a degree 5 extension of K, so f c has no K-rational points of period 5.
Preperiodic points over cyclotomic quadratic fields
We now move from making general statements that hold over arbitrary quadratic fields to giving results over two particular quadratic fields -namely, the cyclotomic quadratic fields. Our main result is a conditional classification result like that of Poonen [28] , but over these two quadratic extensions of Q rather than over Q itself. A graph has a solid (resp., dashed) box around it if it is realized as G(f c , K) over
We begin by restricting the cycle structures that can appear for a graph G(f c , K) with K a quadratic cyclotomic field and c ∈ K.
Lemma 5.1. Let K = Q(i) (resp., K = Q(ω)), let c ∈ K, and assume f c does not admit points of period greater than 4 (resp., 5). If G(f c , K) is strongly admissible, then the cycle structure of
Remark 5.2. It was shown by Erkama in [8] that if c ∈ Q(i), then f c cannot have Q(i)-rational points of period 4. His proof uses different techniques from ours, including an interesting 2-dimensional dynamical system that models iteration of the family f c . Remark 5.3. We are thus far unable to rule out the possibility of a map f c defined over Q(i) having Q(i)-rational points of period 5. The curve X 0 (5) has genus 2, and its Jacobian has rank 2 over Q(i), so we can apply neither Corollary 4.12 nor the Chabauty-Coleman method directly.
Proof of Lemma 5.1. A computation in Magma shows that rk J 1 (4)(K) = 0 for both fields K, thus by Proposition 4.10 there is no c ∈ K for which f c has a K-rational point of period 4. Similarly, if we take K = Q(ω), then rk J 0 (5)(K) = 1, so there is no c ∈ K such that f c has a K-rational point of period 5 by Corollary 4.12. We now assume that f c has no K-rational points of period greater than 3.
It follows from the results in [5, §4] that if K is any quadratic field, c ∈ K, and G(f c , K) is strongly admissible with no cycles of length greater than 3, then the cycle structure of G(f c , K) must be one of the following:
(1, 1), (2), (3), (1, 1, 2), (1, 1, 3), (2, 3) .
It therefore remains to show that for both fields K under consideration, if c ∈ K admits a Krational point of period 3, then it has no K-rational points of period 1 or 2. Indeed, yet another Magma computation shows that for both fields K, rk J 1 (1, 3)(K) = rk J 1 (2, 3)(K) = 0, so the result follows from Proposition 4.10.
We now briefly sketch an outline of the proof of Theorem 1.4, which we have separated into Propositions 5.4 and 5.5 for Q(i) and Q(ω), respectively. For each cyclotomic quadratic field K, certain small strongly admissible graphs G do occur as G(f c , K) for some c ∈ K; the known such graphs appear in Appendix A and are indicated for convenience in Figure 2 . For reference, Figure 2 actually includes all strongly admissible graphs with at most ten vertices and having cycle structures allowed by Lemma 5.1.
For each cycle structure allowed by Lemma 5.1, we then consider those strongly admissible graphs (with the given cycle structure) that are minimal among those not known to occur over K. For each such graph G, we show that any K-rational points on X 1 (G)(K) actually correspond to parameters c ∈ K for which G(f c , K) is not isomorphic to G; i.e., we show that U 1 (G)(K) is empty. This final step relies on the results of §3. For many of the arguments, we use the fact that the Jacobians of certain dynamical modular curves have rank 0 over various quadratic fields. In every such case, the relevant rank computations were performed using the method of 2-descent implemented in Magma's RankBound function.
We now prove Theorem 1.4, which we state as two separate propositions for convenience. As before, all graphs appear in Appendix A. and that any finite quadratic point (x, y, z) on X 1 (G 4 ) satisfies x ∈ Q and y, z / ∈ Q. Therefore, a finite K-rational (but not Q-rational) point on X 1 (G 4 ) yields a rational point on the twist The curve C defined by −y 2 = 2(x 3 + x 2 − x + 1) is birational to the elliptic curve labeled 176B1 in [3] , which has a single rational point. Since C has a rational point at infinity, C has no finite Table 4 . 
Appendix B. Models for dynamical modular curves of genus 1 and 2
In Table 7 , we give explicit models for the curves X 1 (G) discussed in Sections 4.1 and 4.2. All of these models were originally constructed in [28] , with the exception of the model for 8 (4) , which is given in [20] . We refer the reader to these two articles for more information. A general point on X 1 (G) corresponds to a map f c together with a collection of preperiodic points for f c , as described in §2.3; in addition to giving a model for X 1 (G), we also express the parameter c as a rational map on the given model. 10(3,1,1) y 2 = x 6 + 2x 5 + 5x 4 + 10x 3 + 10x 2 + 4x + 1 c = − x 6 +2x 5 +4x 4 +8x 3 +9x 2 +4x+1 4x 2 (x+1) 2 10(3,2) y 2 = x 6 + 2x 5 + x 4 + 2x 3 + 6x 2 + 4x + 1 c = − x 6 +2x 5 +4x 4 +8x 3 +9x 2 +4x+1 4x 2 (x+1) 2
