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Abstract
A two-species ratio-dependent predator–prey model with time delay and impulse is investigated. By using
the continuation theorem of coincidence degree theory, the existence of a positive periodic solution for this
system is established.
© 2005 Published by Elsevier Inc.
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1. Introduction
An important problem in predator–prey theory and related topics in mathematical ecology
concerns the existence of a positive periodic solution. There is growing explicit biological and
physiological evidence that in many situations, especially when predators have to search, share
and compete for food, a more suitable, general predator–prey model should be based on the
“ratio-dependent” theory.
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716 X. Liu et al. / J. Math. Anal. Appl. 325 (2007) 715–723A generic ratio-dependent predator–prey model takes the form{
x˙ = xf (x) − yp( x
y
)
,
y˙ = cyq( x
y
)− dy.
We may see that the system is continuous. But the environmental factors, disease and human
action have to be considered. These models are subject to short-term perturbations which are
often assumed to be in the form of impulses in the modeling process. In this paper we incorporate
into the ratio-dependent predator–prey system.
We consider the following T -periodic predator–prey system with time delay and impulsive
effects⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙ = x(t)(b1(t) − a1(t)x(t) − c(t)y(t)m1(t)y(t)+x(t) ), t = tk,
y˙ = y(t)(−b2(t) + a2(t)x(t−τ)m2(t)y(t−τ)+x(t−τ) ), t = tk,
x(t+k ) − x(t−k ) = ckx(tk),
y(t+k ) − y(t−k ) = dky(tk), t = tk,
(x(0+), y(0+)) = (x0, y0),
(x(t), y(t)) = (ϕ1(t), ϕ2(t)) > 0, −τ  t < 0,
(1)
where x(t), y(t) represent the densities of prey and predator at time t , respectively, τ is a
positive constant time delay, b1(t), a1(t), m1(t), b2(t), c(t), a2(t), m2(t) > 0 are contin-
uous T -periodic functions, Z+ = {1,2, . . .}. The initial functions are ϕ(t) = (ϕ1(t), ϕ2(t)),
where 0 < t1 < t2 < · · · < tk < · · · and limk→∞ tk = +∞. Assume that ck, dk (k ∈ Z+) are
constants and there exists an integer q > 0 such that ck+q = ck , dk+q = dk , tk+q = tk + T ,
0 < tk+1 − tk < T .
2. Existence of periodic solution
In [1–6], by using the continuation theorem of coincidence degree theory, the existence of
a periodic solution is established. In this section, we shall study the existence of at least one
periodic solution of system (1).
First we shall make some preparations.
Let J ⊂ R. Denote by PC(J,R) the space of functions ψ :J → R which are continuous for
t ∈ J , t = tk , are continuous from the left for t ∈ J and have discontinuities of the first kind at
the points t = tk ∈ J . Let
PC′(J,R) =
{
ψ :J → R, dψ
dt
∈ PC(J,R)
}
,
PCT =
{
ψ ∈ PC([0, T ],R): ψ(0) = ψ(T )},
PC1T =
{
ψ ∈ PC′([0, T ],R): ψ(0) = ψ(T )},
‖ψ‖PC1T = max
{‖ψ‖PCT , ‖ψ‖PC1T },
where ‖ψ‖PC = sup{|ψ(t)|: t ∈ [0, T ]}.
Let X and Z be real Banach spaces, L : DomL ⊂ X → Z is a Fredholm mapping of index zero
and P :X → X, Q :Z → Z are continuous projectors such that ImP = kerL, kerQ = ImL =
Im(I − Q). Denote by LP the restriction of L in DomL ∩ kerP , KP is the inverse to LP and
J : ImQ → kerL is an isomorphism of ImQ onto kerL.
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δ > 0 such that if x ∈ F,k ∈ Z+, t1, t2 ∈ (tk−1, tk)∩ [0, T ], |t1 − t2| < δ, then |x(t1)− x(t2)| < ε.
Lemma 1. [7] The set F ⊂ PCT is relatively compact if and only if
(1) F is bounded, that is, ‖ψ‖PCT = sup{|ψ(t)|: t ∈ J }M for each x ∈ F and some M > 0;
(2) F is quasi-equicontinuous in J .
Lemma 2. [8] Let Ω ⊂ X be an open bounded set and N :X → Y be a continuous operator
which is L-compact on Ω (i.e. QN :Ω → Y and KP (I − Q)N :Ω → Y are compact), L is a
Fredholm mapping of index zero. Assume
(1) Lx = λNx, ∀x ∈ ∂Ω , λ ∈ (0,1);
(2) QNx = 0, ∀x ∈ ∂Ω ∩ kerL;
(3) deg{JQN,Q ∩ kerL,0} = 0.
Then Lx = Nx has at least one solution in DomL ∩ Ω .
In what follows, we shall use the notation
g¯ =: 1
T
T∫
0
g(t) dt,
where g(t) is a T -periodic solution,
yu =: max
t∈[0,T ]
y(t), yl =: min
t∈[0,T ]y(t).
Theorem. Assume that the following conditions
b¯1T + ln
(
q∏
k=1
(1 + ck)
)
>
(
c
m1
)
T , b¯2T − ln
(
q∏
k=1
(1 + dk)
)
> 0,
a¯2 > b¯2, T > τ,
al2(T − τ) − b¯2T + ln
(
q∏
k=1
(1 + dk)
)
> 0, cl − mu1
[
b¯1 + 1
T
ln
(
q∏
k=1
(1 + ck)
)]
> 0
hold. Then system (1) has at least one positive T -periodic solution.
Proof. Consider the system
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u˙(t) = b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t)+eu(t) ,
v˙(t) = −b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ ) , t = tk, k ∈ Z+,
u(t+k ) = ln(1 + ck) + u(tk),
v(t+) = ln(1 + dk) + v(tk), t = tk, k ∈ Z+.
(2)k
718 X. Liu et al. / J. Math. Anal. Appl. 325 (2007) 715–723Let
DomL = PC1T × PC1T , L : DomL → Z,
(
u(t)
v(t)
)
→
((
u˙(t)
v˙(t)
)
,
{(
Δu(t)
Δv(t)
)}q
k=1
)
,
N : PC1T × PC1T → Z,
N
(
u(t)
v(t)
)
=
⎛
⎝
⎛
⎝b1(t) − a1(t)eu(t) − c(t)e
v(t)
m1(t)ev(t)+eu(t)
−b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ )
⎞
⎠ ,{( ln(1 + ck)ln(1 + dk)
)}q
k=1
⎞
⎠ .
Clearly
kerL =
{(
u(t)
v(t)
)
:
(
u(t)
v(t)
)
=
(
c1
c2
)
∈ R2, t ∈ [0, T ]
}
,
ImL =
{
Z =
(
f
g
)
,
{
ak
bk
}q
k=1
∈ Z:
(∫ T
0 f +
∑q
k=1 ak = 0∫ T
0 g +
∑q
k=1 bk = 0
)}
.
Because ImL is closed in Z and dim kerL = codim ImL = 2, L is Fredholm mapping of index
zero. At the same time, P, Q is continuous operator such that ImP = kerL, kerQ = ImL =
Im(I − Q), where two operators are defined as
P
(
u(t)
v(t)
)
= 1
T
(∫ T
0 u(t) +
∑q
k=1 ak = 0∫ T
0 v(t) +
∑q
k=1 bk = 0
)
,
QZ = Q
((
f
g
)
,
{(
ak
bk
)}q
k=1
)
=
{
1
T
(∫ T
0 f +
∑q
k=1 ak∫ T
0 g +
∑q
k=1 bk
)
,
{(
0
0
)}q
k=1
}
.
Furthermore, we find that the inverse kP : ImL → kerP ∩ DomL:
kPZ =
(∫ t
0 f +
∑
t>tk
ak − 1T
∫ T
0
∫ t
0 f −
∑q
k=1 ak∫ t
0 g +
∑
t>tk
bk − 1T
∫ T
0
∫ t
0 g −
∑q
k=1 bk
)
.
Then
QN
(
u(t)
v(t)
)
=
⎛
⎝
⎛
⎝ 1T
∫ T
0
(
b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t)+eu(t)
)
dt + 1
T
∑q
k=1 ln(1 + ck)
1
T
∫ T
0
(−b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ ) )dt + 1T ∑qk=1 ln(1 + dk)
⎞
⎠ , {(00
)}q
k=1
⎞
⎠.
Let
f1 = b1(t) − a1(t)eu(t) − c(t)e
v(t)
m1(t)ev(t) + eu(t) ,
f2 = −b2(t) + a2(t)e
u(t−τ)
m2(t)ev(t−τ) + eu(t−τ) ,
kP (I − Q)N
(
u(t)
v(t)
)
= kPN
(
u(t)
v(t)
)
− kPQN
(
u(t)
v(t)
)
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⎛
⎝
∫ t
0
(
b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t)+eu(t)
)
dt +∑t>tk ln(1 + ck)∫ t
0
(−b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ ) )dt +∑t>tk ln(1 + dk)
⎞
⎠
−
⎛
⎝ 1T
∫ T
0
∫ t
0
(
b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t)+eu(t)
)+∑qk=1 ln(1 + ck)
1
T
∫ T
0
∫ t
0
(−b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ ) )+∑qk=1 ln(1 + dk)
⎞
⎠
−
⎛
⎝
(
t
T
− 12
) ∫ T
0
[
b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t)+eu(t)
]
dt + ( t
T
− 12
)∑q
k=1 ln(1 + ck)(
t
T
− 12
) ∫ T
0
[−b2(t) + a2(t)eu(t−τ )m2(t)ev(t−τ )+eu(t−τ ) ]dt + ( tT − 12)∑qk=1 ln(1 + dk)
⎞
⎠ .
Clearly, QN and kP (I − Q)N is continuous. By using Lemma 1 and Lebesgue convergence
theorem, we can prove that kP (I − Q)N(Ω) is compact for any open bounded set Ω ⊂ X. It is
clear that QN(Ω) is bounded. So N is L-compact for any open bounded set Ω ⊂ X.
Define isomorphism projector J : ImQ → kerL
J : ImQ → kerL,
((
h1
h2
)
,
{(
0
0
)}q
k=1
)
→
(
h1
h2
)
.
Now, for using Lemma 2, we need find a open bounded set Ω , corresponding to
L
(
u(t)
v(t)
)
= λN
(
u(t)
v(t)
)
, λ ∈ (0,1),
we have⎧⎪⎨
⎪⎩
u˙(t) = λf1,
v˙(t) = λf2, t = tk,
Δu(tk) = λ ln(1 + ck),
Δv(tk) = λ ln(1 + dk), t = tk.
(3)
Then we shall prove that there exists M > 0 such that for any T -periodic solution of system (1),
‖u(t)‖PCT + ‖v(t)‖PCT < M holds.
Let (u(t), v(t)) is T -periodic solution of system (2). Integrating system (3) over the interval
[0, T ], we obtain
T∫
0
u˙(t) = λ
T∫
0
f1,
T∫
0
v˙(t) = λ
T∫
0
f2,
i.e. ( t1∫
0
u˙(t) +
t2∫
t+1
u˙(t) +
t3∫
t+2
u˙(t) + · · · +
T∫
t+q
u˙(t)
)
= λ
T∫
0
f1.
Using Δu(tk) = λ ln(1 + ck), we obtain
T∫
0
b1(t) − ln
(
q∏
k=1
1
1 + ck
)
=
T∫
0
(
a1(t)e
u(t) + c(t)e
v(t)
m1(t)ev(t) + eu(t)
)
. (4)
Following the arguments above, we show that
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0
b2(t) + ln
(
q∏
k=1
1
1 + dk
)
=
T∫
0
(
a2(t)eu(t−τ)
m2(t)ev(t−τ) + eu(t−τ)
)
. (5)
From system (3), (4) we have
T∫
0
∣∣u˙(t)∣∣dt = λ
T∫
0
∣∣∣∣b1(t) − a1(t)eu(t) − c(t)ev(t)m1(t)ev(t) + eu(t)
∣∣∣∣dt
<
T∫
0
b1(t) dt +
T∫
0
(
a1(t)e
u(t) + c(t)e
v(t)
m1(t)ev(t) + eu(t)
)
dt
= 2b¯1T − ln
(
q∏
k=1
1
1 + ck
)
.
We have u(t) ∈ X, so there exist ξ1, τ1 ∈ (0, T ] such that
u(ξ1) = inf
t∈(0,T ]u(t), u(τ1) = supt∈(0,T ]u(t).
By (4) we obtain
T∫
0
b1(t) − ln
(
q∏
k=1
1
1 + ck
)

T∫
0
a1(t)e
u(t)  eu(ξ1)a¯1T ,
u(ξ1) ln
b¯1T − ln
(∏q
k=1
1
1+ck
)
a¯1T
,
hence
u(t) u(ξ1) +
T∫
0
∣∣u˙(t)∣∣dt + λ q∑
k=1
∣∣Δu(tk)∣∣
 ln
b¯1T + ln
(∏q
k=1(1 + ck)
)
a¯1T
+ 2b¯1T + 2
q∑
k=1
∣∣ln(1 + ck)∣∣=: H1. (6)
By (4) we have
T∫
0
b1(t) − ln
(
q∏
k=1
1
1 + ck
)

T∫
0
a1(t)e
u(t) +
T∫
0
c(t)
m1(t)
 eu(τ1)a¯1T +
(
c
m1
)
T .
From the above formula we have
u(τ1) ln
b¯1T + ln
(∏q
k=1(1 + ck)
)− ( c
m1
)
T
a¯1T
,
u(t) u(τ1) −
T∫ ∣∣u˙(t)∣∣dt − q∑
k=1
∣∣Δu(tk)∣∣
0
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b¯1T + ln
(∏q
k=1(1 + ck)
)− ( c
m1
)
T
a¯1T
− 2b¯1T − ln
(
q∏
k=1
(1 + ck)
)
−
q∑
k=1
∣∣ln(1 + ck)∣∣=: H2. (7)
By (6) and (7) we obtain
sup
t∈[0,T ]
∣∣u(t)∣∣max{|H1|, |H2|}=: B1.
From system (3), (5) we have
T∫
0
∣∣v˙(t)∣∣dt = λ
T∫
0
∣∣∣∣−b2(t) + a2(t)eu(t−τ)m2(t)ev(t−τ) + eu(t−τ)
∣∣∣∣dt
<
T∫
0
b2(t) dt +
T∫
0
(
a2(t)eu(t−τ)
m2(t)ev(t−τ) + eu(t−τ)
)
dt
= 2b¯2T + ln
(
q∏
k=1
1
1 + dk
)
.
We have v(t) ∈ X, so there exist ξ2, τ2 ∈ (0, T ] such that
v(ξ2) = inf
t∈(0,T ]v(t), v(τ2) = supt∈(0,T ]v(t).
By (4) we have
T∫
0
b1(t) + ln
(
q∏
k=1
(1 + ck)
)

T∫
0
clev(ξ2)
m1(t)ev(ξ2) + eH1
so
v(ξ2) ln
[ (
b¯1 + 1T ln
(∏q
k=1(1 + ck)
))
eH1
cl − mu1
(
b¯1 + 1T ln
(∏q
k=1(1 + ck)
))
]
=: A1,
v(t) v(ξ2) +
T∫
0
∣∣v˙(t)∣∣dt + λ q∑
k=1
∣∣Δv(tk)∣∣
A1 + 2b¯1T +
q∑
k=1
∣∣ln(1 + dk)∣∣+ ln
(
q∏
k=1
(1 + dk)
)
=: H3.
By (5) we have
T∫
0
b2(t) − ln
(
q∏
k=1
(1 + dk)
)
=
τ∫
0
a2(t)eu(t−τ)
m2(t)ev(t−τ) + eu(t−τ) +
T∫
τ
a2(t)eu(t−τ)
m2(t)ev(t−τ) + eu(t−τ)

al2e
H2
muev(τ2) + eH2 (T − τ)2
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v(τ2) ln
eH2
(
al2(T − τ) − T b¯2 + ln
(∏q
k=1(1 + dk)
))
mu2
[
T b¯2 − ln
(∏q
k=1(1 + dk)
)] =: A2,
v(t) v(τ2) −
T∫
0
∣∣v˙(t)∣∣dt − λ q∑
k=1
∣∣Δv(tk)∣∣
A2 − 2b¯2T + ln
(
q∏
k=1
(1 + dk)
)
−
q∑
k=1
∣∣ln(1 + dk)∣∣
= : H4
so
sup
t∈[0,T ]
∣∣v(t)∣∣max{|H3|, |H4|}=: B2.
Clearly, B1,B2 are independent of λ. Choosing B > B1 + B2,
Ω = {X = (u, v) ∈ PC1T × PC1T : ‖X‖ < B}.
This satisfies condition (1) of Lemma 2.
When X ∈ ∂Ω ∩ kerL = ∂Ω ∩ R2, X is a constant vector in R2 and ‖X‖ = B , then
QNX =
((
b¯1 − a¯1eu − c¯evm¯1ev+eu − 1T ln
(∏q
k=1
1
1+ck
)
−b¯2 + a¯2eum¯2ev+eu − 1T ln
(∏q
k=1
1
1+dk
)
)
,
{(
0
0
)}q
k=1
)
.
We consider the following system:⎧⎨
⎩
b¯1 − a¯1eu − c¯evm¯1ev+eu − 1T ln
(∏q
k=1
1
1+ck
)= 0,
−b¯2 + a¯2eum¯2ev+eu − 1T ln
(∏q
k=1
1
1+dk
)= 0.
If X is a solution of system (8) for X ∈ ∂Ω∩kerL, we have ‖X‖ < B1 +B2 which contradicts
‖X‖ = B > B1 + B2. Therefore, this satisfies condition (2) of Lemma 2.
Now we verify condition (3) of Lemma 2. Define
φ : DomL × [0, T ] → X,
φ(u, v,μ) =
(
b¯1 − a¯1eu
−b¯2 + a¯2eum¯2ev+eu
)
+ μ
(− c¯ev
m¯1ev+eu + 1T ln
(∏q
k=1(1 + ck)
)
1
T
ln
(∏q
k=1(1 + dk)
)
)
,
where μ ∈ [0,1] is a parameter, (u, v)T ∈ ∂Ω ∩ R2. (u, v) is a constant vector in R2 and
‖(u, v)‖ = B .
In the following, we prove that φ(u, v,μ) = 0 when (u, v)T ∈ ∂Ω ∩ kerL. If the conclusion
is not true, i.e., constant vector (u, v)T satisfies φ(u, v,μ) = 0, then⎧⎨
⎩
b¯1 − a¯1eu + μT ln
(∏q
k=1(1 + ck)
)− μ c¯ev
m¯1ev+eu = 0,
−b¯2 + a¯2eum¯2ev+eu +
μ
T
ln
(∏q
k=1(1 + dk)
)= 0.
By the above arguments we have∥∥(u, v)∥∥< B
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In view of the condition of Theorem 4, the system of algebraic equations{
b¯1 − a¯1u = 0,
−b¯2 + a¯2um¯2v+u = 0
has a unique solution (u∗, v∗).
Therefore
deg
{
JQN
(
u(t), v(t)
)
,Ω ∩ kerL, (0,0)T }
= deg{φ(u, v,1),Ω ∩ kerL, (0,0)T }
= deg{φ(u, v,0),Ω ∩ kerL, (0,0)T }
= deg
{[
b¯1 − a¯1eu,−b¯2 + a¯2e
u
m¯2ev + eu
]T
,Ω ∩ kerL, (0,0)T
}
= sign
∣∣∣∣∣
−a¯1u∗ 0
a¯2m¯2u∗v∗
(m¯2v∗+u∗)2
−a¯2m¯2u∗v∗
(m¯2v∗+u∗)2
∣∣∣∣∣
= 1 = 0.
This completes the proof of the theorem. 
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