Abstract. In this paper, the improved symmetric SOR (ISSOR) iterative method is introduced to solve augmented systems. Convergence properties of the proposed method are studied. Some numerical experiments of the ISSOR method are given to compare with that of the well-known SOR-like and MSSOR methods.
Introduction
Consider the augmented system where A ∈ R m×m is symmetric positive definite, B ∈ R m×n , m ≥ n is of column full rank. Obviously, the coefficient matrix of Eq. (1.1) is nonsingular, and hence it has a unique solution. Eq.
(1.1) appears in many different applications of scientific computing, such as constrained optimization [12] , mixed finite element approximation of elliptic partial differential equations [4, 5, 7] , weighted least-squares problems [3] and others.
The matrices A and B are usually large and sparse. Hence, iterative methods become more attractive than direct methods for solving problem (1.1). There are several iterative methods to solve Eq. (1.1) in the literature. The successive overrelaxation (SOR) [14] is a stationary iterative method which is popular in science and engineering applications. Yuan [15, 16] and Yuan and Iusem [17] have presented several variants of the SOR method and preconditioned conjugate gradient methods to solve general augmented systems such as (1.1) arising from generalized least squares problems where A can be symmetric and positive semidefinite and B can be rank deficient. Golub et al. [8] have presented several SOR-like algorithms to solve augmented systems (1.1). Recently, Darvishi and Hessari [6] applied the symmetric SOR 480 DAVOD KHOJASTEH SALKUYEH, SOMAYYEH SHAMSI AND AMIR SADEGHI (SSOR) method to solve (1.1) and then, Wu et al. modified their method (MSSOR) in [13] . Numerical results presented in [13] show that the SOR-like method presented in [8] is superior to the MSSOR method. In this paper we present an improved SSOR (ISSOR) method for solving augmented systems (1.1).
This paper is organized as follows. In section 2, the ISSOR method is presented and its convergence properties are studied. Section 3 is devoted to computing the optimal relaxation parameter of the proposed method. Some numerical experiments are given in section 4. Section 5 is devoted to the conclusion.
The improved SSOR method
For the sake of the simplicity, Eq. (1.1) is rewritten in the following form
where
in which Q ∈ R n×n is a nonsingular symmetric matrix. We set
where I is the identity matrix. Let
where z (k) is the kth approximation of solution Eq. (2.1) by the SSOR method using splitting (2.2) . In this case, by the forward SOR method we have
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Note that
if and only if ω = ±2.
Also, by the backward SOR method, from z (k+ 1 2 ) , we compute z (k+1) via
Here, we mention that
if and only if ω = 2. Now, assuming that ω = ±2, from Eqs. (2.3) and (2.4) we obtain the ISSOR method as following
and
We also have
By some simple manipulations, from the recurrence (2.5), we can summarize the ISSOR method as the Algorithm 1.
Ò Ó
Here, it is necessary to mention that, in this algorithm, the matrix Q is an approximation of the Schur complement matrix B T A −1 B (for more details see [8] ). A comparison between the ISSOR and the MSSOR methods show that only the constant coefficients of these algorithms are different.
To study the convergence properties of the proposed method we state and prove the following theorem.
Theorem 1. Suppose that µ is an eigenvalue of Q
Proof. Let (λ, x) be an eigenpair of J ω , i.e.,
Therefore, from (2.6) we obtain
which is equivalent to
From this we obtain the following system of two equations
From the the first equation, we have
and substituting x 1 into the second equation, yields
Therefore,
Now, suppose that µ is an eigenvalue of
We can prove the second assertion by reversing the process. Proof. See Young [14] . 
Now, from Lemma 1, |λ| < 1 if and only if
It is easy to see that inequality (2.9) is equivalent to
On the other hand, inequality (2.10) may be rewritten in the form
which is itself equivalent to
Since µ > 0 and 0 < ω < 2, the right inequality in (2.11) is always true. On the other hand, the left inequality can be written as
Since 2ω µ + (2 − ω) > 0, the latter inequality is true if and only if
Since µ > 0, we have 2/(1 + 2 µ) < 2. Therefore we conclude that |λ| < 1 if and only if 0 < ω < 2 1 + 2 µ , and this completes the proof.
Determination of the optimum relaxation parameter
In this section, we present the following theorem which gives the optimum relaxation parameter of the ISSOR method. For the sake of the simplicity, let ρ = ρ(Q −1 B T A −1 B ) and 
Moreover, the optimal parameter ω opt and ρ(J opt ) are given by
Proof. From the quadratic equation (2.8), we obtain
Obviously f (µ) < 2. Therefore, if 0 < ω < f (µ), then δ < 0, and if f (µ) ≤ ω < 2, then δ ≥ 0. Hence, we have
It is easy to see that for all µ ≥ 1 2 , the function f (µ) is monotonically decreasing function. Therefore, we get
To compute the optimal relaxation parameter, we rewrite (2.8) in the form
where 
It is easy to see that f ω and g ω pass through (1, 0) and (0, 0), respectively, i.e., f ω (1) = g ω (0) = 0.
The straight line g ω crosses the parabolic curve f ω . Analogous to analysis in [11, pp. 110-111] , the optimal relaxation parameter ω opt is the choice that guarantees that f ω opt is tangent line of g ω opt . Using the same idea, we get
Numerical experiments
In this section, we present some numerical experiments to compare the ISSOR method with the SOR-like and MSSOR methods. All the numerical results presented in this section were computed by some MATLAB codes in double precision. The initial guess was always
T was selected such that the exact solution of the augmented system (1.1) is (
was used in the computations. The preconditioning matrix Q, which is an approximation of
, is chosen according to the cases listed in Table 1 .
Example 1.
Consider the augmented linear system (1.1) with [13] 
where ⊗ is the Kronecker product symbol and h = 1 p+1 is the discretization mesh-size. Let m = 2p 2 and n = p 2 . Hence, the total number of variables is m + n = 3p 2 . In Table 2 , the Table 2 . In Table 2 , the optimum relaxation parameter w opt together with its corresponding spectral radius denoted by ρ(·) are given. In this table, "Its" stands for the number of iterations for the convergence.
As we observe for the both cases we have µ 0 > 0.5. Hence, we can use Theorem 3 for computing the optimal relaxation parameter ω opt . Here we mention that we used Theorem 4 in [13] and Theorem 3.1 in [8] for computing the optimal relaxation parameters of the MSSOR and SOR-like methods, respectively. Numerical results presented in Table 2 show that the ISSOR method is slightly better than the MSSOR method, and the SOR-like method is better than the other two methods. Convergence curves (log 10 Err k ) of the methods are depicted in Figure 1 .
Example 2.
In this example, we consider the augmented linear system (1.1) with A = U T U ,
2 is an upper triangular matrix with entries We assume that p = 12 and α = 0.005. In this case, A is of order 432 × 432. All of the assumptions and notations are as before. Numerical results are given in Table 3 and the convergence curves of the methods are depicted in Figure 2 . Table 3 and Figure 2 show that the ISSOR method is superior to the MSSOR and SOR-like methods. An important observation can be posed here. We see that the spectral radius of the SOR-like method is smaller than that of the other two methods. Nevertheless, the number of iterations is greater that of the other two methods. We believe that a catastrophic cancelation [18] has been occurred here. Since, in both cases the optimal relaxation parameter is almost equal to 1. On the other hand, by referring to the SOR-like algorithm (see [8, page 73]), we observe that 1−ω is used in the recurrence of this algorithm. 
Conclusion
In this paper, we have presented the ISSOR iterative method to solve augmented linear system of equations. This method may be considered and an improved version of the SSOR method presented by Darvishi and Hessari in [6] . Numerical results show that the proposed method is superior to the MSSOR method presented by Wu et al. in [13] , but in the current form, it can not compared with the SOR-like method. As it has been mentioned in [13] , further improvement of the ISSOR method can be done similar to the idea of [2] . This will be studied in future. 
