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Fast shuttling of a particle under weak spring-constant noise of the moving trap
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We investigate the excitation of a quantum particle shuttled in a harmonic trap with weak spring-
constant colored noise. The Ornstein-Uhlenbeck model for the noise correlation function describes a
wide range of possible noises, in particular for short correlation times the white-noise limit examined
in Lu et al, Phys. Rev. A 89, 063414 (2014) and, by averaging over correlation times, “1/f flicker
noise”. We find expressions for the excitation energy in terms of static (independent of trap motion)
and dynamical sensitivities, with opposite behavior with respect to shuttling time, and demonstrate
that the excitation can be reduced by proper process timing and design of the trap trajectory.
PACS numbers: 37.10.Ty, 03.67.Lx
I. INTRODUCTION
Shuttling particles among specific sites without final
motional excitation is a basic operation for different fun-
damental studies and quantum technologies. The par-
ticles may be single electrons [1–4], single neutral atoms
[5], condensates [6], thermal ensembles [7], individual ions
and ion chains [8–19], or large ion clouds [20]. Fast shut-
tling (compared to adiabatic transport) is in principle
desirable to avoid decoherence and, in quantum infor-
mation applications with qubit transport, to speed up
computation times. Shortcuts to adiabaticity (STA) [21]
are the set of techniques to design trap trajectories that
achieve fast shuttling without final excitation, in theory
[3, 22–27] and experiment [14–16, 28].
Often very high fidelities with respect to target states
are needed, as in phase gates [29], interferometers based
on driving atoms along designed trajectories [5, 7], or in
schemes for implementing scalable architectures for quan-
tum information processing [1, 8–13]. Proof-of-principle
experiments in simplified settings may yield satisfactory
results and demonstrate remarkable control capabilities
and bearable noise levels, see e.g. [14, 15, 18, 28] for
trapped ions, but applications beyond prototype level
will be more demanding in terms of shuttling times, re-
quired fidelities, and travel distances. Pushing the condi-
tions beyond the ones for current experiments may lead
to nontrivial effects, for example the fidelities were shown
to be non-monotonous with respect to the shuttling time
for a white-noise in the spring constant of the driving
trap, with a maximum at some shuttling time, and de-
creasing for shorter times [22]. Moreover, considering a
very broad span of physical platforms and experimental
settings, for which the sources and characteristics of the
noise are varied and, typically, only partially known [30],
a fundamental understanding of the effect of noise in the
shuttling process is worthwhile and timely, considering
different noise types and regimes for the values and ra-
tios of characteristic times involved, such as correlation
times, oscillation period, and shuttling time.
Our aim here is to set a general framework for such
a fundamental understanding of the effects of noise in
the spring constant of the driving trap for different noise
types and regimes. This knowledge will help to set op-
timal strategies to choose shuttling times and transport
protocols to mitigate the effects of noise. When the noise
characteristics are unknown the theory may serve to in-
versely deduce the specific regime and noise type. Some
disclaimers are in order: (i) We shall deal with single-
particle shuttling transport, although some multi-particle
systems may be treated similarly, e.g. condensates [24]
or the center of mass of equal particles in harmonic traps
[26]; (ii) We will not discuss here the sources of noise,
which is of course an important topic but quite separate
from our focus; (iii) For concreteness, we use a trapped
ion in the numerical examples but the regimes explored
are not limited to the ones that might be of relevance to
specific trapped-ion settings, and may as well be appli-
cable to the shuttling of electrons or neutral atoms.
In [22] the effect of several noises was studied by a Mas-
ter equation valid in the limit of short noise correlation
times [31] compared to other characteristic times. That
equation is sufficient to analyze the effect of white-noise
and perturbative corrections near that limit but cannot
be used for strongly colored noise and longer correlation
times. In this paper we apply a different approach to in-
vestigate colored noise in the limit of weak noise, but for
arbitrary correlation times. We consider for that end the
Ornstein-Uhlenbeck (OU) noise model. This is a useful,
flexible model as we can take first the white noise (short
correlation time) limit and check the consistency of the
results with [22]; then we shall study larger correlation
times. Moreover, by integrating over correlation times,
the “1/f flicker noise”, expected for many different noise
sources [30] (where 1/f stands for the inverse dependence
on frequency of the noise power spectrum) is modeled
without the strong restrictions in the integral limits that
were required in [22] to stay within the validity regime
of the short-correlation-time Master equation. The lower
and upper integral limits for the correlation times are in-
versely proportional, respectively, to high-frequency and
low-frequency cutoffs for the 1/f behavior of the noise
spectrum. The dependence of the results on these limits
2may now be examined.
In Sec. II we review the design of faster-than-adiabatic
trap trajectories without final excitation (STA) using
invariant-based inverse engineering. In Section III, we
find expressions for the final excitation energy with
spring-constant noise using perturbation theory. In Sec.
IV, we discuss the Ornstein-Uhlenbeck noise model, and
the (white noise) short correlation-time limit. Section V
addresses flicker noise by combining OU processes. The
dependences, role, and relative importance of “static”
and “dynamical” sensitivities to noise are examined.
Strategies to minimize the effect of noise are proposed.
The paper ends with a summary and a technical ap-
pendix.
II. INVARIANT-BASED INVERSE
ENGINEERING METHOD
In this section, we provide a brief review of invariant-
based inverse engineering to shuttle an ion by a moving
harmonic trap with center q0(t) and time dependent an-
gular frequency ω(t). The Hamiltonian is
Hˆ0(t) = pˆ
2
2m
+
1
2
mω(t)2[qˆ − q0(t)]2. (1)
Subtracting the purely time-dependent term that does
not change the dynamics (it only gives a global phase
to the wavefunction), we may also use Hˆ0 = Hˆ0(t) −
mω(t)2q0(t)
2/2,
Hˆ0(t) =
pˆ2
2m
− F (t)qˆ + m
2
ω2(t)qˆ2, (2)
where pˆ and qˆ are momentum and position operators and
F (t) = mω2(t)q0(t) is a homogeneous force.
This Hamiltonian has a quadratic-in-momentum
Lewis-Riesenfeld invariant [23, 32–34]
Iˆ(t) =
1
2m
[ρ(t)(pˆ−mq˙c(t))−mρ˙(t)(qˆ − q˙c(t))]2
+
1
2
mω20
(
qˆ − qc(t)
ρ(t)
)2
, (3)
which verifies
dIˆ(t)
dt
≡ ∂Iˆ(t)
∂t
+
1
i~
[Iˆ(t), Hˆ0(t)] = 0. (4)
provided ρ(t) and F (t) satisfy the “Ermakov” and “New-
ton” auxiliary equations
ρ¨(t) + ω2(t)ρ =
ω20
ρ3(t)
,
q¨c(t) + ω
2(t)qc(t) = F (t)/m, (5)
with ω0 being constant. These two equations may be
found from Eq. (4) assuming a quadratic-in-momentum
ansatz for Iˆ(t). ρ(t) is a scaling factor that determines
the width of the states and qc(t) is a classical trajectory
in the forced oscillator; it is also the center of elementary
solutions of the Schro¨dinger equation (transport modes)
described below. The eigenvalues λn of Iˆ(t) are constant,
Iˆ(t)ψn(t) = λnψn(t), whereas the eigenstates of the in-
variant ψn(t), are time-dependent,
ψn(q, t) =
1√
ρ
e
im
~
[ ρ˙q
2
2ρ +
(q˙cρ−ρ˙qc)q
ρ
]φn
(
q − qc
ρ
)
, (6)
where φn(q) are the eigenstates of a static harmonic os-
cillator with angular frequency ω0. The solutions of
i~∂tΨ(q, t) = Hˆ0(t)Ψ(q, t) can be written in terms of
“transport modes” Ψn(q, t) ≡ eiθn(t)ψn(q, t) as Ψ(q, t) =∑
n c(n)e
iθn(t)ψn(q, t), where c(n) are time-independent
coefficients, n = 0, 1, .... The Lewis-Riesenfeld phases
θn(t) are found so that each transport mode is an exact
solution of the time-dependent Schro¨dinger equation,
θn(t) =
1
~
∫ t
0
〈
ψn(t
′)
∣∣∣i~ ∂
∂t′
− Hˆ0(t′)
∣∣∣ψn(t′)〉dt′. (7)
Transport modes are orthogonal to each other at any
time. They are all centered at qc(t) and have widths
proportional to ρ(t).
For transport in a rigid harmonic trap two simplifica-
tions are
ω2(t) = ω20 , ρ(t) = 1. (8)
Suppose that the harmonic trap must go from q0(0) = 0
to q0(T ) = d in a shuttling time T . The trap trajec-
tory q0(t) can be inverse engineered by designing first
qc(t). To make Iˆ(t) and Hˆ0(t) commute at t = 0 and
t = T , so that they share eigenvectors at those times and
the initial eigenvectors are dynamically mapped to final
eigenvectors by the designed transport protocol we set
[23]
q0(0) = qc(0) = 0, q˙c(0) = 0,
q0(T ) = qc(T ) = d, q˙c(T ) = 0. (9)
In other words, with these conditions the transport
modes are initially eigenstates of the initial trap and at
final time corresponding eigenstates of the final trap. We
assume continuous position functions q0(t) so the addi-
tional conditions
q¨c(0) = 0, q¨c(T ) = 0 (10)
are also satisfied.
III. ENERGY SENSITIVITIES TO
SPRING-CONSTANT NOISE
We describe classical spring constant noise as ω2(t) =
ω20 [1+λξ(t)]. ω0 is the average (constant) trap frequency
and ξ(t) is a classical noise that satisfies
E [ξ(t)] = 0, E [ξ(t)ξ(s)] = α(t− s), (11)
3where α(t−s) is the correlation function and E [···] the sta-
tistical expectation; λ is the strength of the noise. Now,
as in the general case, the functions ρ(t), which is no
longer constant because of the time dependence of ω(t),
and qc(t) satisfy Eqs. (5). We assume that there is no
noise at initial time, so the following initial conditions
are satisfied:
ρ(0) = 1, ρ˙(0) = ρ¨(0) = 0,
qc(0) = 0, q˙c(0) = q¨c(0) = 0. (12)
A series expansion of the auxiliary functions in the noise
strength λ takes the form
ρ(t) = ρ(0)(t) + λρ(1)(t) + · · ·,
qc(t) = q
(0)
c (t) + λq
(1)
c (t) + · · ·. (13)
We assume also that the noiseless protocol works per-
fectly, i.e. the zeroth order of the auxiliary functions
(noiseless limit) obeys
ρ(0)(t) = 1,
q¨(0)c (t) + ω
2
0q
(0)
c (t) = ω
2
0q0(t), (14)
where q
(0)
c (t) satisfies the same conditions at initial and
final time as qc(t) in Eqs. (9) and (10).
Combining Eqs. (5), (13), and (14), and keeping only
the first order of λ, we get
ρ¨(1)(t) + 4ω20ρ
(1)(t) = −ω20ξ(t),
q¨(1)c (t) + ω
2
0q
(1)
c (t) = q¨
(0)
c (t)ξ(t), (15)
with initial conditions ρ(1)(0) = ρ˙(1)(0) = ρ¨(1)(0) and
q
(1)
c (0) = q˙
(1)
c (0) = q¨
(1)
c (0). The solutions of Eq. (15) are
ρ(1)(t) = −ω0
2
∫ t
0
dsξ(s) sin[2ω0(t− s)],
q(1)c (t) =
1
ω0
∫ t
0
dsξ(s) sin[ω0(t− s)]q¨(0)c (s). (16)
We also assume that there is no noise at the final time,
so the Hamiltonian at final time is Hˆ(T ) = pˆ2/2m +
mω20(qˆ − d)2/2. The final-time energy expectation with
constant frequency ω0 corresponding to an initial state in
the nth mode for a realization of the noise ξ(t) is exactly
calculated as
En,ξ = 〈Hˆ(T )〉 = 〈Ψn(T )|Hˆ(T )|Ψn(T )〉
=
m
2
ω20 [qc(T )− d]2 +
~ω0
4
(2n+ 1)
1 + ρ4(T )
ρ2(T )
+
m
2
q˙2c (T ) +
~
4ω0
(2n+ 1)ρ˙2(T ), (17)
where Ψn(T ) = e
iθn(T )ψn(T ), see Eq. (6).
For small noise strength λ, En,ξ can be expressed as a
series expansion in λ as
En,ξ ≈ E(0)n,ξ + λE(1)n,ξ + λ2E(2)n,ξ + · · ·, (18)
where E
(1)
n,ξ =
∂En,ξ
∂λ , E
(2)
n,ξ =
1
2
∂2En,ξ
∂λ2 . From Eq. (17) and
using the series expansion for ρ(t) and qc(t) in Eq. (13),
we get E
(0)
n,ξ = ~ω0(n+
1
2 ), E
(1)
n,ξ = 0, and
E
(2)
n,ξ = mω
2
0q
(1)
c (T )
2 + 2~ω0(2n+ 1)ρ
(1)(T )2
+ mq˙(1)c (T )
2 +
~ρ˙(1)(T )2
2ω0
(2n+ 1). (19)
Now we average over different realizations of the noise
and get
En = E [En,ξ] = E(0)n + λ2
1
2
E
[
∂2En,ξ
∂λ2
]
. (20)
where E
(0)
n = E
(0)
n,ξ is the final energy without noise for
the state n. Let us define the noise sensitivity of a given
transport protocol by
G(T ;n) =
1
2
E
[
∂2En,ξ
∂λ2
]
= E [E(2)n,ξ]. (21)
Using the solution of ρ(1)(t) and q
(1)
c (t) in Eqs. (16) and
the conditions given in Eq. (11), we find finally
G(T ;n) = G1(T ;n) +G2(T ;n),
G1(T ) = ~ω
3
0
(
n+
1
2
)∫ T
0
ds α(s)(T − s) cos(2ω0s),
G2(T ) = m
∫ T
0
ds α(s)f(s), (22)
where
f(s) = cos(ω0s)
∫ T−s
0
du q¨(0)c (u)q¨
(0)
c (u+ s). (23)
For a given T , G1 is independent of the trap trajectory
and therefore independent of the specific shuttling pro-
tocol. It is also independent of the mass but it depends
on n. On the other hand, G2 is n-independent, but it
depends on the mass and on the chosen q
(0)
c (t), therefore
it depends on the trap trajectory. We may naturally call
these terms static (G1) and dynamical (G2) sensitivities,
as the first one plays a role even for the trap at rest,
whereas the second one only appears due to the motion
of the trap. Eqs. (22) and (23) are central results of this
work that enable us to analyze the effect of weak noise
even far from the white noise limit.
To see the typical behavior of f(s) in Eq. (23), we
choose a polynomial ansatz and a cosines ansatz for
q
(0)
c (t). The polynomial ansatz is
q(0)c (t) =
5∑
n=0
βnt
n, (24)
where the βn are determined by the conditions (9) and
(10). The cosines ansatz is instead given by
q(0)c (t) = d
[
b0 + b1 cos
(
pit
T
)
+ b2 cos
(
3pit
T
)]
, (25)
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FIG. 1: (Color online) The behavior of f(s) for the polyno-
mial ansatz (solid blue) and cosines protocol (dashed red).The
parameters are: f0 = d
2/T 30 , T0 = 2pi/ω0, d = 280 µm,
ω0 = 2pi × 1.41 MHz.
where b0, b1, and b2 are chosen such that the ansatz sat-
isfies the conditions (9) and (10) with just three parame-
ters. As shown in Fig. 1, because of the factor cos(ω0s),
f(s) oscillates and becomes zero at s = T , with the main
peak, and most of the other peaks larger for the cosines
than for the polynomial. Also, f(s) diminishes when in-
creasing T because of the smaller accelerations involved.
In particular, for the polynomial ansatz,
f(s) =
[
720d2s7
7T 10
−360d
2s5
T 8
+
600d2s3
T 6
−360d
2s2
T 5
+
120d2
7T 3
]
× cos(ω0s). (26)
A. Stationary traps
To check the consistency of the theory, let us examine
first the limit of stationary traps. In several ion-trap
experiments [35, 36], the frequency dependence of the
electric field noise spectral density has been investigated
by measuring heating rates for varying trap frequencies.
Specifically we focus on the spring constant noise [37–
39]. If the trap center does not move, the dynamical
sensitivity G2(T ) is zero, as q
(0)
c is zero at all times. The
excitation ∆En(T ) = En(T )−E(0)n takes then the simple
form (E
(0)
n is the eigenstate energy for the state n)
∆En(T ) = λ
2G1(T )
= E(0)n λ
2ω20
∫ T
0
dt
∫ t
0
α(t′) cos(2ω0t
′)dt′. (27)
Thus the heating rate, for T ≫ τ , which enables us to
extend the upper integration limit t to infinity, is
d∆En(T )/dT = λ
2dG1(T )/dT
= piλ2ω20S(2ω0)E
(0)
n , (28)
where the spectral density of the noise (half the “one
sided-power spectrum” in [37]) is
S(Ω) =
1
pi
∫
∞
0
α(t) cos(Ωt)dt. (29)
The heating rate depends on the spectral density at the
second harmonic of the trap, as found in [37]. In fast
non-stationary traps, however, the term G2 takes over,
as we shall see, which implies different expressions and
dependences for the excitation due to noise.
IV. ORNSTEIN-UHLENBECK NOISE
Now we consider Ornstein-Uhlenbeck (OU) noise.
With a finite correlation time τ , the correlation function
of OU noise is
α(t) =
1
2τ
e−t/τ , (30)
with the spectrum
S(Ω) =
1
2pi(1 + τ2Ω2)
. (31)
Note that in [22], the noise intensityD = λ2 (with dimen-
sions of time) was included in the correlation function of
the Ornstein-Uhlenbeck noise.
For short correlation times τ/T ≪ 1. Using the
conditions q˙
(0)
c (0) = q¨
(0)
c (0) = 0, the expansion∫ T
0
dt 12τ e
−t/τF (t) ≈ 12F (0)+ τ2 F˙ (0)+ ..., and neglecting
second order and higher terms, we find the sensitivities
of [22],
G1(T ;n) =
~ω30
2
(n+ 1/2) (T − τ + ...) , (32)
G2(T ;n) =
m
2
∫ T
0
du q¨(0)c (u)
2 + ... . (33)
As discussed in ref. [22], the first term increases and the
second one decreases with T which implies the existence
of a minimum of sensitivity that, for common parameters
may correspond to rather large values of T , well within
the adiabatic regime.
In the following we are not necessarily restricted to
the limit τ/T ≪ 1 and can also address more general
scenarios by means of Eq. (22). For OU noise, G1 in Eq.
(22) can be calculated exactly as
G1=~ω
3
0
(
n+
1
2
)[
T
2(1 + 4τ2ω20)
+M
]
, (34)
5FIG. 2: (Color online) G2 for OU noise versus final time T
using the polynomial ansatz (solid blue line) and cosines pro-
tocol (dashed red line); G1 is also shown (dotted black line).
The parameters are: mass of 40Ca+, initial state in n = 0,
ω0 = 2pi × 1.41 MHz, T0 = 2pi/ω0, d = 280µm, G0 = 10
6
~ω20 .
where
M=
τ
2(1 + 4τ2ω20)
2
{
(4τ2ω20−1)
− e−T/τ [(4τ2ω20−1)cos(2Tω0)+4τω0 sin(2Tω0)]
}
.
G2 is also explicit for the polynomial ansatz but much
more involved, see Eq. (A1) in Appendix A. In Fig. 2,
the static G1 and the dynamical G2 are shown versus
the final time for a 40Ca+ ion, n = 0, d = 280 µm, and
ω0 = 2pi × 1.41 MHz. We can find G1 = G2 (polynomial
ansatz) at T = 55.87 T0 (the crossing point between solid
line and the dotted line in Fig. 2(a)) for τ = 0.01 T0, and
T = 78.19 T0 (the crossing point between solid line and
the dotted line in Fig. 2(b)) for τ = 2 T0. Up to moderate
values of T , such as T = 5T0, where T0 = 2pi/ω0 is the
oscillation period, G1 << G2, so G1 can typically be
ignored.
The polynomial ansatz behaves better than the cosines
protocol as expected due to its smaller f(s). In Fig. 2,
the decay of G2(T ) is shown for small and large τ/T0.
If T >> τ we find that G2 ∝ T−3, consistent with a
reduction of the acceleration, and thus of f(s), for larger
process times T . This behavior is shown in the appendix,
see Eqs. (A1) and (A5).
For T ≫ τ & T0/(4pi), using e−T/τ ≈ 0 and 1 +
4τ2ω20 ≈ 4τ2ω20 , the expressions in Eq. (34) and (A1)
can be approximated as
G1 ≈ ~ω(T + τ)
8τ2
(
n+
1
2
)
, G2 ≈ 60md
2
7T 3ω2τ2
. (35)
FIG. 3: (Color online) G2 for OU noise versus correlation time
τ using the polynomial ansatz (solid blue line) and cosines
protocol (dashed red line); G1 versus τ (dotted black line).
Other parameters are the same as in Fig. 2.
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FIG. 4: (Color online) The solid blue line represents the points
in the T, τ plane for which G1 = G2 using the polynomial
ansatz. G2 > G1 below the line. For a given τ , the dashed
red line represents the value of T where G1+G2 is minimum.
Mass of 40Ca+, n = 0, ω0 = 2pi × 1.41 MHz, T0 = 2pi/ω0,
d = 280 µm.
Both G1,2 ∝ τ−2 when T ≫ τ & T0/(4pi). For larger τ ,
so that e−T/τ ≈ 1− T/τ , G1 is approximated as
G1 ≈ ~ω30
(
n+
1
2
)[
T cos2(ω0T )
4τ2ω20
+
τ sin2(ω0T )
4τ2ω20
− T0/(2pi)
4τ2ω20
sin(ω0T ) cos(ω0T )
]
. (36)
For τ >> T , we find that in general G1 ∝ τ−1 except for
some special cases: when ω0T = Npi,N = 0,±1,±2...,
sin(ω0T ) = 0 and cos(ω0T ) = ±1, so G1 ∝ τ−2. In
Appendix A, we give the expression of G2, which decays
6as τ−1 when τ →∞.
Fig. 3 demonstrates the dependence of the sensitivities
with respect to τ . In Fig. 3(a), for time T = 5T0, G2(τ)
tends to a constant value mf(0)/2 for small τ (τ << T0),
decays as G2 ∝ τ−2 for τ & T0/(4pi); the transition to
G2 ∝ τ−1 cannot be seen in the scale of the figure. G1(τ)
tends to ~ω3T/4 for small τ (τ << T0) and G1 ∝ τ−2
for τ & T0/(4pi). The transition to τ
−1 decay is shown
for G1 and G2 in Fig. 3(b), for a different shuttling time
T = 5.1T0 (ω0T 6= 2Npi), when τ > T .
The curve in the T, τ plane where G1 = G2 is shown
in Fig. 4 (solid blue line) for n = 0 and the polynomial
ansatz. For τ > T0, τ << T along the curve so we
may use G1 and G2 in Eq. (35), to describe the curve
approximately as
T + τ =
a
T 3
, (37)
where a = 960md2/(7~ω3). This curve is important as
it marks the transition between regimes dominated by
static or dynamical sensitivities.
Similarly, the value of T where G = G1 + G2 is min-
imum, for fixed τ , dashed red line in Fig. 4, goes to a
constant T = 4
√
2880md2
7~ω3 for τ > T0, which again may be
found from the approximate G1 and G2 in Eq. (35).
Fig. 5 combines the dependences of G1 and G2 on T
and τ . The polynomial protocol outperforms the cosines
protocol in the range of T and τ shown. G2 > G1 in the
domain of the figure so the dynamical sensitivity domi-
nates. The figure suggests a possible strategy, namely to
make T just large enough, a few oscillation periods NT0,
to be in the plateau (in the linear plot (a)) and make
G2 negligible. The value of N depends on τ and may
be easily estimated numerically. G1 increases with T for
a given τ , see the logarithmic plot in (b), but it is still
small for the moderate values of T in the plateau area
of figure (a). A comparison with Fig. 4 demonstrates
that there is ample room for implementing fast protocols
where the effect of noise can be strongly suppressed due
to small sensitivities G1 and G2.
We have also tried to reduce the sensitivity by adding
one more parameter in the polynomial ansatz,
q(0)c (t) =
6∑
k=0
nkt
k. (38)
Here seven parameters nk are determined by six condi-
tions (9) and (10), so one of them, n6, is left free to
minimize the sensitivity G2. We find numerically that
for all values of T and τ in Fig. 5, n6 = 0 minimizes G2
so that the fifth order polynomial (24) is in fact optimal
in the chosen function space. The use of a more general
ansatz or Optimal Control Theory may be of interest but
is not pursued here.
(a)
(b)  
(c)  
FIG. 5: (Color online)(a) Sensitivities for OU noise: (a) G2
versus correlation time τ and final time T using the polyno-
mial ansatz (middle blue surface) and cosines protocol (upper
red surface); G1 (lower yellow surface). (b) Contourplot of
log10G1 versus T and τ . (c) Contourplot of log10G2 versus T
and τ . The parameters are the same as in Fig. 2.
V. FLICKER NOISE
Flicker (1/f) noise is a widespread type of colored
noise. The correlation function of flicker noise we con-
sider here [40, 41] is the result of averaging over OU noises
7with different correlation times in a range [τ1, τ2],
αf (t) =
1
τ2 − τ1
∫ τ2
τ1
dτ
1
2τ
e−t/τ
=
αf (0)
ln(τ2/τ1)
∫ τ2
τ1
dτ
1
τ
e−t/τ
=
Ei(−t/τ1)− Ei(−t/τ2)
2(τ2 − τ1) , (39)
where αf (0) =
ln(τ2/τ1)
2(τ2−τ1)
, and Ei(−x) = ∫ −x
−∞
(et/t)dt (for
x > 0). (In [22], λ2 was included in the correlation func-
tion.)
Determining the effective frequency cutoffs in current
ion-transport experiments is an open question that may
depend highly on the setting [30, 42].
The corresponding power spectrum takes the form
S(Ω) =
1
τ2 − τ1
∫ τ2
τ1
dτ
1
2pi
1
1 + Ω2τ2
=
cot−1(τ1Ω)− cot−1(τ2Ω)
2pi(τ2 − τ1)Ω , (40)
so that S(Ω) ∼ 1/Ω between low-frequency and high-
frequency cutoffs Ω2 = 2pi/τ2 and Ω1 = 2pi/τ1, and be-
haves as ∼ 1/Ω2 beyond Ω1, see [22].
Figs. 3 and 5 give a good hint on what to expect for
the dynamical sensitivity G2 with flicker noise. By av-
eraging over OU noises from τ1 to τ2, the flicker-noise
dynamical sensitivity G2 will be reduced with respect
to the value for OU noise at the smaller limiting time,
G2(τ1;OU), when increasing τ2. In other words, the OU-
noise dynamical sensitivity at a given correlation time τ1
sets a bound for the flicker-noise sensitivity when aver-
aging for larger correlation times. Let us now analyze
some limiting cases: The power spectrum converges for
τ1 → 0 and τ2 → 0 to the spectrum of white noise, i.e.
S(Ω) → 1/(2pi). In the limit τ2 → ∞ with fixed τ1 or
τ1 → 0, the spectrum becomes zero, i.e. S(Ω) → 0 for
Ω 6= 0 so the effect of noise vanishes.
Using the asymptotic behaviour Ei(−x) ≃ γE+ln(x)−
x for x→ 0 and Ei(−x) ≃ −e−x/x for x→∞, where γE
is Euler’s constant, we may also analyze the case τ2 ≫ T
and τ1 ≫ T , for which
αf (t) ≈ ln(τ2/τ1)
2(τ2 − τ1) −
t
2τ1τ2
. (41)
We can neglect for t ≪ τ1 the second term, i.e. αf (t) ≈
ln(τ2/τ1)
2(τ2−τ1)
= αf (0) and G1,2 are approximated as
G1(T ) = αf (0)
~ω0
2
(
n+
1
2
)
sin2(ω0T ),
G2(T ) = αf (0)m
∫ T
0
dsf(s). (42)
Interestingly G1(T ) vanishes at every half oscillation pe-
riod, T = npi/ω0. In Fig. 6, we plot G1 (dotted line)
FIG. 6: (Color online) G2 for flicker noise using the poly-
nominal ansatz (solid blue line) and cosines ansatz (dashed
red line), and G1 (dotted black line) versus T . τ1 = 80T0,
τ2 = 100T0, and other parameters are the same as in Fig. 2.
using Eq. (22), so the minima at T = npi/ω0 are not
exactly zero. The maxima take the value αf (0)~ω0/4,
which for parameters in Fig. 6, is negligible compared to
G2(T ) for moderate values of T > T0. This value of the
maxima holds approximately for T < τ1.
For the polynomial ansatz, we get the analytical ex-
pression for G2 in Eq. (42),
G2=
7200αf(0)md
2
ω80T
10
[
6ω0T cos
(
u
2
)
+(ω20T
2−12)sin
(
u
2
)]2
,
(43)
where u = ω0T . When T ≪ T0, G2 ≈ αf (0)md2ω2/2, as
shown in Fig. 6.
For a fixed τ1, the important dependence of G2 is
thus in αf (0) which decreases monotonously towards zero
when increasing τ2. In the limit τ1 → τ2, we have
αf (0) → 1/(2τ2), G2 ∝ τ−12 , and this result converges
to the large τ limit of G2 for OU noise in Eq. (A6).
VI. SUMMARY
Research on noise and its effects on the control of quan-
tum systems is an active field for fundamental and prac-
tical reasons. Here we present a theory to understand
and possibly control the effect of spring-constant noise
in the shuttling of a quantum particle driven by a mov-
ing harmonic trap. Shuttling is an important operation
for many different systems (e.g. electrons, ions, neutral
atoms, or condensates) and applications such as inter-
ferometry or quantum information processing, so that a
generic (weak noise) theory is worked out without focus-
ing on specific systems, for which many different noise
types and noise sources, typically not fully understood
and experiment-dependent, may occur [30]. Such a the-
ory is intended as a useful guiding aid for the plethora of
possible scenarios.
The calculations are done for a trapped ion for illustra-
tion purposes but all possible regimes for ratios among
characteristic times are discussed. Applying a perturba-
tive treatment for weak noise, explicit expressions for the
8excitation energy are found, which are valid for strongly
colored noise and also for 1/f noise. Dynamical and
static contributions with opposite behavior with respect
to the shuttling time are identified. Very short shuttling
times are not the best option, as the dynamical contri-
bution increases for decreasing shuttling times. In this
sense, the problems with noise are not necessarily solved
even if current experiments for some of the mentioned
systems and given shuttling times achieve reasonable fi-
delities and noise mitigation. The effect of noise may
easily reappear for faster processes due to the dynamical
term. In this work the trap trajectories are designed by
shortcut-to-adiabaticity (STA) techniques so that in the
noiseless limit the particle is not excited at destination
with respect to the initial energy.
The Ornstein-Uhlenbeck (OU) noise plays a central
role as it can describe white noise for short correlation
times τ but also colored noise and 1/f flicker noise by
averaging over the correlation times between short and
large correlation-time cutoffs. We recover the results in
the white noise limit which were found in a previous pa-
per [22] but also go beyond that limit. The effect of OU
noise on the final energy excitation is characterized in de-
tail, analytically for specific trap trajectories. Because of
the averaging implied in flicker noise, it may be regarded
as a weakened version of the OU noise for the smaller
time-cutoff.
We have also investigated the strategies and trajec-
tories to reduce the excitation due to noise. The main
effect is achieved by a proper choice of the shuttling time,
whereas the effect of the particular trap trajectory is
smaller in comparison. STA approaches offer typically
a family of possible protocols for a given process time.
Here we have only optimized the trajectory within a lim-
ited subset of smooth functions, a full optimization with
optimal control theory with respect of the trajectory [25]
remains an open question.
Finally, particle shuttling is just one among the set
of motional operations currently considered to develop
quantum technologies, and specifically quantum informa-
tion processing. For trapped ions, in particular, progress
has been done to implement operations such as fast sep-
aration/recombination of multi-ion chains, possibly with
different species, expansions/compressions, or rotations.
The findings of the present work provides a basis to inves-
tigate the effects of noise in these operations. Similarly
the implementation of STA techniques advanced from
one-particle shuttling [23] to other operations [26, 29, 43–
47] followed that step-by-step scheme.
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Appendix A: Analytical G2 for OU noise
For OU noise, the exact G2 using the polynomial
ansatz can be calculated as
G2 =
60md2
7T 3(1 +X2)8
{
M1
+ e−T/τ [M2 cos(ω0T )+M3 sin(ω0T )]
}
, (A1)
whereM1,M2,M3 are polynomials in τ/T andX = ω0τ ,
M1 = (τ/T )
7(30240−846720X2+2116800X4−846720X6 + 30240X8)
+ (τ/T )5(−2520+32760X2+35280X4−35280X6−32760X8+2520X10)
+ (τ/T )3(210− 420X2 − 3570X4 − 5880X6 − 3570X8 − 420X10 + 210X12)
+ (τ/T )2(−42− 84X2 + 210X4 + 840X6 + 1050X8 + 588X10 + 126X12)
+
(
1 + 7X2 + 21X4 + 35X6 + 35X8 + 21X10 + 7X12 +X14
)
, (A2)
M2 = 210
[
(τ/T )7(−144 + 4032X2 − 10080X4 + 4032X6 − 144X8)
+ (τ/T )6(−144 + 2880X2 − 2016X4 − 4032X6 + 1008X8)
+ (τ/T )5(−60 + 780X2 + 840X4 − 840X6 − 780X8 + 60X10)
+ (τ/T )4(−12 + 84X2 + 264X4 + 168X6 − 60X8 − 60X10)
+ (τ/T )3(−1 + 2X2 + 17X4 + 28X6 + 17X8 + 2X10 −X12)], (A3)
M3 = 840X
[
(τ/T )7(288− 2016X2 + 2016X4 − 288X6)
+ (τ/T )6(252− 1008X2 − 504X4 + 720X6 − 36X8)
+ (τ/T )5(90− 120X2 − 420X4 − 120X6 + 90X8)
+ (τ/T )4(15 + 15X2 − 42X4 − 66X6 − 21X8 + 3X10)
+ (τ/T )3(1 + 3X2 + 2X4 − 2X6 − 3X8 −X10)], (A4)
9In the limit that τ ≪ T , e−T/τ → 0 and τ/T ≪ 1, so
G2 ≈ 60md2/(7T 3), (A5)
as shown in Fig. 2. As τ ∼ ∞, G2 can be approximated
as
G2 ≈ 1800md
2
T 10ω8τ
[
144 + 12u2 + u4
− (144−60u2+u4) cosu−(144u−12u3) sinu
]
=
3600md2
T 10ω8τ
[
6u cos
(
u
2
)
+ (u2 − 12) sin
(
u
2
)]2
,
(A6)
where u = ω0T .
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