Abstract-Both commercial and open source power system simulators run quasi-static time-series (QSTS) simulations sequentially. For yearlong high-resolution load profiles this sequential execution of load flows incurs long computation times. Parallelizing QSTS simulations on multiple processors is one possible way to reduce the computation time. Parallelization however introduces errors in the simulation results as the initial state of the system at the beginning of each parallelized time period is not known. In this work a Monte Carlo-based approach has been proposed to estimate the initial state of the system for each parallel simulation run to mitigate the errors in the final results. Classical sequential QSTS simulation is the chosen base case against which all other methods have been compared. Results presented in this paper show that the proposed method improves the simulation results considerably. This paper also discusses possible sensitivities of the proposed method to a number of tunable parameters. Additionally, sensitivity analysis results for a number of parameters have also been presented in the results section.
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NOMENCLATURE

M
is the total number of active controllers N is the number of parallel simulation runs nBins is the number of bins used to calculate fitting error T j is the total minutes for the j th parallel run i is the index of the controller j is the index of the simulation in and ∈ (1, N ) k is the index for data bin t is the index for time in minutes mode is the selected mode for choosing initial controller settings X t i act is the base case state of the i th controller at t X t i mode is the state of the i th controller at t using mode as initial condition P t l is the per unit load value at time t P k l is the lower limit for the k th bin ξ is the total error compared to base case ε is the least sum of square error for distribution fitting T w is the time window width in minutes T h is the time window height in days T of f is the time offset from midnight in hours
is the frequency of variablex g(D p , x) is the value from the probability density function at x for a given distribution D with parameters p
I. INTRODUCTION
Power system time-series simulations can be broadly categorized in two groups namely, dynamic simulations (root mean square simulations and electromagnetic transient simulations) and quasi-static time-series simulation (QSTS) [1] . QSTS simulations are used within the distribution utility setting to model the operation of automatic voltage regulation equipment allowing the optimization of system operation and planning [2] [3] . QSTS simulations assume that, for each time period solved, any circuit dynamics have settled and the system has converged to a steady state condition.
QSTS solvers most commonly use Newton Raphson (NR) or forward-backward sweeping methods to calculate state variables at each time step. These processes are iterative and computationally intensive, particularly when completing high-temporal resolution QSTS simulations [4] . For QSTS simulations the previously calculated system states are used as initial conditions for the next time step [5] . The time for a simulation run depends on a number of factors including the size of the network model, time duration of the simulation study and time resolution of the profile data. Increasing the simulation time step may not always be possible, because for larger time steps fidelity and resolution of the generated results is reduced. In [6] [7] the authors suggest using profiles with temporal resolutions less than 5 seconds to accurately all capture systems metrics.
QSTS solvers typically implement three nested loops as shown in the flowchart in Figure 1 . Traditional QSTS solvers operate sequentially in time with inner most loop using either a NR solver or a forward-backward sweeping solver to calculate system states. The control iteration loop ensure that controllers within the power system converge to a steady state solution at each time period. These iterations are computationally expensive as each iteration requires recalculation of the power flow solution. Finally, the outer most iterations loop is used to increment time in a sequential manner.
Many simulation studies require running simulations for multiple years to be able to estimate O&M costs, understand and account for variations resulting from seasonal variability as well as load growth. Running a simulation for one year with 1 second temporal resolution requires solving fully converged power flows over 30 million times. For a large network this may take may several days or even weeks [8] . In [5] , the authors have detailed several factors that pose a challenge in reducing computation time of QSTS simulations. These factors include but are not limited to circuit complexity, number of power flow solutions, time step time dependency, multiple valid solutions, controllable element interactions and data logging and metric calculation. In literature a number of methods have been proposed to reduce the computational time of QSTS simulations. All these methods aim to address one or more of the bottlenecks listed above.
Model reduction techniques aim to reduce the set of equations that need to be solved using a NR solver thus reducing complexity of the circuit. In [9] the authors have proposed a method for network reduction for networks with distributed generation. The methods implemented on the IEEE 123 node test feeder is able to reduce the simulation time by up to 60% while ensuring that the error in voltage remains under 0.1%. Reiman et al. [10] have proposed a segment substitution based method for systematic network reduction. Results presented in the paper show that the method is able to reduce certain networks up to 98% while keeping the error in voltage magnitude lower than 0.2%. A feeder reduction method proposed in [11] has been tested on a real California feeder. Results show that computation time can be reduced by as much as 96% while keeping the mean error in voltage magnitude less than 0.21%.
Intelligent solvers have also been proposed in literature that aim to reduce the number of control iterations by converging to the steady state solution faster. In [12] an algorithm has been proposed that aims to reduce the number of iterations required to converge the control iterations loop more quickly when modeling smart PV inverters. Results presented in the paper show that for the chosen test case, the algorithm was able reduce the control iterations by up to 75%.
A number of authors have proposed using dynamic time step rather that fixed time step to speedup QSTS simulations by reducing the number of time loop iterations. In [8] a backtracking algorithm with binary search has been proposed that is capable of reducing computation time by over 90% by dynamically switching between small and large time steps. In [4] a predetermined time step solver is proposed that uses only input profiles to adjust the time step, hence, implementation is straight-forward. The authors report 95% reduction in computation time.
This work explores solutions for parallelizing QSTS simulations to reduce computational time without compromising the resolution of the results or network model detail. The main idea is to divide the load and generation profiles and run multiple simulations in parallel using all available computational resources as described in [13] . ividing the input profiles and running simulations in parallel leads to potential error in the periods of simulation time. It is also important to understand that increasing the number of temporal discontinuities leads to more states with unknown initial conditions as shown in Figure 2 . The red dots represent the points at which the initial condition is not known. This work explores the possibility of using Monte Carlo-based approach to estimate the initial state of the system for each parallel simulation run. This paper has been structured as follows. Section II presents a overview of the proposed method as well as the performance metrics used to compare the results to the base case. In Section III the four study cases investigated in this work have been detailed. Section IV gives a brief overview of the simulation setup. In Section V results have been presented for the chosen test network. Finally in Section VI, conclusions have been drawn based on the presented results.
II. PROBLEM FORMULATION
The QSTS parallelization tool developed in Python extracts data from N points, fits a distribution to each dataset and run Monte-Carlo using this distribution. Calculated metrics are then used as initial the state of the controllers and errors are calculated during post processing. The six steps have been detailed in this section.
A. Step 1: Pivoting and time stamping
In the first step, each load and generation profile is time stamped and the dataset is pivoted from an array to a 2 dimensional matrix. The process is shown in Figure 3 allows fast data manipulation for the next steps.
B. Step 2: Data extraction
In the second step, load and generation profiles are divided into N sub profiles each, where, N is the number of parallel QSTS simulations predefined by the user (shown as orange circles in Figure 3 ). Additionally, a new dataset is created for each sub profile for a predefined day and hour window ( Figure  3) . By varying the parameters of day and hour window it is possible to change the size of dataset used for distribution fitting. Choosing the right parameters is critical. A small data window will return small datasets which can be problematic for the next step -distribution fitting. Over fitting is a well known problem for small datasets that leads to selection bias [14] . In the third step, the dataset generated in Step 2 is divided into two subsets. The first subset (colored blue in Figure 4 and 5) is used to evaluated the distribution that fit best to the given data. The second subset (colored pink in Figure 4 and 5) is used to validate that choice. Error ε Dp in distribution fitting has been calculated using Equation 1 .
The implemented code provides the option of fitting both unimodal distributions (using SciPy Python libray [15] ) and multi modal distributions (using Scikit-learn Python libray [16] ). Multi modal distribution fitting uses kernel densitybased method and is currently limited to multi modal Gaussian and Tophat distributions. SciPy library provides sixty distribution functions that can be fitted to the dataset. In this work the distributions have been limited to the distributions listed in Equation 2.
Where,
{normal, beta, expon, gamma, laplace, lognorm, if unimodal unif orm, triang, weibull} {normal, tophat} if multimodal
D. Step 4: Run Monte Carlo Simulation
In step four, the distribution function with the lowest average errorε Dp for training and validation datasets (Equation 3) is chosen as the representative distribution function to estimate the initial condition for a given sub profile. Next Monte Carlo samples are generated for the chosen distribution function. It should be noted that a representative distribution function is chosen for each point in time point in the QSTS simulation where the initial state is unknown. Figure 6 shows the calculated metrics for OLTC 1 along with the actual state of the regulator. Finally, parallel QSTS simulations are completed using the initial conditions determined in this step.
mode ∈ {Random, Zero, P reinit, M ean, M edian, M ode, CombM ode} (4)
F. Step 6: Post Processing
At the processing stage, results from the parallelized simulation are compared to the base case (classical sequential QSTS simulation). The error metric ξ N , calculated using Equation 5 , has been defined as the absolute deviation between the actual and the calculated state summed over every controller and every time step.
III. CASE STUDY
The proposed method has been tested using the IEEE 13 node test feeder [17] . The circuit has three single-phase voltage regulators and two controlled capacitors. The control parameters for the regulators and capacitors are as defined in [6] . Four case studies are presented in this section to demonstrate the effectiveness of the Monte Carlo-based initial condition determination method.
A. Random
For the Random study case, the initial state for each controller is set randomly between the controller limits. For regulators this limit is an integer between -16 and 16. For capacitor the initial state is randomly set to either 0 or 1. 
B. Zero
For the Zero study case, the initial state for each controller is set to zero.
C. Preinit
For the Preinit study case, like the Random study case, the states of the controllers are initially set randomly. However, a preliminary power flow calculation is then carried out and whatever state the controllers converge to during this power flow calculation are set as the initial state for the full simulation run. This ensures that the initial states result in a plausible power flow solution.
D. Monte Carlo
This study case uses the method detailed in Section II. In this work, simulations have been carried out for each of the four metrics (Mean, Median, Mode, Combined Mode) calculated during Step 5. Each of the four metrics have been used as the initial state of the controllers.
IV. SIMULATION SETUP
The IEEE 13 node test feeder along with regulating equipment and control are modeled in OpenDSS [18] . OpenDSS additionally serves as the QSTS simulation engine for the parallelization tool implemented in Python. Python is an open source high level scripting language [19] that interfaces with the power system simulator easily. OpenDSS provides multiple external interfacing options to facilitate co-simulation. In this work, the COM interface has been used to interface Python with multiple instances of OpenDSS to realize temporally parallelized QSTS simulations capability. The simulations have been carried out on a server machine with 88 cores and the maximum number of parallel QSTS simulations carried out in this work is 70. For the Monte Carlo-based method 4000 samples were used to build up a distribution of the controller states.
V. RESULTS AND DISCUSSION
Figure 6 in Section II shows metrics calculated using the Monte Carlo approach along with the actual state of the system for N = 5. The figure shows that the proposed method does perform well to estimate the actual initial state of the system. Figure 7 shows the impact of increasing the number of parallel simulations N on the computational time. As expected, increasing N decreases QSTS simulation time. However The time taken by the Monte Carlo tool to calculate the initial conditions increases. Post processing takes approximately 10 seconds irrespective of the value of the parameter N . For the IEEE 13 node test feeder the time required by the Monte Carlo tool is a significant portion of the total computation time. However, it is expected that, as the scale and detail of the modeled distribution system increases, the relative amount time taken by the Monte Carlo tool will decrease significantly. By parallelizing QSTS simulations the computational time can be decreased by up to 79.3% without comprising on profile fidelity/resolution or reducing the network details. Figure 8 shows the sensitivity of the total error, ξ N , to the number of parallel simulations, N . For this experiment hour window T h and hour window T w are fixed at 5 days and 5 hours respectively. For this work the hour offset parameter, T of f , is set to 2 hours to ensure that the input data profiles are split at 2am. This ensures that there is no PV generation and load variability is low, thus reducing the number of possible valid states for the voltage regulators and capacitor controllers. As expected, Random and Zero initialization methods result in the highest error values. Initial states calculated using the Monte Carlo-based method result in a reduction in the total error by up to 90%. It should be noted that, the error value tends to increase as the number of parallel QSTS simulations is increased. One final observation from the figure is that using the Mean consistently outperforms all other metrics.
In the next series of simulations, the sensitivity of total error, ξ N , to hour window, T w , is investigated. For this simulation study, the number of parallel QSTS simulations N is fixed at 70 with Mean used to estimate the initial state. Figure 9 shows the impact of varying the size of hour window on the calcu- The error value decreases as T w increases. After a certain value however, increasing T w has no impact on the error value. The reason for this is that increasing dataset from this point on has limited impact on the probability distribution of the dataset. For the given test case, adjusting the value of T w resulted in reduction in the error value by up to 26.3%. In the final simulation based experiment, the sensitivity of errors calculated from all metrics to hour window T w is investigated. For this experiment the number of parallel QSTS simulations N is again fixed at 70. Results presented in Figure  10 show that for the chosen test case, increasing the value of T w results in error values calculated using metrics other than Mean converge to the error value calculated using the Mean metric as the initial state of the system. The underlying reason for the observed trend is that as the dataset size increases, median and mode of the dataset converges to the mean of the dataset. Conventional high-fidelity QSTS simulations can require considerable computation time. Although a number of methods like network reduction and dynamic time step have been proposed in literature, the reduction in computational time comes at the cost of reduced network detail or lower resolution of the obtained results. These methods therefore might not be able to accurately capture all corner cases that are essential to assess system state and overall accurate system operational metrics.
This paper presents proposes a Monte Carlo-based method for determining the initial time-dependent system states, such as voltage regulator and capacitor controller states, to enable accurate temporally parallelized QSTS simulation. The Monte Carlo-based method performs well to mitigate errors introduced due to QSTS parallelization. Additionally, the paper provides sensitivity analysis for a number of controllable parameters with in the Monte Carlo-based method.
Future work on this topic includes extending the sensitivity analysis to other controllable parameters like T of f and T h . Additionally, the impact of choosing multi modal distribution over unimodal distribution fitting on the total simulation error will also be investigated. Further work on understanding the impact on varying the number of Monte Carlo samples, N, is also important as fewer samples would further increase computational speed. Finally, in the next stage of this work, the simulations will be carried on a real feeder to quantify the gains that can be made using the proposed method for QSTS simulation.
