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MALLIAVIN DIFFERENTIABILITY OF TIME-ADVANCED1
BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS2
OLIVIER MENOUKEU-PAMEN3
Abstract. We consider a time-advanced backward stochastic differential equations (AB-
SDEs). We study Malliavin differentiability of solutions of such equations and derive
equations satisfied by the Malliavin derivative processes.
1. Introduction4
Backward stochastic differential equations (BSDEs) was first introduced by Bismut [1]5
in the linear case and extended by Pardoux and Peng [10] in the non-linear case. This6
theory has been extensively studied in the last decade. One of the most important feature7
of BSDEs is that they can be applied to mathematical finance and control theory.8
El Karoui et al. [3] studied the properties of differentiation on Wiener space of the9
solution of a BSDE in the spirit of Pardoux and Peng [10]. Applying these results in10
finance, they showed that the portfolio process of a hedging strategy corresponds to the11
Malliavin derivative of the price process.12
In this paper, we shall study variational smoothness of solutions of time-advanced BS-13
DEs. More exactly, we study Malliavin differentiability of BSDEs with dynamics satisfying:14
dY (t) = E
[
b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)
∣∣∣Ft]dt+ Z(t) dB(t), t ∈ [0, T ]
Y (t) = G(t), Z(t) = G1(t), t ∈ [T, T + δ].
Note in this equation that, the generator b at time t depends on the future value of the15
solution (Y (s), Z(s)), t ≤ s ≤ t+ δ.16
Existence and uniqueness of solutions of time-advanced BSDEs was first studied by Peng17
and Yang [7] in the continuous case, and generalized by Øksendal et al. [8] in the jumps18
case.19
In the present paper, we first establish a Lp approximation of solution of time-advanced20
BSDEs with a Lipschitz generator. Secondly, we prove Malliavin differentiability of the21
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soluition of time-advanced BSDE and show that the Malliavin derivative of the solution of22
time-advanced BSDE is solution of a linear time-advanced BSDE. We also show that the23
connection between Z and the Malliavin trace of Y is still valid in the time-advanced case.24
The paper is organized as follows: In Section 2, we give the framework needed to establish25
our results. Section 3 contains the main results of the paper, while Section 4 is devoted to26
the proof of these results.27
2. Notations and Assumptions28
In this section, we introduce some spaces and give conditions under which we will derive29
our main result.30
Denote by (Ω,F , P ) a complete probability space. Let {Ft}0≤t≤T be the natural filtration31
generated by the Brownian motion B = {B(t), t ∈ [0, T ]} where F0 contains all P null32
sets of F . It is a complete right continuous filtration. From now on, we fix the final time33
T > 0.34
Now, we define the following spaces of processes.35
Definition 2.1. For p ≥ 2, δ > 0,36
• LpT (R) is the space of all FT–measurable random variables X : Ω→ R such that37
E[|X|p] <∞,
• SpT+δ(R) = Sp(0, T+δ;R), is the space of real valued ca`dla`g processes (X(t))t∈[0,T+δ]38
measurable and satisfying:39
(1) X(t) is Ft-measurable a.e. in t where Ft = FT , t ∈ [T, T + δ].40
(2) E
[
sup
0≤t≤T+δ
|X(t)|p
]
<∞.41
• HpT+δ(R) = Hp(0, T+δ;R) is the space of real valued ca`dla`g processes (X(t))t∈[0,T+δ]42
measurable and satisfying:43
(1) X(t) is Ft-measurable a.e. in t where Ft = FT , t ∈ [T, T + δ].44
(2) E
[( ∫ T+δ
0
|X(t)|2 dt
)p/2]
<∞.45
• we define VpT (R) := SpT (R)×HpT (R).46
Given a stochastic process X(t) ∈ Hp(0, T + δ;R) ∩ Sp(0, T + δ;R), we denoted by Xt,
the Lp(0, δ;R) ∩ Sp(0, δ;R)-valued stochastic process by setting
Xt(s)(ω) = X(t+ s)(ω); s ∈ [0, δ].
Define by V pδ := L
p([0, δ], ds)47
Consider the following time-advanced BSDE48
dY (t) = E
[
b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)
∣∣∣Ft]dt+ Z(t) dB(t), t ∈ [0, T ] (2.1)
Y (t) = G(t), Z(t) = G1(t), t ∈ [T, T + δ], (2.2)
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where G(t, ω) is a continuous real valued Ft-measurable process, G1(t, ω) is a continuous49
real valued Ft-measurable process and b : [0, T ] × R × R × R × R × R × R × Ω −→ R50
satisfying the following conditions:51
Assumption A1.52
53
(b1) E
[( ∫ T
0
|b(t, 0, 0, 0, 0, 0, 0)|2dt
)p/2]
<∞.54
(b2) Lipschitz condition: There exists a C such that55
|b(t, y, y1, y2, z, z1, z2)− b(t, y¯, y¯1, y¯2, z¯, z¯1, z¯2)|H
≤ C
(
|y − y¯|+ |y1 − y¯1|+ |y2 − y¯2|V pδ + |z − z¯|+ |z1 − z¯1|+ |z2 − z¯2|V pδ
)
We also assume that the terminal conditions are such that:56
Assumption A2.57
58
(g1) G ∈ SP (T, T + δ;R) ∩HP (T, T + δ;R), G1 ∈ HP (T, T + δ;R)59
2.1. Differentiability on Wiener space. In this Section we briefly recall some basic60
properties of Malliavin calculus related to this paper. We refer to [2, 6] for more informa-61
tion.62
Denote by B = {B(h), h ∈ L2([0, T ];R)} an isonormal Gaussian process associated with63
the space L2([0, T ];R). We assume that B is defined on a complete probability space64
(Ω,F , P ), and that F is generated by W . We shall also introduce the following spaces65
• C∞p (Rn) is the set of all infinitely continuously differentiable functions f : Rn → R66
such that f and all of its partial derivatives have polynomial growth.67
• C∞b (Rn) is the set of all infinitely continuously differentiable functions f : Rn → R68
such that f and all of its partial derivatives are bounded.69
• S is the class of smooth random variables F of the form70
F = f(W (h1), . . . ,W (hn)), (2.3)
where f ∈ C∞p (Rn) and h1, . . . , hn ∈ L2([0, T ];R)71
• Sb is the class of smooth random variables F of the form such (2.3) with f ∈ C∞b (Rn)72
Definition 2.2. Let F ∈ S of the form (2.3). Then the derivative of F is given by73
DtF =
n∑
i=1
∂
∂xi
f(W (h1), . . . ,W (hn))hi(t). (2.4)
For p ≥ 2, it can be shown (see [6]) that D has a closed extension to the closure D1,p of
Sb with respect to the norm
‖F‖1,p =
(
E
[
|F |p +
(∫ T
0
|DtF |2dt
)p/2])1/p
.
Note that for p = 2, D1,2 is a Hilbert space. If F is Fs-measurable, then DtF = 0 for74
t ∈ (s, T ]. We also have the following chain rules formula75
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Lemma 2.1. Let p ≥ 2 and g ∈ C1(Rn) (the set of continuously differentiable functions76
from Rn to R with bounded partial derivatives). Assume that F = (F 1, . . . , F n) is a random77
vector with components belonging to the space D1,p. Then g ◦F belongs to D1,p and we have78
D(g ◦ F ) =
n∑
i=1
∂
∂xi
g(F )DF i. (2.5)
Proof. See [6]. 79
For p ≥ 2, let L1,p(Rn) be the set of Rn-valued progressively measurable processes80
u = {u(t, ω), 0 ≤ t ≤ T ; ω ∈ Ω} satisfying:81
• u is adapted and
( ∫ T
0
|u(t)|2 dt
)1/2
∈ Lp(Ω× [0, T ]),82
• For λ-a.a. t ∈ [0, T ], u(t) ∈ D1,p,83
• For some measurable version of (s, t) 7→ Dsu(t) we have84
E
[( ∫ T
0
∫ T
0
|Dsu(t)|2 ds dt
)p/2]
<∞85
For u ∈ L1,p(Rn) we have
‖u‖L1,p = E
[( ∫ T
0
|u(t)|2 dt
)p/2
+
(∫ T
0
∫ T
0
|Dsu(t)|2 ds dt
)p/2]
.
If we define by ‖Du‖2 := ∫ T
0
∫ T
0
|Dsu(t)|2 ds dt. Then we have using Jensen’s inequality
E
[
‖Du‖2
]p/2
≤ T p/2−1
∫ T
0
|Dsu‖ppds
We shall also need the following result which give conditions of Malliavin differentiability86
of an Itoˆ integral.87
Theorem 2.3. Let u ∈ L2(Ω × [0, T ]) be adapted and X(t) = ∫ t
0
u(s) dB(s), 0 ≤ t ≤ T .
Then we have
u ∈ L1,2 if and only if X(t) ∈ D1,2 for all t ∈ [0, T ].
We have in this case X ∈ L1,2 and for 0 ≤ s ≤ t ≤ T
DsX(t) = u(s)1[0,t](s) +
∫ T
s
Dsu(r) dB(r).
Proof. See [2, 5, 6]. 88
3. Main results89
In this section, we give the main results of the paper. We shall need the subsequent90
existence, uniqueness and estimate result.91
Theorem 3.1. Let α ≥ 1 and set p = 2α. Suppose that condition of Assumption A1 and92
Assumption A2 are satisfied. Then there exists a unique progressively measurable process93
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(Y (t), Z(t)) solution of (2.1)-(2.2) in Sp(0, T + δ;R) × Hp(0, T + δ;R). Moreover, the94
solution of the time-advanced BSDE (2.1)-(2.2) satisfies95
E
[
sup
0≤t≤T
|Y (t)|p +
{∫ T
0
|Z(t)|2dt
}p/2]
(3.1)
≤ KT,p,δE
[
|G(T )|p +
{∫ T+δ
T
|G(t)|2dt
}p/2
+
{∫ T+δ
T
|G1(t)|2dt
}p/2
+
{∫ T
0
|b(t, 0, 0, 0, 0, 0, 0, 0, 0, 0)| dt
}p]
Remark.96
(1) The case α = 1 is solved in [7].97
98
(2) For α > 1, the proof of existence and uniqueness follows in the same way as in [8,99
Theorem 5.3]. Note however that, in [8, Theorem 5.3], the norm in V pδ is replaced100
by the supremum norm, but this does not affect the proof in our case. We shall101
only prove that we can estimate the norm of the solution (Y, Z) by the parameters102
(G,G1, b).103
Before we give the main theorem of this paper, we shall suppose the following104
Assumption A3.105
106
(g2) G ∈ D1,2 ∩ S4(T, T + δ;R) ∩H4(T, T + δ;R), G1 ∈ D1,2 ∩H4(T, T + δ;R) and
E
[ ∫ T
0
|DsG(T )|2ds
]
<∞, E
[ ∫ T
0
∫ T+δ
T
|DsG(t)|2dt ds
]
<∞,
E
[ ∫ T
0
∫ T+δ
T
|DsG1(t)|2dt ds
]
<∞
(b3) b : [0, T ] × R × R × R × R × R × R × Ω −→ R is continuously differen-107
tiable in (y, y1, y2, z, z1, z2) with uniformly bounded and continuous parttial derivatives108
by, by1 , by2 , bz, bz1 , bz2 ; and we set by(t, ω) = by1(t, ω) = by2(t, ω) = bz(t, ω) = bz1(t, ω) =109
bz2(t, ω) = 0 for ω ∈ Ω, t > T110
(b4) For each (y, y1, y2, z, z1, z2) ∈ R× R× R× R× R× R, we have111
b(·, y, y1, y2, z, z1, z2) ∈ L1,2, b(t, 0, 0, 0, 0, 0, 0) ∈ H4(0, T ;R),
(b5) For t ∈ [0, T ] and (y, y1, y2, z, z1, z2, y¯, y¯1, y¯2, z¯, z¯1, z¯2) ∈ R12, we have112 ∣∣∣Dsb(t, y, y1, y2, z, z1, z2)−Dsb(t, y¯, y¯1, y¯2, z¯, z¯1, z¯2)∣∣∣
≤ Ks(t)
(
|y − y¯|+ |y1 − y¯1|+ |y2 − y¯2|V pδ + |z − z¯|+ |z1 − z¯1|+ |z2 − z¯2|V pδ
)
,
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where (Ks(t))0≤s≤t is a real valued measurable process which is Ft-adapted in t and satisfies113 ∫ T
0
‖Ks‖44ds <∞.114
(b6) For the unique solution (Y, Z) of the time-advanced BSDE (2.1)-(2.2) we suppose
that ∫ T
0
‖Dsb(t, Y, Y1, Y2, Z, Z1, Z2)‖22ds <∞
We are now ready to give our main theorem115
Theorem 3.2. Assume that (b,G,G1) satisfies conditions in Assumptions A1-A3 (for116
α = 2). Then (Y, Z) ∈ L1,2(R)×L1,2(R), and a version of (DsY (t), DsZ(t))0≤s,t≤T is given117
by118
DsY (t) = DsZ(t) = 0, 0 ≤ t ≤ s ≤ T (3.2)
dDsY (t) = E
[
Dsb(t)
∣∣∣Ft]dt+DsZ(t) dB(t), t ∈ [s, T ] (3.3)
DsY (t) = DsG(t), DsZ(t) = DsG1(t), T ≤ s ≤ t ≤ T + δ, (3.4)
where119
Dsb(t) = ∂yb(t)DsY (t) + ∂y1b(t)DsY (t+ δ) + ∂y2b(t)DsYt + ∂zb(t)DsZ(t)
+ ∂z1b(t)DsZ(t+ δ) + ∂z2b(t)DsZt +Dsb(t)
with b(t) = b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt).120
Moreover, (DtY (t))0≤t≤T is a version of (Z(t))0≤t≤T121
4. Proof of the theorems122
In this Section, we prove our main theorems. We shall first prove estmate (3.1) .123
Proof of the estimate (3.1). Let t ∈ [0, T ], applying Itoˆ formula, we get124
|Y (t)|2 = |G(T )|2 − 2
∫ T
t
E
[
b(s)
∣∣∣Fs]Y (s)ds− ∫ T
t
|Z(s)|2ds−
∫ T
t
Y (s)Z(s) dB(s) (4.1)
where we have used the short hand notation
b(t) = b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt).
Take the conditional expectation with respect to Ft, we get by averaging, using Lipschitz125
condition (Assumption A1) and Jensen inequality126
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|Y (t)|2 + E
[ ∫ T
t
|Z(s)|2ds
∣∣∣Ft]
≤ E
[
|G(T )|2
∣∣∣Ft]− 2E[ ∫ T
t
E
[
b(s)
∣∣∣Fs]Y (s)ds∣∣∣Ft]
≤ E
[
|G(T )|2
∣∣∣Ft]+ 2C{E[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]+ E[ ∫ T
t
|Y (s)|E
[
|Y1(s)|
∣∣∣Fs]ds∣∣∣Ft]
+ E
[ ∫ T
t
|Y (s)|E
[
|Y2(s)|V pδ
∣∣∣Fs]ds∣∣∣Ft]+ E[ ∫ T
t
|Y (s)||Z(s)|ds
∣∣∣Ft]
+ E
[ ∫ T
t
|Y (s)|E
[
|Z1(s)|
∣∣∣Fs]ds∣∣∣Ft]+ E[ ∫ T
t
|Y (s)|E
[
|Z2(s)|V pδ
∣∣∣Fs]ds∣∣∣Ft]}
+ 2E
[ ∫ T
t
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft]
≤ E
[
|G(T )|2
∣∣∣Ft]+ CE[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]+ 1
ε1
CE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]
+ ε1CE
[ ∫ T
t
E
[
|Y1(s)|2
∣∣∣Fs]ds∣∣∣Ft]+ 1
ε2
CE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]
+ ε2CE
[ ∫ T
t
E
[
|Y2(s)|2V pδ
∣∣∣Fs]ds∣∣∣Ft]+ 1
ε3
CE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]
+ ε3CE
[ ∫ T
t
|Z(s)|2ds
∣∣∣Ft]+ 1
ε4
CE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]
+ ε4CE
[ ∫ T
t
E
[
|Z1(s)|2
∣∣∣Fs]ds∣∣∣Ft]+ 1
ε5
CE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]
+ ε5CE
[ ∫ T
t
E
[
|Z2(s)|2V pδ
∣∣∣Fs]ds∣∣∣Ft]+ 2E[ ∫ T
t
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft]. (4.2)
We also have that127
E
[ ∫ T
t
E
[
|Y1(s)|2
∣∣∣Fs]ds∣∣∣Ft] = E[ ∫ T
t
E
[
|Y (s+ δ)|2
∣∣∣Fs] ds∣∣∣Ft]
≤ E
[ ∫ T
t
|Y (s)|2 ds
∣∣∣Ft]+ E[ ∫ T+δ
T
|G(s)|2H ds
∣∣∣Ft] (4.3)
and interchanging the order of integration, we have128
E
[ ∫ T
t
E
[
|Y2(s)|2V pδ
∣∣∣Fs]ds∣∣∣Ft] ≤ δ(E[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]+ E[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft]),
(4.4)
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and similarly for Z. Therefore, (4.2) becomes129
|Y (t)|2 + E
[ ∫ T
t
|Z(s)|2ds
∣∣∣Ft]
≤ E
[
|G(T )|2
∣∣∣Ft]+ C01,δ,εE[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft]+ C02,δ,εE[ ∫ T+δ
T
|G1(s)|2ds
∣∣∣Ft]
+ C1,δ,εE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]+ C2,δ,εE[ ∫ T
t
|Z(s)|2ds
∣∣∣Ft]
+ 2E
[ ∫ T
t
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft], (4.5)
where130
C1,δ,ε = C
(
1 + ε1 + δε2 +
5∑
i=1
1
εi
)
, C01,δ,ε = C(ε1 + δε2),
C2,δ,ε = C(ε3 + ε4 + δε5), C
1
1,δ,ε = C(ε4 + δε5).
Choosing ε3, ε4 and ε5 such that C2,δ,ε < 1, we get131
|Y (t)|2
≤ E
[
|G(T )|2
∣∣∣Ft]+ C01,δ,εE[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft]+ C02,δ,εE[ ∫ T+δ
T
|G1(s)|2ds
∣∣∣Ft]
+ C1,δ,εE
[ ∫ T
t
|Y (s)|2ds
∣∣∣Ft]+ 2E[ ∫ T
t
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft]. (4.6)
Take the supremum leads to132
sup
u≤t≤T
|Y (t)|2
≤ C1,δ,ε sup
u≤t≤T
E
[ ∫ T
u
|Y (s)|2ds
∣∣∣Ft]+ sup
u≤t≤T
E
[
|G(T )|2
∣∣∣Ft]
+ C01,δ,ε sup
u≤t≤T
E
[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft]+ C02,δ,ε sup
u≤t≤T
E
[ ∫ T+δ
T
|G1(s)|2ds
∣∣∣Ft]
+ 2 sup
u≤t≤T
E
[ ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft]. (4.7)
Since133
E
[ ∫ T
u
|Y (s)|2ds
∣∣∣Ft], E[|G(T )|2∣∣∣Ft], E[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft]
E
[ ∫ T+δ
T
|G1(s)|2ds
∣∣∣Ft] and E[ ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft]
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are right continuous semimartingales on [0, T ], with terminal values134
E
[ ∫ T
u
|Y (s)|2ds
]
, E
[
|G(T )|2
]
, E
[ ∫ T+δ
T
|G(s)|2ds
]
E
[ ∫ T+δ
T
|G1(s)|2ds
]
and E
[ ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
]
respectively. It then follows from the Doob’s martingale inequality that, for α > 1135
E
[(
sup
u≤t≤T
E
[ ∫ T
u
|Y (s)|2ds
∣∣∣Ft])α] ≤ CαE[( ∫ T
u
|Y (s)|2ds
)α]
≤ C1,α,TE
[ ∫ T
u
sup
s≤r≤T
|Y (r)|2αds
]
, (4.8)
E
[(
sup
u≤t≤T
E
[
|G(T )|2
∣∣∣Ft])α] ≤ CαE[|G(T )|2α], (4.9)
E
[(
sup
u≤t≤T
E
[ ∫ T+δ
T
|G(s)|2ds
∣∣∣Ft])α] ≤ CαE[( ∫ T+δ
T
|G(s)|2ds
)α]
, (4.10)
E
[(
sup
u≤t≤T
E
[ ∫ T+δ
T
|G1(s)|2ds
∣∣∣Ft])α] ≤ CαE[( ∫ T+δ
T
|G1(s)|2ds
)α]
, (4.11)
and136
E
[(
sup
u≤t≤T
E
[ ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
∣∣∣Ft)α]
≤ CαE
[( ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)Y (s)|ds
)α]
≤ CαE
[(
sup
u≤t≤T
|Y (s)|α
)(∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)|ds
)α]
≤ ε6CαE
[
sup
u≤t≤T
|Y (s)|2α
]
+
1
ε6
CαE
[( ∫ T
u
|b(s, 0, 0, 0, 0, 0, 0)|ds
)2α]
. (4.12)
Combining (4.8)-(4.12) and choosing ε6 such that ε6Cα < 1, we can find a constant K137
depending on α, δ, T and εi, i = 1, . . . , 5 and which can change from line line such that138
(4.7) becomes139
E
[
sup
u≤t≤T
|Y (t)|2α
]
≤ C1,δ,ε,α,TE
[ ∫ T
u
sup
s≤r≤T
|Y (r)|2αds
]
+KE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2dr
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
u
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
. (4.13)
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We then have from (4.13) that140
− d
du
(
eCuE
[ ∫ T
u
sup
s≤r≤T
|Y (r)|2αds
])
≤ KeCuE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2ds
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
u
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
, (4.14)
where C = C1,δ,ε,α,T . Integrating from s to T , we get141
eCsE
[ ∫ T
s
sup
t≤r≤T
|Y (r)|2αdt
])
≤ K
∫ T
s
eCuE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2dr
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
u
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
du, (4.15)
This implies142
E
[ ∫ T
s
sup
t≤r≤T
|Y (r)|2αdt
])
≤ KE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2dr
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
s
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
. (4.16)
Putting (4.13) and (4.16) together leads to143
E
[
sup
0≤t≤T
|Y (t)|2α
]
≤ KE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2dr
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
0
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
. (4.17)
On the other hand, since α > 1, we have by Burkholder-Davis-Gundy that144
E
[( ∫ T
0
|Z(s)|2 ds
)α]
≤ CαE
[∣∣∣ ∫ T
0
Z(s) dB(s)
∣∣∣2α]. (4.18)
But∫ T
0
Z(s) dB(s) = G(T ) +
∫ T
0
E
[
b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)
∣∣∣Ft]dt− Y (0)
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It follows that145
E
[( ∫ T
0
|Z(s)|2 ds
)α]
≤ CαE
[
|G(T )|2α + |Y (0)|2α (4.19)
+
(∫ T
0
E
[
|b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)|
∣∣∣Ft]dt)α]
By averaging over Y (t), Y (t+δ), Yt, Z(t), Z(t+δ), Zt, using Lipschitz condition, inequalities146
of type (4.3), (4.4) and the estimate (4.17), we get147
E
[( ∫ T
0
|Z(s)|2 ds
)α]
≤ KE
[
|G(T )|2α +
(∫ T+δ
T
|G(r)|2dr
)α
+
(∫ T+δ
T
|G1(r)|2dr
)α
+
(∫ T
0
|b(r, 0, 0, 0, 0, 0, 0)|dr
)2α]
. (4.20)
The estimate (3.1) then follows by combining (4.17) and (4.20).148
149
We shall prove Theorem 3.2 in three steps. The arguments are mainly based upon the150
estimate (3.1).151
We shall first define in a recursive way, approximations of the solution of the time-152
advanced BSDE (2.1)-(2.2).153
For n ≥ 0, define154
Y 0 = Z0 = 0,
Y n+1(t) = G(T )−
∫ T
t
E
[
bn(r)
∣∣∣Fr]dr − ∫ T
t
Zn+1(r) dB(r), t ∈ [0, T ]; (4.21)
Y n+1(t) = G(t), Zn+1(t) = G1(t), t ∈ [T, T + δ], (4.22)
where bn(t) = b(t, Y n(t), Y n(t+ δ), Y nt , Z
n(t), Zn(t+ δ), Znt ).155
Lemma 4.1. Under conditions of Theorem 3.2, the sequence (Y n, Zn) converges in156
S4(0, T + δ;R)×H4(0, T + δ;R) to (Y, Z) as n→∞.157
Proof. Combining arguments used in the proof of [8, Theorem 5.3] and in the proof of158
Theorem 3.1, we can easily show that the sequence (Y n, Zn) is a Cauchy sequence in159
the complete space S4(0, T + δ;R) × H4(0, T + δ;R). We can then deduce that (Y n, Zn)160
converges to some limit (Y, Z) which is the unique solution of (2.1)-(2.2). 161
Lemma 4.2. Assume that (b,G,G1) satisfies conditions of Theorem 3.2. Then the se-162
quence (Y n, Zn) defined by (4.21)-(4.22) belongs to L1,2(R)× L1,2(R)163
Proof. We shall prove it by recursion. The statement is true for n = 0. Let it be true for164
n.165
12 OLIVIER MENOUKEU-PAMEN
Step 1. We shall prove that
∫ T
t
E
[
bn(r)
∣∣∣Fr]dr is Malliavin differentiable. Notice that166
Y n(t) ∈ D1,2 for λ-a.e. t ∈ [0, T + δ] and from our hypothesis, we have167 ∫ T
0
E
[
|Y n(r + δ)|2
]
dr ≤ E
[ ∫ T+δ
δ
|Y n(r)|2dr
]
≤ CTE
[
sup
0≤r≤T
|Y n(r)|2
]
+ E
[ ∫ T+δ
T
|Gn(r)|2dr
]
<∞, (4.23)
and168
E
[ ∫ T
0
(∫ T
0
|DsY n(r + δ)|2dr
)
ds
]
≤ E
[ ∫ T
0
∫ T+δ
δ
|DsY n(r)|2dr ds
]
≤ CTE
[ ∫ T
0
sup
0≤r≤T
|DsY n(r)|2ds
]
+
∫ T
0
∫ E
T
[
T + δ|DsG(r)|2dr
]
ds <∞, (4.24)
and interchanging169 ∫ T
0
E
[
|Y nr |2L2([0,δ],du)
]
dr ≤
∫ T
0
E
[ ∫ δ
0
|Y n(r + u)|2du
]
dr
≤
∫ T
0
E
[ ∫ r+δ
r
|Y n(u)|2du
]
dr
≤ Cδ,TE
[
sup
0≤r≤T
|Y n(r)|2
]
+ δE
[ ∫ T+δ
T
|G(r)|2dr
]
<∞, (4.25)
and170
E
[ ∫ T
0
∫ T
0
|DsY nr |2L2([0,δ],du)dr ds
]
= E
[ ∫ T
0
∫ T
0
(∫ δ
0
|DsY n(r + u)|2du
)
dr ds
]
≤
∫ T
0
E
[ ∫ T
0
∫ r+δ
r
|DsY n(u)|2du dr
]
ds
≤ Cδ,TE
[ ∫ T
0
sup
0≤r≤T
|DsY n(r)|2ds
]
+ δ
∫ T
0
E
[ ∫ T+δ
T
|DsG(r)|2dr
]
ds <∞. (4.26)
It follows from these inequalities that Y n(t + δ), Y nt ∈ D1,2. Similarly we show that171
Zn(t+ δ), Znt ∈ D1,2172
We claim that
∫ T
0
E
[
|bn(r)|2
]
dr <∞.173
This follows by averaging over Y n(t), Y n(t + δ), Y nt , Z
n(t), Zn(t + δ), Znt , using (g1),174
(b1), (b2) and the fact that (Y n, Zn) ∈ S4 ×H4.175
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We also claim that ∫ T
0
E
[( ∫ T
0
∣∣∣DsE[bn(r)∣∣∣Fr]∣∣∣dr)2]ds <∞
.176
This follows once more by averaging over Y n(t), Y n(t+δ), Y nt , Z
n(t), Zn(t+δ), Znt , using177
the fact that (Y n, Zn) ∈ S4 ×H4 and applying (b4) and (b5).178
We can then deduce from the preceding inequalities that
∫ T
t
E[bn(r)|Fr]dr is Malliavin
differentiable. Therefore for 0 ≤ t ≤ T
G(T )−
∫ T
t
E
[
bn(r)
∣∣∣Fr]dr ∈ D1,2
with Malliavin derivative179
DsG(T )−
∫ T
t
E
[
Dsb
n(r)
∣∣∣Fr]1[0,r](s) dr (4.27)
where Dsb
n is define by180
Dsb
n(t) = ∂yb
n(t)DsY
n(t) + ∂y1b
n(t)DsY
n(t+ δ) + ∂y2b
n(t)DsY
n
t + ∂zb
n(t)DsZ
n(t)
+ ∂z1b
n(t)DsZ
n(t+ δ) + ∂z2b
n(t)DsZ
n
t +Dsb
n(t) (4.28)
Step 2. We shall prove that (Y n+1, Zn+1) ∈ D1,2 × D1,2.181
Since
Y n+1(t) = E
[
G(T )−
∫ T
t
E
[
bn(r)
∣∣∣Fr]dr∣∣∣Ft]
We deduce that Y n+1 ∈ D1,2 and from (4.21) it follows that ∫ T
t
Zn+1(r) dB(r) ∈ D1,2.182
Theorem 2.3 implies that Zn+1 ∈ L1,2 and we have183
Ds
∫ T
t
Zn+1(r) dB(r) =
∫ T
t
DsZ
n+1(r) dB(r), s ≤ t
Ds
∫ T
t
Zn+1(r) dB(r) = Zn+1(s) +
∫ T
s
DsZ
n+1(r) dB(r), s > t.
We can then differentiate (4.21) and obtain184
DsY
n+1(t) = DsG(T )−
∫ T
t
E
[
Dsb
n(r)
∣∣∣Fr]1[0,r](s) dr
−
∫ T
t
DsZ
n+1(r) dB(r), s ≤ t ≤ T (4.29)
DsY
n+1(t) = DsG(t), DsZ
n+1(t) = DsG1(t), T ≤ s ≤ t ≤ T + δ (4.30)
DsY
n+1(t) = DsZ
n+1(t) = 0 t < s. (4.31)
The time-advanced BSDE (4.29)-(4.30) with Dsb
n(t) given by (4.28) satisfies the conditions185
of Theorem 3.1 since (g2) and (b3) hold. We deduce that there exists a unique solution186
(DsY
n+1, DsZ
n+1) ∈ S2 ×H2 of (4.29)-(4.30) satisfying (4.31).187
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It follows in the same way as in the proof of the estimate (3.1) that there exists a constant188
K such that189
‖DsY n+1‖2S2 + ‖DsZn+1‖2H2 ≤ KE
[
|DsG(T )|2 +
∫ T+δ
T
|DsG(t)|2dt+
∫ T+δ
T
|DsG1(t)|2dt
+ ‖Dsbn(·, Y n(t), Y n(t+ δ), Y nt , Zn(t), Zn(t+ δ), Znt )‖22
]
+ ‖DsY n‖2S2 + ‖DsZn‖2H2
This implies that E
[ ∫ T
0
sup
0≤t≤T
|DsY n+1(t)|ds
]
<∞ and then Y n+1 ∈ L1,2.190
191
Lemma 4.3. The sequence (DsY
n, DsZ
n) converges to (Y s, Zs) in L2(Ω× [0, T ]2;S2×H2)192
where for 0 ≤ s ≤ T + δ, (Y s, Zs) is the solution of the time-advanced BSDE193
Y s(t) = DsG(T )−
∫ T
t
E
[
bs(r)
∣∣∣Fr]1[0,r](s) dr
−
∫ T
t
Zs(r) dB(r), s ≤ t ≤ T (4.32)
Y s(t) = DsG(t), Z
s(t) = DsG1(t), T ≤ s ≤ t ≤ T + δ (4.33)
Y s(t) = Zs(t) = 0 t < s, (4.34)
where194
bs(t) = ∂yb(t)Y
s(t) + ∂y1b(t)Y
s(t+ δ) + ∂y2b(t)Y
s
t + ∂zb(t)Z
s(t)
+ ∂z1b(t)Z
s(t+ δ) + ∂z2b(t)Z
s
t +Dsb(t),
with b(t) = b(t, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)).195
Proof. We shall first show that the solution (Y s, Zs) of the time-advanced BSDE (4.32)-196
(4.34) is integrable. Note that the generator bs and the terminal values G and G1) satisfy197
conditions of Theorem 3.1 therefore the estimate (4.31) holds.198
It then follows that there exists a constant K such that199
‖Y s‖2S2 + ‖Zs‖2H2 ≤ KE
[
|DsG(T )|2 +
∫ T+δ
T
|DsG(t)|2dt+
∫ T+δ
T
|DsG1(t)|2dt
+ ‖Dsb(·, Y (t), Y (t+ δ), Yt, Z(t), Z(t+ δ), Zt)‖22
]
which implies that200 ∫ T
0
(
‖Y s‖2S2 + ‖Zs‖2H2
)
ds <∞. (4.35)
We next give an estimate for differences of (DsY
n, DsZ
n) and (Y s, Zs). Fix n ∈ N201
and consider the difference process (DsY
n − Y s, DsZn − Zs) with G = 0 and G1 = 0 as202
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terminal conditions. Applying estimate (4.31) for α = 1 to this process yields the following203
inequality204
‖DsY n − Y s‖2S2 + ‖DsZn − Zs‖2H2 ≤ KE
[( ∫ T
s
|γn(t)|dt
)2]
≤ K
(
I1,sn−1(T ) + I
2,s
n−1(T ) + I
3,s
n−1(T )
)
where205
γn(t) = Dsb(t)−Dsbn−1(t) + ∂yb(t)Y s(t)− ∂ybn−1(t)DsY n−1(t)
+ ∂y1b(t)Y
s(t+ δ)− ∂y1bn−1(t)DsY n−1(t+ δ) + ∂y2b(t)Y st − ∂y2bn−1(t)DsY n−1t
+ ∂zb(t)Z
s(t)− ∂zbn−1(t)DsZn−1(t) + ∂z1b(t)Zs(t+ δ)− ∂z1bn−1(t)DsZn−1(t+ δ)
+ ∂z2b(t)Z
s
t − ∂z2bn−1(t)DsZn−1t
206
I1,sn−1(T ) = E
[( ∫ T
s
∣∣∣Dsb(t)−Dsbn−1(t)∣∣∣dt)2]
I2,sn−1(T ) = E
[( ∫ T
s
∣∣∣∂yb(t){Y s(t)−DsY n−1(t)}∣∣∣dt)2
+
(∫ T
s
∣∣∣∂y1b(t){Y s(t+ δ)−DsY n−1(t+ δ)}∣∣∣dt)2 + (∫ T
s
∣∣∣∂y2b(t){Y st −DsY n−1t }∣∣∣dt)2
+
(∫ T
s
∣∣∣∂zb(t){Zs(t)−DsZn−1(t)}∣∣∣dt)2 + (∫ T
s
∣∣∣∂z2b(t)(Zst −DsZn−1t )∣∣∣dt)2
+
(∫ T
s
∣∣∣∂z1b(t){Zs(t+ δ)−DsZn−1(t+ δ)}∣∣∣dt)2]
I3,sn−1(T ) = E
[( ∫ T
s
∣∣∣{∂yb(t)− ∂ybn−1(t)}Y s(t)∣∣∣dt)2 + (∫ T
s
∣∣∣{∂y1b(t)− ∂y1bn−1(t)}Y s(t+ δ)∣∣∣dt)2
+
(∫ T
s
∣∣∣{∂y2b(t)− ∂y2bn−1(t)}Y st ∣∣∣dt)2 + (∫ T
s
∣∣∣{∂zb(t)− ∂ybn−1(t)}Zs(t)∣∣∣dt)2
+
(∫ T
s
∣∣∣{∂z1b(t)− ∂z1bn−1(t)}Zs(t+ δ)∣∣∣dt)2 + (∫ T
s
∣∣∣{∂z2b(t)− ∂z2bn−1(t)}Zst ∣∣∣dt)2]
Using condition (b5), we get207
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I1,sn−1(T )
≤ E
[( ∫ T
s
Ks(t)
{
|Y (t)− Y n−1(t)|+ |Y (t+ δ)− Y n−1(t+ δ)|
+ |Yt − Y n−1t |+ |Z(t)− Zn−1(t)|+ |Z(t+ δ)− Zn−1(t+ δ)|+ |Zt − Zn−1t |
}
dt
)2]
≤ Cδ
(
E
[ ∫ T
s
Ks(t)
4dt
] 1
2
)(
E
[ ∫ T
s
|Y (t)− Y n−1(t)|4dt
] 1
2
+ E
[ ∫ T
s
|Z(t)− Zn−1(t)|4dt
] 1
2
)
≤ Cδ‖Ks‖24
(
‖Y − Y n−1‖24 + ‖Z − Zn−1‖24
)
,
where the second inequality follows from Cauchy-Schwartz and (4.3)-(4.4) with G(T ) =208
G1(T ) = 0. From Lemma 4.1, we have that (Y
n, Zn) converges to (Y, Z) in S4×H4. Hence209
lim
n→∞
∫ T
0
I1,sn−1(T ) ds = 0.
In addition, since the partial derivatives of b with respect to y, y1, y2, z, z1, z2 are bounded210
and continuous, and since the integrability condition (4.35) holds, we conclude using dom-211
inated convergence theorem that212
lim
n→∞
∫ T
0
I3,sn−1(T ) ds = 0.
Finally we shall show that I2,sn−1(T ) converges to 0 as n → ∞. Using once more the213
boundedness of the partials derivatives of b and (4.3)-(4.4), we get214
I2,sn−1(T ) ≤ CT,δ
(
‖Y s −DsY n−1‖2S2 + ‖Zs −DsZn−1‖2H2
)
Now choose T so that θ = CT,δ < 1. Let ε > 0. Then there exists N ∈ N such that, for215
any n ≥ N ,216
E
[ ∫ T
0
‖Y s −DsY n‖2S2 + ‖Zs −DsZn‖2H2ds
]
≤ ε+ θE
[ ∫ T
0
‖Y s −DsY n−1‖2S2 + ‖Zs −DsZn−1‖2H2ds
]
.
Iterating this inequality, we get217
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E
[ ∫ T
0
‖Y s −DsY n‖2S2 + ‖Zs −DsZn‖2H2ds
]
≤ ε(1 + θ + θ2 + . . . , θn−N−1) + θn−NE
[ ∫ T
0
‖Y s −DsY N‖2S2 + ‖Zs −DsZN‖2H2ds
]
≤ ε
1− θ + θ
n−NE
[ ∫ T
0
‖Y s −DsY N‖2S2 + ‖Zs −DsZN‖2H2ds
]
≤ ε
1− θ + θ
n−NK,
where K is a positive constant. Now let n → ∞, since ε is arbitrary and 0 ≤ θ < 1, it
follows that
lim
n→∞
∫ T
0
I2,sn−1(T ) ds = 0.
We conclude that the sequence (DsY
n, DsZ
n) converges to (Y s, Zs) in L2(Ω×[0, T ]2;S2×218
H2).219
220
Proof of Theorem 3.2. Since L1,2 is a Hilbert space and D is a closed operator, we conclude221
from the preceding lemmas that the unique solution (Y, Z) of the time-advanced BSDE222
(2.1)-(2.2) belongs to L1,2 × L1,2 and that (Y s, Zs)0≤s≤T is a version of (DsY,DsZ)0≤s≤T .223
It remains to show that (DsY (s))0≤s≤T is a version of (Z(s))0≤s≤T .224
Note that for t ≤ s ≤ T225
Y (t) = Y (s)−
∫ s
t
E
[
b(r, Y (r), Y (r + δ), Yr, Z(r), Z(r + δ), Zr)
∣∣∣Fr]dr − ∫ s
t
Z(r) dB(r).
It follows from Theorem 2.3, that for t < u ≤ s226
DuY (t) = Z(u)−
∫ s
u
E
[
Dub(r)
∣∣∣Fr]dr − ∫ s
u
DuZ(r) dB(r),
with227
Dub(r) = Dub(r, Y (r), Y (r + δ), Yr, Z(r), Z(r + δ), Zr)
= ∂yb(r)DuY (r) + ∂y1b(r)DuY
n(r + δ) + ∂y2b(r)DuYr + ∂zb(r)DuZ(r)
+ ∂z1b(r)DuZ(r + δ) + ∂z2b(r)DuZt +Dub(r).
Hence, taking u = s leads to DsY (s) = Z(s) a.s. 228
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