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Biologie de la conscience, Edition Odile Jacob (1992) 

 Remerciements 
 
 
Le travail présenté dans ce mémoire a été réalisé au sein de l’équipe « Interaction Laser-
Solide » du Laboratoire des Solides Irradiés (C.E.A.), d’octobre 1997 à octobre 2000.  Cette 
équipe comportait alors trois membres permanents, Stéphane Guizard, Philippe Martin, et 
Guillaume Petite. Grâce aux grandes qualités scientifiques et humaines de ces trois chercheurs, 
cette thèse s’est déroulée dans des conditions que je n’hésite pas à qualifier d’idéales, non 
seulement d’un point de vue professionnel, mais aussi d’un point de vue personnel. Ainsi, ces trois 
années ont été pour moi à la fois très enrichissantes et très agréables. Je tiens à leur exprimer 
toute mon amitié et ma reconnaissance pour cela. Je suis particulièrement redevable à Philippe 
Martin, qui a assumé la lourde tâche de responsable de thèse, avec son dynamisme et sa force de 
caractère habituels. Ses critiques avisées ont joué un rôle déterminant dans le déroulement de 
cette thèse, et lors de la rédaction de ce mémoire. 
 
Je remercie les membres du jury, M. Bernard Bourguignon, M. Jean-Paul Geindre, M. 
Philippe Lavallard, M. Alfred Maquet, et M. François Salin, pour avoir accepté de juger ce travail, 
pour le temps qu’ils ont consacré à la lecture de ce mémoire, et enfin pour les discussions très 
constructives que nous avons pu avoir à propos du sujet traité ici. Je suis particulièrement 
reconnaissant à M. Philippe Lavallard, qui fût mon directeur de thèse, pour l’intérêt constant qu’il 
a porté à mon travail. 
 
L’expérience de photoémission résolue en temps présentée dans ce mémoire n’aurait pas 
été possible sans le savoir-faire de l’équipe « générations d’harmoniques » du Service des 
Photons, Atomes et Molécules. Je tiens à remercier Bertrand Carré, Pascal Salières, Hamed 
Merdji, Jean-François Hergott, et Laurent  Le Deroff pour cette fructueuse collaboration, qui 
m’a été aussi agréable qu’instructive. Je suis également très reconnaissant à Marie-Jo Guittet et 
à Michèle Henriot, qui ont contribué de façon indirecte à la réussite de cette expérience en me 
fournissant une aide précieuse en de nombreuses occasions. 
 
Je voudrais exprimer toute ma gratitude à Olivier Gobert, Pierre Meynadier, et Michel 
Perdrix, qui, grâce à leur travail, m’ont permis de bénéficier d’un laser toujours très performant, 
et qui m’ont maintes fois donné de précieux conseils et coups de main pour la réalisation des 
expériences. 
 
Je profite de l’occasion qui m’est donnée ici pour assurer Barbara Gouget, Hamed Merdji 
et Rachel Auzély-Velty du très grand plaisir que j’ai eu à travailler avec eux pour l’organisation 
des journées de DRECAM. Je remercie vivement Mme Irène Nenner pour la grande confiance et 
l’autonomie qu’elle nous a accordées dans l’organisation de cette manifestation. 
 
Enfin, je remercie sincèrement toutes les autres personnes, en particulier au SPAM, au 
LSI et au SRSIM, qui m’ont aidé, souvent ou occasionnellement, ou avec qui j’ai eu tout 
simplement plaisir à discuter. Je pense entre autres à Alexandre Semerok, Francesca Pisani, 
François Ladieu, Lucia Reining, Valerio Olevano, Michel Bougeard, Sylvain Foucquart, Cyrille 
Barreteau, Richard Deblock, et Josselin Philip. 
 

Table des matières
Liste des figures v
Introduction xiii
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi
1 Processus élémentaires 1
1.1 Absorption multiphotonique dans un atome . . . . . . . . . . . . 1
1.1.1 Déplacement lumineux des niveaux d’énergie et énergie pon-
déromotrice . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Régime perturbatif . . . . . . . . . . . . . . . . . . . . . . 4
1.1.3 Régime non-perturbatif . . . . . . . . . . . . . . . . . . . . 5
1.1.4 Régime tunnel . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Bande de conduction d’un isolant . . . . . . . . . . . . . . . . . . 8
1.2.1 Couplage électron-phonon . . . . . . . . . . . . . . . . . . 11
1.2.2 Absorption et émission de photons par les électrons de
conduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.3 Exciton auto-piégé . . . . . . . . . . . . . . . . . . . . . . 24
1.2.4 Ionisation par impact . . . . . . . . . . . . . . . . . . . . . 26
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2 Etude du claquage optique 33
i
TABLE DES MATIÈRES
2.1 Démarche expérimentale . . . . . . . . . . . . . . . . . . . . . . . 34
2.1.1 Avalanche électronique induite par laser . . . . . . . . . . 34
2.1.2 Mesures réalisées . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Principe de l’interférométrie fréquentielle . . . . . . . . . . . . . . 37
2.2.1 Interférences dans le domaine des fréquences . . . . . . . . 39
2.2.2 Mesure des modifications de propriétés optiques induites
par une impulsion pompe . . . . . . . . . . . . . . . . . . 41
2.3 Indice de réfraction d’un diélectrique excité . . . . . . . . . . . . . 42
2.3.1 Déphasage dû à l’effet Kerr . . . . . . . . . . . . . . . . . 44
2.3.2 Déphasage dû aux porteurs libres . . . . . . . . . . . . . . 44
2.3.3 Déphasage dû aux porteurs piégés . . . . . . . . . . . . . . 45
2.3.4 Autres contributions à la variation d’indice . . . . . . . . . 46
2.3.5 Relation entre déphasage et densité d’excitation . . . . . . 48
2.4 Montage expérimental . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4.1 Montage expérimental pour l’interférométrie fréquentielle . 50
2.4.2 Montage pour l’étude du claquage optique . . . . . . . . . 52
2.5 Résultats expérimentaux . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.1 Déphasage en fonction de l’intensité . . . . . . . . . . . . . 60
2.5.2 Evolution de ∆Φ(I) avec la durée d’impulsion . . . . . . . 64
2.5.3 Mesure de ∆Φ(I) sur un solide pré-excité . . . . . . . . . . 65
2.6 Modélisation de l’absorption non-linéaire . . . . . . . . . . . . . . 66
2.6.1 Présentation du modèle . . . . . . . . . . . . . . . . . . . 67
2.6.2 Simulation numérique des mesures de ∆Φ(I, τ) . . . . . . 70
2.6.3 Résultats du modèle . . . . . . . . . . . . . . . . . . . . . 73
2.6.4 Trous d’ablation produits par laser . . . . . . . . . . . . . 79
2.7 Comparaison avec un modèle d’avalanche . . . . . . . . . . . . . . 83
ii
TABLE DES MATIÈRES
2.7.1 Présentation des mesures et du modèle de Stuart et al . . 83
2.7.2 Comparaison avec les mesures d’interférométrie fréquentielle 87
2.7.3 Discussion de l’évolution du seuil avec la durée d’impulsion 90
2.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3 Photoémission résolue en temps 97
3.1 Démarche expérimentale . . . . . . . . . . . . . . . . . . . . . . . 97
3.1.1 Principe de l’expérience . . . . . . . . . . . . . . . . . . . 97
3.1.2 La technique de photoémission en physique des solides . . 99
3.2 Montage expérimental . . . . . . . . . . . . . . . . . . . . . . . . 104
3.2.1 Enceinte de spectroscopie de photoélectrons . . . . . . . . 105
3.2.2 La chambre de génération d’harmoniques . . . . . . . . . . 108
3.2.3 Sélection d’une harmonique . . . . . . . . . . . . . . . . . 108
3.3 Expériences préliminaires . . . . . . . . . . . . . . . . . . . . . . . 110
3.3.1 Spectroscopie de photoémission avec une lampe à décharge 110
3.3.2 Spectroscopie de photoémission avec les harmoniques . . . 112
3.4 Résultats expérimentaux . . . . . . . . . . . . . . . . . . . . . . . 115
3.5 Discussion des résultats . . . . . . . . . . . . . . . . . . . . . . . . 120
3.6 Modèle cinétique . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.6.1 Situation en l’absence de sonde . . . . . . . . . . . . . . . 121
3.6.2 Situation en présence d’une sonde . . . . . . . . . . . . . . 123
3.7 Analyse et Conséquences physiques . . . . . . . . . . . . . . . . . 126
3.7.1 Taux d’ionisation par impact . . . . . . . . . . . . . . . . 126
3.7.2 Taux de perte d’énergie . . . . . . . . . . . . . . . . . . . 127
iii
TABLE DES MATIÈRES
3.7.3 Conséquences pour le claquage optique en régime femto- et
picoseconde. . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.7.4 Lien avec la spectroscopie UPS . . . . . . . . . . . . . . . 129
3.8 Effets de charge d’espace . . . . . . . . . . . . . . . . . . . . . . . 131
3.8.1 Principe des simulations . . . . . . . . . . . . . . . . . . . 132
3.8.2 Résultats et discussion . . . . . . . . . . . . . . . . . . . . 133
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Conclusions générales et perspectives 141
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A Vitesse de groupe et déphasage 147
B Approximation WKB 151
B.1 Présentation de l’approximation . . . . . . . . . . . . . . . . . . . 151
B.2 Calcul de ∆Φ au-delà de l’approximation WKB . . . . . . . . . . 153
C Simulation numérique de l’absorption 157
D Génération d’harmoniques d’ordres élevés 165
D.1 Modèle semi-classique . . . . . . . . . . . . . . . . . . . . . . . . . 166
D.2 Profil temporel du rayonnement émis . . . . . . . . . . . . . . . . 168
D.3 Spectre du rayonnement émis . . . . . . . . . . . . . . . . . . . . 168
E Dispositifs de photoémission 173
E.1 Enceinte de spectroscopie . . . . . . . . . . . . . . . . . . . . . . 173
E.2 Montage utilisant un réseau . . . . . . . . . . . . . . . . . . . . . 175
E.3 Montage utilisant un miroir multicouche . . . . . . . . . . . . . . 176
iv
TABLE DES MATIÈRES
F Simulation numérique de la charge d’espace 179
F.1 Principe du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . 180
F.2 Prise en compte de l’explosion coulombienne . . . . . . . . . . . . 181
F.3 Prise en compte de la distribution de vitesse . . . . . . . . . . . . 183
F.4 Résultats du modèle de calotte sphérique . . . . . . . . . . . . . . 185
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
v
TABLE DES MATIÈRES
vi
Table des figures
1 Image de dommages produits à la surface de SiO2 par des impul-
sions femtosecondes. . . . . . . . . . . . . . . . . . . . . . . . . . xiv
2 Bilan des mesures de seuils de dommage réalisées par différents
groupes dans a−SiO2 avec des impulsions pico- et femtosecondes
depuis 1994. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii
1.1 Représentation schématique de l’ionisation multiphotonique d’un
atome. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Ionisation d’un atome en régime tunnel. . . . . . . . . . . . . . . 6
1.3 Evolution qualitative du taux d’ionisation multiphotonique d’un
atome avec l’intensité laser. . . . . . . . . . . . . . . . . . . . . . 7
1.4 Récapitulatif des modèles et approximations généralement utilisés
pour traiter les processus élémentaires dans la bande de conduction. 10
1.5 Emission d’un phonon par un électron de conduction. . . . . . . . 14
1.6 Taux de collision électron-phonon dans SiO2 . . . . . . . . . . . . 20
1.7 Coefficient d’absorption des électrons de conduction (modèle clas-
sique). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.8 Collision électron-photon-phonon . . . . . . . . . . . . . . . . . . 24
1.9 Formation d’un exciton auto-piégé . . . . . . . . . . . . . . . . . 26
1.10 Processus d’ionisation par impact d’un électron de valence par un
électron de conduction. . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Processus d’avalanche électronique . . . . . . . . . . . . . . . . . 35
vii
TABLE DES FIGURES
2.2 Comparaison entre la méthode standard d’interférométrie spatiale,
et l’interférométrie fréquentielle . . . . . . . . . . . . . . . . . . . 38
2.3 Interférences spectrales entre deux impulsions jumelles . . . . . . 40
2.4 Influence d’une variation temporelle d’indice de réfraction sur les
franges d’interférences spectrales . . . . . . . . . . . . . . . . . . 41
2.5 Illustration des deux types d’évolution temporelle du déphasage
observées dans les diélectriques excités par laser. . . . . . . . . . . 43
2.6 Déphasage subi par la sonde lors de sa transmission à l’interface
vide-solide excité . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.7 Déphasage induit par les électrons de conduction en fonction de la
densité d’excitation . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.8 Schéma de principe d’une expérience d’interférométrie fréquentielle 51
2.9 Mesure du profil spatial de la pompe grâce à l’effet Kerr . . . . . 52
2.10 Montage expérimental utilisé pour l’étude du claquage optique par
interférométrie fréquentielle . . . . . . . . . . . . . . . . . . . . . 53
2.11 Directions et diamètres relatifs des différents faisceaux . . . . . . 55
2.12 Mesure de la durée de l’impulsion pompe grâce à l’effet Kerr . . . 56
2.13 Diffraction de l’impulsion pompe en présence d’une pré-impulsion 57
2.14 Détermination du seuil de claquage par la mesure de l’émission
lumineuse de plasma . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.15 Seuils de claquage mesurés dans SiO2, en fonction de la durée d’im-
pulsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.16 Mesures du déphasage ∆Φ après une impulsion pompe de 60 fs ou
80 fs à 790 nm, en fonction de l’intensité crête I de cette impulsion,
dans trois diélectriques . . . . . . . . . . . . . . . . . . . . . . . . 61
2.17 Evolution de ∆Φ(I) avec la durée d’impulsion dans Al2O3 . . . . 62
2.18 Evolution de ∆Φ(I) avec la durée d’impulsion dans MgO . . . . . 63
2.19 Mesures de ∆Φ(I) dans MgO à haute intensité . . . . . . . . . . 64
viii
TABLE DES FIGURES
2.20 Influence d’une population initiale d’électrons de conduction sur la
courbe ∆Φ(I) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.21 Comparaison de l’énergie gagnée lors d’une transition à n photons
(n exposant mesuré) avec les bandes interdites des isolants étudiés. 66
2.22 Valeurs des différents paramètres utilisés pour reproduire les me-
sures de ∆Φ(I) pour différentes valeurs de τ dans Al2O3 et MgO. 71
2.23 Energie pondéromotrice d’un électron en fonction de l’intensité du
champ laser (λ = 790 nm) dans lequel il oscille. . . . . . . . . . . 73
2.24 Evolution de la densité d’électrons en fin d’impulsion pompe avec
l’intensité crête de cette impulsion, pour différentes profondeurs. . 74
2.25 Profil spatial de la densité d’excitation en fin d’impulsion dans la
direction de propagation de la pompe, pour différentes intensités. 75
2.26 Influences respectives de l’absorption multiphotonique et de l’ab-
sorption par porteurs libres sur le profil spatial d’excitation . . . . 75
2.27 Evolutions temporelles de l’intensité et de la densité d’excitation
en différents points du solide . . . . . . . . . . . . . . . . . . . . . 77
2.28 Evolution temporelle de l’intensité entre 0 et 10 microns derrière
la surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.29 Intensité maximale atteinte à la distance z de la surface en fonction
de l’intensité crête incidente. . . . . . . . . . . . . . . . . . . . . . 79
2.30 Image obtenue avec un profilomètre optique du trou formé à la
surface d’Al2O3 par une impulsion laser de 60 fs . . . . . . . . . . 80
2.31 Profondeur du trou d’ablation formé dans Al2O3 par une impul-
sion laser de 60 fs en fonction de l’intensité crête . . . . . . . . . . 81
2.32 Coefficient d’absorption du solide excité, en fin d’impulsion, en
fonction de la distance à la surface . . . . . . . . . . . . . . . . . 82
2.33 Seuil de dommage de a-SiO2 en fonction de la durée d’impulsion τ
, à 1053 nm : comparaison à un modèle d’avalanche . . . . . . . . 84
2.34 Valeurs des paramètres σn et β utilisées par Stuart et al et Lenzner
et al pour reproduire l’évolution du seuil de dommage avec la durée
d’impulsion dans SiO2 à différentes longueurs d’onde. . . . . . . . 85
ix
TABLE DES FIGURES
2.35 Rapport de la densité d’électrons de conduction excités par ab-
sorption multiphotonique sur la densité totale de porteurs excités
(multiphoton + avalanche), calculé par le modèle de Stuart et al . 86
2.36 Comparaison de la courbe ∆Φ(I) mesurée dans SiO2 pour une
impulsion de 60 fs, et de la courbe donnée par le modèle d’avalanche
de Stuart pour une excitation homogène . . . . . . . . . . . . . . 88
2.37 Effet de la densité initiale d’électrons de conduction sur ∆Φ(I)
dans le modèle d’avalanche de Stuart. . . . . . . . . . . . . . . . . 88
2.38 Comparaison des mesures de ∆Φ(I, τ) dans MgO avec le modèle
d’avalanche de Stuart et al . . . . . . . . . . . . . . . . . . . . . . 89
2.39 Evolution de la densité d’excitation Nc au seuil de claquage, obte-
nue en utilisant les mesures de seuils de Lenzner et al à 800 nm, et
une loi d’injection multiphotonique en I6 . . . . . . . . . . . . . . 91
3.1 Principe de l’expérience de photoémission résolue en temps . . . . 98
3.2 Forme schématique du potentiel cristallin au voisinage de la surface
d’un solide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.3 Transitions électroniques à l’origine du signal de photoémission en
XPS et UPS et allure des spectres de photoémission obtenus . . . 101
3.4 Compilation de nombreuses mesures de profondeur d’échappement
de photoélectrons, dans des métaux et dans des solides inorganiques103
3.5 Spectre du rayonnement harmonique produit par focalisation d’une
impulsion laser infrarouge femtoseconde dans du Néon . . . . . . 105
3.6 Montage expérimental de photoémission résolue en temps, utilisant
un réseau pour la sélection d’une harmonique . . . . . . . . . . . 106
3.7 Montage expérimental de photoémission résolue en temps, utilisant
un miroir multicouche et un filtre en aluminium pour la sélection
d’une harmonique . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.8 Spectres UPS de SiO2 obtenus avec une source continue d’UV (raie
He II) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.9 Spectre UPS de SiO2 obtenu avec une harmonique élevée d’un
laser, sélectionnée au moyen d’un réseau . . . . . . . . . . . . . . 113
x
TABLE DES FIGURES
3.10 Spectres UPS de SiO2 réalisés avec les harmoniques 15 à 25 d’un
laser sélectionnées avec un réseau. . . . . . . . . . . . . . . . . . . 113
3.11 Spectre UPS de SiO2 obtenu avec l’harmonique 25, sélectionnée
avec la combinaison multicouche+filtre. . . . . . . . . . . . . . . . 114
3.12 Effet d’une sonde infrarouge intense sur la partie haute énergie du
spectre UPS de SiO2, pour différents délais pompe-sonde . . . . . 115
3.13 Evolution du signal de photoémission en fonction du délai pompe-
sonde, à énergie cinétique fixée . . . . . . . . . . . . . . . . . . . 116
3.14 Signal de photoémission à énergie fixée en fonction de l’intensité
de l’impulsion infrarouge, à intensité UV fixée et délai nul. . . . . 117
3.15 Cinétiques de relaxation du signal de photoémission mesurées avec
une sonde à 400 nm . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.16 Spectre du signal de photoémission induit par l’impulsion infra-
rouge utilisée comme sonde . . . . . . . . . . . . . . . . . . . . . 119
3.17 Origine des différences entre les cinétiques mesurées avec des sondes
à 790 et 400 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.18 Résultats du modèle cinétique pour la relaxation des électrons de
conduction (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.19 Résultats du modèle cinétique pour la relaxation des électrons de
conduction (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.20 Effets des processus de relaxation sur le spectre de photoémission
mesuré . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.21 Effets de charge d’espace : schéma des paquets d’électrons et de
trous créés par la pompe et la sonde . . . . . . . . . . . . . . . . 131
3.22 Résultats des simulations numériques des effets de charge d’espace
(1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.23 Résultats des simulations numériques des effets de charge d’espace
(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
xi
TABLE DES FIGURES
3.24 Principe de l’expé rience de photoémission résolue en temps, lorsque
l’impulsion visible/infrarouge est utilisée comme pompe et l’impul-
sion UV comme sonde. . . . . . . . . . . . . . . . . . . . . . . . . 144
B.1 Comparaison de la courbe ∆Φ(I) obtenue dans l’approximation
WKB avec celle obtenue en calculant numériquement le champ de
la sonde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
C.1 Géométrie typique de l’expérience de mesure de déphasage . . . . 158
C.2 Algorithme pour le calcul de la propagation de la pompe à pas
constants en temps et en espace . . . . . . . . . . . . . . . . . . . 160
C.3 Algorithme pour le calcul de la propagation de la pompe à maillage
adaptatif en temps et en espace . . . . . . . . . . . . . . . . . . . 161
C.4 Exemples de maillages de l’espace (t,z) à pas variables, obtenus
par le programme à pas adaptatif pour deux intensités différentes 163
D.1 Modèle semi-classique en trois étapes pour la génération d’harmo-
niques d’ordres élevés en champ intense . . . . . . . . . . . . . . . 167
D.2 Relation entre le profil temporel du rayonnement harmonique et
son spectre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
E.1 Courbes de sélectivité du miroir multicouche, du filtre en alumi-
nium, et de l’ensemble miroir+filtre, en fonction de la longueur
d’onde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
F.1 Modèle pour la simulation des effets de charge d’espace, prenant
en compte l’explosion coulombienne du paquet IR . . . . . . . . . 181
F.2 Modèle pour la simulation des effets de charge d’espace, prenant
en compte la distribution angulaire de vitesse du paquet IR . . . . 184
F.3 Résultats du modèle de calotte sphérique à E=33 eV . . . . . . . 185
xii
Introduction
Bien qu’étudié depuis le milieu des années 60, le claquage optique d’un solide
est encore aujourd’hui défini de façon assez floue comme une modification irré-
versible et macroscopique induite par un champ lumineux suffisamment intense.
L’histoire des recherches sur ce phénomène est étroitement associée à l’inven-
tion et à l’évolution des lasers, seules sources optiques permettant d’atteindre les
intensités auxquelles il se manifeste. Il est important de distinguer le claquage
optique dit extrinsèque, provoqué par l’absorption d’énergie par des défauts du
solide, tels que des impuretés, des inclusions, ou des défauts ponctuels, du cla-
quage intrinsèque, lié à l’interaction du laser avec le solide ”parfait”.
Ce phénomène se produit évidemment dans tout type de solide. Son étude est par-
ticulièrement intéressante dans les diélectriques à grande bande interdite, et pour
des énergies de photon pour lesquelles ces solides sont transparents. En effet, ces
conditions présentent un intérêt non seulement d’ordre fondamental, qui a motivé
le travail présenté dans ce manuscrit, mais également d’ordre appliqué : avec le
développement de lasers de plus en plus puissants, l’optimisation de la résistance
aux forts flux lumineux de ces solides a une importance considérable, car ils sont
largement utilisés pour leurs propriétés de transparence dans la fabrication d’élé-
ments optiques. Une image de dommages produits à la surface d’un diélectrique
par focalisation d’un laser femtoseconde infrarouge intense est présentée sur la
figure 1.
Deux questions sont à élucider concernant le claquage optique intrinsèque des
diélectriques :
1- A moins de considérer un rayonnement dans l’infrarouge lointain (λ & 10
µm, ω ≈ ωphonon), le champ électromagnétique se couple essentiellement aux
électrons. Or, dans ces solides, le spectre d’excitation des électrons présente une
bande interdite Eg, entre la bande de valence et la bande de conduction, qui va
d’environ 5 eV (diamant) à un dizaine d’eV (SiO2, Al2O3). Lorsque l’énergie ~ω
des photons est inférieure à Eg, le transfert d’énergie du champ électromagnétique
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80µm
25 µJ 15 µJ 7 µJ
Fig. 1: Image de dommages produits par un laser infrarouge (800 nm) femtoseconde
(60 fs) intense sur une surface de quartz, pour différentes énergies d’impulsion laser.
Obtenue par imagerie optique en transmission.
vers les électrons, qui passe par la création de paires électron de conduction - trou
de valence, se fait donc nécessairement par des processus non-linéaires. Quels
sont-ils et comment peut-on les décrire ?
2- Comment l’excitation électronique ainsi engendrée aboutit-elle à une destruc-
tion du solide ?
Concernant la première de ces deux questions, deux mécanismes sont générale-
ment envisagés. Le claquage optique se produit à des intensités telles que les élec-
trons de valence peuvent absorber simultanément plusieurs photons et être ainsi
injectés dans la bande de conduction. Cette absorption multiphotonique a été lar-
gement étudiée dans les atomes [1]. Pourtant, de nombreux modèles considèrent
qu’elle ne joue qu’un rôle secondaire dans le claquage optique, et que l’excitation
électronique est essentiellement générée par un processus appelé avalanche élec-
tronique, se déclenchant de façon très violente à une intensité seuil. Ce second
mécanisme d’excitation suppose la présence préalable d’une densité d’électrons
non-nulle dans la bande de conduction. Nous verrons que ces électrons acquièrent
une énergie cinétique qui dépend de la compétition entre les gains d’énergie dus
au champ laser et les pertes induites par les processus de relaxation, notamment
associés au couplage avec le réseau cristallin (couplage électron-phonon). Si un
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électron atteint ainsi une énergie suffisamment élevée, il peut effectuer une colli-
sion avec un électron de valence, au cours de laquelle ce dernier se trouve injecté
en bande de conduction : ce processus est appelé ionisation par impact. Ce nouvel
électron va à nouveau être accéléré par le champ laser, éventuellement effectuer
une nouvelle ionisation par impact, et ainsi de suite : l’avalanche électronique est
la multiplication temporellement exponentielle du nombre d’électrons de conduc-
tion résultant de ce processus récurrent. Son efficacité est déterminée d’une part
par l’énergie cinétique acquise par les électrons dans le champ laser, et d’autre
part par l’efficacité de l’ionisation par impact. La question de l’importance rela-
tive de l’absorption multiphotonique et de l’avalanche électronique a toujours été
au centre des recherches sur le claquage optique des diélectriques. C’est également
à cette question que nous nous sommes intéressés dans ce travail de thèse, dans le
cas d’impulsions laser pico- ou sub-picosecondes situées dans le proche infrarouge
(790 nm).
Pour ce régime d’impulsions courtes, la question du mécanisme par lequel l’exci-
tation électronique créée par le laser aboutit à la destruction du solide (question
2- ci-dessus) reste également ouverte aujourd’hui. On peut penser à un mécanisme
purement thermique. En effet, qu’ils soient générés par absorption multiphoto-
nique ou par avalanche électronique, les électrons de conduction absorbent de
l’énergie dans le champ laser. Du fait du couplage avec le réseau cristallin, une
partie de cette énergie est transférée aux ions sous forme d’un mouvement de
vibration. Lorsque la densité d’électrons excités est élevée, l’élévation de tempé-
rature de réseau qui en résulte peut devenir suffisante pour induire une transfor-
mation de phase ou une sublimation du solide. Néanmoins, d’autres processus de
destruction peuvent être envisagés, tels qu’une explosion coulombienne (mise en
évidence dans les agrégats [2]), une perte de stabilité due aux ruptures de liai-
sons covalentes causées par l’excitation électronique [3], ou encore la formation
d’une onde de choc due à la dilatation engendrée par la formation ultra-rapide
de défauts ponctuels. Si les expériences que nous avons réalisées permettent de
déterminer comment l’excitation électronique est générée, elles ne permettent pas
réellement de trancher entre ces différents processus.
Jusqu’au début des années 80, la seule démarche expérimentale adoptée pour
étudier les mécanismes d’excitation électronique par laser dans les diélectriques
a consisté à mesurer le flux d’énergie à partir duquel se produit le claquage -
ou seuil de dommage- en fonction de différents paramètres, tels que la durée
d’impulsion laser ou la fréquence du rayonnement. Le premier point faible de ces
expériences est lié au fait qu’il est très difficile de déterminer si le claquage observé
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est intrinsèque ou extrinsèque. Ensuite, du fait de leur caractère macroscopique
et post-mortem, ces mesures ne fournissent qu’une information très indirecte sur
les processus d’excitation électronique sous-jacents. Elles doivent de ce fait être
interprétées au moyen de modèles faisant souvent intervenir de nombreux para-
mètres inconnus. Cette approche du problème peut ainsi mener à des conclusions
erronées sur les mécanismes d’excitation électronique, comme va nous le démon-
trer un bref historique des travaux réalisés depuis la fin des années 60 avec des
impulsions laser de quelques dizaines de picosecondes à quelques nanosecondes.
Dans les années 1930, une démarche expérimentale analogue avait été utilisée
par Von Hippel [4] pour étudier le claquage des isolants en champ électrique sta-
tique. Ce travail suggérait que le claquage diélectrique des halogénures d’alcalins
était dû à une avalanche électronique. Quarante ans plus tard, Yablonovitch [5]
réalisa des mesures de seuils de dommage par laser dans une dizaine d’halogé-
nures d’alcalins. Il montra que pour tous ces solides, les amplitudes de champ
électrique correspondant à ces seuils étaient très proches des champs statiques de
claquage obtenus par Von Hippel. Pour expliquer cette similitude, Yablonovitch
et Bloembergen [6, 7] proposèrent une première théorie élémentaire d’avalanche
électronique induite par laser, qui permettait également de reproduire qualitative-
ment l’évolution de ces seuils avec la fréquence laser et la durée d’impulsion. Dans
ce modèle, une très faible densité initiale d’électrons de conduction, de l’ordre de
108 cm−3, était supposée suffire pour initier une avalanche, ces premiers élec-
trons provenant par exemple de l’ionisation de défauts ou d’impuretés, ou d’une
faible absorption multiphotonique par les électrons de valence. En 1978, dans un
article de revue [8] effectuant une comparaison entre l’ensemble des mesures de
seuil réalisées dans les diélectriques, et les résultats du modèle de Yablanovitch et
Bloembergen, Smith concluait que les mécanismes fondamentaux du claquage op-
tique intrinsèque pouvaient être considérés comme bien compris : pour ~ω < Eg/2,
l’avalanche apparaissait comme le mécanisme dominant d’excitation électronique.
En revanche, pour ~ω > Eg/2, l’absorption à deux photons semblait suffisamment
efficace pour l’emporter sur l’avalanche.
Tout ceci fut totalement remis en cause dès le début des années 80 par de nou-
velles mesures de seuil de dommage très minutieuses par Van Stryland et al [9].
Ce travail démontra qu’à quelques rares exceptions près, les mesures réalisées
avant 1980 correspondaient à des seuils extrinsèques des solides, et établit une
dépendance en
√
τ du seuil de dommage intrinsèque avec la durée τ de l’impul-
sion. Cette loi d’évolution a depuis été observée dans de nombreux diélectriques
pour des impulsions de 100 ps à 10 ns [10]. Selon certains auteurs, elle est imposée
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par la diffusion de la chaleur pendant la durée de l’impulsion [11] : dans ce cas, il
est clair que la mesure du seuil de dommage en fonction de τ ne fournit aucune
information sur le mécanisme d’excitation électronique par le laser.
Au milieu des années 80, une équipe de chercheurs américains [12, 13, et réfé-
rences de ces articles de revue] adopta une approche expérimentale originale du
problème, moins ambigue et plus directe que les mesures de seuil de dommage.
Des mesures de signal photoacoustique et de luminescence sur des diélectriques
excités par laser leur ont permis d’accéder simultanément à l’énergie absorbée
et à la densité d’excitation. En mesurant ces quantités en fonction de l’intensité
laser, ils ont pu démontrer l’absence d’avalanche électronique et conclure sur le
rôle largement prédominant de l’absorption multiphotonique dans le claquage op-
tique pour des processus à quatre photons (3~ω < Eg ≤ 4~ω). Ils ont également
établi que l’endommagement du solide est dû à une fusion locale, induite par le
transfert d’énergie très efficace des électrons de conduction vers le réseau.
Depuis le milieu des années 90, les seuils de dommage de différents diélectriques
ont été mesurés pour des durées d’impulsion de plus en plus courtes, allant jusqu’à
5 fs. Une déviation de la loi en
√
τ a ainsi été mise en évidence pour τ . 10 ps
[14–18]. Afin d’illustrer ce point, la figure 2 présente un bilan des principales
mesures réalisées sur la silice (a-SiO2) dans ce régime d’impulsions ”ultra-courtes”.
Bien que les tendances obtenues dans ces différentes études soient à peu près
les mêmes (excepté [14]), la barre d’erreur autour de la tendance moyenne est
extrêmement grande, et les valeurs absolues sont peu reproductibles. Ce problème
de reproductibilité est vraisemblablement dû en partie au fait que le seuil de
dommage est souvent défini de façon subjective : il n’existe pas de critère de
dommage universellement utilisé (Cf. tableau de la figure 2).
Comme nous le verrons, cette évolution du seuil pour τ . 10 ps a été interprétée
au moyen d’un modèle qui accorde un rôle largement prédominant à l’avalanche
électronique, l’absorption multiphotonique intervenant seulement pour fournir
les premiers électrons de conduction nécessaires au déclenchement de cette ava-
lanche [11]. Le débat sur l’importance relative de ces deux mécanismes d’excita-
tion s’est ainsi trouvé relancé pour ces impulsions ultra-courtes [14–21]. Les seules
observations en faveur de ce modèle sont ces mesures de seuil : nous avons donc
cherché une approche expérimentale différente, permettant de vérifier de façon
beaucoup plus directe l’éventuelle existence d’une avalanche électronique.
Cette approche est fondée sur une technique pompe-sonde récemment mise au
point [22–24], l’interférométrie fréquentielle, qui est particulièrement adaptée à
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émission de plasma
1 tir
Lenzner et al Volume ablaté, mesuré par
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Fig. 2: Comparaison, en échelle log-log, des mesures de seuils de dommage dans
a-SiO2 réalisées par différents groupes depuis 1994, et des techniques utilisées pour
ces mesures. La loi en
√
τ est représentée en tirets : on observe une déviation par
rapport à cette loi pour τ . 10 ps.
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l’étude résolue en temps des diélectriques excités par laser [25–27]. Cette tech-
nique permet de suivre temporellement les modifications d’indice de réfraction
consécutives à l’excitation du solide par une impulsion laser intense. Ces varia-
tions d’indice donnent accès à la densité de paires électron-trou créées par cette
impulsion. La mesure de cette densité d’excitation en fonction de différents pa-
ramètres, tel que l’intensité laser, à la fois en-dessous et au-dessus du seuil de
claquage, va nous permettre de déterminer les mécanismes d’injection de porteurs
par un champ laser de longueur d’onde 790 nm (~ω = 1.57 eV , fondamental d’un
laser Ti-Sa), pour des impulsions de durées comprises entre quelques dizaines de
fs et quelques ps. Cette approche peut être qualifiée de phénoménologique : elle
permet de dire si une avalanche se produit ou non, mais elle ne permet pas de
comprendre pourquoi, en terme de processus microscopiques. La réponse à cette
question passe en effet par une étude des processus de relaxation électronique
dans la bande de conduction (ionisation par impact, couplage électron-phonon).
L’étude de ces processus est d’autant plus importante qu’ils jouent un rôle dé-
terminant non seulement dans le claquage optique, mais plus généralement dans
tout phénomène impliquant une excitation électronique dans un isolant, comme
par exemple la création de défauts par irradiation par un rayonnement ionisant.
Nous avons donc réalisé une seconde expérience pompe-sonde, qui permet de
suivre dans le temps la relaxation d’électrons injectés avec un excès d’énergie
dans la bande de conduction. Il s’agit d’une expérience de photoémission résolue
en temps : elle consiste à mesurer la distribution en énergie des électrons qui,
après avoir été injectés en bande de conduction par une impulsion pompe et avoir
commencé à relaxer, ont absorbé un photon sonde et sont sortis du solide. Cette
technique est utilisée depuis le début des années 80 pour étudier la relaxation
des électrons dans les solides, et plus particulièrement la dynamique d’électrons
excités dans des états de surface [28]. Soulignons qu’il ne s’agit pas ici d’induire
un claquage du solide avec le laser, mais seulement de tirer parti de la très bonne
résolution temporelle que permettent d’obtenir les impulsions femtosecondes.
La particularité de cette seconde expérience réside dans l’utilisation d’impulsions
UV (≈ 40 eV ) femtosecondes (≈ 60 fs) comme pompe. Ces impulsions nous ont
permis d’injecter des électrons de valence dans la bande de conduction, avec une
énergie suffisamment élevée pour que l’ionisation par impact contribue à la re-
laxation. De cette façon, nous avons pu étudier expérimentalement l’efficacité de
ce processus, qui est comme nous l’avons vu au centre du phénomène d’avalanche
électronique. Les taux d’ionisation par impact mesurés par cette expérience per-
mettent une compréhension des résultats obtenus par interférométrie fréquentielle
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en terme de processus élémentaires dans la bande de conduction.
Dans la première partie de ce manuscrit, nous présenterons les principaux pro-
cessus élémentaires se produisant dans un isolant excité par un champ laser in-
tense, et nous décrirons brièvement les théories utilisées pour les traiter. Dans
la deuxième partie, nous verrons comment l’interférométrie fréquentielle nous a
permis de déterminer les mécanismes d’excitation électronique impliqués dans le
claquage optique des solides diélectriques. Enfin, l’expérience de photoémission
résolue en temps, réalisée sur SiO2, fera l’objet du troisième et dernier chapitre.
Ce manuscrit comporte six annexes, qui discutent plus en détails certaines tech-
niques expérimentales ou numériques utilisées au cours de ce travail.
Toutes les expériences présentées ici ont été réalisées sur le laser LUCA du CEA
/ DRECAM, qui délivre des impulsions de 50 mJ et 60 fs, à une longueur d’onde
de 790 nm et une cadence de 20 Hz.
xx
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Chapitre 1
Processus élémentaires dans un
isolant excité par un champ laser
intense
Ce chapitre présente les processus physiques élémentaires qui se pro-
duisent dans un diélectrique excité par un champ électromagnétique in-
tense, dans le cas où les photons ont une énergie inférieure à la bande
interdite. Le premier stade de l’interaction entre le solide et le champ
est alors l’absorption simultanée de plusieurs photons par les électrons
de valence, ou absorption multiphotonique. Nous présenterons ce type
de transition à partir du phénomène d’ionisation multiphotonique d’un
atome, qui est fortement analogue à l’absorption multiphotonique dans
un solide. Les processus qui déterminent la dynamique, dans le champ
laser, des électrons ainsi injectés dans la bande de conduction seront
ensuite détaillés. Certains de ces processus sont de façon plus géné-
rale responsables de la relaxation des excitations électroniques dans les
isolants.
1.1 Absorption multiphotonique dans un atome
Les phénomènes d’interaction entre matière et rayonnement dépendant linéai-
rement du champ électromagnétique ne constituent que le premier terme d’une
série en puissances de ce champ. Les termes suivants de cette série correspondent
à des processus dits multiphotoniques. L’étude expérimentale de ces processus a
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commencé après l’invention des lasers, qui seuls permirent d’atteindre les inten-
sités lumineuses nécessaires à leur mise en évidence (typiquement de l’ordre de
quelques MW/cm2). L’optique non-linéaire est probablement le plus développé
des nouveaux domaines de la physique ouverts par ces recherches.
Nous nous intéressons ici à la transition qu’effectue un électron entre deux niveaux
d’énergie Ei et Ef par l’absorption simultanée de plusieurs photons d’énergie
~ω < Ef −Ei. Ce processus d’absorption multiphotonique a été largement étudié
dans les atomes [1]. Le cas des solides est généralement traité de façon analogue, et
c’est donc avec les atomes que nous allons présenter succinctement ce phénomène.
Bien que les transitions multiphotoniques entre deux niveaux d’énergie discrets
soient bien sûr possibles, nous considérons ici le cas où l’état final se situe dans
le continuum (Cf. figure 1.1 (a)). Ce type particulier de transition entraîne une
ionisation de l’atome, dite multiphotonique.
i >
f >
hυ
n
i >
f >
j >
i >
n
s
(a) (b) (c)
 
 
SP
E
Continuum
Fig. 1.1: Représentation schématique d’une ionisation multiphotonique. (a) Cas
d’une transition non-résonante, (b) Transition résonante (résonance dite intermé-
diaire). (c) Illustration du phénomène ”d’ionisation au-dessus du seuil” (ATI), où
l’électron absorbe plus de photons que le minimum nécessaire à l’ionisation. L’allure
typique d’un spectre de photoélectrons (SP) généré par ATI en régime perturbatif
est également représentée.
L’ordre des processus multiphotoniques qui entrent en jeu lors de l’excitation
d’un atome par un laser est d’autant plus élevé que le rapport de l’amplitude
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du champ électrique du laser sur le champ électrique existant au sein de l’atome
est grand. Ce dernier est typiquement de l’ordre de Eua = 5.14 109 V/cm (unité
atomique de champ électrique). Sachant que l’amplitude E du champ électrique
d’un laser d’intensité I vaut E(V/cm) = 27.4·√I (W/cm2), le rapport E/Eua est
de quelques pour-milles pour I=1012 W/cm2, et atteint 1 pour I≈ 3 1016 W/cm2.
Avant de décrire les différents régimes d’ionisation multiphotonique, nous définis-
sons le déplacement lumineux des niveaux d’énergie d’un atome, ou effet Stark
dynamique, et l’énergie pondéromotrice d’un électron dans le champ laser.
1.1.1 Déplacement lumineux des niveaux d’énergie et éner-
gie pondéromotrice
Il est bien connu que les niveaux d’énergie d’un atome se trouvent déplacés lorsque
celui-ci est soumis à un champ électrique statique (effet Stark). De façon analogue,
les niveaux d’énergie d’un atome placé dans un champ électromagnétique sont
déplacés d’une valeur qui dépend de l’amplitude du champ : cet effet est appelé
effet Stark dynamique.
Soulignons que dans une approche où à la fois l’atome et le champ sont traités
quantiquement, ce ne sont pas les niveaux de l’atome qui se trouvent déplacés,
mais les niveaux du système complet ”atome+champ quantifié”, sous l’effet du
couplage entre ces deux sous-systèmes. Les états propres perturbés sont des états
mixtes ”atome+champ”, et non des produits tensoriels d’états de chaque sous-
système : on parle d’atome habillé par le champ laser [2].
Ce déplacement prend une forme très simple pour les niveaux du continuum,
ainsi que pour les états de Rydberg de l’atome, faiblement liés. Dans ce cas, de
façon très intuitive, le déplacement Stark est positif et donné en première ap-
proximation par l’énergie cinétique moyenne d’oscillation de l’électron, considéré
comme libre, dans le champ électromagnétique. Cette énergie Up, appelée énergie
pondéromotrice, est donnée par :
Up =
e2E2
4mω2
(1.1)
où E est l’amplitude du champ électrique de l’onde, et ω sa pulsation. En unités
utiles, Up est donnée par : Up(eV ) = 8.9 · 10−14 × I (W/cm2) × λ2 (µm2). A
λ = 800 nm, on a Up = 1 eV pour I ≈ 1.7 1013 W/cm2.
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Le déplacement Stark des niveaux plus profonds de l’atome est généralement
bien plus petit qu’Up, du fait des moments dipolaires plus faibles de ces états.
Une conséquence directe et importante est que le potentiel d’ionisation Ip d’un
atome (énergie à fournir pour ioniser une fois l’atome) plongé dans un champ
laser intense est augmenté d’une énergie de l’ordre de Up.
1.1.2 Régime perturbatif
Lorsque Up ≪ ~ω < Ip, le déplacement lumineux des niveaux d’énergie peut
être négligé. On distingue alors les transitions multiphotoniques non-résonantes
(Cf. figure 1.1 (a)) des transitions résonantes (Cf. figure 1.1 (b)), pour lesquelles
il existe un état |ϕk〉 de l’atome non-perturbé, distinct de l’état final, vérifiant
Ek = Ei + k~ω, où Ei est l’énergie de l’état initial. On parle dans ce cas de
résonance intermédiaire.
Les transitions non-résonantes peuvent se traiter par la théorie des perturbations
à l’ordre le plus bas non-nul. Cette théorie permet de généraliser la règle d’or de
Fermi au cas des transitions à n photons, la probabilité de transition par unité
de temps entre deux états |i〉 et |f〉 étant donnée par [3] :
wn =
2π
~
∣∣∣∣∣ ∑
ϕ1,ϕ2,....ϕn−1
〈i|He−ch |ϕ1〉 ... 〈ϕn−1|He−ch |f〉
(Ei + ~ω − Eϕ1)...(Ei + (n− 1)~ω −Eϕn−1)
∣∣∣∣∣
2
·δ(Ef−n~ω−Ei)
(1.2)
Les états |ϕ1〉 , ...., |ϕn−1〉 désignent les n-1 états intermédiaires de la transition,
qui peuvent être n’importe quel état propre de l’atome non perturbé. He−ch est
l’hamiltonien de couplage entre atome et champ, et est proportionnel à l’ampli-
tude E du champ électrique du laser. Ainsi, wn est proportionnel à E2n, et varie
donc en In, où I est l’intensité du laser. On définit la section efficace généralisée,
de dimensions L2nT n−1 par :
σn =
wn
F n
(1.3)
où F = I/~ω est le flux de photons. L’expérience montre que l’ordre de grandeur
de σn est donné par [4] :
σn = 10
16.10−(32±1).n (cm2n.sn−1) (1.4)
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Lorsqu’il existe une résonance intermédiaire, le dénominateur de l’équation (1.2)
s’annule, et cette expression de wn diverge. La théorie des perturbations à l’ordre
le plus bas non-nul ne peut donc plus être utilisée dans le cas des transitions
résonantes. Dans cette situation, la probabilité de transition wn ne varie plus
simplement en F n : l’intensité du champ influe sur le déplacement Stark, donc
sur l’écart à la résonance exacte, et la dépendance en champ est par conséquent
beaucoup plus complexe [5].
La mesure des spectres de photoélectrons émis lors de l’irradiation d’un atome
par un champ laser intense a montré que l’électron peut absorber plus de photons
que le minimum n = 〈Ip/~ω〉+ 1 nécessaire1 pour ioniser l’atome (Cf. figure 1.1
(c)) : ce phénomène, très étudié depuis le début des années 80 [6, 7], est appelé
ionisation au-dessus du seuil (Above Threshold Ionization, ATI). Dans le régime
perturbatif, le spectre de photoélectron obtenu consiste en une série de pic séparés
de ~ω, d’amplitude décroissante avec l’ordre n+ s du processus multiphotonique.
On a de plus wn ≫ wn+1 ≫ ... : le taux d’ionisation total est donc dominé par
le premier terme, et varie par conséquent en In, malgré l’existence de processus
d’ordres plus élevés.
1.1.3 Régime non-perturbatif
Lorsque Up ≈ ~ω < Ip, les déplacements lumineux des états faiblement liés et
des états du continuum deviennent de même ordre que l’énergie du photon : ces
déplacements induisent inévitablement des résonances dans les processus multi-
photoniques. La distinction entre ionisation résonante et non résonante perd alors
évidemment toute signification. On parle de résonance induite par déplacement
lumineux.
Dans ce régime, les caractéristiques des pics d’ATI précédemment décrites se
trouvent modifiées. Les premiers pics peuvent se trouver fortement atténués, voire
disparaître totalement : ceci est une conséquence directe de l’augmentation du
potentiel d’ionisation de l’atome (de l’ordre de Up ≈ ~ω), qui rend ces transitions
énergétiquement impossibles. De plus, l’intensité des différents pics n’est plus
nécessairement une fonction décroissante de l’ordre n + s de la transition, et ne
suit plus la loi perturbative en puissance de l’intensité lumineuse.
1〈〉 désigne la partie entière.
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1.1.4 Régime tunnel
Pour des intensités telles que Up ≫ Ip, l’ionisation est mieux décrite par un pro-
cessus d’ionisation tunnel qu’en termes de processus multiphotonique [8]. Pour le
voir, considérons la barrière de potentiel à une dimension résultant de la super-
position du champ atomique et du champ électrique E du laser au maximum du
cycle optique (Cf. figure 1.2).
-E.x
-1/x
Fig. 1.2: Potentiel électrostatique auquel est soumis l’électron, tracé selon la di-
rection du champ électrique du laser, au moment où ce champ est maximum, dans
le régime Up ≫ Ip. Ce potentiel résulte de la superposition du potentiel de l’atome
(en tirets) et de celui du laser (en pointillés).
La largeur de cette barrière est de l’ordre de l = Ip/eE, et la vitesse de l’électron
a pour ordre de grandeur v =
√
2Ip/m. Pour que l’électron ait une probabilité
non-négligeable de traverser la barrière de potentiel par effet tunnel au cours d’un-
demi cycle optique, de durée T/2 (”durée de vie” de la barrière), il est nécessaire
que l/v ≪ T/2. On peut vérifier que cette condition se ramène à :
γ =
√
Ip
2Up
≪ 1 (1.5)
γ est appelé paramètre d’adiabicité de Keldysh [8]. A titre d’exemple, dans le cas
de l’hydrogène (Ip = 13.6 eV ), on a γ ≈ 1 pour une intensité laser I d’environ
1.2 1014 W/cm2 lorsque λ =800 nm.
Dans ce régime, la probabilité pour l’atome d’être ionisé peut être évaluée en
considérant le champ électrique instantané E(t) du laser comme statique, et en
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calculant à chaque instant la probabilité par unité de temps qu’a l’électron de
franchir par effet tunnel la barrière de potentiel correspondant à ce champ sta-
tique. On peut montrer que [9] :
wtunnel = A.
I
5/2
p
E(t)
. exp(−B. I
3/2
p
E(t)
) (1.6)
où A et B sont des constantes que nous n’expliciterons pas ici. Ce taux d’ionisation
est tracé en fonction de l’intensité sur la figure 1.3, pour Ip = 13.6 eV , et pour des
intensités telles que γ(I) ≤ 1 à λ =800 nm. Nous avons également représenté sur
cette figure la loi en I9 attendue pour une ionisation (supposée non-résonante)
par des photons d’énergie ~ω =1.55 eV (λ =800 nm, 9 × 1.55 > 13.6 eV ) dans
le régime perturbatif Up(I) ≪ ~ω. On constate que le passage en régime tunnel
se traduit par une saturation du taux d’ionisation par rapport à cette loi de
puissance.
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Fig. 1.3: Taux d’ionisation dw/dt en fonction de l’intensité dans les régimes pertur-
batif et tunnel, pour Ip = 13.6 eV et ~ω = 1.55 eV (λ = 800 nm). Dans le régime
perturbatif, la transition est supposée non-résonante, et dw/dt évolue donc en I9.
Dans le régime intermédiaire (non-perturbatif), dw/dt suit a priori une évolution
plus complexe, qui n’est donc pas représentée.
L’interaction très fortement non-linéaire entre champ et atome dans ce régime
tunnel donne lieu à une génération d’harmoniques d’ordres très élevés du laser :
avec un laser infrarouge, des photons de plusieurs dizaines d’eV peuvent ainsi
être générés. La focalisation d’un laser femtoseconde dans un gaz atomique à
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des intensités telles que ce régime tunnel soit atteint constitue d’ailleurs le seul
moyen aujourd’hui disponible pour produire des impulsions VUV (Vacuum Ul-
traviolet, ~ω &10 eV) femtosecondes. Ces impulsions nous ont permis de réaliser
l’expérience de photoémission résolue en temps décrite au chapitre 3. Le proces-
sus de génération d’harmoniques élevées en régime tunnel est brièvement décrit
en annexe D.
Actuellement, des méthodes entièrement numériques sont utilisées pour l’étude
de ces différents régimes d’interaction : elles consistent à résoudre l’équation de
Schrödinger dépendante du temps décrivant le mouvement de l’électron dans les
champs du laser et de l’atome [10]. Les effets simultanés de ces deux champs sont
ainsi traités de façon non-perturbative, ce qui a permis d’améliorer considérable-
ment la description de ces processus non-linéaires.
1.2 Processus élémentaires dans la bande de conduc-
tion d’un isolant
Lorsqu’un isolant de bande interdite Eg est excité par un champ laser intense
de pulsation ω telle que ~ω < Eg, des électrons de valence peuvent être injec-
tés dans la bande de conduction par absorption multiphotonique. Malgré une
forte analogie avec l’ionisation multiphotonique d’un atome, plusieurs complica-
tions apparaissent par rapport à ce phénomène. La première provient naturelle-
ment du fait que la structure électronique d’un solide est plus complexe que celle
d’un atome. Ensuite, les électrons de conduction n’oscillent pas librement dans
le champ laser mais subissent de nombreuses collisions avec leur environnement.
Par conséquent, leur énergie cinétique et le déplacement des niveaux d’énergie
associé se sont pas simplement donnés par l’énergie pondéromotrice Up : il n’est
donc pas évident que les conditions de validité des différents régimes d’interac-
tion (perturbatif, non-perturbatif, et tunnel) soient les mêmes que pour un atome.
Néanmoins, on considère généralement que ces collisions n’ont pas d’influence sur
la transition entre bande de valence et bande de conduction, et on décompose
”l’histoire” des électrons en deux étapes. L’électron effectue d’abord une transi-
tion multiphotonique vers la bande de conduction, qui peut se traiter exactement
de la même façon que dans les atomes. Une fois dans la bande de conduction,
il évolue sous l’influence simultanée du champ laser et des différents processus
de collision. Intéressons nous à présent à cette deuxième étape, c’est-à-dire à la
dynamique d’un électron de conduction dans un solide diélectrique soumis à un
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champ laser intense.
Cet électron est couplé aux vibrations de réseau. Comme nous allons le voir, ce
couplage est très fort dans les isolants à grande bande interdite, et intervient de
plusieurs façons. En présence d’un champ laser, les phonons permettent l’absorp-
tion et l’émission de photons par les électrons de conduction, en apportant la
quantité de mouvement nécessaire à ces transitions [11, 12]. Une partie de l’éner-
gie que gagnent ainsi les électrons dans le champ laser est ensuite transférée au
réseau par émission de phonons. De façon plus générale, l’émission et l’absorp-
tion de phonons permettent aux électrons de conduction et au réseau de se mettre
en équilibre thermodynamique après une excitation de nature quelconque. Enfin,
dans certains isolants, ce couplage peut également être à l’origine d’une localisa-
tion des électrons de conduction et des trous de valence autour d’une déformation
de réseau engendrée par ces porteurs eux-même : on parle alors d’auto-piégage
des porteurs [13].
Lorsqu’un électron de conduction a acquis dans le champ laser une énergie par
rapport au bas de la bande au moins égale au gap du solide, un nouveau processus
de relaxation intervient. En effet, il lui devient alors énergétiquement possible
d’effectuer une collision avec un électron de valence, au cours de laquelle celui-ci se
trouve injecté dans la bande de conduction. Cet électron génère ainsi un trou dans
la bande de valence et un nouvel électron de conduction : ce processus est appelé
ionisation par impact, et correspond au processus inverse d’une recombinaison
Auger. L’ionisation par impact intervient également lorsqu’un électron de valence
est directement injecté avec une énergie suffisamment élevée dans la bande de
conduction, par exemple lors de l’absorption de photons UV ou X.
Quant aux collisions entre électrons de conduction, elles sont le plus souvent
négligées dans les isolants à grande bande interdite, car le couplage électron-
phonon est supposé prédominant. On peut considérer que cette approximation est
justifiée jusqu’à des densités d’électrons de conduction de quelques 1018 cm−3 [11].
Nous allons présenter ici ces différents processus élémentaires de façon plus dé-
taillée. Le tableau 1.4 récapitule les modèles et les approximations les plus souvent
utilisés pour les traiter. Parmi ces approximations, les électrons de conduction
sont généralement considérés comme libres. La bande de conduction est donc
supposée parabolique et isotrope, essentiellement parce que la structure exacte
de cette bande est assez mal connue dès lors que l’on s’éloigne de son minimum.
Cette approximation simplifie également fortement le calcul des différents taux
de collisions, dont certains peuvent alors être calculés analytiquement. L’effet du
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Processus élémentaire Modèles utilisés Autres approximations
usuelles
Couplage électron-phonon
• Prise en compte
uniquement des modes
optiques longitudinaux
polaires et acoustiques
longitudinaux (couplages
les plus forts)
• Perturbation au premier
ordre (équation de
Boltzmann)
• Electron libre (bande
parabolique sphérique)
• Hypothèse de branches
purement longitudinales
ou transverses
• Processus Umklapp
négligés, ou pris en
compte de façon
phénoménologique.
Phonons optiques Hamiltonien de Fröhlich
• Utilisé sur toute la zone de
Brillouin (valide pour q
proche de 0 en toute
rigueur)
• Branche de dispersion
considérée comme plate
Phonons acoustiques Potentiel de déformation
• Utilisé sur toute la zone de
Brillouin (valide pour q
proche de 0 en toute
rigueur)
• Branche de dispersion
linéaire
• Echange d'énergie négligé
lors de la transition
Absorption par
les porteurs libres
Modèle classique
OU
Modèle quantique
(perturbation au second ordre)
• Electron libre
• Couplage électron-phonon
traité par les modèles
donnés ci-dessus.
Ionisation par impact Perturbation au premier ordre
• Bandes de conduction et
de valence paraboliques
sphériques
• Approximation de
voisinage de seuil lorsque
la formule de Keldysh est
utilisée
• Pré-facteur souvent
empirique (intégrales de
recouvrement inconnues).
Collisions électron-électron
en bande de conduction
Généralement négligées
(valable pour les faibles
densités d'excitation)
Fig. 1.4: Récapitulatif des modèles et approximations généralement utilisés pour
traiter les processus élémentaires dans la bande de conduction.
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potentiel cristallin périodique sur la relation de dispersion des électrons est seule-
ment pris en compte par l’utilisation d’une masse effective m∗, éventuellement
différente de celle d’un électron libre. La même approximation est utilisée pour
les trous de valence, dont la masse effective est généralement grande devant celle
des électrons de conduction, car la bande de valence présente une dispersion plus
faible que la bande de conduction [14–16]. Du fait de cette plus grande inertie, la
dynamique de ces trous dans le champ laser n’est pas prise en compte : ils sont
supposés ne jouer aucun rôle dans l’interaction laser-diélectrique.
1.2.1 Couplage électron-phonon
En 1928, dans son travail de thèse, Félix Bloch a démontré qu’un électron peut
se déplacer sans résistance, i.e. avec une vitesse moyenne non-nulle, dans un
réseau cristallin parfaitement périodique. Le libre parcours moyen d’un électron
de conduction n’est donc pas déterminé par les chocs sur les atomes du solide,
mais par l’interaction avec toute irrégularité dans la périodicité du potentiel. Les
électrons sont diffusés par les défauts de structure, les impuretés présentes dans
le matériau, et par les vibrations des ions (noyau+électrons de coeur) du réseau
autour de leurs positions d’équilibre.
Ces vibrations influencent de façon cruciale les propriétés physiques d’un cristal.
Le système d’ions en interaction est caractérisé par son spectre d’énergie d’exci-
tation. Ce spectre prend une forme particulièrement simple dans l’approximation
harmonique, qui consiste à considérer que les déplacements autour des positions
d’équilibre sont suffisamment faibles pour que l’énergie d’interaction entre les ions
puisse être développée au second ordre par rapport à ces déplacements. On peut
alors décomposer l’hamiltonien du système en une somme d’hamiltoniens d’oscil-
lateurs harmoniques indépendants. On montre ainsi que les énergies propres du
système sont données par :
E {n~q,λ} =
∑
~q,λ
~ω~q,λ.(n~q,λ +
1
2
) (1.7)
où ~q désigne un vecteur de l’espace réciproque situé dans la première zone de
Brillouin, et λ un indice de branche, compris entre 1 et 3n, où n est le nombre
d’ions dans le motif cristallin. {n~q,λ} désigne une famille d’entiers positifs ou nuls.
Les 3n fonctions ω~q,λ de ~q sont les relations de dispersion du système d’ions en
interaction. Il s’agit des fréquences des modes propres du mouvement classique de
11
CHAPITRE 1. PROCESSUS ÉLÉMENTAIRES
vibration du système. Ces fréquences sont données par les valeurs propres de la
matrice dynamique1 D(~q). Les 3n vecteurs propres ~e~q,λ de cette matrice (vecteurs
de dimension 3n) donnent les directions de polarisation des n ions de la maille
pour les 3n modes de vecteur d’onde ~q.
Dans un cristal avec un seul atome par maille, on observe uniquement des branches
de dispersion dites acoustiques, caractérisées par le fait que ω~q,λ → 0 lorsque
|~q| → 0. Dès lors que le motif du cristal comporte plus de deux atomes, il apparaît
des branches dites optiques, pour lesquels ω~0,λ 6= 0. Ces branches correspondent
en première approximation à des modes de vibration internes au motif cristallin,
élargis par le couplage entre mailles du cristal, alors que les modes acoustiques
correspondent plutôt à des modes de vibration collectifs du cristal. Les branches
acoustiques sont toujours au nombre de trois, et les branches optiques au nombre
de 3(n-1). Lorsque le vecteur d’onde ~q est orienté selon une direction de haute sy-
métrie du cristal, et seulement dans ce cas, deux modes (acoustiques ou optiques)
sur trois sont purement transverses, le dernier étant purement longitudinal.
La relation (1.7) montre que l’énergie du système d’ions en interaction est la
même que celle d’un ensemble de
∑
~q,λ n~q,λ particules sans interaction, avec n~q,λ
particules dans le mode de vibration ~q, λ, d’énergie ~ω~q,λ. Ces particules fictives
sans interaction sont appelées phonons, et sont des bosons, puisque n~q,λ ≥ 2 est
autorisé. Les phonons apparaissent donc comme les excitations élémentaires du
système d’ions en interaction, et sont au champ vectoriel du déplacement des ions
ce que les photons sont au champ électromagnétique.
L’approche la plus souvent adoptée pour traiter l’interaction électron-phonon
consiste à supposer que l’hamiltonien total du système électron + ions peut se
décomposer de la façon suivante [17] :
HT = Hph +He +He−i (1.8)
où Hph est l’hamiltonien décrivant les phonons, dont les valeurs propres sont
données par (1.7), He = Te + Ve−e comprend les termes d’énergie cinétique Te
et de répulsion coulombienne Ve−e des électrons, et He−i correspond au potentiel
électrostatique d’interaction entre les électrons et les ions du réseau. On se place
généralement dans l’approximation de l’ion rigide, qui consiste à considérer que
les électrons de coeur suivent de façon adiabatique le mouvement des noyaux.
Moyennant cette hypothèse, si Vα désigne le potentiel électrostatique créé par un
ion α du réseau, on peut écrire :
1Il s’agit d’une matrice 3n × 3n, qui est déterminée par le potentiel d’interaction entre les
ions, et par la structure du cristal.
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He−i(~r, ~Rnα) =
∑
n,α
Vα(~r − ~Rnα) (1.9)
où ~Rnα désigne le position instantanée de l’ion α dans la maille n, et ~r la position
de l’électron. Si l’on suppose que les déplacements des ions δ ~Rnα = ~Rnα − ~R0nα
autour de leur position d’équilibre ~R0nα sont faibles, on peut développer Vα au
premier ordre :
Vα(~r − ~Rnα) = Vα(~r − ~R0nα)− δ ~Rnα · ~∇Vα(~r − ~R0nα) +O(
∣∣∣δ ~Rnα∣∣∣2) (1.10)
L’hamiltonien d’interaction (1.9) peut donc être écrit sous la forme He−i =
H0e−i + He−ph. Le terme H
0
e−i =
∑
n,α Vα(r − ~R0nα) représente le potentiel vu
par un électron lorsque les ions sont situés au noeuds du réseau cristallin. L’effet
de He−ph = −
∑
n,α δ
~Rnα · ~∇Vα(r− ~R0nα), qui décrit les fluctuations temporelles de
potentiel induit par le mouvement des ions, est généralement traité en perturba-
tion par rapport au hamiltonien non perturbé Hph+He+H0e−i. Les états propres
de cet hamiltonien non perturbé sont des produits tensoriels des états propres de
Hph et de He +H0e−i, et sont supposés connus. Ceux de He +H
0
e−i sont des états
de Bloch, que l’on écrit sous la forme :
ϕ~k(~r) = e
i~k.~r.u~k(~r) (1.11)
où u~k(~r) est une fonction qui possède la périodicité du réseau. Nous omettons ici
l’indice de bande, afin d’alléger les notations.
Avant d’effectuer ce traitement en perturbation, il est nécessaire d’expliciter
plus précisément le hamiltonien He−ph, appelé hamiltonien d’interaction électron-
phonon. La formalisme le plus adapté pour traiter ce couplage est celui de la se-
conde quantification, utilisant les opérateurs création et annihilation de phonons,
notés b+
~q,λ
et b
~q,λ
, et d’électrons, notés c+~k et c~k. A partir du développement limité
(1.10), et en décomposant le potentiel Vα(r) en série de Fourier Vα(~q), on peut
établir l’expression suivante pour He−ph [11] :
He−ph = −i
∑
~k,~q, ~G,λ,α
√
~
2ρΩω~q,λ
c+~k+~qc~k.(b~q,λ + b
+
−~q,λ).
[
(~q + ~G) · ~e~q,λ,α
]
.(1.12)
Vα(~q + ~G).(
∑
~G′
∫
u∗~k+~q(~r)u~k(~r)e
−i ~G′.~r.d3~r)
où ρ est la densité du solide, Ω son volume, ~e~q,λ,α le vecteur polarisation de l’ion
α pour le mode ~q, λ, et ~G et ~G′ désignent des vecteurs du réseau réciproque. Les
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termes pour lesquels ~G = ~0 sont appelés processus normaux, et ceux pour lesquels
~G 6= ~0 processus Umklapp. Si on néglige les processus Umklapp, on constate que
seule la composante de ~e~q,λ,α parallèle au vecteur d’onde ~q du phonon contribue au
couplage électron-phonon. On suppose généralement que les branches de phonons
sont soit purement longitudinales soit purement transverses, quelle que soit la
direction du vecteur ~q. Dans ces conditions, seuls les modes longitudinaux sont
couplés aux électrons. Si l’on suppose par ailleurs que les états de la bande de
conduction sont bien décrits par des ondes planes, l’intégrale de l’équation (1.12)
est alors égale à 1 pour ~G′ = ~0 et 0 pour ~G′ 6= ~0. Moyennant ces simplifications,
l’expression (1.12) se réduit à :
He−ph =
∑
~k,~q,λ
(g~q,λ · c+~k+~qb~q,λc~k︸ ︷︷ ︸
(1)
+ g∗~q,λ · c+~k b
+
~q,λc~k+~q︸ ︷︷ ︸
(2)
)
g~q,λ = −i
√
~
2ρΩω~q,λ
~q · ~E(~q, λ) (1.13)
~E(~q, λ) =
∑
α
Vα(~q).~e~q,λ,α
Le terme (1) décrit la diffusion d’un électron de l’état ~k vers l’état ~k + ~q, par
annihilation (ou absorption) d’un phonon de la branche λ de vecteur d’onde ~q,
et le terme (2) la diffusion d’un électron de l’état ~k+ ~q vers l’état ~k, par création
(ou émission), d’un phonon de la branche λ de vecteur d’onde ~q (Cf. figure 1.5).
 
 
Emission 
de phonon
k
EBC
BV
Eg
Fig. 1.5: Emission d’un phonon par un électron de conduction.
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La détermination exacte de l’hamiltonien d’interaction électron-phonon nécessite
donc de connaître les relations de dispersion des phonons, leur polarisation, les po-
tentiels ioniques Vα(~q), et, si l’on souhaite utiliser l’expression plus précise (1.12),
les fonctions d’onde électroniques. Certaines de ces quantités étant difficilement
accessibles aussi bien à l’expérience qu’à la théorie, on a en pratique recours à
des approches beaucoup plus phénoménologiques pour calculer les facteurs g~q,λ,
qui caractérisent la force du couplage entre les électrons et les modes de phonon
de la branche λ. Nous allons présenter ces approches dans le cas du couplage avec
certains modes particuliers de phonons optiques, puis dans le cas des phonons
acoustiques.
a- Couplage avec les phonons optiques polaires
Nous considérons ici le cas de solides présentant une certaine ionicité, c’est-à-dire
dont le motif cristallin comporte des ions chargés positivement et négativement,
comme cela est le cas pour la plupart des isolants à grande bande interdite.
Certains modes de phonons optiques correspondent à des vibrations en opposition
de phase des ions positifs et négatifs du motif. Lorsqu’un phonon optique de ce
type est excité, la vibration des ions induit donc un dipôle électrique dans chaque
maille cristalline. Si le vecteur d’onde ~q de ce phonon est proche de ~0, les mailles
oscillent localement en phase : l’ensemble de ces dipôles crée alors une polarisation
électrique macroscopique ~P dans le solide. Cette polarisation induit un champ
électrique ~E qui agit sur les électrons : il y a par conséquent une interaction
coulombienne entre ces phonons optiques et les électrons.
Ce type d’interaction électron-phonon est appelée interaction polaire, et les modes
de phonons pouvant être traités de cette façon sont des modes dits polaires. Les
phonons acoustiques ne sont pas polaires, car ils correspondent à une vibration
en phase des différents ions de la maille. De plus, seuls les modes optiques longi-
tudinaux sont polaires, et non les modes transverses, car ces derniers n’induisent
que de faibles champs électriques dans le solide [17].
L’énergie d’interaction entre phonons polaires et électrons s’obtient en détermi-
nant le potentiel électrostatique macroscopique créé par ces phonons, en traitant
le solide comme un milieu continu (~q → ~0) [17]. De plus, la relation de dispersion
des phonons optiques, étant assez plate, est généralement négligée (ω~q = ωLO ∀~q).
En l’absence de charges libres, le vecteur déplacement électrique ~D vérifie :
∇. ~D(~r) = ∇.
[
ε0. ~E(~r) + ~P (~r)
]
= 0 (1.14)
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En décomposant ~P et ~E en transformée de Fourier, et sachant que pour un mode
longitudinal, ~P et ~E sont parallèles à ~q, on en déduit :
~E(~q) = − 1
ε0
. ~P (~q) (1.15)
Par ailleurs, la polarisation ~P est proportionnelle au déplacement δ ~R des ions
positifs (ou −δ ~R des ions négatifs), qui est supposé être une fonction continue de
~r, et à la charge de ces ions, supposée égale à e (ou −e pour les ions négatifs) :
~P (~r) = λ.e.δ ~R(~r) (1.16)
On peut montrer que [17] :
λ2 = ρω2LO(
1
ε∞
− 1
εs
) (1.17)
où ε∞ désigne la constante diélectrique du solide à ”haute” fréquence, telle que
seule la polarisabilité électronique entre en jeu, et εs la constante diélectrique
statique, où les polarisabilités de réseau et électronique interviennent. En rem-
plaçant dans (1.16) δ ~R par l’opérateur déplacement des ions exprimé en terme
d’opérateurs création et annihilation de phonons [17] :
δ ~R(~r) =
∑
~q
√
~
2ρΩωLO
(b~q + b
+
−~q) ~e~q e
i~q.~r (1.18)
et en utilisant (1.15), on aboutit à :
~E(~q) = −λe
ε0
√
~
2ρΩωLO
(b~q + b
+
−~q).~e~q (1.19)
L’énergie potentielle d’interaction Φ entre les électrons et les phonons polaires se
déduit de cette équation par la relation ~E(~r) = −~∇Φ(~r) :
Φ(~r) = −iλe
ε0
∑
~q
√
~
2ρΩωLO
(b~q + b
+
−~q).
ei.~q.~r
|~q| (1.20)
En passant en seconde quantification pour les électrons et en supposant que les
fonctions d’onde non perturbées des électrons sont des ondes planes, on aboutit à
l’expression suivante pour les éléments de matrice g~q décrivant le couplage entre
les électrons et les phonons optiques polaires :
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g~q = − i|~q|
√
e2.~ωLO
2Ωε0
.(
1
ε∞
− 1
εs
) (1.21)
L’hamiltonien correspondant est appelé hamiltonien de Fröhlich [18]. Il est entiè-
rement déterminé dès lors que quelques propriétés du solide sont connues (ωLO,
ε∞, εs).
Bien que l’expression (1.21) soit en toute rigueur valable pour |~q| → 0, elle est
généralement utilisée sur l’ensemble de la zone de Brillouin dans les isolants. g~q
varie alors en 1/ |~q| : cette dépendance provient du caractère électrostatique de
l’interaction, et traduit le fait que cette interaction est à longue portée. Les col-
lisions les plus probables sont donc celles pour lesquelles le vecteur d’onde des
électrons est peu modifié (diffusion vers l’avant). En revanche, une énergie ty-
pique de l’ordre de 100 meV est toujours échangée : qualitativement, les collisions
avec les phonons optiques polaires correspondent à de faibles échanges de vecteur
d’onde, mais à des échanges d’énergie non-négligeables.
b- Couplage avec les phonons acoustiques
La forme de l’hamiltonien d’interaction entre électron et phonons acoustiques
de grande longueur d’onde s’obtient par la méthode du potentiel de déforma-
tion [19]. Dans cette approche, on considère que le potentiel d’interaction entre
un tel phonon et un électron est donné par le déplacement des niveaux d’énergie
électroniques induits par la déformation locale de maille associée à l’onde acous-
tique. En s’inspirant de la théorie de l’élasticité, on postule que ce déplacement
des niveaux d’énergie est proportionnel à la dilatation locale du solide. Puisque
l’on s’intéresse à la limite |~q| → 0, le déplacement des ions induit par le mode
de phonon est considéré comme une fonction continue : δ ~Rnα = δ ~R(~r). L’énergie
d’interaction électron-phonon est alors donnée par 1 :
He−ph(~r) = C ∇.δ ~R(~r) (1.22)
∇.δ ~R(~r) est la dilatation locale du solide, et C est appelé potentiel de déformation.
C est a priori une fonction de l’énergie de l’électron. A partir de cette expression
du potentiel, en utilisant l’expression (1.18) pour δ ~R(~r), et en passant en seconde
quantification pour les électrons, on obtient :
1Pour être plus général, il serait nécessaire d’utiliser un tenseur de potentiels de déformation
Cij , défini par He−ph =
∑
i,j Cij .Sij , où Sij est le tenseur des déformations, Sij =
1
2
.(∂δRi
∂xj
+
∂δRj
∂xi
).
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g~q = −iC. |~q|
√
~
2ρΩω~q
(1.23)
ceci à condition de supposer que les électrons sont bien décrits par des ondes
planes. L’opérateur divergence de l’équation (1.22) a introduit le produit sca-
laire ~q · ~e~q, qui devient |~q| pour l’unique branche acoustique supposée purement
longitudinale.
Si l’on considère que ω~q ∝ |~q| en première approximation, cette relation montre
que les éléments de matrice g~q varie en
√
|~q|. Comme dans le cas des phonons
optiques, bien que cette expression soit en toute rigueur valable pour |~q| → 0, elle
est généralement utilisée sur l’ensemble de la zone de Brillouin. Dans ces condi-
tions, les collisions sont d’autant plus probables que le vecteur d’onde échangé
est grand. De plus, l’énergie échangée au cours des collisions avec ces phonons
est souvent négligée, car ils ont une énergie plus faible que les phonons optiques.
Qualitativement, les collisions avec les phonons acoustiques correspondent à de
forts échanges de vecteur d’onde, mais à des échanges d’énergie faibles.
c- Dynamique des électrons de conduction
sous l’effet du couplage avec les phonons
Nous considérons à présent une population d’électrons dans la bande de conduc-
tion, et nous nous intéressons à l’évolution temporelle de la fonction de distri-
bution f(~k, t) de ces électrons dans l’espace des vecteurs d’onde, sous l’effet de
l’interaction avec les phonons. L’une des descriptions les plus simples de l’évo-
lution temporelle de ce système est fournie par l’équation de Boltzmann, qui
revient à traiter le couplage électron-phonon au premier ordre en perturbation.
En l’absence de force extérieure et pour un système spatialement homogène, cette
équation est la suivante :
∂f(~k)
∂t
=
Ω
(2π)3
∫ {
W (~k′, ~k) · f(~k′) ·
[
1− f(~k)
]
−W (~k,~k′) · f(~k) ·
[
1− f(~k′)
]}
.d3~k′
(1.24)
où W (~k,~k′) est la probabilité par unité de temps pour que l’électron effectue
une transition de l’état ~k vers l’état ~k′ sous l’effet du couplage avec les phonons.
Ce taux de transition est obtenu en moyennant, sur tous les états de phonons,
les taux de transition entre les états propres du système électron+phonon non
perturbé de la forme |i〉 =
∣∣∣~k〉 |{n~q,λ}〉 (état initial) et |f〉 = ∣∣∣~k′〉 ∣∣{n′~q,λ}〉 (état
final). Ces derniers sont donnés par la règle d’or de Fermi :
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W (|i〉 → |f〉) = 2π
~
· |〈i|He−ph |f〉|2 · δ(Ef − Ei) (1.25)
Etant donné la forme de He−ph (somme de termes à un seul opérateur création ou
annihilation de phonon), cette expression de W (|i〉 → |f〉) autorise uniquement
les processus correspondant à l’absorption ou à l’émission d’un seul phonon ~q0, λ0
par l’électron :
|i〉 =
∣∣∣~k〉 |{n~q,λ, n~q0,λ0}〉 |f〉e´mab = ∣∣∣~k′〉 |{n~q,λ, n~q0,λ0 ± 1}〉 (1.26)
De plus, les éléments de matrice de ces opérateurs création et annihilation de
phonon entre ces deux états font apparaître un facteur n~q0,λ0 dans le cas de
l’absorption, et n~q0,λ0 + 1 dans le cas de l’émission. Par ailleurs, les termes en
c+~k+~qc~k font apparaître un δ(
~k′ − ~k + ~q). On a donc finalement :
We´m(|i〉 → |f〉) = 2π
~
|g~q|2 [n~q0,λ0 + 1] · δ(~k′ − ~k + ~q) · δ(E~k′ − E~k + ~ω~q0,λ0)
Wab(|i〉 → |f〉) = 2π
~
|g~q|2 [n~q0,λ0] · δ(~k′ − ~k − ~q) · δ(E~k′ − E~k − ~ω~q0,λ0)
Les termes en n~q0,λ0 dans ces deux expressions correspondent à l’émission et à
l’absorption stimulée d’un phonon par les électrons. Le facteur n~q0,λ0+1 dansWe´m
est lié au fait qu’en plus de l’émission stimulée, l’émission spontanée de phonons
est également possible. On remarquera la complète analogie avec l’interaction
entre un électron et le champ électromagnétique quantifié.
Du fait de l’émission spontanée, dès lors que E~k > ~ω~q0,λ0, l’électron a une proba-
bilité plus grande d’émettre que d’absorber un phonon. Pour les phonons optiques,
on a, à température ambiante, 〈n~q〉 ≈ e− ~ωkT ≈ 0.03≪ 1 (~ω ≈ 100 meV ). A tem-
pérature ambiante, l’émission spontanée est donc prédominante sur les processus
stimulés, au moins pour les phonons optiques, qui ont une grande énergie. C’est
donc l’émission spontanée qui est responsable de la relaxation en énergie.
Des quantités physiquement intéressantes sont les probabilités totales We´m/ab(~k)
qu’a un électron de vecteur d’onde ~k d’émettre ou d’absorber un phonon d’une
branche donnée. Ces probabilités nous renseignent en effet sur la force du couplage
avec ces phonons, et interviennent directement dans l’équation de Boltzmann
(1.24), si l’on néglige le effets de dégénérescence du gaz d’électrons (termes en[
1− f(~k)
]
), ce qui constitue une très bonne approximation à suffisamment basse
densité d’excitation. Elles s’obtiennent en sommant We´m/ab(|i〉 → |f〉) sur tous
les états finaux possibles.
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En utilisant les hamiltoniens de Fröhlich (1.21) et du potentiel de déformation
(1.23) pour décrire le couplage avec les phonons optiques polaires et les phonons
acoustiques, cette sommation peut d’effectuer analytiquement pour un électron
dans la bande de conduction d’un isolant, toujours à condition de supposer que
cette dernière est parabolique et isotrope. Le résultat obtenu est représenté sur la
figure 1.6, dans le cas de α−SiO2 [11]. Soulignons que c’est essentiellement dans ce
solide que le couplage électron-phonon a été étudié de façon relativement détaillée,
à la fois expérimentalement et théoriquement [20–30]. Comparativement, les taux
de collision dans les autres isolants sont mal connus, mais sont considérés comme
étant du même ordre de grandeur.
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Fig. 1.6: Taux de collisions totaux (W e´m+W ab) avec les phonons acoustiques (trait
plein) et optiques (tirets et pointillés) en fonction de l’énergie des électrons dans la
bande de conduction du quartz, à température ambiante. Il existe deux branches de
dispersion optiques polaires dans ce solide (~ωLO = 153 meV et ~ωLO = 63 meV).
On constate que de très forts taux de collisions sont obtenus dans ce solide diélec-
trique typique. En effet, un électron de 1 eV subit typiquement une collision par
femtoseconde, autant avec les phonons optiques qu’avec les phonons acoustiques.
A plus haute énergie (quelques eV), le couplage avec les phonons acoustiques
devient prédominant, et les taux de collisions ont encore plus élevés, atteignant
plusieurs fs−1.
Connaissant ces taux de collisions, on peut étudier la relaxation d’une population
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d’électrons injectés dans la bande de conduction d’un isolant, soit en résolvant
directement l’équation de Boltzmann, soit en utilisant des simulations Monte-
Carlo. Dans le cas de α − SiO2, ces calculs [11] montrent qu’une fonction de
distribution initialement très anisotrope est rendue isotrope en environ 5 fs par
interaction avec les phonons acoustiques, qui induisent de forts changements de
vecteur d’onde. La relaxation en énergie est essentiellement due aux phonons
optiques, et est également extrêmement rapide : un électron d’énergie initiale
1 eV par rapport au bas de bande est thermalisé (Emoy = kT ≈ 0.03 eV à
l’ambiante) en 30 fs environ. De façon plus générale, un électron de quelques eV
a un taux de perte d’énergie de l’ordre de 40 meV/fs à température ambiante
(We´m(~k)≫ Wab(~k) du fait de l’émission spontanée).
1.2.2 Absorption et émission de photons par les électrons
de conduction
Il est bien connu qu’un électron libre ne peut pas absorber ni émettre de photon,
car l’énergie et l’impulsion du système électron+champ ne peuvent être simulta-
nément conservées lors d’une telle transition. Pour la même raison, un électron de
conduction ne peut pas absorber ou émettre de photon, à moins qu’un troisième
corps n’intervienne pour permettre d’assurer la conservation de la quantité de
mouvement lors de la transition. Ce troisième corps peut par exemple être une
impureté, un défaut, ou un phonon, qui peut être émis ou absorbé au cours de
la transition. Dans les isolants à grande bande interdite, du fait du fort couplage
électron-phonon, l’absorption par les porteurs libres est principalement due aux
phonons [11, 31]. Deux modèles peuvent être utilisés pour traiter ce phénomène.
a- Modèle classique
Ce modèle très simple : il consiste à traiter classiquement le mouvement de l’élec-
tron dans le champ électromagnétique, et à introduire dans l’équation du mouve-
ment un terme de frottement qui rend compte de façon empirique des collisions
avec les vibrations de réseau. Cette équation du mouvement s’écrit :
~(
d~k
dt
+
~k
τ
) = e. ~E exp(iωt) (1.27)
où τ est le temps de relaxation de la quantité de mouvement, dû aux collisions
avec les phonons. Les échanges d’énergie entre l’électron et le champ se font alors
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de façon continue dans le temps. L’énergie moyenne dEc/dt gagnée par l’électron
par unité de temps se déduit de (1.27) :
dEc
dt
=
e2τ
m∗(1 + ω2τ 2)
·
∣∣∣ ~E∣∣∣2 (1.28)
A partir de cette expression, on peut calculer le coefficient d’absorption d’un
isolant contenant une densité N d’électrons de conduction, en fonction du taux
de collision. La courbe obtenue est représentée sur la figure 1.7, pour une longueur
d’onde de 800 nm (période du champ T≈ 2.3 fs).
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Fig. 1.7: Coefficient d’absorption à 800 nm en fonction du temps de relaxation τ ,
pour une densité de porteurs libres de 5 1020 cm−3.
Le coefficient d’absorption est maximum lorsque τ vaut 1/ω = T/2π, i.e. lorsqu’il
est de l’ordre de T/2. Ce résultat s’explique de façon très intuitive [32]. Lorsque
τ ≫ T , l’électron peut être considéré comme libre, et se contente donc d’osciller
sous l’action du champ, sans gagner ni perdre d’énergie en moyenne. Lorsque
τ ≪ T , l’orientation de son vecteur vitesse par rapport au champ électrique
change de nombreuses fois pendant un cycle optique, et l’accélération moyenne
est encore une fois nulle. Si τ ≈ T/2, en moyenne, le vecteur vitesse change de
sens à chaque demi-cycle optique, i.e. à chaque changement de sens du champ,
et le gain d’énergie est maximum.
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Nous avons vu (Cf. figure 1.6) que les taux de collision avec les phonons dans les
isolants à grande bande interdite sont typiquement de l’ordre de 1 fs−1 (τ ≈ 1 fs).
Les lasers ultra-brefs femtosecondes ont généralement des longueurs d’onde dans
le proche infrarouge, le cas le plus courant étant λ = 790 nm (laser Ti-Sa), i.e.
T de l’ordre de 2 fs. Ce modèle classique nous indique donc que l’absorption par
les électrons de conduction d’un isolant excité est très efficace pour ces longueurs
d’onde.
Les collisions entre électrons et phonons ont en réalité un caractère aléatoire, qui
n’est pas pris en compte par le terme de frottement ~k/τ de l’équation (1.27).
Cette équation donne donc seulement le mouvement ”moyen” des électrons dans
le champ. La distribution en énergie qui résulte des fluctuations par rapport
à ce mouvement moyen peut être calculée en utilisant une équation maîtresse
plus complexe, telle que l’équation de Boltzmann, tout en continuant à traiter
le mouvement de façon classique [32]. Les électrons qui subissent des collisions
telles que leur taux de gain d’énergie est supérieur à la moyenne (dEc/dt donné
par l’équation (1.28)) sont parfois qualifiés de ”lucky electrons” [32, 33].
b- Traitement quantique
Une autre approche consiste à traiter quantiquement le couplage simultané avec
les champs de photon et de phonon. Elle permet de prendre en compte de façon
plus rigoureuse le couplage avec le réseau, mais est plus lourde que la précédente.
Les échanges d’énergie entre l’électron et le champ ne se font alors plus de façon
continue, mais par des séries de transitions discrètes. En utilisant la théorie des
perturbations au second ordre, la probabilité totale qu’a un électron d’émettre
ou d’absorber un photon s’écrit :
W (|i〉) = 2π
~
∫
f
∣∣∣∣∣∑
n
〈f |HT |n〉 〈n|HT |i〉
Ei − En
∣∣∣∣∣
2
δ(Ef − Ei) · dSf (1.29)
avec HT = He−ph+He−ch, où He−ph et He−ch sont respectivement les hamiltoniens
de couplage avec les phonons et le champ électromagnétique. Lors du passage de
l’état |i〉 à l’état intermédiaire |n〉, l’électron a :
– soit émis ou absorbé un phonon, auquel cas le passage de |n〉 à |f〉 se fait par
émission ou absorption d’un photon.
– soit émis ou absorbé un photon, auquel cas le passage de |n〉 à |f〉 se fait par
émission ou absorption d’un phonon.
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Ces transitions sont appelées transitions indirectes ou collisions électron-photon-
phonon (Cf. figure 1.8). Remarquons que l’expression (1.29) inclue également des
transitions à deux photons et à deux phonons, que nous ne prenons pas en compte
ici.
 
 
Photon
Phonon
k
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BV
Fig. 1.8: Absorption d’un photon par un électron de conduction assistée par l’émis-
sion d’un phonon (cas particulier de collision électron-photon-phonon).
On peut obtenir une expression analytique du taux de transition total W (|i〉)
en supposant la relation de dispersion des électrons parabolique et isotrope, et
en utilisant pour He−ph les formes phénoménologiques que nous avons présentées
précédemment (Hamiltonien de Fröhlich ou Hamiltonien du potentiel de défor-
mation) [11, 29, 31]. Le taux d’émission/absorption de photon correspondant aux
transitions assistées par les phonons acoustiques est plus grand d’un ordre de
grandeur que pour les phonons optiques. De plus, avec ce modèle, le taux de
transition W (|i〉) est proportionnel à λ3, où λ est la longueur d’onde du rayonne-
ment [29].
1.2.3 Exciton auto-piégé
Considérons à titre d’exemple un électron dans la bande de conduction d’un cristal
de NaCl. Du fait de l’interaction polaire entre cet électron et le réseau, l’état de
plus basse énergie du système électron+réseau est obtenu lorsque les ions Na+ se
déplacent vers l’électron, et que les ions Cl− s’en éloignent. Cette distorsion, qui
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peut s’exprimer en terme de phonons, entraîne néanmoins une augmentation de
l’énergie du réseau lui-même, qui dépend de la ”raideur” des liaisons entre ions.
Le déplacement des ions dépend donc de la compétition entre cette augmentation
et la diminution d’énergie due à l’interaction électron-réseau. Du point de vue
quantique, un tel état est décrit par un vecteur d’onde du système électron+réseau
incluant des corrélations entre les positions de l’électron et des ions, c’est-à-dire
par une superposition cohérente de différent états propres
∣∣∣~k〉 |{n~q,λ}〉 du système
non couplé. Cet état décrit une particule composite, ou quasi-particule, constituée
de l’électron habillé par un nuage de phonon, et qui est appelée polaron [17]. Ces
considérations s’appliquent également à un trou dans la bande de valence. Lorsque
la déformation de réseau s’étend sur un grand nombre de mailles cristallines après
formation d’un polaron, on parle de grand polaron. A l’opposé, lorsqu’elle est
localisée sur quelques sites du réseau, on parle de petit polaron. Le porteur étant
localisé autour de la déformation de réseau qu’il engendre, un petit polaron est
également appelé porteur auto-piégé.
Par ailleurs, l’énergie du système composé d’un électron de conduction et d’un
trou de valence peut être réduite en liant ces deux porteurs par interaction cou-
lombienne. De même que la formation d’un polaron implique des corrélations
entre électron et phonons, cette liaison coulombienne se traduit par des corréla-
tions entre les positions des deux particules. Un tel état électronique est appelé
exciton.
Si nous prenons à présent en compte à la fois le couplage porteur-phonon et le
couplage coulombien entre porteurs, on arrive à l’exciton auto-piégé (self-trapped
exciton, STE) : il s’agit d’un exciton associé à une déformation locale de réseau
cristallin, induite par l’exciton lui-même via un processus de type polaronique
(Cf. figure 1.9).
Dans certains isolants, la formation d’un STE à partir d’une paire électron-
trou libre est énergétiquement favorable [34]. Cela est le cas dans SiO2 par
exemple [35]. Des simulations numériques ont montré que la principale modi-
fication structurale associée à la formation d’un STE dans ce solide est un dépla-
cement d’un atome d’oxygène de 0.3 Å vers une position interstitielle, le trou se
localisant sur cet oxygène, et l’électron principalement sur un silicium voisin [36].
Dans ces isolants, les paires électron-trou formées par un rayonnement ionisant
quelconque, tel qu’un laser intense, relaxent sous forme de STE. Comme nous
le verrons dans le chapitre 2, ce piégeage des porteurs peut se faire en quelques
centaines de femtosecondes seulement. Les STE sont en général métastables : ils
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Fig. 1.9: Formation d’un exciton auto-piégé. Cette représentation du processus
impliquant à la fois le réseau, un électron et un trou, dans un diagramme d’énergie
à une particule, est abusive mais pratique.
disparaissent en des temps de l’ordre de la milli- à la microseconde, soit en se
recombinant (recombinaison radiative ou non-radiative), soit en se dissociant en
une paire de défauts ponctuels (lacune+interstitiel). Le STE joue donc un rôle
très important dans tous les problèmes de formation de défauts permanents dans
les isolants irradiés par un rayonnement ionisant. La recombinaison radiative se
traduit quant à elle par une luminescence du solide excité, qui a joué un rôle
essentiel dans la démonstration expérimentale de l’existence du STE [13, 37].
1.2.4 Ionisation par impact
Comme nous l’avons vu, une ionisation par impact est une collision entre un élec-
tron de conduction et un électron de valence, au cours de laquelle cet électron de
valence est injecté dans la bande de conduction, l’électron de conduction perdant
de ce fait une énergie au moins égale au gap Eg (≈ 10 eV ) (Cf. figure 1.10).
Selon la théorie des perturbations au premier ordre, la probabilité par unité de
temps pour qu’un électron de conduction dans un état |Ψ1c〉 diffuse dans un état
|Ψ1′c〉, en effectuant une collision avec un électron de valence initialement dans
l’état |Ψ2v〉, qui passe lors de la collision dans l’état |Ψ2′c〉, est donnée par :
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Fig. 1.10: Processus d’ionisation par impact d’un électron de valence par un élec-
tron de conduction.
W (|1c, 2v〉 → |1′c, 2′c〉) = 2π
~
. |M(|1c, 2v〉 , |1′c, 2′c〉)|2 · δ(Ef −Ei) (1.30)
où M(|1c, 2v〉 , |1′c, 2′c〉) est l’élément de matrice, entre les états initial et final à
2 corps, du potentiel d’interaction entre les porteurs :
M(|1c, 2v〉 , |1′c, 2′c〉) =
∫ ∫
Ψ∗1′c(~r1)Ψ
∗
2′c(~r2)
e2 exp(−q0 · |~r1 − ~r2|)
4πε · |~r1 − ~r2| (1.31)
Ψ1c(~r1)Ψ2v(~r2) · d3~r1d3~r2
Nous avons supposé ici que l’interaction entre les deux électrons est du type
coulombien écranté. En écrivant les fonctions d’onde sous la forme classique de
fonctions de Bloch (équation (1.11)), en décomposant le potentiel d’interaction
coulombienne en transformée de Fourier, en utilisant la périodicité du réseau
cristallin, et en négligeant les processus Umklapp, on peut montrer que [31] :
M(|1c, 2v〉 , |1′c, 2′c〉) = e
2/εV · I(1c, 1′c) · I(2v, 2′c)∣∣∣~k1′c − ~k1c∣∣∣2 + q20 (1.32)
où ~k1c et ~k1′c désignent respectivement les vecteurs d’onde des états |Ψ1c〉 et |Ψ1′c〉 ,
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et I(1c, 1′c) désigne l’intégrale de recouvrement entre les parties périodiques de
ces deux états :
I(1c, 1′c) =
∫
maille
u∗1′c(~r) · u1c(~r) · d3~r (1.33)
I(2v, 2′c) est définie de façon analogue à partir de |Ψ2v〉 et |Ψ2′c〉 :
I(2v, 2′c) =
∫
maille
u∗2′c(~r) · u2v(~r) · d3~r (1.34)
De plus, le vecteur d’onde total du système constitué des deux charges doit être
conservé (toujours en négligeant les processus Umklapp) :
~k1′c + ~k2′c = ~k1c + ~k2v (1.35)
L’énergie seuil ET ≥ Eg à partir de laquelle un électron de la bande de conduction
peut effectuer une ionisation par impact est déterminée à la fois par la conserva-
tion de l’énergie et par cette conservation de la quantité de mouvement. Si l’on
suppose que les bandes de valence et de conduction sont paraboliques et isotropes,
avec des masses effectives m∗c et m
∗
v, on peut montrer que :
ET =
1 + 2µ
1 + µ
.Eg µ =
m∗c
m∗v
(1.36)
Le taux d’ionisation par impact Wimp(E) à l’énergie E est la probabilité totale
qu’a un électron de conduction dans l’état |Ψ1c〉 d’énergie E > ET de quitter
cet état en effectuant une ionisation par impact avec un électron de valence quel-
conque. Cette probabilité s’obtient en sommant W (|1c, 2v〉 , |1′c, 2′c〉) sur tous les
états |2v〉et |1′c, 2′c〉 possibles. Cette sommation est réalisable analytiquement si,
en plus de supposer les bandes paraboliques et isotropes, on se place au voisinage
du seuil ET , et que l’on suppose que les intégrales de recouvrement I(1c, 1′c) et
I(2v, 2′c) gardent les mêmes valeurs Ic et Iv quels que soient les états électroniques
initiaux et finaux au voisinage de ce seuil. On obtient alors (avec q0 7→ 0) [31] :
Wimp(E) = W0.(
ε0
ε
)2
m∗c
m
I2c · I2v
(1 + 2µ)3/2
(
E − ET
Eg
)2 (1.37)
W0 = (
e2
4πε0
)2
m
~3
= 4.14 · 1016 s−1
Cette formule est appelée formule de Keldysh [38]. Le pré-facteur W0 semble
indiquer que l’ordre de grandeur typique du taux d’ionisation par impact est de
plusieurs fs−1 dès lors que E − ET & Eg. Cependant, I2c et I2v peuvent modifier
Wimp de plusieurs ordre de grandeurs par rapport à W0 [31].
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Chapitre 2
Etude du claquage optique par
interférométrie fréquentielle
Ce chapitre a pour but d’étudier les mécanismes d’excitation électro-
nique qui entrent en jeu dans le claquage optique des diélectriques
induit par des impulsions lasers femto- et picosecondes, et plus préci-
sément de déterminer l’importance relative de l’absorption multipho-
tonique et de l’avalanche électronique. Dans un premier temps, nous
présenterons brièvement la démarche expérimentale adoptée, ce qui né-
cessite de revenir de façon plus précise sur le mécanisme d’avalanche
électronique, évoqué en introduction. La technique pompe-sonde uti-
lisée, l’interférométrie fréquentielle, fera l’objet de la deuxième sous-
partie. Nous montrerons ensuite comment elle donne accès à la densité
totale de porteurs excités par une impulsion laser. Après une descrip-
tion du montage expérimental, nous présenterons des mesures de cette
densité d’excitation en fonction de différents paramètres, et nous ver-
rons en quoi elles montrent qu’il ne se produit pas d’avalanche élec-
tronique. L’interférométrie fréquentielle sondant une profondeur de
quelques µm, il est nécessaire, pour analyser ces mesures, de prendre
en compte l’absorption du faisceau laser au cours de sa propagation
dans le diélectrique. Le modèle adopté à cette fin et les résultats qu’il
permet d’obtenir seront présentés en détails. Enfin, nos résultats expé-
rimentaux seront confrontés à un modèle d’avalanche récemment pro-
posé.
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2.1 Démarche expérimentale
Nous allons tout d’abord définir plus précisément le mécanisme d’avalanche élec-
tronique et en présenter quelques caractéristiques importantes, ce qui nous per-
mettra d’envisager un certain nombre de mesures visant à déterminer si ce pro-
cessus d’injection de porteurs intervient ou non lors du claquage optique.
2.1.1 Avalanche électronique induite par laser
Considérons un isolant soumis à un champ laser intense, et contenant une densité
non-nulle d’électrons de conduction, injectés par l’impulsion laser elle-même ou
déjà présents dans le solide avant l’arrivée de cette impulsion (Cf. figure 2.1). Si
l’un de ces électrons acquiert une énergie cinétique supérieure au seuil d’ionisation
par impact ET par collisions électron-photon-phonon, il peut entrer en collision
avec un électron de valence et injecter cet électron dans la bande de conduction.
Suite à cette collision, les deux électrons se situent au voisinage du bas de la bande.
Ils ont une certaine probabilité d’atteindre à nouveau une énergie supérieure à
ET , puis de faire une ionisation par impact, générant ainsi de nouveaux électrons
de conduction, et ainsi de suite. L’avalanche électronique est la multiplication du
nombre d’électron de conduction résultant de ce processus récurrent.
L’évolution temporelle de la densité N d’électrons de conduction due à ce méca-
nisme d’excitation est souvent décrite de façon phénoménologique par l’équation
suivante, selon laquelle le taux d’injection par avalanche est proportionnel à N et
à la densité d’électrons de valence :
dN
dt
= γ [I(t)] ·N · (NV −N
NV
) (2.1)
où I(t) est l’intensité de l’impulsion laser excitatrice et NV la densité d’électrons
de valence du solide non-excité. γ(I) est le coefficient d’avalanche, qui donne
l’efficacité de ce mécanisme d’injection à l’intensité I. Le terme (NV − N)/NV
rend compte de la déplétion de la bande de valence à haute densité d’excitation. Si
l’on néglige cette déplétion (NV ≫ N), et que l’on suppose que seul ce mécanisme
d’injection intervient, on a alors :
N(t) = N0 · exp
[∫ t
0
γ [I(t′)] .dt′
]
(2.2)
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où N0 est une densité d’électrons supposés présents en bande de conduction avant
l’arrivée de l’impulsion laser, et qui permet à l’avalanche électronique de se déve-
lopper.
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par impact
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Bande de valence
Fig. 2.1: Schématisation de deux ”pas” du processus récurrent d’avalanche élec-
tronique. L’axe horizontal représente le temps. Les petites flèches verticales ↑ et
↓ représentent respectivement l’absorption et l’émission de photons par collisions
électron-photon-phonon, et les flèches ց et ր l’émission et l’absorption de pho-
nons.
Le coefficient γ(I) est déterminé par la dynamique des électrons de conduction
dans le champ laser, et dépend plus précisément :
1. de la probabilité qu’a un électron de conduction d’atteindre une énergie su-
périeure au seuil d’ionisation par impact ET . Cette probabilité est elle-même
déterminée par la compétition entre les gains d’énergie du gaz d’électrons de
conduction, par collisions électron-photon-phonon, et les pertes d’énergie,
dues à l’émission de phonons.
2. du taux d’ionisation par impact Wimp(E).
La relation entre ces différents processus élémentaires et γ(I) peut également
s’exprimer en terme de bilan énergétique. L’énergie absorbée par les électrons de
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conduction lors des collisions électron-photon-phonon peut en effet se retrouver
sous trois formes :
1. sous forme d’énergie cinétique des électrons de conduction, i.e. sous forme
d’un ”chauffage” de la distribution en énergie de ces électrons.
2. sous forme de phonons.
3. sous forme de paires électron-trou : lorsqu’un électron de conduction fait une
ionisation par impact, l’énergie lumineuse qu’il a précédemment absorbée
est convertie en une augmentation de la densité d’excitation électronique.
La compétition entre les processus 1. et 2., ainsi que le taux d’ionisation par
impact Wimp(E) fixent l’intensité du processus 3, c’est-à-dire la valeur de γ(I).
Qualitativement, l’idée des modèles de claquage optique par avalanche électro-
nique est généralement la suivante [1]. A ”basse” intensité, l’émission de phonons
suffit à compenser les gains d’énergie par collision électron-photon-phonon : l’éner-
gie cinétique des électrons dans le champ laser est faible. Le coefficient d’avalanche
γ(I) est donc petit, et il ne se produit pas d’avalanche électrononique. A partir
d’une intensité seuil IT , les gains d’énergie par collision électron-photon-phonon
l’emportent sur les pertes d’énergie par émission de phonons : les électrons vont
alors gagner de l’énergie cinétique, jusqu’à ce qu’ils atteignent des énergies telles
que l’ionisation par impact entre en jeu. γ(I) augmente donc brusquement à par-
tir de l’intensité IT . Une avalanche électronique se déclenche alors : elle donne
lieu à une très forte densité d’excitation électronique, donc à une forte absorption
du laser par le diélectrique excité, qui aboutit à la destruction du solide.
2.1.2 Mesures réalisées
L’interférométrie fréquentielle permet de mesurer le changement de phase d’une
impulsion sonde, due aux changements d’indice de réfraction induits dans le solide
par une impulsion pompe. Nous verrons que lorsque l’impulsion sonde arrive
après l’impulsion pompe, ce ”déphasage” est proportionnel à la densité d’électrons
injectés dans la bande de conduction par l’impulsion pompe. Afin d’étudier les
mécanismes d’excitation électronique qui entrent en jeu dans le claquage optique,
nous nous sommes fondés sur cette relation de proportionnalité pour obtenir les
informations suivantes :
1. Evolution de la densité d’excitation N avec l’intensité crête I de
l’impulsion pompe, en-dessous et au-dessus du seuil de claquage. Si le cla-
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quage optique est associé à une avalanche électronique, on s’attend d’après
les considérations du paragraphe précédent à une brusque augmentation de
N lorsque l’intensité atteint le seuil de claquage.
2. Evolution de la loi N(I) avec la durée τ de l’impulsion pompe. Des
évolutions très différentes sont attendues selon que l’avalanche électronique
ou l’absorption multiphotonique domine. Dans le premier cas, un chan-
gement de variable (t → I) dans l’intégrale de l’équation (2.2) permet de
montrer qu’à intensité fixée, la densité d’excitation augmente exponentielle-
ment avec la durée de l’impulsion laser. Dans le second, cette augmentation
est seulement linéaire avec la durée de l’impulsion laser, à intensité fixée
(par exemple, N ∝ σnIn · τ en régime perturbatif).
3. Modification de la loi N(I) lorsque l’impulsion pompe arrive sur un
milieu déjà excité par une pré-impulsion. Si une avalanche se produit,
l’équation (2.2) montre que la densité d’électrons excités par l’impulsion
laser est proportionnelle à la densité initiale N0 d’électrons de conduction.
En injectant, grâce à une pré-impulsion, des électrons dans la bande de
conduction avant l’arrivée de l’impulsion pompe, un décalage de la fonction
N(I) vers les plus fortes densités d’excitation devrait donc être observé. La
densité initiale d’électrons de conduction ne doit en revanche avoir aucun
effet sur la densité d’excitation générée par la pompe si seule l’absorption
multiphotonique intervient.
2.2 Principe de l’interférométrie fréquentielle
Il s’agit d’une technique de type de pompe-sonde, qui permet de mesurer la varia-
tion du chemin optique parcouru par une impulsion sonde dans un milieu, lorsque
celui-ci est perturbé par une impulsion pompe. Si cette perturbation est homo-
gène dans tout le milieu sondé, on peut déduire de cette quantité le changement
d’indice de réfraction induit par la pompe. Afin de simplifier la présentation de
la technique, nous nous placerons dans ce cas dans tout ce paragraphe.
Ce changement de chemin optique est évidemment obtenu en mesurant le chan-
gement de phase de la sonde. La méthode consacrée pour mesurer les variations
de phase d’un faisceau lumineux consiste à le faire interférer avec un faisceau de
référence, qui suit un trajet bien distinct (dispositif de type fentes d’Young, Cf.
figure 2.2 (a)) : on parle alors d’interférométrie spatiale.
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Fig. 2.2: Comparaison entre la méthode standard d’interférométrie spatiale (a), et
l’interférométrie fréquentielle (b). z désigne la direction de propagation du faisceau
sonde, et r la coordonnée radiale pour ce faisceau.
38
2.2. PRINCIPE DE L’INTERFÉROMÉTRIE FRÉQUENTIELLE
Dans la technique d’interférométrie fréquentielle, les faisceaux qui interfèrent
suivent cette fois des trajets rigoureusement identiques, mais sont décalés et bien
séparés temporellement (Cf. figure 2.2 (b)) : ils doivent donc impérativement
avoir un caractère impulsionnel. Puisque les faisceaux suivent le même trajet,
cette méthode ne permet pas d’avoir accès à l’indice de réfraction d’un milieu,
contrairement à l’interférométrie spatiale, mais uniquement à la variation de cet
indice entre les passages de la première et de la deuxième impulsion. Cette varia-
tion temporelle d’indice est induite par le passage de la pompe dans le milieu. La
première impulsion est donc une impulsion de référence, par rapport à laquelle
on va mesurer la phase de la seconde impulsion, qui sonde le milieu perturbé par
la pompe.
Voyons tout d’abord quel type d’interférences peuvent donner deux impulsions
lumineuses décalées temporellement, puis comment ces interférences peuvent être
utilisées pour mesurer une variation temporelle d’indice induite par une pompe.
2.2.1 Interférences dans le domaine des fréquences
Il est bien connu qu’un signal S(t) composé de deux fréquences légèrement dif-
férentes, c’est-à-dire dont la transformée de Fourier S(ω) comporte deux pics,
présente des battements, qui peuvent être considérés comme des interférences
temporelles. En se plaçant dans la situation symétrique, i.e. un signal composé
S(t) de deux impulsions décalées dans le temps, on obtient cette fois-ci des inter-
férences dans le domaine spectral, i.e. sur S(ω).
Considérons donc deux impulsions femtosecondes de durée τ , identiques à un
facteur de phase près, suivant exactement le même trajet, et décalées d’un temps
∆t (impulsions dites ”jumelles”, Cf. figure 2.3 (a)). Le champ électrique total
s’écrit alors1 :
Etot(t) = E1(t) + e
iΦE1(t)⊗ δ(t−∆t) (2.3)
où E1(t) est le champ électrique de la première impulsion, et Φ la phase relative
des deux impulsions. Le spectre Ftot(ω) correspondant à ce signal est alors2 :
Ftot(ω) = TF (Etot) = TF (E1).(1 + e
i(ω∆t+Φ)) (2.4)
Expérimentalement, seule l’amplitude du spectre est mesurée. En posant I1(ω) =
|TF (E1)|2, cette amplitude est donnée par :
1⊗ désigne le produit de convolution.
2TF désigne l’opérateur de transformation de Fourier.
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Itot(ω) = |Ftot|2 = 2I1(ω).(1 + cos(ω∆t+ Φ)) (2.5)
Le champ E1(t) décrit une impulsion de fréquence ωs, de durée τ : la fonction
I1(ω) est donc centrée en ωs, et a une largeur ∆ω telle que ∆ω > 2π/τ . Par
conséquent, si le temps séparant les deux impulsions est grand devant leur durée
(∆t≫ τ), l’amplitude Itot(ω) du spectre des deux impulsions ”jumelles” comporte
des franges, de périodicité ∆ωf = 2π/∆t≪ ∆ω (Cf. figure 2.3 (b)). La position
de ces franges est donnée par la phase relative des deux impulsions. C’est cette
propriété qui va nous permettre d’avoir accès aux variations d’indice induites par
une impulsion pompe dans un milieu.
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Fig. 2.3: (a) Amplitude du champ électrique de deux impulsions jumelles de durée
100 fs, séparées de 400 fs. (b) Spectre du signal composé de ces deux impulsions. La
courbe en pointillés représente le spectre d’une seule des deux impulsions, multiplié
par 2.
On peut se demander comment les impulsions jumelles peuvent interférer lorsque
∆t ≫ τ , puisqu’elles sont alors séparées temporellement. La réponse est simple.
Le spectre de ces deux impulsions est mesuré grâce à un réseau. Pour pouvoir
résoudre les franges d’interférences spectrales, ce dernier doit avoir une résolution
∆ωR ≪ ∆ωf = 2π/∆t. Du fait de la dispersion en fréquence qu’il induit, un tel
réseau entraîne un étirement temporel ∆T = 2π/∆ωR ≫ ∆t. Cet étirement est
donc suffisant pour faire se recouvrir temporellement les deux impulsions : elles
peuvent alors interférer.
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2.2.2 Mesure des modifications de propriétés optiques in-
duites par une impulsion pompe
Lorsqu’une impulsion pompe perturbe le milieu étudié entre la première et la
deuxième impulsion jumelle, la modification des propriétés optiques qui résulte
de cette perturbation se traduit d’une part par une modification ∆Φ de la phase
de l’impulsion sonde, et d’autre part par un facteur
√
T sur son amplitude, par
rapport à la situation sans pompe (Cf. figure 2.4 (a)). En revanche, l’impulsion
de référence a traversé un milieu non perturbé. Le champ total en sortie du milieu
s’écrit donc à présent :
Etot(t) = E1(t) +
√
T .ei(Φ+∆Φ).E1(t)⊗ δ(t−∆t) (2.6)
et l’amplitude du spectre devient :
Itot(ω) = I1(ω).(1 + T + 2.
√
T . cos(ω.∆t+ Φ+∆Φ)) (2.7)
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Fig. 2.4: (a) Amplitude du champ électrique de deux impulsions jumelles de durée
100 fs, séparées de 400 fs, lorsqu’une modification des propriétés optiques du milieu
entre les deux impulsions entraîne une absorption plus forte pour la seconde impul-
sion que pour la première (facteur T=0.1). (b) Spectre correspondant : en trait plein,
cette modification des propriétés optiques est supposée n’entraîner aucun déphasage,
en tirets, elle induit un ∆Φ = pi.
Ainsi, le changement de phase ∆Φ se traduit par un décalage des franges par
rapport à leur position en l’absence de pompe (Cf. figure 2.4 (b)). Or, si Re(∆n)
désigne la partie réelle de la variation d’indice de réfraction induite par la pompe,
et ∆k la variation de vecteur d’onde correspondante, on a :
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∆Φ = ∆k · L = 2πL
λs
· Re(∆n) (2.8)
où L est la longueur du milieu sondé (supposé homogène) et λs = 2πc/ωs la
longueur d’onde centrale de la sonde dans le vide. Le décalage des franges donne
donc accès à Re(∆n). Dans la suite, la quantité ∆Φ est appelée déphasage.
Par ailleurs, le contraste des franges, défini par :
C =
Max [Itot(ω)]−Min [Itot(ω)]
Max [Itot(ω)] +Min [Itot(ω)]
(2.9)
est passé de 1 en l’absence de pompe à 2
√
T/(1 + T ) (Cf. figure 2.4 (b)). Cette
modification du contraste permet donc d’obtenir le facteur T , qui est lié à la fois
à la variation de la partie imaginaire de l’indice du milieu, et à la modification
de sa réflectivité.
Cette technique donne ainsi accès aux propriétés optiques instantanées du milieu,
et, en variant le délai entre l’impulsion pompe et l’impulsion sonde, à l’évolution
temporelle de ces propriétés optiques. Elle est particulièrement adaptée à l’étude
en volume des diélectriques à grande bande interdite excités par laser, du fait de
la parfaite transparence de ces solides sur une large gamme spectrale.
Soulignons que la pompe induit également une variation de la vitesse de groupe de
la sonde dans le milieu, dont nous n’avons pas tenu compte ici. La démonstration
rigoureuse du fait que le décalage des franges d’interférences est bien déterminé
par la variation de vitesse de phase (i.e. par la variation d’indice), et que la
variation de vitesse de groupe n’a aucune influence, est présentée en annexe A.
2.3 Indice de réfraction d’un diélectrique excité
Nous rappelons ici les principaux résultats obtenus par l’application de l’inter-
férométrie fréquentielle aux diélectriques [2–4], et nous nous basons sur ces ré-
sultats pour montrer comment cette technique peut être utilisée pour mesurer
la densité d’excitation dans ces solides. Deux types d’évolution temporelle de
∆Φ = (2πL/λs) · Re(∆n) ont été observées, selon les isolants étudiés. Ces deux
évolutions temporelles typiques sont représentées sur la figure 2.5, avec les cas
de MgO et de SiO2. Dans les deux cas, le déphasage est positif au voisinage
du délai nul, puis devient assez brusquement négatif. Dans certains solides seule-
ment, il évolue ensuite à nouveau vers une valeur positive. Les flèches portées sur
ces figures indiquent les délais typiques auxquels nous nous sommes placés pour
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Fig. 2.5: Illustration des deux types d’évolution temporelle du déphasage observées
dans les diélectriques excités par laser. Mesures effectuées avec une sonde à 400 nm,
sur des solides excités par une pompe à 790 nm, de durée ≈ 60 fs. En haut, MgO,
Ipompe=30 TW/cm
2, et en bas SiO2, Ipompe=55 TW/cm
2. Les flèches indiquent les
délais typiques auxquels les mesures présentées dans la suite de chapitre ont été
réalisées.
effectuer les mesures envisagées en début de chapitre, devant donner accès à la
densité d’excitation dans le solide.
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2.3.1 Déphasage dû à l’effet Kerr
La contribution ∆Φ > 0 au déphasage pour les délais courts est observée unique-
ment lorsqu’il existe un recouvrement temporel entre la pompe et la sonde. Ce
déphasage positif s’explique de la façon suivante. L’intensité élevée du faisceau
pompe impose de prendre en compte les termes non-linéaires en champ dans la
polarisation électronique induite dans le solide par la superposition de la pompe
et de la sonde. Pour un solide avec symétrie d’inversion, le premier terme non-
linéaire non-nul est donné par la susceptibilité d’ordre 3. Ce terme introduit un
couplage entre la pompe et la sonde, qui se traduit par le fait que l’indice de
réfraction vu par la sonde en présence de la pompe est modifié [5]. Cette modifi-
cation d’indice peut s’écrire sous la forme :
∆n = n2.I (2.10)
où I est l’intensité de la pompe, et n2 est l’indice de réfraction non-linéaire.
Cet effet est appelé effet Kerr optique. Dans le cas des solides diélectriques, le
coefficient n2 est positif, ce qui explique la première partie des courbes ∆Φ(t).
2.3.2 Déphasage dû aux porteurs libres
Le fait que le déphasage devienne ensuite négatif est dû à l’excitation de paires
électron-trou par la pompe. Du fait de la masse effective élevée des trous (Cf.
chapitre 1), la contribution de ces derniers aux variations d’indice est générale-
ment négligée. Le modèle le plus simple pour rendre compte des modifications
de propriétés optiques du solide par les électrons de conduction est le modèle de
Drude. L’utilisation de ce modèle revient à considérer ces porteurs comme libres,
c’est-à-dire que la bande de conduction du solide est parabolique et isotrope.
L’indice complexe n à la fréquence ωs de la sonde d’un solide comportant une
densité N d’électrons de conduction est alors donné par :
n2(ωs) =
ε
ε0
= n21 −
ω2pl
ω2s + iωsωc
(2.11)
avec :
n1 indice du solide non-excité,
ωc fréquence de collision des électrons de conduction.
ω2pl est la fréquence plasma du gaz d’électrons de conduction, donnée par :
ω2pl =
Ne2
ε0m∗
(2.12)
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où m∗ est la masse effective des électrons.
En prenant la limite de l’équation (2.11) lorsque ωc → 0, on voit immédiatement
que la présence d’électrons de conduction implique une variation négative de la
partie réelle de l’indice, donc un déphasage négatif. Le terme en ωc introduit une
partie imaginaire dans la constante diélectrique. Cette partie imaginaire traduit
la possibilité qu’ont les électrons de conduction d’absorber des photons lorsqu’ils
subissent des collisions. Dans les solides diélectriques, nous avons vu que ce sont
principalement les collisions avec les phonons qui sont responsables de cette ab-
sorption (Cf. chapitre 1).
En vue de la suite de ce chapitre, rappelons que la densité Nc(ω) pour laquelle
ωpl = ω est appelée densité critique à la fréquence ω [6]. Cette densité est donnée
par :
Nc(ω) =
ε0m
∗
e2
· ω2 (2.13)
Une onde lumineuse de fréquence ω est fortement réfléchie par un gaz d’électrons
libres de densité supérieure à Nc(ω). C’est seulement lorsque ωc = 0 que cette
réflexion peut être totale (cas d’un gaz d’électrons non collisionnel).
2.3.3 Déphasage dû aux porteurs piégés
Comme nous l’avons vu, dans certains solides (MgO,Al2O3), ∆Φ reste négatif
à l’échelle de temps accessible par cette technique (quelques dizaines de picose-
condes). D’après les considérations précédentes, cette observation montre que les
électrons de conduction ont un grande durée de vie dans ces solides.
Dans d’autres cas (SiO2, NaCl), on observe une troisième partie dans la courbe
∆Φ(t), où le déphasage redevient positif. Il a été démontré que cette évolution
est due à la relaxation du gaz d’électron-trou sous forme d’excitons auto-piégés
(STE, Cf. chapitre 1). Dans un STE, l’électron et le trou sont dans un état lié : le
spectre d’excitation de ce système comporte donc un certain nombre de niveaux
discrets. Si l’on ne prend en compte qu’un seul de ces états excités discrets, situé
à un énergie ~ωtr du niveau fondamental, l’indice d’un solide comportant une
densité Ntr de STE est donné par1 [7] :
1Dans l’hypothèse simple où il existe un seul niveau excité, la force d’oscillateur de la tran-
sition est nécessairement égale à 1 (règle de Thomas-Reiche-Kuhn).
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n2 =
ε
ε0
= n21 +
Ntre
2
mε0
.
1
ω2tr − ω2s
(2.14)
où m est la masse de l’électron. La présence de STE induit donc une variation
d’indice positive si la fréquence de la sonde est inférieure à ωtr. Cette condition
est effectivement remplie pour les mesures présentées sur la figure 2.5 dans SiO2,
qui ont été réalisées avec ~ωs = 3.1 eV , alors que ~ωtr = 5.2 eV pour ce solide.
La technique d’interférométrie fréquentielle a ainsi permis de montrer [3, 4] qu’à
des intensités de quelques TW/cm2, la totalité des porteurs photoexcités dans
SiO2 forment des STE, avec une cinétique exponentielle, de temps caractéristique
τ = 150 fs indépendant de la densité d’excitation.
2.3.4 Autres contributions à la variation d’indice
a- Déplétion de la bande de valence
La constante diélectrique ε1 et l’indice de réfraction n1 d’un isolant sont liés à
la polarisabilité moyenne χ des ions le constituant par la relation de Clausius-
Mossotti [8] :
n21 =
ε1
ε0
= 1 +
3NV χ
3−NV χ (2.15)
où NV est la densité d’électrons de valence du solide non-excité. En injectant
des porteurs de la bande de valence dans la bande de conduction, l’impulsion
pompe modifie la densité d’électrons de valence, et par conséquent n1. Tant que
la densité de trous N créée par la pompe est faible devant NV , cette contribution
à la variation d’indice est négligeable. Néanmoins, dans le cas général, il convient
de remplacer le terme n21 dans les équations (2.11) et (2.14) par :
n˜21 = 1 +
3(NV −N)χ
3− (NV −N)χ (2.16)
χ peut être déterminé à partir de l’indice de réfraction du solide, qui est généra-
lement connu, en inversant le relation (2.15).
b- Déphasage à la transmission
Un déphasage supplémentaire peut se produire lorsque la sonde traverse l’interface
vide-milieu excité : il est donné par la phase du coefficient de transmission en
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amplitude t, ce coefficient étant lui-même obtenu par les équations de Fresnel [9].
Dans le cas d’onde en incidence normale, on a :
t = 1− r = 1−
√
ε− 1√
ε+ 1
(2.17)
où ε est la constante diélectrique complexe du solide excité. La figure 2.6 repré-
sente le déphasage à la transmission lorsque la pompe excite des électrons de
conduction, en fonction de la densité N de ces électrons, dans le cas d’une sonde
à 400 nm.
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Fig. 2.6: Déphasage subi par une sonde à 400 nm lors de sa transmission à l’inter-
face vide-solide excité, en fonction de la densité N d’électrons de conduction dans le
solide.
Cette courbe a été calculée en utilisant l’équation (2.17), avec une constante
diélectrique ε donnée par le modèle de Drude (équation (2.11)). Ainsi, dans le
cas d’un gaz d’électrons, on constate que cette contribution au déphasage total
devient importante uniquement lorsque N & Nc(ωs).
Cette propriété est facile à établir dans la limite où ωc → 0 (gaz d’électrons
non-collisionnel). En supposant pour simplifier que n1 = 1, on a alors :
√
ε =
√
1− ω
2
pl
ω2s
pour N ≤ Nc(ωs) (2.18)
√
ε = i ·
√
ω2pl
ω2s
− 1 pour N > Nc(ωs) (2.19)
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Lorsque N ≤ Nc(ωs),
√
ε est réel : t l’est donc également, et le déphasage à la
transmission est nul. Pour N > Nc(ωs), il est facile de montrer à partir de (2.17)
et (2.19) que :
Arg(t) = arctan(−x) (2.20)
avec x =
√
ω2pl/ω
2
s − 1. Cette courbe est représentée en pointillés sur la figure 2.6
(courbe ωc = 0). Lorsque N → ∞, x → ∞, et le déphasage à la transmission
tend donc vers −π/2.
2.3.5 Relation entre déphasage et densité d’excitation
Pour un délai quelconque, le déphasage est déterminé par la somme des contribu-
tions à la variation d’indice de l’effet Kerr optique, des électrons de conduction,
et éventuellement des électrons piégés. En revanche, pour des délais suffisamment
grands, tels que ceux indiqués par les flèches sur la figure 2.5, ∆n est simplement
donné par les expressions (2.11) ou (2.14), selon le solide étudié. On peut utiliser
ces relations pour déterminer l’évolution de ∆Φ avec la densité d’excitation N
en fin d’impulsion. Cette évolution est représentée sur la figure 2.7, dans le cas
d’un solide où ne se forment pas de STE. On constate que ∆Φ est proportionnel
à N jusqu’à des densités de l’ordre de la densité critique de la sonde (Nc ≈ 8.1021
pour une sonde à 400 nm) : ainsi, on peut considérer que la mesure de ∆Φ pour
des délais suffisamment grands est équivalente à une mesure de la densité totale
d’excitation créée dans le solide par l’impulsion pompe.
Cette relation linéaire entre ∆Φ et N est facile à établir dès lors que N ≪ Nc(ωs)
et N ≪ NV . La partie imaginaire de ε est alors petite devant sa partie réelle, et
on peut par conséquent poser :
ε
ε0
≈ n21 + k.N (2.21)
avec :
k = − e
2
m∗ε0
1
ω2s + ω
2
c
− 3χ
3−NV χ (2.22)
∆n est alors donné par :
∆n =
√
n21 + k.N − n1 (2.23)
A suffisamment basse densité, on a k.N ≪ n1, et on peut effectuer un dévelop-
pement limité de la racine carrée, ce qui donne :
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Fig. 2.7: Evolution du déphasage dû aux électrons de conduction avec la densité
d’excitation, dans le cas d’un solide où les électrons ne se piègent pas. Taux de
collision ωc = 10
15 s−1, masse effective m∗ = mlibre, NV=10
23 cm−3, longueur
sondée de 10 µm, sonde à 400 nm. Le déphasage dû à la transmission de la sonde
n’a pas été pris en compte pour ce calcul. Il n’intervient que lorsque N & Nc(ωs)
∆n ≈ k.N
2n1
(2.24)
En négligeant le déphasage à la transmission (N ≪ Nc(ωs)), on a∆Φ = (2πL/λs)·
Re(∆n), et la relation entre déphasage et densité d’excitation est donc :
∆Φ =
2πL
λs
· k
2n1
·N (2.25)
De la même façon, dans le cas d’un diélectrique où les porteurs excités se piègent,
l’équation (2.14) permet de montrer que le déphasage dû aux STE varie linéai-
rement avec leur densité Ntr, sur une large gamme de densité. Dans le cas de
SiO2, nous avons vu que l’ensemble des électrons de conduction excités par laser
forment des STE : la mesure de Ntr donne donc la densité d’excitation totale.
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2.4 Montage expérimental
Nous présentons dans un premier temps les éléments essentiels du montage ex-
périmental d’interférométrie fréquentielle, puis le dispositif plus complexe utilisé
pour l’étude du claquage optique.
2.4.1 Montage expérimental pour l’interférométrie fréquen-
tielle
Ce montage expérimental est présenté sur la figure 2.8. Les deux impulsions ju-
melles sont produites au moyen d’un interféromètre de Michelson. Le chemin
optique est allongé le long d’un des bras, afin de produire l’impulsion sonde. Ces
impulsions sont ensuite focalisées sur l’échantillon, puis envoyées dans un spec-
tromètre. Entre l’échantillon et le spectromètre, elles passent par une lentille de
reprise, qui permet de faire l’image de la zone sondée sur la fente d’entrée du
spectromètre. On obtient ainsi une résolution spatiale le long de cette fente d’en-
trée, perpendiculairement à l’axe de dispersion spectrale du spectromètre. Cette
coordonnée spatiale est notée r dans la suite de ce chapitre. Avant le spectromètre,
une partie du faisceau sonde est prélevée et envoyée vers une caméra CCD, de
façon à visualiser la zone sondée sur un moniteur vidéo.
Le spectromètre est un système classique comprenant deux miroirs toriques et un
réseau plan (système commercial Jobin-Yvon). L’acquisition du spectre se fait sur
une caméra CCD. L’image 2D mesurée, qui correspond à I(λ, r), est transférée
vers un ordinateur, qui effectue la transformée de Fourier de l’intensité sur chaque
ligne r=constante. Le phase relative Φ des impulsions jumelles est donnée par la
phase de cette transformée de Fourier en ∆t (Cf. annexe A). Du fait notamment
des défauts de planéité des miroirs du Michelson, Φ n’est pas constante sur la
hauteur de la fente d’entrée du spectromètre, même en l’absence de pompe. Pour
éliminer cette ligne de base parasite, on réalise avant chaque mesure avec la pompe
une mesure de référence sans pompe. Le déphasage ∆Φ dû à la pompe est obtenu
en faisant la différence des phases mesurées avec et sans pompe.
Le décalage temporel typique des deux impulsions est de l’ordre de quelques
picosecondes. La valeur maximale de cet écart temporel est fixée par la résolution
spectrale du spectromètre (variable selon le réseau utilisé) : ce dernier doit pouvoir
résoudre de très petits déplacement des franges spectrales. Sa valeur minimale est
déterminée par la largeur du spectre des impulsions jumelles.
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Fig. 2.8: Schéma de principe d’une expérience d’interférométrie fréquentielle. Les
échelles ne sont pas respectées.
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On se place généralement dans des conditions telles que la tâche focale du fais-
ceau sonde sur l’échantillon ait un diamètre supérieur à celui de la tâche focale
du faisceau pompe (Cf. figure 2.8, notamment l’encart ”vue de face”). De plus,
le grandissement du système d’imagerie sur la fente d’entrée du spectromètre est
choisi de telle sorte que la zone perturbée par la pompe couvre seulement une
fraction de la hauteur de la fente. Moyennant ces deux conditions, on mesure
le déphasage à la fois dans des zones perturbées et non perturbées de l’échan-
tillon (Cf. encart de la figure 2.8). L’une des applications intéressantes de cette
configuration est que l’on peut tirer parti de la linéarité de l’effet Kerr optique
avec l’intensité (équation (2.10)) pour déterminer le profil spatial du faisceau
pompe (Cf. figure 2.9). Toutes les valeurs de déphasage données dans la suite de
ce chapitre ont été mesurées au maximum du profil spatial de la pompe.
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Fig. 2.9: Profil spatial du déphasage dans MgO, lorsque seul l’effet Kerr contribue
à la variation d’indice (début d’impulsion pompe ou faible intensité de pompe).
Etant donné la linéarité de cet effet en intensité, on obtient ainsi directement le
profil spatial de la pompe.
Ce montage expérimental permet de mesurer des déphasages de l’ordre du cen-
tième de radians, ce qui correspond à un décalage des franges d’environ deux
millièmes d’interfrange.
2.4.2 Montage pour l’étude du claquage optique
52
2.4. MONTAGE EXPÉRIMENTAL
Voie Sonde
Voie 
Pompe
Laser LUCA , 800 nm
Impulsions étirées (≈300 ps)
Cristal doubleur (KDP)
Epaisseur 2 mm
f = 300 mm
f = 300 mm
Filtrage
spatial
MichelsonLigne
à retard
Ligne
à retard
λ / 2
f=500 mm
Echantillon
f=75 mm
CCD
(visualisation)
CCD
Spectromètre
CCD
CCD
Obturateur
Cristal doubleur (KDP)
Epaisseur 3.1 mm
λ / 2
2 polariseurs
λ / 2
Photodiode
 



	




	




Séparatrice
R=15%
Séparatrice
R=15%
Diaphragme
D=5 à 7 mm
f=300 mm
(ou 75 mm)
f=75 mm
(ou 100 mm)
f=100 mm
Auto-
corrélateur
Dichroïque
Séparatrice
R=25%
400 nm
Pompe
800 nm
Pré-impulsion
pompe
400 nm
Compresseur 2
(réseaux)
Durée
60 fs
Durée
variable




ﬀ
ﬁﬂ
ﬀ
ﬁﬃﬂﬁ
ﬀ



Compresseur 1
(réseaux)
Réglage
énergie
pompe f=500 mm
Séparatrice R=10 %
Zoom, 
Cf. figure
suivante
Fig. 2.10: Schéma du montage expérimental utilisé pour l’étude du claquage op-
tique par interférométrie fréquentielle.
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Le montage expérimental utilisé est schématisé sur la figure 2.10. Il inclue bien
évidemment le dispositif d’interférométrie fréquentielle présenté au paragraphe
précédent. Trois faisceaux sont utilisés : un faisceau pompe, un faisceau sonde,
composé des deux impulsions jumelles, et un faisceau ”pré-pompe”, uniquement
utilisé pour les mesures de ∆Φ sur un solide pré-excité.
a- Choix des longueurs d’onde et de la géométrie
La pompe a une longueur d’onde λp = 2πc/ωp de 790 nm (fondamental du laser
Ti-Sa). L’étude du claquage optique implique a priori d’effectuer des mesures à de
fortes densités d’électrons de conduction, éventuellement supérieures à la densité
critique de la pompe (Nc(ωp) ≈ 1.8 1021 cm−3). Afin de limiter l’absorption et la
réflexion de la sonde par ces électrons, qui peuvent rendre toute mesure impos-
sible si elles sont trop fortes, nous avons effectué les mesures dans les conditions
suivantes :
– L’harmonique deux (λs = 2πc/ωs ≈ 400 nm) du laser est utilisée comme
sonde. Pour une même densité d’excitation dans le solide, on obtient ainsi
une meilleure transmission qu’avec une sonde à 790 nm, car l’absorption par
les électrons de conduction est d’autant plus faible que la longueur d’onde de
rayonnement est petite (Cf. chapitre 1). Ceci permet également de sonder un
milieu où la densité de porteurs libres est supérieure à la densité critique de la
pompe, car Nc(ωs) = 4 ·Nc(ωp).
– La tâche focale du faisceau pompe est de faible diamètre (de 10 à 40 µm), afin
de réduire la longueur sondée L (Cf. figure 2.11), donc l’absorption du faisceau
sonde.
– L’angle entre les faisceaux pompe et sonde avant leur entrée dans l’échantillon
est de 90˚ , ce qui permet de minimiser le longueur sondée L pour un même
diamètre de faisceau pompe (Cf. figure 2.11), là encore afin de réduire l’absorp-
tion de la sonde. Du fait de la réfraction, cet angle est plutôt de l’ordre de 45
˚dans le solide.
De façon à s’affranchir des phénomènes d’auto-focalisation et d’auto-défocalisation
du faisceau pompe dans le solide, nous avons sondé une zone aussi proche que
possible de la surface, en superposant spatialement les différents faisceaux en sur-
face. Dans les conditions de focalisation utilisées, le diamètre du faisceau pompe
ne varie que de quelques pour-milles sur la longueur sondée (longueur de Ray-
leigh de l’ordre du millimètre pour une longueur sondée de l’ordre de la dizaine
de microns), et peut donc être considéré comme constant sur cette distance, ce
qui justifie la représentation adoptée sur la figure 2.11.
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Fig. 2.11: Zoom sur l’échantillon, illustrant les directions et diamètres relatifs des
trois faisceaux. Seule la partie de la sonde passant dans la fente d’entrée du spec-
tromètre est représentée. Le diamètre de la sonde est en réalité supérieur à ceux
des deux pompes, et permet d’obtenir le profil spatial du déphasage perpendiculai-
rement au plan de cette figure. L est la longueur sondée dans les expériences à une
seule impulsion pompe, et est de l’ordre de 5 à 20 µm selon la lentille utilisée pour
focaliser la pompe.
Du fait de l’angle non-nul entre les faisceaux pompe et sonde, et du profil spatial
de la pompe, le milieu sondé est nécessairement inhomogène. Cette inhomogénéité
d’origine géométrique selon Ox est facile à prendre en compte dans les simulations.
Nous verrons que ce milieu peut également être inhomogène selon la direction de
propagation de la pompe (Oz), du fait de l’absorption que subit ce faisceau.
Par abus de langage, le milieu sondé sera dans le suite de ce chapitre qualifié
d’homogène si cette inhomogénéité selon Oz peut être négligée, et cela malgré
l’existence inévitable d’un gradient d’excitation selon Ox.
b- Mesures en fonction de l’énergie de la pompe
La combinaison d’une lame λ/2 et de deux polariseurs permet de faire varier
l’énergie de l’impulsion pompe avec une très bonne dynamique. Grâce à une
lame de prélèvement et à une photodiode calibrée, cette énergie est mesurée à
chaque tir. Ce dispositif permet la mesure du déphasage en fonction de l’énergie
de l’impulsion pompe tir à tir.
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c- Mesures en fonction de la durée de la pompe
La voie pompe et la voie sonde utilisent des compresseurs différents, ce qui permet
de faire varier la durée de la pompe sans changer celle de la sonde : on peut ainsi
mesurer le déphasage avec une résolution temporelle de l’ordre de 60 fs, pour des
durées de pompe allant jusqu’à une dizaine de picosecondes.
La durée de chaque impulsion est mesurée au moyen d’un auto-corrélateur. Par
ailleurs, la mesure de ∆Φ(t) à intensité suffisamment basse pour que seul l’effet
Kerr (∆n = n2.I) contribue au déphasage fournit la courbe d’intercorrélation
temporelle de la pompe et de la sonde, ce qui donne directement la durée de
l’impulsion pompe au niveau de l’échantillon lorsque cette dernière est beaucoup
plus longue que la sonde (Cf. figure 2.12). Si cette condition est remplie, on dispose
donc de deux méthodes pour déterminer la durée de la pompe.
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Fig. 2.12: Evolution temporelle du déphasage dans SiO2, pour une intensité de
pompe suffisamment basse (Ipompe ≈10 TW/cm2) pour que seul l’effet Kerr contri-
bue aux variations d’indice (densité d’excitation créée par la pompe très faible).
Mesure réalisée avec une sonde de 60 fs et une pompe de 750 fs (FWHM).
d- Mesures avec une pré-impulsion
Nous avons utilisé une pré-impulsion à 400 nm. Cette pré-impulsion injecte des
électrons dans la bande de conduction, qui vont éventuellement permettre à la
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pompe de déclencher une avalanche électronique plus importante que lorsqu’elle
interagit avec un solide non-excité. Comme nous l’avons vu, ces électrons de
conduction modifient l’indice du solide. Si le profil spatial de l’excitation créée
par la pré-impulsion est de dimension comparable à la tache focale de la pompe,
ces modifications d’indice entraînent une diffraction du faisceau pompe (Cf. figure
2.13 (a)). Afin d’éviter cela, nous avons fait en sorte que ce profil d’excitation ait
un diamètre (FWHM) de l’ordre de 30 µm, pour un diamètre de faisceau pompe
de l’ordre de 12 µm. (Cf. figure 2.11 et 2.13 (b)). L’utilisation de faisceaux de
diamètres très différents permet également d’assurer une bonne superposition
spatiale à chaque tir, malgré les éventuelles fluctuations de position.
Par ailleurs, une ligne à retard sur la voie de la pré-impulsion permet d’ajuster
le temps la séparant de l’impulsion pompe.
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Fig. 2.13: (a) Image du faisceau pompe après l’échantillon, lorsque ce dernier est
préalablement excité par une pré-impulsion de même diamètre que la pompe. On
observe une diffraction du faisceau, due au gradient d’indice créé par les électrons ex-
cités par la pré-impulsion. (b) Configuration utilisée pour éviter ce phénomène : pro-
fils spatiaux du déphasage induit par les électrons libres excités par la pré-impulsion
(triangles) et du déphasage dû à l’effet Kerr induit par la pompe (ronds). Les courbes
en trait plein sont des fits gaussiens.
e- Critère de claquage optique
Lors de ces expériences, nous avons réalisé des mesures en-dessous et au-dessus
du seuil de claquage. L’échantillon était déplacé de quelques dizaines de microns
après chaque tir, afin de ne jamais effectuer de mesure sur une zone déjà en-
dommagée. Deux diagnostics ont été utilisés pour déterminer, à chaque tir, si
l’impulsion pompe avait induit ou non une destruction du solide. Soulignons que
le claquage optique a toujours été observé en surface du solide.
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Fig. 2.14: Dispositif utilisé pour mesurer l’émission lumineuse après l’impulsion
pompe. La courbe du bas présente un résultat typique,et montre comment cette
mesure a permis de définir un seuil de dommage. Les valeurs portées en ordonnées
correspondent à la moyenne du signal collecté par la CCD, sur une petite fraction
de la zone d’émission de lumière devant la surface du solide (voir image réelle en
haut de page).
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Le moyen le plus simple consistait à surveiller visuellement la présence d’un dom-
mage après chaque tir en utilisant le dispositif d’imagerie en transmission de la
voie sonde (Cf. figure 2.8). Nous avons également déterminé les seuils de dommage
des différents solides étudiés en mesurant l’émission lumineuse se produisant de-
vant la surface du solide après l’impulsion pompe, en fonction de l’énergie de cette
dernière (Cf. figure 2.14 (b)). Cette émission lumineuse se produit uniquement
lorsque la pompe est suffisamment intense pour induire une ablation de matière.
Suite à cette ablation, un plasma s’expand devant le surface du solide, et c’est
l’émission de ce plasma qui est détectée. Nous avons pour cela utilisé une caméra
CCD amplifiée, détectant dans la gamme visible du spectre, déclenchée quelques
nanosecondes après le passage de l’impulsion pompe, pendant un temps de l’ordre
de quelques centaines de nanosecondes (Cf. figure 2.14 (a)). Un système d’image-
rie permettait de mesurer l’émission lumineuse correspondant uniquement à une
petite zone devant la surface du solide. Les seuils de claquage obtenus par cette
méthode se sont avérés être très proches de ceux déterminés visuellement (Cf.
figure 2.15, cas de SiO2).
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Fig. 2.15: Comparaison de nos mesures de seuils dans SiO2, basées sur deux diag-
nostics (détection visuelle d’un dommage et émission de plasma) avec les mesures
de Stuart et al et Lenzner et al.
Sur la figure 2.15, on constate que les seuils ainsi mesurés dans SiO2 sont au
minimum 2 fois plus élevés que ceux obtenus par d’autres groupes [10, 11] par
différentes méthodes (Cf. Introduction). Les évolutions observées avec la durée
d’impulsion sont cependant sensiblement les mêmes. Les causes de ces écarts de
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valeurs absolues ne sont pas clairement identifiées.
Il se peut que la sensibilité des deux diagnostics que nous avons utilisés pour
déterminer les seuils soit plus faible que celle obtenue par d’autres techniques. En
effet, des mesures ont montré que dans certains solides, l’énergie nécessaire pour
entraîner le formation d’un plasma et une ablation de matière est plus élevée que
celle requise pour induire une simple modification irréversible [12]. Quoiqu’il en
soit, nous verrons que l’approche expérimentale adoptée ici ne nécessite pas de
connaître précisément le seuil de dommage, mais seulement de réaliser des mesures
aussi bien en-dessous qu’au-dessus de ce seuil. Les deux diagnostics présentés ici
nous ont permis de nous assurer que cela était bien le cas.
2.5 Résultats expérimentaux
2.5.1 Déphasage en fonction de l’intensité
Sur la figure 2.16, la valeur absolue du déphasage mesuré après une impulsion
pompe de 60 fs ou 80 fs à 790 nm est tracée en fonction de l’intensité crête de
cette impulsion, pour trois diélectriques à grande bande interdite. Dans tous les
cas, on observe tout d’abord une variation en In (courbes en trait plein), avec
n = 6 pour SiO2 et Al2O3 et n = 5 pour MgO, suivie à haute intensité d’une
saturation par rapport à cette loi de puissance.
Les seuils de claquage mesurés pour ces durées d’impulsion sont indiqués par
les droites verticales en pointillés. Ils se situent dans la zone où se produit la
saturation par rapport à la loi en In. Dans le cas de SiO2, nous avons également
indiqué le seuil plus faible obtenu par un autre groupe [11], qui se situe dans
l’intervalle d’énergie pour lequel la loi de puissance est observée.
Si l’on suppose le milieu sondé homogène, les déphasages mesurés peuvent être
convertis en densités d’excitation dans ce milieu homogène (électrons de conduc-
tion pour MgO et Al2O3, STE pour SiO2) en utilisant les modèles d’indice pré-
sentés au paragraphe 2.3. Le résultat de cette conversion est donné par les axes
des ordonnées de droite des graphes de la figure 2.16. Cette correspondance entre
déphasage et densité d’excitation cesse d’être valable dès lors que la courbe ∆Φ(I)
s’écarte de la loi en In : en effet, nous verrons que le milieu sondé devient alors
fortement inhomogène, en raison de l’absorption du faisceau pompe au cours de
sa propagation.
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Fig. 2.16: Mesures du déphasage après une impulsion pompe de 60 fs ou 80 fs à
790 nm, en fonction de l’intensité crête de cette impulsion, en échelle log-log. Les
courbes en traits pleins représentent des lois en In (n=6 dans SiO2 et Al2O3, n=5
dans MgO). Les droites en pointillés indiquent les seuils de claquage. Pour SiO2, le
seuil mesuré par Lenzner et al est indiqué (2), pour comparaison avec nos mesures
(1).
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Fig. 2.18: Evolution de ∆Φ(I) avec la durée d’impulsion dans MgO, en échelle
linéaire. Les seuils de claquage mesurés sont indiqués par les lignes verticales en
pointillés.
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2.5.2 Evolution de ∆Φ(I) avec la durée d’impulsion
Les figures 2.17 et 2.18 présentent l’évolution du déphasage mesuré en fin d’im-
pulsion pompe avec l’intensité crête pour trois durées τ d’impulsion pompe dans
Al2O3 etMgO. Les courbes en tirets représentent une évolution en I6 pour Al2O3
et en I5 pour MgO, par rapport auxquelles on observe toujours une saturation
à haute intensité. Nous verrons que l’évolution avec τ de la forme de la courbe
∆Φ(I) constitue un diagnostic très sensible à la nature des mécanismes d’excita-
tion électronique. Les seuils de claquage mesurés pour chaque durée sont indiqués
par les lignes en pointillés, et se situent à nouveau dans la zone de saturation.
Les courbes en trait plein présentent les résultats de simulations fondées sur un
modèle qui sera présenté dans la sous-partie suivante. L’utilisation d’échelles li-
néaires pour ces graphes permet une meilleure appréciation du très bon accord
entre ces résultats et les mesures.
Ce modèle permet également de reproduire de façon relativement satisfaisante
l’évolution du déphasage pour des intensités très supérieures au seuil de dommage.
Ceci est illustré sur la figure 2.19, où les résultats de ce modèle (courbe en trait
plein et en pointillés) sont comparés au déphasage mesuré dansMgO jusqu’à une
intensité de 3.5 10 14 W/cm2, pour une impulsion de 80 fs. A basse intensité, ces
données sont les mêmes que celles présentées sur le premier graphe de la figure
2.18.
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Fig. 2.19: Mesures de ∆Φ(I) dans MgO à haute intensité, et comparaison avec les
résultats du modèle présenté dans la suite de ce chapitre.
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2.5.3 Mesure de ∆Φ(I) sur un solide pré-excité
La figure 2.20 compare les évolutions du déphasage avec l’intensité d’une impul-
sion pompe de 60 fs obtenues lorsque cette impulsion arrive sur un solide non-
excité, et lorsque le solide contient déjà des électrons de conduction, excités par
une pré-impulsion. Ces électrons induisent un déphasage supplémentaire constant
∆Φpre´−imp, qui a été soustrait aux mesures effectuées avec pré-impulsion, de façon
à permettre une comparaison directe avec celles réalisées sans pré-impulsion. Le
bruit plus important observé sur les mesures avec pré-impulsion est dû aux fluc-
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Fig. 2.20: Comparaison des courbes ∆Φ(I) mesurées dans SiO2 et Al2 O3, lorsque
l’impulsion pompe arrive sur un solide non-excité, et lorsque le solide contient déjà
des électrons de conduction, excités par une pré-impulsion (densité initiale de l’ordre
de 5.1020 cm−3 pour Al2O3 et 10
21 cm−3 pour SiO2).
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tuations de position de cette dernière, qui induisent des fluctuations de ∆Φpre´−imp.
∆Φpre´−imp est obtenu expérimentalement en effectuant une mesure de dépha-
sage avec la pré-impulsion seule, sans impulsion pompe. Pour Al2O3, il vaut en
moyenne -0.9 radian, ce qui correspond à une densité d’électrons de conduction
excités par la pré-impulsion de l’ordre de 5 ·1020 cm−3. Le délai entre les deux im-
pulsions est de 500 fs, ce qui est largement suffisant pour éviter tout recouvrement
temporel.
Dans le cas de SiO2, nous avons réduit le décalage temporel entre les deux im-
pulsions à environ 300 fs, de façon à ce qu’une partie des électrons excités par
la pré-impulsion ne soit pas encore piégée sous forme de STE à l’arrivée de la
pompe. A cet instant, le déphasage induit par ces électrons de conduction est en
moyenne de -2 radians, correspondant à une densité de l’ordre de 1021 cm−3. Les
mesures de déphasage en fonction de l’intensité pompe ont été réalisées une fois
l’ensemble des électrons piégés (∆Φ > 0).
Ces mesures montrent que la présence d’électrons dans la bande de conduction au
moment de l’arrivée de la pompe n’a aucune influence sur la densité d’excitation
induite par cette pompe.
2.6 Modélisation de l’absorption non-linéaire
Comme nous l’avons vu en début de chapitre 1, l’absorption multiphotonique en
régime perturbatif donne une probabilité de transition qui varie en In, où n est le
nombre de photons impliqués dans la transition. En-dessous de la saturation, les
lois∆Φ(I)mesurées indiquent donc que les électrons sont injectés uniquement par
absorption multiphotonique. Pour chaque solide, l’exposant n mesuré correspond
bien au nombre minimum de photons nécessaire à un électron de valence pour être
injecté dans la bande de conduction, comme le montre le tableau 2.21 ci-dessous :
Solide Exposant n mesuré n fois ℏω (1.57 eV) Bande interdite 
SiO  6 9.42 eV 9 eV 
Al  O 6 9.42 eV 8.8 eV 
MgO 5 7.85 eV 7.7 eV 
 
Fig. 2.21: Comparaison de l’énergie gagnée lors d’une transition à n photons (n
exposant mesuré) avec les bandes interdites des isolants étudiés.
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Nous avons vu que les seuils de claquage mesurés se situent dans une zone de
saturation de ∆Φ(I) par rapport à la loi multiphotonique observée à plus basse
intensité. Au contraire, de façon intuitive, une augmentation brutale de la densité
d’excitation devrait se produire au niveau de ces seuils si le claquage optique était
associé à une avalanche électronique. De plus, dans ce cas, la présence d’électrons
de conduction avant l’arrivée de la pompe devrait amplifier l’avalanche électro-
nique, et donc entraîner une augmentation de la densité d’excitation créée par la
pompe, contrairement à ce qui est observé. Les résultats expérimentaux indiquent
donc clairement qu’il ne se produit pas d’avalanche électronique.
Néanmoins, pour pouvoir conclure sur la nature exacte des mécanismes d’exci-
tation qui interviennent dans la zone de saturation et qui sont impliqués dans
le claquage optique, il est nécessaire de comprendre l’origine de cette saturation.
Nous allons montrer qu’elle est due à l’absorption du faisceau pompe au cours de
sa propagation dans le solide, en exploitant les mesures du déphasage en fonction
de l’intensité effectuées pour différentes durées d’impulsion pompe.
2.6.1 Présentation du modèle
Comme nous l’avons vu lors de la description du montage expérimental, les me-
sures présentées dans ce chapitre correspondent à une profondeur sondée de
l’ordre d’une dizaine de microns derrière la surface du solide. A suffisamment
haute intensité, le milieu excité ne peut absolument pas être considéré comme
homogène sur cette profondeur. En effet, deux phénomènes impliquent une dé-
croissance de l’intensité, et par conséquent une décroissance de la densité d’exci-
tation, au fur et à mesure de la propagation de l’impulsion pompe dans le solide :
1. Chaque création de paire électron-trou par absorption multiphotonique an-
nihile n photons.
2. Les électrons injectés dans la bande de conduction peuvent absorber des
photons pompe via les collisions électron-photon-phonon.
Dans le cas d’un milieu sondé inhomogène, le déphasage ∆Φ mesuré par interfé-
rométrie fréquentielle est proportionnel à la variation de chemin optique parcouru
par la sonde :
∆Φ =
2π
λs
∫
∞
0
(Re [n(z)]− n1).dz (2.26)
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A cette expression s’ajoute l’éventuel déphasage à la transmission, qui intervient
seulement pour les très fortes densités d’excitation (Cf. paragraphe 2.3.4). Lors-
qu’on se situe en tout point du solide dans le régime linéaire où [Re(n)− n1] ∝ N ,
on déduit de (2.26) :
∆Φ ∝
∫
∞
0
N(z).dz ≈
∫ L
0
N(z).dz (2.27)
L’interférométrie fréquentielle donne donc seulement accès à la moyenne de la
densité d’excitation lorsque le milieu sondé est inhomogène.
Pour calculer la densité d’excitation en fonction de la distance à la surface, et
obtenir ainsi le déphasage grâce à l’équation (2.26), nous avons adopté un modèle
simple, essentiellement fondé sur la conservation de l’énergie. Afin d’alléger les
notations, nous le présentons ici dans une géométrie simplifiée, où la sonde et la
pompe sont supposées parallèles, i.e. Oz // Ol (Cf. figure 2.11). Nous considérons
uniquement le cas d’un solide où ne se forme pas de STE. Ce modèle est basé sur
le couplage d’une équation de population pour la bande de conduction et d’une
équation décrivant l’absorption du faisceau pompe au cours de sa propagation
dans le solide :
∂N(t, z)
∂t
= (NV −N)σ˜nIn + γ(I)N (NV −N)
NV
(2.28)
∂I(t, z)
∂z
= −n~ωp(NV −N)σ˜nIn − α(N)I (2.29)
avec :
N(t, z) densité locale d’électrons de conduction
I(t, z) intensité du faisceau pompe
et :
NV densité d’électrons de valence du solide non-excité,
σ˜n section efficace multiphotonique par électron de valence
n nombre minimum de photons nécessaires pour traverser le gap
γ(I) coefficient d’avalanche (présenté au paragraphe 2.1.1)
ωp fréquence de la pompe
α(N) coefficient d’absorption du gaz d’électrons de conduction
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Le premier terme de l’équation de population (2.28) décrit l’injection due à l’ab-
sorption multiphotonique en régime perturbatif par les électrons de valence. Re-
marquons que σ˜n est liée à la section efficace multiphotonique σn définie en début
de chapitre 1 à partir du flux de photon, et non de l’intensité, par la relation
σ˜n = σn / (~ωp)
n.Le terme d’avalanche électronique en γ(I)N nous permettra de
comparer nos résultats expérimentaux à un modèle d’avalanche récemment pro-
posé (Cf. paragraphe 2.7). Cette comparaison confirmera le fait que ce terme est
négligeable devant celui décrivant l’absorption multiphotonique.
Chaque création de paire électron-trou par absorption multiphotonique annihi-
lant n photons, le gradient d’intensité (∂I/∂z)multiphoton dû à l’absorption par les
électrons de valence est donné par :
(
∂I
∂z
)multiphoton = −n~ωp(∂N
∂t
)multiphoton (2.30)
ce qui justifie l’expression du premier terme de l’équation (2.29). Le deuxième
terme de cette équation décrit l’absorption par les électrons de conduction, par
collisions électron-photon-phonon. α(N) est le coefficient d’absorption du gaz
d’électrons de conduction, et est donné par :
α(N) =
2ωp
c
.Im [n(ωp)] (2.31)
où n(ωp) est l’indice du solide excité à la fréquence ωp, donné par le modèle de
Drude, dont nous rappelons ici l’expression :
n2(ωp) =
ε
ε0
= n21 −
ω2pl
ω2p + iωpωc
(2.32)
Ce coefficient d’absorption dépend du taux de collision électron-phonon ωc.
Comme nous l’avons vu en début de chapitre, l’énergie absorbée par les électrons
de conduction peut se retrouver sous trois formes : sous forme d’énergie cinétique
de ces électrons, sous forme de phonons, ou sous forme de paires électron-trou.
Pour un coefficient d’absorption donné α(N), le coefficient d’avalanche γ(I) ne
peut donc dépasser une valeur γmax(I), que l’on obtient en considérant que toute
l’énergie absorbée par les électrons de conduction est convertie en paires électron-
trou. En supposant N ≪ NV , on a par conséquent :
γmax(I)N · Eg = α(N)I (2.33)
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Dans le cadre du modèle de Drude, il est facile de montrer que, lorsque N ≪
Nc(ωp) :
α(N) =
e2
ε0m∗
· ωc
c(ω2p + ω
2
c )
·N (2.34)
On a donc finalement :
γ(I) ≤ γmax(I) = I
Eg
· e
2
ε0m∗
· ωc
c(ω2p + ω
2
c )
(2.35)
Cette inégalité doit être vérifiée pour que la conservation de l’énergie se soit pas
violée par ce modèle simple. Sachant que les taux de collision électron-phonon
dans les diélectriques sont typiquement de l’ordre de 1 fs−1 (Cf. chapitre 1), on
obtient pour un faisceau laser à 800 nm, avec m∗ = 1 et Eg = 10 eV :
γ(I) (s−1) - 10 (cm2/J) · I (W/cm2) (2.36)
Les conditions initiales du calcul sont, pour la densité d’excitation :
N(t = 0, z) = 0 ∀z (2.37)
et pour l’intensité :{
I(t, z = 0−) = I. exp(−4. ln 2.(t2/τ 2)) ∀t
I(t, z = 0+) = (1− R [NS(t)]).I(t, 0−) ∀t (2.38)
τ est la durée de l’impulsion laser, et I son intensité crête. NS(t) = N(t, z = 0)
est la densité d’excitation du solide en surface, et R [NS(t)] est le coefficient de
réflexion du solide excité à la densité Ns. Ce coefficient est donné par les équations
de Fresnel, en utilisant le modèle de Drude pour calculer la constante diélectrique
en surface du solide excité.
Soulignons que l’expression du déphasage (2.26)et l’équation de propagation de
la pompe (2.29) sont fondées sur une approximation de type WKB [6], qui est
valide lorsque la constante diélectrique du milieu varie lentement à l’échelle de
la longueur d’onde du rayonnement (λp pour (2.29) et λs pour (2.26)). Cette
approximation est discutée en annexe B.
2.6.2 Simulation numérique des mesures de ∆Φ(I, τ)
La méthode numérique utilisée pour résoudre en un temps de calcul raisonnable le
système d’équations aux dérivées partielles couplées constitué de (2.28) et (2.29)
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est présentée en annexe C. Cette résolution numérique a permis d’obtenir les
courbes en trait plein des figures 2.17 et 2.18, avec un terme d’avalanche nul et
les paramètres donnés dans les tableaux de la figure 2.22. Le paramètre σn (ou
σ˜n) est imposé par la position en intensité de la courbe ∆Φ(I), et le paramètre ωc
par la saturation par rapport à la loi en In, c’est-à-dire par la forme de ∆Φ(I).
Les courbes en tirets également représentées sur ces figures ont été obtenues
en utilisant les mêmes sections efficaces σn, mais en négligeant l’absorption du
faisceau pompe (∂I/∂z = 0), c’est-à-dire en considérant que le solide est excité
de façon homogène.
MgO : m =m, N= 10 cm	
Durée d'impulsion (fs) σ
 (cm.s) ω (fs)
80 7 10
 0.77
730 2.5 10 0.77
1300 2.5 10 0.77
AlO : m

= m, N= 1.4 10

 cm

Durée d'impulsion (fs) σﬀ (cmﬁﬂ.sﬃ) ω (fs ﬁ)
80 3 10 ﬁ!ﬂ 0.83
790 6 10 ﬁ!ﬁ 0.83
1200 10 ﬁ!ﬁ 1
Fig. 2.22: Valeurs des différents paramètres utilisés pour reproduire les mesures
de ∆Φ(I) pour différentes valeurs de τ dans Al2O3 et MgO.
Ainsi, les mesures de ∆Φ(I) pour différentes durées d’impulsion τ sont très bien
reproduites jusqu’à des intensités, supérieures aux seuils de claquage, de quelques
1013 W/cm2, avec un taux de collision ωc qui ne dépend quasiment pas de τ , et
dont l’ordre de grandeur est bien celui attendu pour les collisions électron-phonon
dans les diélectriques. On peut en conclure que la saturation observée par rapport
à la loi de puissance est due à l’absorption du faisceau pompe sur la profondeur
de plusieurs microns sondée par l’interférométrie fréquentielle. Le fait qu’un tel
accord avec l’expérience puisse être obtenu avec un terme d’avalanche nul indique
que l’absorption multiphotonique est le seul mécanisme d’excitation, et cela non
seulement dans l’intervalle où une variation en In du déphasage est observé, mais
aussi dans la zone où se produit la saturation, et où le claquage est observé. De
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plus, ces simulations montrent que la loi d’injection perturbative en In permet
également de bien décrire cette zone de saturation.
Néanmoins, une même valeur de la section efficace multiphotonique σn aurait dû
nous permettre de reproduire les mesures pour toutes les durées d’impulsion. Au
contraire, nous avons obtenu une valeur de σ5 trois fois plus petite à 80 fs que pour
les deux autres durées d’impulsion dans MgO, et σ6 varie d’un facteur 20 entre
80 fs et 790 fs dans Al2O3. Nous pensons que ces variations de σn proviennent
simplement des incertitudes expérimentales sur les différents paramètres utilisés
pour calculer l’intensité crête du faisceau pompe. En effet, pour une excitation
multiphotonique d’ordre n, on a, en dehors de la zone de saturation :
∆Φ ∝ σnIn ∝ σn E
n
τnD2n
(2.39)
Cette formule montre que du fait de la forte non-linéarité introduite par la loi
de puissance (n = 5 ou 6), une faible erreur relative sur les valeurs de E, τ
ou D mesurées aux différentes durées d’impulsion suffit à expliquer ces fortes
fluctuations apparentes de σn. Du fait de ces fluctuations, nous ne sommes pas
parvenus à déterminer de façon précise l’évolution avec τ du déphasage à intensité
donnée : ceci explique pourquoi nous n’avons pas donné de courbes ∆Φ(τ) à I
fixée lors de la présentation des résultats expérimentaux.
Nous avons vu sur la figure 2.19 (page 64) que le modèle présenté ici permet
également de reproduire de façon relativement satisfaisante l’évolution de ∆Φ(I)
dans MgO jusqu’à des intensités de quelques 1014 W/cm2, toujours avec les pa-
ramètres du tableau 2.22 (80 fs). Sur la figure 2.23, l’énergie pondéromotrice Up,
définie au chapitre 1, est tracée en fonction de l’intensité laser, en supposant que
la masse effective des électrons de conduction est celle d’un électron libre.
Cette figure montre que l’excitation des électrons de valence vers la bande de
conduction se fait en régime non perturbatif dès lors que I & 2.7 1013 W/cm2,
et en régime tunnel pour I & 6.8 1013 W/cm2. Il est donc a priori surprenant
que l’utilisation d’une loi d’injection perturbative en In permette de reproduire
les résultats expérimentaux pour des intensités crêtes incidentes aussi élevées que
3.5 1014 W/cm2.
Nous allons maintenant présenter quelques résultats de simulations fondées sur le
modèle présenté ci-dessus, et utiliser ces résultats pour suggérer une explication
au fait que la loi perturbative semble pouvoir s’appliquer jusqu’à des intensi-
tés incidentes I pour lesquelles Up(I) ≫ ~ω, et surtout pour montrer pourquoi
l’absorption du faisceau pompe entraîne une saturation de ∆Φ(I).
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Fig. 2.23: Energie pondéromotrice d’un électron en fonction de l’intensité du champ
laser (λ = 790 nm) dans lequel il oscille. Les limites des régimes perturbatifs et
tunnel sont indiqués dans le cas d’une transition multiphotonique entre la bande de
valence et la bande de conduction de MgO.
2.6.3 Résultats du modèle
Afin de décrire les effets liés à l’absorption du faisceau pompe, nous considérons
ici, sauf mention explicite, l’excitation d’un solide de MgO par une impulsion
de 500 fs à 790 nm, par absorption à 5 photons. Les paramètres déduits de nos
mesures (σ5=2.5 10−149 cm10s4, ωc = 0.77 fs−1) ont été utilisés pour toutes les
simulations présentées dans ce paragraphe.
La figure 2.24 présente l’évolution de la densité d’excitation en fin d’impulsion
pompe N(t =∞, z) avec l’intensité crête, pour différentes distances z par rapport
à la surface.
Dans tous les cas, on observe une variation en I5 à basse intensité, suivie d’une
saturation qui intervient d’autant plus tôt que l’on se place loin de la surface.
En surface, elle se produit lorsque N atteint la densité critique pour la pompe
Nc(ωp) : cette saturation est due à la réflexion de la ”fin” de l’impulsion pompe
par les électrons de conduction injectés en ”début” d’impulsion. En volume, la
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Fig. 2.24: Evolution de la densité d’électrons en fin d’impulsion pompe avec l’in-
tensité crête de cette impulsion, pour différentes profondeurs.
saturation est due à l’absorption de l’impulsion sur son trajet depuis la surface,
qui intervient pour des densités N nettement inférieures à Nc(ωp), du fait du fort
taux de collision ωc.
Le déphasage ∆Φ(I) correspond à la moyenne de N(∞, z) sur une profondeur
L de l’ordre de la dizaine de microns. La déviation de ∆Φ(I) par rapport à la
loi en In est donc liée à la saturation de N(∞, z) pour z >0. De façon plus
mathématique, on a :
∆Φ(I) ∝
∫ L
0
N(∞, z).dz ≤ L ·N(∞, z = 0) (2.40)
avec N(∞, 0) ∝ In pour N < Nc(ωp).
Il est intéressant de présenter les données de la figure 2.24 sous une autre forme,
en traçant la densité d’excitation N(∞, z) en fonction de la distance à la surface,
pour différentes intensités de pompe. Ainsi, la figure 2.25 présente l’évolution du
profil d’excitation dans la direction de propagation de la pompe, normalisé en
surface, lorsque l’intensité croît de quelques 1012 à quelques 1013 W/cm2.
Jusqu’à des densités d’excitation de l’ordre de 1019 cm−3, le milieu est excité de
74
2.6. MODÉLISATION DE L’ABSORPTION NON-LINÉAIRE
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
I=25 TW/cm
 
N


=4.6 10
 
 cm

,
N


=5.3 10
 
 cm

, I=16 TW/cm
 
N


=8.7 10
	
 cm

, I=10 TW/cm
 
N


=1.6 10
	
 cm

, I=8 TW/cm
 
N


=1.6 10



 cm

, I=3 TW/cm
 
De
nsi
té,
 no
rm
ali
sée
 en
 su
rfa
ce,
 N
 / N




Distance à la surface (µm)
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Fig. 2.26: Profils d’excitation obtenus lorsqu’on prend uniquement en compte l’ab-
sorption multiphotonique par les électrons de valence (en pointillés), et lorsqu’on
ajoute l’absorption par les porteurs libres (trait plein), pour une intensité crête
incidente de 16 TW/cm2.
façon relativement homogène à l’échelle de la dizaine de microns. En revanche, de
très forts gradients sont obtenus à la surface du solide lorsque la densité d’exci-
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tation en surface approche 1020 cm−3. Ainsi, ce gradient est de 5 · 1022 cm−3/µm
pour la plus haute intensité présentée sur cette figure. Cette forte décroissance
de la densité d’excitation est essentiellement due à l’absorption de la pompe par
les électrons de conduction, la contribution de l’absorption multiphotonique par
les électrons de valence étant non-négligeable, mais beaucoup plus faible. Ceci
est illustré sur la figure 2.26, où sont représentés les profils de densité obtenus
à une intensité élevée selon que l’on tient compte ou non de l’absorption par les
porteurs libres.
Comme nous l’avons souligné, l’équation (2.29) pour le calcul de l’intensité pompe
I(t, z) et l’intégrale (2.26) pour le calcul du déphasage supposent respectivement
que la constante diélectrique du milieu varie lentement à l’échelle de la longueur
d’onde de la pompe λp et de la sonde λs (approximation WKB) : le modèle pré-
senté ici doit donc être remis en cause à haute intensité, où la densité d’excitation
peut varier de quasiment un ordre de grandeur sur une distance de l’ordre de λp
ou λs. Tout en continuant à utiliser l’équation (2.29) pour le calcul des profils de
densité N(∞, z), nous avons calculé le déphasage de la sonde ∆Φ en allant au-
delà de l’approximation WKB (Cf. annexe B), et les résultats obtenus sont très
peu différents de ceux fournis par l’équation (2.26). En revanche, nous n’avons
pas testé la validité de l’équation de propagation de la pompe (2.29) pour de forts
gradients d’excitation. Néanmoins, l’utilisation de ce modèle est justifiée a pos-
teriori par l’excellent accord obtenu avec les résultats expérimentaux. Il semble
donc que les écarts entre les profils de densité calculés dans l’approximation WKB
et les profils réels soit suffisamment faibles pour que l’interférométrie fréquentielle
n’y soit pas sensible.
Tous les résultats présentés jusqu’à présent ont concerné la densité d’excitation
en fin d’impulsion pompe. Avec la figure 2.27, nous nous intéressons à présent à
l’aspect temporel de la propagation de l’impulsion pompe couplée à l’excitation du
solide. Sur les graphes du haut sont représentées, en fonction du temps, l’intensité
incidente sur le solide I(t, z = 0−), l’intensité après transmission à l’interface air-
solide I(t, z = 0+), et l’intensité à 10 µm derrière la surface I(t, z = 10 µm), ceci
pour deux intensités crêtes, 16 TW/cm2 et 30 TW/cm2. Sur les graphes du bas
sont tracées les évolutions temporelles correspondantes de la densité d’excitation
en surface et en z = 10 µm. Le décalage temporel entre les différents points du
solide induit par la propagation est négligé (z/c ≈ 33 fs pour z = 10 µm). La
figure 2.28 permet de visualiser l’évolution temporelle de l’intensité en tout point
du solide jusqu’à une profondeur de 10 µm, pour la plus haute des deux intensités
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présentées sur la figure 2.27 (30 TW/cm2).
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Fig. 2.27: Evolutions temporelles de l’intensité et de la densité d’excitation en
différents points du solide, pour deux intensités crêtes, 16 TW/cm2 et 30 TW/cm2.
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Fig. 2.28: Evolution temporelle de l’intensité entre 0 et 10 µm derrière la surface,
pour une impulsion de 500 fs d’intensité crête I=30 TW/cm2.
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En début d’impulsion, lorsque l’intensité est faible et que peu de porteurs ont
été injectés en bande de conduction, l’intensité est quasiment la même en tout
point du solide. L’écart observé entre I(t, 0−) et I(t, 0+) est dû à la réflectivité
du solide non-excité, de quelques pour-cents. Lorsque la densité de porteurs en
surface atteint quelques 1019 cm−3 (figure 2.27, lignes en pointillés sur les graphes
de gauche), la pompe commence à subir un forte absorption entre la surface
et z=10 µm. Du fait de cette absorption induite par l’excitation électronique,
l’intensité en z=10 µm commence à décroître avant le maximum de l’impulsion
incidente. Le taux d’injection de porteurs étant proportionnel à I5, il commence
lui aussi à décroître : à partir de cet instant, la densité de porteurs en z=10 µm
devient plus faible qu’en surface.
Sur les graphes de droite de la figure 2.27 et sur la figure 2.28, l’intensité crête est
suffisamment élevée pour que la densité critique Nc(ωp) de la pompe soit atteinte
en surface pendant la première moitié de l’impulsion (lignes en pointillés sur la
figure 2.27). A partir de cet instant, une fraction importante de l’impulsion pompe
est réfléchie. Ainsi, le maximum d’intensité et le taux maximum d’injection de
porteurs en surface se produisent avant le maximum de l’impulsion incidente.
Ces figures montrent que l’intensité maximale Imax(I, z) atteinte au point z pen-
dant une impulsion d’intensité crête I est strictement inférieure à I, du fait de
l’absorption et de la réflexion par les porteurs libres. Sur la figure 2.29, nous
avons tracé, pour différentes valeurs de z, Imax(I, z) en fonction de I jusqu’à une
intensité incidente de 3 1014 W/cm2, dans le cas de l’excitation d’un solide de
MgO par impulsion de 80 fs.
On constate que Imax ne dépasse jamais 5.5 1013 W/cm2. Ainsi, même pour des
intensités incidentes de quelques 1014 W/cm2, le régime tunnel (I(z) & 6.8 1013
W/cm2) n’est en réalité jamais atteint dans le solide. Quant au régime non pertur-
batif (I(z) & 2.7 1013 W/cm2), il est seulement atteint sur une épaisseur d’environ
500 nm, ce qui est très faible devant la profondeur sondée d’environ 10 µm. Ces
effets de propagation expliquent pourquoi l’utilisation de la loi perturbative en In
permet de reproduire de façon correcte les résultats expérimentaux même lorsque
l’énergie pondéromotrice correspondant à l’intensité crête incidente est grande
devant ~ω.
Sur la base des différents effets physiques présentés ici, quelques commentaires
peuvent être ajoutés sur les courbes ∆Φ(I) simulées présentées sur la figure 2.19
(page 64). Dans le cas de la courbe en pointillés, le déphasage à la transmission de
la sonde n’est pas pris en compte. On observe alors que ∆Φ n’évolue quasiment
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Fig. 2.29: Intensité maximale atteinte à la distance z de la surface en fonction de
l’intensité crête incidente.
plus avec l’intensité dès lors que la densité en surface N(∞, 0) dépasse la densité
critique de la pompe. Ceci est dû au fait que, comme nous l’a montré la figure
2.24, la densité d’excitation croît alors relativement lentement dans le solide, et
seulement sur une épaisseur de quelques dizaines de nm derrière la surface, si
bien que l’effet sur ∆Φ est négligeable. Cette augmentation de densité en surface
se manifeste lorsqu’on prend en compte le déphasage à la transmission : ∆Φ
recommence alors à augmenter lorsque N(∞, 0) atteint la densité critique de la
sonde. C’est seulement en prenant en compte cette contribution au déphasage
que le modèle permet de reproduire les résultats expérimentaux.
2.6.4 Trous d’ablation produits par laser
Nous allons à présent voir une conséquence physique directe de l’absorption du
faisceau pompe sur la morphologie des trous d’ablation formés par une impulsion
laser femtoseconde intense au-dessus du seuil de claquage. Nous avons étudié cette
morphologie expérimentalement grâce à un appareil commercial appelé profilo-
mètre optique. Le schéma de principe de cet appareil est celui d’un interféromètre
de Michelson, utilisé avec de la lumière blanche. L’échantillon fait office de miroir
sur l’un des bras de ce Michelson. En mesurant en chaque point de l’échantillon
l’intensité lumineuse en sortie d’interféromètre en fonction du déplacement au-
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tour du zéro, cet appareil permet de déterminer la morphologie d’une surface avec
une résolution perpendiculairement à la surface de l’ordre de 10 nm, et de l’ordre
du micron dans le plan de la surface. Une image obtenue avec cet appareil est
présentée sur la figure 2.30 : il s’agit d’un trou d’ablation formé à la surface de
Al2O3 par une impulsion laser de 60 fs à 790 nm, d’une intensité de quelques 1014
W/cm2.
0
41 µm
39
µm
0
500
nm
Surface
Fig. 2.30: Image obtenue avec un profilomètre optique du trou formé à la surface
d’Al2O3 par une impulsion laser de 60 fs à 790 nm, d’une intensité de quelques
1014 W/cm2. Remarquer les échelles très différentes dans les directions horizontale
et verticale.
Ce type d’image nous a permis de déterminer la profondeur du trou d’ablation
en fonction de l’intensité crête. Un résultat typique obtenu dans le cas de Al2O3,
toujours pour une impulsion de 60 fs à 790 nm, est présenté sur la figure 2.31. On
observe quasiment une discontinuité au niveau du seuil de claquage, la profondeur
du trou passant brusquement de quelques dizaines de nm juste au seuil à environ
200 nm juste au-dessus du seuil. Lorsque l’intensité de l’impulsion est augmen-
tée jusqu’à plus de 6 fois le seuil de claquage, la profondeur du trou augmente
seulement de 50% environ.
Nous avons utilisé le modèle de propagation précédemment décrit pour simuler
ces mesures : comme on peut le voir sur la figure 2.31, non seulement l’évolution
avec l’intensité mais aussi les valeurs absolues des profondeurs de trou sont par-
faitement reproduites. Les valeurs de section efficace multiphotonique et de taux
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Fig. 2.31: Profondeur du trou d’ablation formé dans Al2O3 par une impulsion
laser de 60 fs à 790 nm en fonction de l’intensité crête : comparaison expérience
(ronds)-simulation (trait plein). L’encart présente le résultat théorique obtenu dans
un métal.
de collision ωc utilisées sont celles déduites des mesures d’interférométrie. Nous
avons défini la profondeur d’ablation comme la distance z jusqu’à laquelle l’éner-
gie par unité de volume E(z) =
∫
α(z, t).I(z, t).dt absorbée par les électrons de
conduction au point z pendant toute l’impulsion laser est supérieure à une valeur
critique Ecrit. Ecrit a été ajusté de façon à obtenir la bonne valeur pour le seuil de
claquage (intensité à partir de laquelle la profondeur du trou devient non-nulle),
ce qui a donné Ecrit = 36×103 J/cm3. Au seuil de claquage, la densité de porteurs
en surface en fin d’impulsion est de 1021 cm−3, c’est-dire légèrement inférieure à
la densité critique de la pompe Nc(ωp) = 1.8 1021 cm−3. Les profondeurs de trou
calculées dépendent de ωc, qui n’est pas un paramètre libre du calcul, et de Ecrit :
de façon remarquable, une seule valeur de Ecrit permet reproduire à la fois le seuil
de dommage et les profondeurs de trou mesurées.
Sur la figure 2.31 est également portée en encart l’ évolution attendue dans le cas
d’un métal, pour comparaison avec le cas d’un diélectrique. Cette courbe a été
calculée en utilisant le même critère de claquage, avec les mêmes valeurs de Eclaq et
de ωc, mais en considérant que la densité d’électrons de conduction est constante
dans le temps (σ˜n = 0) et égale à la densité d’électrons de valence de Al2O3 (1.4
1023 cm−3). Avec ce critère de claquage, et sachant que l’intensité décroît dans le
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solide suivant I(z) = Isurf · exp(−αz), il est facile de montrer que la profondeur
ablatée za suit une loi du type za = A. ln(I) − B, avec B >0, qui correspond
bien à la courbe calculée. On constate ainsi que dans un métal, le rayonnement
pénètre beaucoup moins profondément, et que la profondeur d’ablation augmente
de façon beaucoup plus régulière avec l’intensité.
Dans le cas des diélectriques, la quasi-discontinuité observée au niveau du seuil
est due à la forte dépendance en intensité de la densité d’excitation. Le fait
d’atteindre le seuil de dommage implique que le coefficient d’absorption α(z)
du gaz d’électrons de conduction devient élevé en surface. A partir du seuil,
l’impulsion laser pénètre donc peu dans le solide, et la densité de porteurs en
volume sature avec l’intensité incidente, comme cela a été mis en évidence sur la
figure 2.24. Du fait de cette saturation, c’est seulement sur une profondeur d’une
centaine de nm derrière la surface que le coefficient d’absorption du gaz d’électron
α(z) continue à augmenter avec l’intensité (Cf. figure 2.32). Au delà de cette fine
couche fortement excitée, il n’évolue quasiment plus, et reste trop faible pour
permettre une absorption d’énergie suffisante pour induire un claquage. C’est
pour cette raison que la profondeur de trou n’augmente que très faiblement avec
l’intensité au-dessus du seuil.
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Fig. 2.32: Coefficient d’absorption α(z) du solide excité, en fin d’impulsion, en
fonction de la distance à la surface, pour trois intensités au delà du seuil de claquage
(voir figure précédente). La flèche indique approximativement les profondeurs de
trous mesurées à ces intensités.
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2.7 Comparaison avec un modèle d’avalanche
Nous présentons brièvement l’une des premières études [10, 13] réalisées sur le
problème du claquage optique en régime d’impulsions ”courtes” (τ < 10 ps, Cf.
Introduction). Les auteurs de ce travail ont proposé un modèle d’excitation élec-
tronique, fondé sur une forte avalanche, qui permet de reproduire les mesures
d’évolution du seuil de dommage en fonction de différents paramètres. Ce mo-
dèle d’interaction laser-diélectrique est aujourd’hui le plus couramment discuté.
Il est donc important de le confronter aux mesures d’interférométrie fréquentielle
présentées dans ce chapitre, car ces dernières constituent un test expérimental
beaucoup plus direct que des mesures de seuils.
2.7.1 Présentation des mesures et du modèle de Stuart et
al
Stuart et al [10, 13] ont mesuré le seuil de dommage Fc (J/cm2) de la silice (a-
SiO2) et de différents fluorures d’alcalins pour des durées d’impulsion τ allant
de 140 fs à 1 ns, et ceci pour deux longueurs d’onde, 1053 nm et 526 nm. Leur
définition du seuil de dommage était la suivante : ”any visible permanent modi-
fication to the surface observable with a Nomarski microscope”. Le faisceau laser
était focalisé à la surface du solide, et 600 tirs de même énergie étaient réalisés
sur chaque site afin d’abaisser le seuil de détection du claquage. A partir de 10-20
ps, on constate une déviation de Fc(τ) par rapport à la loi en
√
τ , bien établie
pour les impulsions ”longues” (Cf. figure 2.33, cas de SiO2). Corrélativement,
ces auteurs ont observé par microscopie électronique un changement d’allure des
dommages produits sur la surface des solides.
Pour analyser ces résultats, Stuart et al ont supposé que le claquage se produit
lorsque la densité d’électrons de conduction en surface atteint une valeur critique
Ncrit indépendante de la durée d’impulsion : moyennant cette hypothèse, la courbe
Fc(τ) mesurée fournit une information sur les processus d’excitation électronique
qui entrent en jeu dans le claquage, en donnant l’évolution avec τ de la fluence
nécessaire pour obtenir une densité d’excitation fixée.
Si l’absorption multiphotonique est le seul processus d’injection de porteurs, on a
N ∝ In ·τ ∝ F n/τn−1. Selon le critère de claquage N = Ncrit, le seuil de dommage
doit donc dans ce cas varier avec τ selon une loi du type Fc(τ) ∝ N1/ncrit · τ (n−1)/n.
Cette loi d’évolution est représentée en pointillés sur la figure 2.33 : il est clair
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qu’elle ne correspond absolument pas à la courbe Fc(τ) mesurée par Stuart et al.
Ainsi, avec ce critère de claquage, une équation de population pour la bande de
conduction prenant simplement en compte l’absorption multiphotonique par les
électrons de valence ne permet pas de reproduire ces mesures de seuil.
0,01 0,1 1 10 100 1000
1
10
Fl
ue
nc
e 
(J
/c
m
2 )
Durée d'impulsion (ps)
Fig. 2.33: Seuil de dommage Fc de a-SiO2 en fonction de la durée d’impulsion
τ , à 1053 nm. Les carrés sont les mesures de Stuart et al. La courbe en trait
plein représente une évolution en
√
τ , la courbe en tirets le résultat du modèle de
Stuart et al, et la courbe en pointillés l’évolution obtenue lorsque seule l’absorption
multiphotonique est prise en compte (même section efficace σ8 que pour la courbe
en tirets). Ces courbes ont été calculées d’après les indications données dans les
articles de Stuart et al.
Ces auteurs ont donc proposé de décrire l’excitation électronique induite par le
laser par l’équation de population suivante, plus complexe :
dN
dt
= σ˜n.(NV −N).In + β.I.N.(NV −N)
NV
(2.41)
Le dernier terme de cette équation décrit une avalanche électronique, caractérisée
par un coefficient d’avalanche γ(I) = β.I proportionnel à l’intensité laser.
Stuart et al ont obtenu cette dépendance en intensité de γ(I) par une étude théo-
rique de la dynamique des électrons de conduction dans un diélectrique soumis à
champ laser. Cette étude a consisté à calculer numériquement la distribution en
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Stuart et al Lenzner et al
 λ 1053 nm 526 nm 790 nm
σ  σ=2.4 10 cms
Origine :
Formule de Keldysh
σ=2 10 cms
Origine :
Jones et al
σ=1.46 10 cms	
Origine :
ajusté sur les
mesures de seuils
β 11 cm
/J
Origine :
Calcul de f(E,t)
13 cm/J
Origine :
Calcul de f(E,t)
4 cm/J
Origine :
ajusté sur les
mesures de seuils
Fig. 2.34: Valeurs des paramètres σn et β utilisées par Stuart et al et Lenzner et
al pour reproduire l’évolution du seuil de dommage avec la durée d’impulsion dans
SiO2 à différentes longueurs d’onde.
énergie f(E, t) de ces électrons, en utilisant l’équation de Fokker-Planck1, avec :
– des taux de collisions électron-phonon issus de [14]. Ces taux sont ceux donnés
sur la figure 1.6 du chapitre 1 (ordre de grandeur typique de 1 fs−1 pour une
énergie d’électron de 1 eV)
– un taux d’ionisation par impact donné par la formule de Keldysh (Cf. chapitre
1) :
Wimp(E) = W1.(
E −ET
Eg
)2 (2.42)
avec W1 = 1.5 fs−1 [15], et ET = Eg. Wimp(E) est alors de l’ordre de plusieurs
fs−1 dès lors que E & 2Eg.
Ce calcul leur a également fourni des valeurs numériques pour le coefficient β.
Les valeurs ainsi obtenues à 1053 nm et 526 nm sont portées dans le tableau 2.34.
Stuart et al ont ensuite calculé l’évolution du seuil de dommage avec la durée
de l’impulsion laser à 1053 nm et 526 nm, en utilisant l’équation de population
(2.41) pour obtenir la densité d’excitation en surface. Pour ce calcul, ils ont utilisé
les valeurs de β précédentes et les sections efficaces multiphotoniques σn [16, 17]
également données dans le tableau 2.34, et ont considéré que le claquage se produit
pour Ncrit = Nc(ω), où Nc(ω) est la densité critique du laser. La courbe ainsi
obtenue à 1053 nm a été reproduite en tirets sur la figure 2.33. Grâce au terme
d’avalanche introduit dans l’équation de population, l’accord avec les résultats
1Rappelons qu’il s’agit d’une forme approchée de l’équation de Boltzmann, valable lorsque
les processus de collision entraînent des variations d’énergie faibles devant la largeur ∆E de
f(E, t).
85
CHAPITRE 2. ETUDE DU CLAQUAGE OPTIQUE
expérimentaux est bon pour 140 fs ≤ τ ≤ 10 ps, aussi bien à 1053 nm qu’à 526
nm (non représenté). Le point fort de cette théorie est de reproduire l’évolution du
seuil de dommage avec la durée d’impulsion et la fréquence du laser sans utiliser
de paramètre ajustable.
En utilisant l’équation (2.41) avec les valeurs de β et σn données dans le tableau
2.34 à 1053 nm, nous avons calculé le rapport de la densité d’électrons excités
par absorption multiphotonique sur la densité d’excitation totale, en fonction de
l’intensité crête d’une impulsion laser à 1053 nm, pour 3 durées d’impulsion (Cf.
figure 2.35). On constate que l’avalanche entraîne une multiplication de la den-
sité d’excitation générée par absorption multiphotonique de plus de deux ordres
de grandeurs à 60 fs, et de presque huit ordres de grandeur à 1 ps. Ce calcul
montre que le modèle et les paramètres proposés par Stuart et al mènent à une
avalanche électronique extrêmement forte, initiée par les électrons injectés par ab-
sorption multiphotonique. Cette avalanche est d’autant plus forte que l’impulsion
est longue.
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Fig. 2.35: Rapport de la densité d’électrons de conduction excités par absorption
multiphotonique sur la densité totale de porteurs excités (multiphoton + avalanche),
calculé par le modèle de Stuart et al, à 1053 nm, en fonction de l’intensité crête et
de la durée d’impulsion. Les points noirs indiquent les seuils de claquage mesurés
par Stuart et al.
Les courbes Fc(τ) mesurées par Stuart et al dans d’autres diélectriques sont ana-
logues à celle obtenue dans SiO2 : d’après l’analyse présentée ici, ceci indiquerait
qu’une forte avalanche se produit également dans ces solides. Fc(τ) a également
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été mesuré à 790 nm dans a-SiO2 par un autre groupe [11] (Cf. Introduction), qui
a obtenu un bon accord avec le modèle présenté ici en utilisant β et σn comme
des paramètres ajustables. Les valeurs ainsi obtenues à 790 nm sont données dans
le tableau 2.34 (colonne de droite). Elles donnent également lieu à une avalanche
électronique importante : nous allons les utiliser pour confronter ce modèle d’ava-
lanche avec les mesures d’interférométrie fréquentielle, elles aussi réalisées avec
une pompe à 790 nm.
2.7.2 Comparaison avec les mesures d’interférométrie fré-
quentielle
Nous avons calculé la courbe ∆Φ(I) que donne l’équation de population (2.41),
avec les valeurs de β et σ6 déduites des mesures de seuil à 790 nm dans SiO2, pour
une impulsion de 60 fs, et en négligeant l’absorption du faisceau pompe au cours
de sa propagation. Le résultat de ce calcul est présenté sur la figure 2.36, où il est
comparé au déphasage mesuré dans SiO2 (données de la figure 2.16). L’absorption
de l’impulsion n’étant pas prise en compte, c’est seulement à basse densité que ce
calcul est justifié (partie de la courbe représentée en trait plein). Même en tenant
compte de cette restriction, ce modèle d’avalanche est en désaccord total avec nos
résultats expérimentaux : il donne lieu à une dépendance en intensité beaucoup
trop forte. Ce désaccord était prévisible, puisque nous avons déjà montré que
nos résultats expérimentaux établissent clairement l’absence de toute avalanche,
contrairement à ce que donne ce modèle
Sur la figure 2.37, nous avons tracé les courbes ∆Φ(I) calculées avec les mêmes
paramètres, en tenant cette fois-ci compte de l’absorption de la pompe, dans
deux cas : lorsque la pompe arrive sur un solide non-excité, et lorsqu’une den-
sité d’électrons de conduction de 5.1020 cm−3 est déjà présente dans le solide
lors de l’arrivée de la pompe. On constate que l’avalanche peut se développer à
des intensités bien plus basses lorsque la densité initiale est non-nulle, car son
déclenchement n’est alors plus conditionné par l’excitation préalable d’électrons
par absorption multiphotonique. Cet effet est également en contradiction avec nos
résultats expérimentaux. On remarque qu’à haute intensité, le déphasage induit
par la pompe est plus faible lorsque la densité initiale est non-nulle : ceci est dû
au fait que l’absorption du faisceau est plus importante dans ce cas.
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Fig. 2.36: Comparaison de la courbe ∆Φ(I)mesurée dans SiO2 pour une impulsion
de 60 fs, et de la courbe donnée par le modèle d’avalanche de Stuart pour une
excitation homogène, et avec les valeurs de σ6 et β obtenues par Lenzner et al. Le
trait vertical en pointillés indique le seuil de dommage mesuré par Lenzner et al.
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Fig. 2.37: Effet de la densité initiale d’électrons de conduction sur ∆Φ(I) dans le
modèle d’avalanche de Stuart. Calcul réalisé pour une impulsion pompe de 60 fs.
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Fig. 2.38: Comparaison des mesures de ∆Φ(I, τ) dans MgO avec le modèle d’ava-
lanche, pour une valeur de β 10 fois plus faible que celle déduite des mesures de
seuils de dommage à 790 nm.
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Même en utilisant des valeurs de β beaucoup plus faibles que celles déduites
des mesures de seuils de dommage, les mesures d’interférométrie fréquentielle
restent incompatibles avec ce modèle d’avalanche. Ceci est illustré sur la figure
2.38, dans le cas de MgO. Nous avons introduit un faible terme d’avalanche (β =
0.33 cm2/J) dans l’équation de population, tel qu’au maximum 50 % des électrons
seulement sont excités par ionisation par impact à 80 fs. On parvient alors tout
de même à reproduire la courbe ∆Φ(I) mesurée à τ =80 fs, en tenant compte
de l’absorption du faisceau pompe et en utilisant un taux de collision ωc = 1.42
fs deux fois plus élevé que lorsque β = 0. Augmenter ωc permet de compenser
l’augmentation de déphasage due au terme d’avalanche par une absorption plus
importante du faisceau pompe. Autrement dit, la saturation du déphasage due
à l’absorption permet de masquer une faible avalanche électronique. Cependant,
l’utilisation du même jeu de paramètre ne permet absolument pas de reproduire
les mesures pour τ = 730 fs et τ = 1.3 ps. Ceci est dû au fait que la fraction
d’électrons excités par avalanche croît avec la durée d’impulsion : avec la valeur
de β utilisée ici, elle est au maximum de 92 % à 730 fs et de 96.5 % à 1.3 ps. Avec
ces simulations, il apparaît clairement que l’évolution avec la durée d’impulsion
de la forme des courbes ∆Φ(I) constitue un diagnostic très sensible à la nature
des mécanismes d’excitation, qui permet d’exclure l’existence d’une avalanche
électronique même très faible.
2.7.3 Discussion de l’évolution du seuil avec la durée d’im-
pulsion
Nos mesures ayant permis d’invalider le modèle d’avalanche de Stuart et al, une
question importante reste en suspens : comment expliquer les courbes Fc(τ) me-
surées dans différents diélectriques ? En effet, nous avons montré que l’absorption
multiphotonique est le seul mécanisme d’excitation électronique impliqué dans
le claquage. Or nous avons vu qu’une équation de population prenant simple-
ment en compte ce processus d’injection ne permet pas de reproduire les courbes
Fc(τ) expérimentales, si l’on suppose que le claquage se produit lorsque la den-
sité d’électrons de conduction atteint une valeur critique Ncrit indépendante de
la durée d’impulsion. Deux hypothèses peuvent être émises pour expliquer ce
problème :
1. Les mesures de seuils de claquage ont toujours été réalisées à la surface des
diélectriques, alors que la technique d’interférométrie fréquentielle sonde les
processus de volume. Les recherches menées avec des impulsions longues ont
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démontré que le seuil de dommage est différent en surface et en volume [18].
Il se peut donc que les seuils de claquage mesurés, ainsi que leur évolution
avec τ , soient déterminés par des propriétés de surface, extrinsèques (pré-
sence de défauts structuraux ou d’impuretés par exemple) ou intrinsèques
(influence d’états électroniques de surface par exemple).
2. Si les seuils de claquage mesurés correspondent effectivement à des processus
intrinsèques de volume, nous sommes inévitablement amenés à la conclusion
que la densité d’excitation au seuil de claquage Ncrit dépend de la durée
d’impulsion, selon la relation Ncrit ∝ σn ·F nc /τn−1. En utilisant les mesures
de Fc de la référence [11] à 800 nm dans SiO2, et une loi d’injection en
I6 avec la section efficace σ6 = 2.3 · 10−184cm12s5 déduite de la mesure de
obtient la courbe Ncrit(τ) présentée sur la figure 2.39. En encart de cette
figure, nous avons également représenté l’évolution obtenue en utilisant les
mesures de la référence [10] à 1053 nm, avec une loi d’injection en I8, et
une valeur arbitraire de σ8.
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Fig. 2.39: Evolution de la densité d’excitation Nc au seuil de claquage, obtenue en
utilisant les mesures de seuils de Lenzner et al à 800 nm, et une loi d’injection multi-
photonique en I6 (ronds). En pointillés, loi d’évolution du type Nc = B ·τ (1−n)/(1+n).
Le facteur B a été choisi de telle sorte que cette courbe croise la précédente en
τ = 5 fs. En encart : loi Nc(τ) obtenue avec les mesures de seuil de Stuart et al à
1053 nm, et une loi d’injection en I8.
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D’un point de vue qualitatif, cette seconde hypothèse est tout-à-fait plausible.
En effet, supposer que le densité d’excitation au seuil Nc est indépendante de
τ est arbitraire. A titre d’exemple, supposons que la destruction du solide soit
due à une fusion ou à une vaporisation locale, induite par le transfert d’énergie
du gaz d’électrons de conduction généré par absorption multiphotonique vers le
réseau. En première approximation, le claquage se produit alors lorsque l’énergie
par unité de volume E =
∫
α(t).I(t).dt absorbée par les électrons de conduction
pendant toute l’impulsion laser atteint une valeur critique Ecrit en surface. Avec
ce critère, et lorsque l’absorption à n photons est le seul processus d’injection,
un calcul numérique montre que la densité d’électrons de conduction au seuil de
claquage décroît avec la durée d’impulsion, selon une loi du type Ncrit(τ) ∝ τ
1−n
1+n .
Cette loi est facile à établir qualitativement, en considérant que l’énergie absorbée
par les électrons de conduction est proportionnelle à α(N) · F , et en remarquant
que α(N) ∝ N , avec N ∝ F n/τn−1. Quantitativement, cette évolution de Ncrit(τ)
ne correspond cependant pas à celle déduite des mesures de seuils de dommage
(Cf. figure 2.39, courbe en tirets).
Si les seuils mesurés correspondent effectivement à des processus intrinsèques de
volume, un autre critère de claquage devra donc être trouvé afin d’en expliquer
l’évolution avec τ . A travers l’exemple donné ci-dessus, nous avons voulu mon-
trer que ce critère est vraisemblablement lié au mécanisme par lequel l’excitation
électronique créée par absorption multiphotonique aboutit à la destruction du so-
lide : la courbe Fc(τ) ne serait donc pas seulement déterminée par la nature des
processus d’injection, contrairement à ce qui a été supposé par Stuart et al. Les
expériences présentées ici ne permettent pas d’identifier ce mécanisme de destruc-
tion : d’autres approches expérimentales devront être employées à cette fin.
2.8 Conclusions
Le déphasage mesuré par interférométrie fréquentielle donne accès à la moyenne
de la densité de paires électron-trou N générées dans un diélectrique par une
impulsion laser, sur une profondeur qui est de l’ordre de 10 µm dans les condi-
tions expérimentales utilisées ici. La mesure de ce déphasage en fonction de l’in-
tensité crête I, de la durée d’impulsion τ , et de la densité initiale d’électrons
de conduction, nous a permis d’étudier les mécanismes d’excitation électronique
responsables du claquage optique dans le cas d’impulsions infrarouges pico- ou
sub-picosecondes.
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A suffisamment basse intensité, le déphasage évolue avec I selon une loi de puis-
sance, qui est caractéristique d’une absorption multiphotonique en régime per-
turbatif par les électrons de valence. A plus haute intensité, une saturation est
observée par rapport à cette loi en In. Cette saturation est due au fait qu’à forte
densité d’excitation, N n’augmente quasiment plus avec I au-delà d’une profon-
deur de quelques centaines de nm, à cause de l’absorption de l’impulsion laser par
les électrons de conduction qu’elle a elle-même excités. En utilisant un modèle
simple pour prendre en compte ce phénomène, nous avons montré qu’une loi d’in-
jection multiphotonique perturbative en In permet toujours de reproduire l’évo-
lution de déphasage avec la durée d’impulsion et l’intensité bien au-delà du seuil
de claquage, dans la zone de saturation. Ceci montre clairement que l’absorption
multiphotonique est le seul mécanisme d’excitation électronique impliqué dans le
claquage optique : il ne se produit pas d’avalanche électronique. Cette conclusion
est confirmée par le fait que la présence d’électrons de conduction dans le solide
avant l’arrivée de l’impulsion laser n’a aucune influence sur la densité d’excitation
générée, contrairement à ce qui est attendu en cas d’avalanche.
Cette technique expérimentale n’apporte cependant aucune information permet-
tant de comprendre pourquoi il ne se produit pas d’avalanche électronique, en
terme de dynamique des électrons de conduction dans la champ laser. De façon
très schématique, deux réponses à cette question peuvent être envisagées, l’une
n’excluant pas l’autre :
1. Trop peu d’électrons de conduction acquièrent une énergie cinétique supé-
rieure au seuil d’ionisation par impact ET pour que ce processus permette
une augmentation notable de la densité électronique, même avec des taux
d’ionisation par impact Wimp(E) très élevés. Qualitativement, ceci revient
à dire que les pertes d’énergie par émission de phonon l’emportent sur les
gains dus aux collisions électron-photon-phonon, jusqu’aux intensités les
plus élevées utilisées ici.
2. Le taux d’ionisation par impact Wimp(E) est trop faible pour permettre à
une avalanche électronique de se développer, et cela même si de nombreux
électrons acquièrent une énergie cinétique supérieure à ET .
La première de ces deux possibilités est peu vraisemblable. En effet, l’ordre de
grandeur de l’énergie dEc/dt gagnée par unité de temps par un électron de conduc-
tion est donné par α(N)I/N , où α(N) = 2ω/c·Im(n) est le coefficient d’absorption
du gaz d’électrons. D’après l’expression 2.34 de α(N), issue du modèle de Drude,
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on a donc :
dEc
dt
=
e2
ε0m∗
· ωc
c(ω2p + ω
2
c )
· I (2.43)
Cette expression de dEc/dt concorde avec celle donnée dans le chapitre 1 dans le
cadre du traitement classique de l’absorption de photon (équation (1.28)). Avec
λp = 800 nm et ωc ≈ 1 fs−1, on obtient dEc/dt (eV/fs) ≈ 10−13· I (W/cm2).
Dans le cas de MgO, nous avons montré que l’intensité maximale dans le solide
Imax(I, z = 0) est d’environ 5.1013 W/cm2 : à cette intensité, dEc/dt atteint 5
eV/fs au maximum de l’impulsion. Cette valeur est nettement supérieure au
taux de perte d’énergie dû aux phonons, qui est de l’ordre de quelque dizaines
de meV/fs en bas de bande de conduction (Cf. chapitre 1). Ce calcul d’ordre
de grandeur tend à montrer que les électrons vont acquérir une énergie cinétique
élevée dans le champ laser. Les calculs numériques de la distribution en énergie
des électrons, fondés sur l’équation de Fokker-Planck (tel que celui de Stuart
et al [10, 13]) ou sur l’équation de Boltzmann [19], confirment qu’un nombre
important d’électrons peuvent atteindre une énergie cinétique supérieure à ET .
Ces considérations semblent donc indiquer que c’est parce que les taux d’ionisa-
tion par impact sont trop faibles qu’il ne se produit pas d’avalanche électronique
avec des impulsions femto- ou picosecondes. En donnant accès à Wimp(E) sur
un intervalle d’énergie proche du seuil ET , l’expérience de photoémission résolue
en temps présentée dans le chapitre suivant va nous permettre de tester cette
hypothèse.
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Chapitre 3
Etude de la relaxation par
photoémission résolue en temps
Ce chapitre décrit une expérience de photoémission résolue en temps,
dont le but était d’étudier la relaxation d’électrons injectés avec un
excès d’énergie de quelques dizaines d’eV dans la bande de conduc-
tion d’un isolant. Nous en décrivons dans un premier temps le prin-
cipe, et effectuons un bref rappel sur la spectroscopie de photoémission
appliquée à l’étude des solides. Après une présentation du montage
expérimental et des résultats d’expériences préliminaires, les résultats
des mesures résolues en temps seront détaillés et analysés. Un modèle
cinétique permet de déduire de ces mesures des informations sur les
processus de relaxation d’électrons d’environ 30 eV par rapport au bas
de la bande de conduction. Nous montrerons que les ordres de grandeur
des sections efficaces obtenues sont surprenants. Une modélisation nu-
mérique des phénomènes de charge d’espace a donc été réalisée, afin
de s’assurer que ces derniers ne peuvent expliquer les effets observés.
3.1 Démarche expérimentale
3.1.1 Principe de l’expérience
Cette expérience est fondée sur un schéma pompe-sonde. Une impulsion UV fem-
toseconde est utilisée pour exciter des électrons de la bande de valence vers la
bande de conduction (Cf. figure 3.1). L’énergie des photons UV est suffisamment
97
CHAPITRE 3. PHOTOÉMISSION RÉSOLUE EN TEMPS
t0 <  t1 < t2
Pompe + 
sonde
t
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ie 
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e
Bande de valence
Spectre de
Photoémission
Ionisation
par impact
> 20 eV
<60 fs
Pompe
1.5 eV
60 fs
Sonde
t = 0
Gap
≈ 10 eV
Bande de conduction
Fig. 3.1: Principe de l’expérience de photoémission résolue en temps. Une impul-
sion UV est utilisée comme pompe, et une impulsion visible ou infrarouge comme
sonde. Les flèches noires schématisent l’émission de phonons. Le signal pompe+sonde
est représenté pour 3 délais t0, t1, et t2. Pour simplifier ce schéma, les éventuelles
collisions subies par l’électron entre l’absorption du photon sonde et la sortie du
solide ne sont pas représentées.
élevée pour que ces électrons aient une énergie initiale par rapport au bas de la
bande de conduction supérieure à la bande interdite du solide (~ωUV & 20 eV ).
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Ces photons se situent donc dans la gamme VUV. La distribution en énergie de
ces électrons va ensuite évoluer dans le temps sous l’effet de différents processus
de relaxation, incluant notamment les collisions électron-phonon, et, du fait de
l’énergie élevée des électrons, l’ionisation par impact.
A n’importe quel stade du processus de relaxation, ces électrons ont la possibilité
de s’échapper du solide, donnant ainsi un signal de photoémission, représenté
en bleu sur la figure 3.1. En principe, un détecteur de photoélectrons possédant
une résolution temporelle permettrait donc de suivre la relaxation. Etant donnés
les ordres de grandeur présentés au chapitre 1 pour les taux de collisions des
différents processus élémentaires, les temps de relaxation attendus se situent à
une échelle subpicoseconde. Aucun détecteur ne permet actuellement de résoudre
des processus aussi rapides.
Il est donc nécessaire d’utiliser une impulsion sonde femtoseconde, qui est dans
ce cas est une impulsion infrarouge ou visible. Les électrons injectés en bande de
conduction par la pompe peuvent absorber un photon sonde, notamment par colli-
sion électron-photon-phonon, et ont ensuite un certaine probabilité de s’échapper
du solide. On obtient ainsi un signal de photoémission ”pompe+sonde”, représenté
en jaune sur la figure 3.1. Du fait de l’émission de phonons par les électrons entre
l’arrivée de la pompe et celle de la sonde, un décalage progressif de ce signal vers
les basses énergies devrait êre observé lorsque le délai entre les deux impulsions
augmente. De plus, si l’électron effectue une ionisation par impact avant l’arrivée
de la sonde, il ne contribuera pas au signal pompe+sonde, car la perte d’énergie
induite par ce type de collisions est beaucoup plus grande que l’énergie du photon
sonde. La mesure de ce signal en fonction du délai doit donc permettre d’obtenir
des informations sur ces deux processus.
Pour obtenir un signal détectable, les électrons de conduction doivent avoir une
probabilité importante d’absorber un photon sonde. Nous avons dû pour cela
utiliser des intensités de l’ordre du TW/cm2 pour la sonde. A ces intensités, l’ab-
sorption multiphotonique par les électrons de valence est non-négligeable. Les
électrons ainsi injectés en bande de conduction vont donner un signal de photoé-
mission, représenté en rouge sur la figure 3.1. Nous verrons les divers problèmes
que posent ces photoélectrons dus à la sonde.
3.1.2 La technique de photoémission en physique des so-
lides
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La photoémission induite dans les solides par des rayonnements X ou UV a été très
largement étudiée, aussi bien théoriquement qu’expérimentalement, et compte
aujourd’hui parmi les outils expérimentaux les plus utilisés pour l’étude des solides
et de leurs surfaces. Nous effectuons ici un bref rappel sur cette technique, en
introduisant un certain nombre de définitions et d’idées utiles pour la suite de ce
chapitre.
a- Principe
Un électron excité dans un solide, ayant une énergie supérieure à une valeur
limite appelée niveau du vide, a une certaine probabilité de s’échapper du solide
(cf. figure 3.2).
 
U
=-
e.Φ
Evide : niveau du vide
Fig. 3.2: Forme schématique du potentiel cristallin au voisinage de la surface
d’un solide le long d’une rangée cristalline (ions représentés par les points noirs). La
zone ombrée schématise la densité électronique du solide non-excité. Pour avoir la
possibilité de sortir du solide, un électron doit avoir une énergie supérieure à Evide.
Si l’excitation est induite par l’absorption d’un photon d’énergie ~ω, l’énergie
cinétique de l’électron en dehors du solide est donnée par :
Ecin = ~ω − El (3.1)
où El = Evide − Einitiale est l’énergie de liaison de l’électron repérée par rapport
au niveau du vide.
Cette relation suppose que l’électron n’a subi aucune perte d’énergie avant de
sortir du solide. Elle est à la base de la technique de spectroscopie de photoémis-
sion. Cette technique est traditionnellement divisée en deux variantes, que sont
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Fig. 3.3: Transitions électroniques à l’origine du signal de photoémission en XPS
et UPS et allure des spectres de photoémission obtenus.
l’XPS (X-ray Photoelectron Spectroscopy) et l’UPS (Ultraviolet Photoelectron
Spectroscopy). Elle consiste à exciter un solide au moyen d’une source monochro-
matique, généralement continue, de rayons X (XPS) ou d’ultraviolets (UPS), et
à mesurer la distribution en énergie des électrons éjectés du solide après avoir
absorbé un photon. Cette distribution résulte de l’excitation d’électrons depuis
les différents niveaux d’énergie occupés, et donne donc une information directe
sur la densité d’états électroniques du solide.
En XPS, les photons utilisés ont des énergies de l’ordre du KeV, et on s’intéresse
généralement aux électrons excités depuis les niveaux de coeur du solide (Cf.
figure 3.3). Ces niveaux sont peu modifiés par rapport aux niveaux atomiques,
et donnent donc lieu à des pics étroits (de l’ordre de 1 eV) et bien distincts
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dans le spectre de photoémission. A partir de l’intensité de ces pics et de leur
déplacement par rapport à un atome isolé (”déplacement chimique”), on obtient
des informations sur la composition du solide et sa structure chimique (nature
des premiers voisins et des liaisons chimiques).
En UPS, où les énergies de photon sont beaucoup plus faibles, le spectre me-
suré correspond généralement à des transitions depuis la bande de conduction
des métaux ou la bande de valence des semiconducteurs et isolants (Cf. figure
3.3). Contrairement à l’XPS, les spectres sont très différents de ceux qui seraient
obtenus sur les atomes isolés, car considérablement élargis par le couplage entre
les niveaux électroniques de ces atomes dans le solide. Leur interprétation est de
ce fait plus délicate.
b- Le modèle en trois étapes
Pour interpréter les spectres UPS et XPS, on utilise souvent un modèle assez
phénoménologique [1], dans lequel le processus de photoémission est décomposé
en trois étapes successives, qui sont :
1. L’excitation optique d’un électron d’un état occupé vers un état d’énergie
située au-dessus du niveau du vide.
2. Son transport dans le solide, qui inclue la possibilité de diffusions inélas-
tiques, par exemple par d’autres électrons (ionisation par impact dans les
isolants) ou par interaction avec les phonons.
3. La passage de l’électron à travers la surface du solide, vers le vide.
La distribution en énergie P (E) des électrons dans le solide suite à l’excitation
optique est donnée par les probabilités de transition depuis les différents niveaux
occupés du solide vers les états du continuum. Cette distribution porte l’informa-
tion sur la structure électronique. Le spectre de photoémission mesuré S(E) est
cependant différent de P (E), du fait des collisions inélastiques que peuvent subir
les électrons avant de sortir du solide.
Les collisions faiblement inélastiques, notamment avec les phonons, résultent en
un élargissement de S(E) par rapport à P (E). On considère généralement que
cet élargissement est au plus de l’ordre de quelques énergies de phonons, i.e. de
quelques centaines de meV. Les collisions fortement inélastiques, telles que l’io-
nisation par impact dans les isolants ou l’émission de plasmons dans les métaux,
donnent lieu d’une part à un fond relativement peu structuré dans le spectre de
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photoémission, et d’autre part à un signal important de photoélectrons à basse
énergie. Les électrons ayant subi de telles collisions sont appelés électrons secon-
daires, par opposition aux électrons dits primaires qui ont pu sortir du solide sans
que leur énergie initiale soit notablement modifée.
c- Sensibilité à la surface
Soit S(E, z) la contribution des électrons initialement excités à la distance z de la
surface au signal de photoémission S(E). On définit de façon phénoménologique
la profondeur d’échappement λ(E) des photoélectrons d’énergie E par :
S(E, z) = α. exp(
−z
λ(E)
) (3.2)
λ
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)
(a) (b)
   
Energie (eV)
   
 
       
Energie (eV)
 
 


 
λ
(nm
)
 
 
 


 
Fig. 3.4: Compilation de nombreuses mesures de profondeur d’échappement, dans
des métaux (a), et dans des solides inorganiques (b) (tel que SiO2). On constate
que λ(E) semble suivre une courbe dite universelle pour la plupart des solides,
représentée en traits pleins. La dispersion des points peut être réduite en exprimant
λ en monocouche atomique, et non en nm. D’après M.Seah et W. Dench.
La principale technique utilisée pour mesurer λ(E) est la technique de la ”sur-
couche” [2], qui consiste à déposer une couche mince du solide à étudier sur un
substrat, et à mesurer le signal S(E) en fonction de l’épaisseur de cette couche,
pour des électrons provenant soit du substrat (1), soit du matériau déposé (2).
On observe alors généralement une dépendance exponentielle de ce signal avec
l’épaisseur de la couche, décroissante dans le cas (1), croissante dans le cas (2),
qui fournit directement la profondeur d’échappement des électrons (équation 3.2).
La compilation de nombreux résultats expérimentaux montre que λ(E) suit une
”courbe universelle” pour un grand nombre de solides [3] (Cf. figure 3.4). Mis à
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part pour des électrons de faible énergie (quelques eV), on constate que λ(E) est
typiquement de l’ordre de quelques Å à quelques nm : ainsi, la spectroscopie de
photoémission ne sonde les solides que sur une très faible épaisseur, et est par
conséquent très sensible à leurs propriétés de surface.
Si un électron d’énergie E est excité à une distance de la surface supérieure au
libre parcours moyen λi(E) entre les collisions fortement inélastiques, il ne par-
viendra à sortir du solide qu’en ayant subi une forte perte d’énergie, et contribuera
donc seulement au signal d’électrons secondaires. On considère généralement que
λ(E) ≈ λi(E), c’est-à-dire que les faibles valeurs de λ(E) et la sensibilité à la
surface qui en résulte sont dues à de très forts taux de collisions fortement inélas-
tiques des électrons dans les solides [3].
3.2 Montage expérimental
L’une des difficultés de cette expérience réside dans la production d’impulsions
VUV femtosecondes, et à leur utilisation dans une configuration pompe-sonde.
La seule méthode aujourd’hui disponible pour produire de telles impulsions est la
génération d’harmoniques d’ordres élevés d’un laser femtoseconde, par focalisation
de ce laser à des éclairements de l’ordre de 1014 à 1015 W/cm2 dans un gaz rare (Cf.
chapitre 1). A de telles intensités, nous avons vu que l’interaction entre le champ
laser et les électrons des couches externes de l’atome se fait en régime tunnel, et
est donc fortement non-perturbative. Ceci se traduit par le fait que l’efficacité
de génération d’une harmonique ne dépend que faiblement de son ordre, sur
un large intervalle d’énergie (Cf. figure 3.5). Il est ainsi possible de générer des
harmoniques très élevées du faisceau incident, le record actuel étant l’harmonique
221 d’un laser Titane-Saphir [4].
Du fait du caractère cohérent et non-linéaire du processus de génération, les
impulsions UV ainsi obtenues sont d’une durée voisine, voire inférieure, à celle
des impulsions ayant servies à les produire [5]. Le processus d’interaction laser-
atome à l’origine de cette génération est décrit dans l’annexe D.
Ainsi, le montage expérimental est composé d’une chambre pour la génération
des harmoniques d’ordres élevés du laser et d’une enceinte de spectroscopie de
photoélectrons. Comme le montre le spectre de la figure 3.5, le rayonnement har-
monique obtenu a un spectre bien trop large pour pouvoir être utilisé tel quel
dans cette expérience de spectroscopie. Ces deux parties du montage expérimen-
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Fig. 3.5: Spectre du rayonnement harmonique produit par focalisation d’une im-
pulsion laser infrarouge (1.57 eV) femtoseconde dans du Néon, à un éclairement de
l’ordre de quelques 1014 W/cm2. Le caractère non-perturbatif de l’interaction laser-
atome se traduit par l’apparition d’un plateau dans le spectre, suivi d’une coupure où
l’efficacité de génération chute rapidement avec l’ordre de l’harmonique. Remarquer
que pour des raisons de symétrie, seules les harmoniques impaires sont générées.
tal sont par conséquent connectées par un dispositif permettant de sélectionner
une harmonique parmi le peigne généré. Cette sélection peut se faire soit utili-
sant un spectromètre à réseau (Cf. figure 3.6), soit par la combinaison d’un miroir
multicouche et d’un filtre en aluminium (Cf. figure 3.7). Nous décrivons ici briève-
ment ces différents éléments : des informations plus techniques sur les différentes
parties de ces montages expérimentaux sont données en annexe E.
3.2.1 Enceinte de spectroscopie de photoélectrons
L’élément essentiel de cette enceinte est un spectromètre à électrons hémisphé-
rique multicanal. La sélection en énergie se fait lors du passage dans un conden-
sateur hémisphérique, appelé analyseur : seuls les électrons ayant une énergie
donnée, appelée énergie de passage (Epass), peuvent traverser ce condensateur
sans en heurter les parois, puis passer par les fentes de sortie, pour finalement
atteindre le système de détection. Ce système de détection est constitué de 8
channeltrons, et fonctionne en mode comptage : chaque channeltron détecte au
plus 1 électron toutes les 15 ns. Une lentille électrostatique permet la collection
des électrons émis par l’échantillon sur un angle de ±12◦.
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Laser LUCA, 10 mJ (max 50 mJ), 60 fs
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Fig. 3.6: Montage expérimental utilisé pour les expériences de préparation des
mesures résolues en temps. Les harmoniques sont sélectionnées avec un spectromètre
à réseau, et utilisées pour mesurer le spectre UPS d’un isolant. Les échelles ne sont
pas respectées.
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Fig. 3.7: Montage expérimental pour l’expérience de photoémission résolue en
temps. Les harmoniques sont sélectionnées par la combinaison d’un miroir multi-
couche et d’un filtre en aluminium. Les échelles ne sont pas respectées.
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Le spectre de photoélectrons est obtenu en laissant l’énergie de passage constante
et en imposant une barrière de potentiel variable en amont de l’analyseur. La
résolution ∆E, qui est proportionnelle à l’énergie de passage, est alors constante
sur l’ensemble du spectre. Nous avons le plus souvent travaillé avec une énergie
de passage de 5.85 eV, ce qui correspond pour ce spectromètre à une résolution
de 300 meV. La plus petite énergie de passage possible est de 2.3 eV, ce qui donne
une résolution de 120 meV.
Cette enceinte est également équipée d’une lampe à décharge, qui permet de
générer un rayonnement UV continu, polarisé, et focalisé sur l’échantillon. Utilisée
avec de l’Hélium, elle fournit principalement deux raies, l’une à 21.22 eV (He
I), l’autre à 40.81 eV (He II). Cette lampe nous a permis de mettre au point
l’enceinte de spectroscopie avant les expériences utilisant les harmoniques du
laser, et d’obtenir des spectres UPS de référence au cours de ces expériences.
3.2.2 La chambre de génération d’harmoniques
C’est dans cette enceinte que les impulsions laser sont focalisées à des éclaire-
ments élevés dans un jet de gaz rare. Un vide secondaire d’environ 10−5 Torr y
est nécessaire, aussi bien avant le jet, afin d’éviter une dégradation du faisceau
incident par formation d’un plasma dans l’air, qu’après le jet, afin d’éviter l’ab-
sorption du rayonnement UV. Pour cette raison, le jet de gaz rare est pulsé à
la cadence du laser, ce qui, avec l’utilisation de pompes suffisamment puissantes,
permet d’obtenir dans une enceinte sous vide, une zone de quelques millimètres où
règne une forte densité de gaz rare : la pression au niveau de la zone d’interaction
laser-atome est de quelques Torr (quelques 1017 atomes/cm3).
La lentille de focalisation a une longueur focale de 2 m, et l’énergie par impulsion
du laser infrarouge (790 nm) est de l’ordre de 10 mJ. Cette configuration cor-
respond à un éclairement de l’ordre de quelques 1014 W/cm2 dans le jet de gaz.
Nous avons utilisé de l’Argon, car c’est dans ce gaz que les flux de photons les
plus élevés sont obtenus pour les harmoniques que nous souhaitons utiliser (ty-
piquement H15 à H29). Dans ces conditions, le nombre de photons harmoniques
générés est de l’ordre de 108 pour une harmonique située dans le plateau (pour
4.1016 photons IR dans l’impulsion initiale).
3.2.3 Sélection d’une harmonique
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La durée de l’impulsion harmonique d’ordre n en sortie du jet de gaz rare est de
l’ordre de ∆t ≈ h/∆En, où ∆En est la largeur spectrale du n-ième pic harmo-
nique. Après sélection, la durée ∆t′ de cette impulsion vérifie :
∆t′ ≥ h
∆Es
(3.3)
où∆Es est la résolution en énergie du dispositif de sélection utilisé. Les contraintes
sur ce dispositif sont donc les suivantes. Pour ne pas étirer temporellement l’im-
pulsion harmonique lors de la sélection et conserver une bonne résolution tem-
porelle, il est nécessaire que la fenêtre en énergie sélectionnée soit plus grande
que la largeur d’un pic harmonique, i.e. ∆Es > ∆En. Cependant, la résolution
en énergie doit être suffisante pour que les harmoniques voisines de l’harmonique
souhaitée soient correctement éliminées, ce qui impose ∆Es ≪ 2 × 1.57 = 3.14
eV dans notre cas.
a- Sélection par un spectromètre à réseau
Le principal avantage de ce mode de sélection est de permettre de changer
très facilement l’harmonique sélectionnée, par une simple rotation du réseau. Ce-
pendant, les seuls réseaux dont nous disposions donnaient une résolution spec-
trale meilleure que la largeur en énergie des pics harmoniques (∆Es < ∆En),
et induisaient par conséquent un élargissement temporel important de l’impul-
sion sélectionnée. Ce dispositif a donc seulement été utilisé pour des expériences
de préparation, non résolues en temps, dont les résultats sont présentés dans la
sous-partie suivante.
Le réseau choisi comporte 700 traits/mm. Le nombre de traits Nt éclairés par le
faisceau harmonique1 est d’environ 35 000. Le réseau étant utilisé dans l’ordre
1, l’élargissement temporel induit est donné par Nt.λ/c : il est typiquement de
3 à 4 ps autour de l’harmonique 25. La transmission de ce réseau est d’environ
1%. Ainsi, le nombre de photons correspondant à un harmonique donnée après
sélection est de l’ordre de 106 par impulsion.
b- Selection par un miroir multicouche et un filtre aluminium
Le miroir multicouche est conçu pour présenter un pic de réflectivité autour
d’une harmonique élevée du laser. Les harmoniques basses sont également forte-
ment réfléchies par la première couche métallique de ce miroir, et sont éliminées
1Ce nombre de traits était imposé par la géométrie de l’expérience, qui ne pouvait être
modifiée puisque nous sommes parti d’un dispositif de génération d’harmoniques déjà existant.
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grâce à un filtre en aluminium d’une épaisseur de 100 nm utilisé en transmission.
Le miroir utilisé était sphérique, et focalisait l’impulsion harmonique sur une
zone d’environ 300 µm de diamètre au niveau de l’échantillon. Avec ce montage
expérimental, nous avons uniquement travaillé avec l’harmonique 25 du faisceau
infrarouge (énergie de photon de 25× 1.57 = 39.25 eV), qui réalise un bon com-
promis entre la sélectivité du multicouche (d’autant meilleure que l’harmonique
est élevée), et le flux de photons générés dans le gaz. Environ 5% de cette har-
monique sont transmis par l’ensemble miroir+filtre, ce qui correspond à un flux
maximum sur l’échantillon de l’ordre de 5.106 photons par impulsion.
L’avantage de cette configuration est de présenter une meilleure transmission que
le spectromètre à réseau. De plus, l’élargissement temporel induit, déterminé par
le nombre de couches du miroir et la dispersion de vitesse de groupe dans le
filtre aluminium, est extrêmement faible, de l’ordre de quelques femtosecondes.
Cependant, on ne peut changer d’harmonique qu’en changeant de miroir, ce qui
limite fortement l’accordabilité du montage. En outre, la résolution spectrale est
très mauvaise (∆Es de l’ordre de l’énergie entre deux harmoniques), si bien que
les flux d’harmoniques 23 et 27 après sélection sont de de 10% à 15% de celui de
l’harmonique 25, ce qui est assez élevé.
Le montage basé sur ce mode de sélection a été utilisé pour réaliser les expériences
pompe-sonde : le faisceau laser est donc divisé en deux parties, l’une étant direc-
tement envoyée sur l’échantillon, l’autre servant à générer les harmoniques (Cf.
figure 3.7).
3.3 Expériences préliminaires
Nous présentons ici brièvement quelques étapes intermédiaires qui nous ont été
indispensables pour la mise au point de l’expérience résolue en temps. Ceci nous
permettra de souligner les problèmes que posent l’application de la spectroscopie
de photoémission aux isolants.
3.3.1 Spectroscopie de photoémission avec une lampe à dé-
charge
Nous avons tout d’abord utilisé une lampe à décharge pour des mesures de
spectres UPS de métaux, de façon à déterminer les conditions optimales de fonc-
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tionnement de notre enceinte de spectroscopie. Nous avons ensuite cherché les
conditions permettant la mesure de spectres UPS d’isolants avec cette source
continue, afin de pouvoir obtenir des spectres de référence lors des expériences
pompe-sonde.
L’application des techniques de photoémission aux isolants pose un problème
spécifique : au fur et à mesure que des photoélectrons quittent le solide, une charge
positive s’accumule à la surface de l’échantillon. Il apparaît ainsi un potentiel
attractif pour les électrons au voisinage de la surface. La distribution de charge
en surface est déterminée par le profil spatial du faisceau UV, et n’est donc pas
homogène : ce potentiel attractif ne se traduit pas par un simple décalage du
spectre de photoémission, mais par des distorsions qui peuvent être très fortes.
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Fig. 3.8: Comparaison d’un spectre UPS He II de SiO2 de référence (en tirets),
avec des spectres obtenus sur notre installation sur un échantillon chauffé, avec (en
trait plein) et sans (en pointillés) polarisation de l’échantillon. Les spectres ont été
translatés pour permettre une comparaison directe.
Différentes méthodes peuvent être utilisées pour remédier à ce problème. La plus
employée consiste à envoyer un flux d’électrons de faible énergie (typiquement
inférieure au gap) sur l’échantillon de façon à compenser la charge positive induite
par le départ des photoélectrons. Dans le cas de SiO2, il a également été montré
que, pour des courants de photoémission pas trop élevés, porter l’échantillon à une
température d’environ 300 à 400 C˚ permet d’obtenir une conductivité électrique
suffisante pour éviter la charge de l’échantillon [6, 7].
Lors de ce travail de mise au point, nous avons utilisé en parallèle notre enceinte
spectroscopie et l’enceinte du groupe Oxydes du CEA/DRECAM/SRSIM. Cette
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dernière est en fonctionnement depuis plusieurs années et est par conséquent
parfaitement optimisée. Ainsi, le spectre UPS de α−SiO2, obtenu avec l’enceinte
du groupe Oxydes, en utilisant un canon délivrant des électrons de faibles énergies
pour compenser la charge de l’échantillon, est représenté sur la figure 3.8 ( en
tirets). Il correspond bien à ceux que l’on peut trouver dans la littérature [8].
Ce spectre de référence est comparé à un spectre obtenu sur notre installation,
pour un échantillon de α − SiO2 chauffé à 450 C˚, sans canon à électron. On
constate que le spectre est très fortement déformé par les effets de charge : le flux
de photons produit par la lampe UV est donc trop fort pour être compensé par
un simple chauffage.
Il est possible de réduire ces effets de charge en plaçant l’échantillon à un potentiel
positif par rapport à l’ensemble de l’enceinte, tout en le laissant à environ 450 C˚.
En effet, lorsque aucune tension n’est appliquée, un important flux d’électrons de
basse énergie quitte l’échantillon : il s’agit d’électrons secondaires, et d’électrons
excités par la raie He I, dont l’intensité est toujours beaucoup plus grande que
celle de la raie HeII. En appliquant une tension de quelques volts, une partie de
ces électrons ne s’échappe plus du solide, et l’on réduit suffisamment le courant
électrique sortant de l’échantillon pour qu’il puisse être compensé par le chauffage.
Si cette méthode présente l’inconvénient de réduire le signal de photoélectrons,
elle permet néanmoins d’obtenir un spectre UPS correct de SiO2 (Cf. figure 3.8).
3.3.2 Spectroscopie de photoémission avec les harmoniques
La seconde partie du travail préparatoire consistait à générer des harmoniques
d’ordres élevés d’un laser Ti-Sa, à sélectionner l’une de ces harmoniques, et à utili-
ser cette harmonique comme source d’excitation pour la mesure de spectres UPS.
Dans un premier temps, nous avons utilisé le montage expérimental présenté sur
la figure 3.6, où les harmoniques sont sélectionnées au moyen d’un spectromètre
à réseau.
a- Sélection des harmoniques avec le spectromètre à réseau
Sur la figure 3.9 est présenté le spectre UPS d’un échantillon de α−SiO2 obtenu
avec l’harmonique 23 du laser (36.1 eV), générée et sélectionnée avec le montage
utilisant un réseau. Etant donné les faibles flux de photoélectrons obtenus (de
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Fig. 3.9: Comparaison des spectres UPS de α−SiO2 obtenus avec la raie HeII
et avec l’harmonique 23 du laser sélectionnée par un réseau. Les spectres ont été
translatés pour permettre une comparaison directe.
l’ordre de 10 électrons/s par channeltron), il a été suffisant de chauffer l’échan-
tillon à environ 350 C˚ pour éviter la charge de l’échantillon. Ce spectre UPS est
comparé à celui d’un autre échantillon de α − SiO2, obtenu avec la raie HeII.
De nombreux facteurs pouvant expliquer l’écart à basse énergie (légère différence
d’énergie entre HeII et l’harmonique 23, différence d’état de surface des deux
échantillons), l’accord peut être considéré comme satisfaisant.
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Fig. 3.10: Spectres UPS de SiO2 réalisés avec les harmoniques 15 à 25 du laser
(exceptée 19) sélectionnées avec un réseau.
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Les spectres UPS de α−SiO2 obtenus avec différentes harmoniques du laser sont
représentés sur la figure 3.10. Comme attendu, on observe un déplacement du
spectre lorsque l’on passe de l’harmonique N à l’harmonique N+2.
b- Sélection des harmoniques avec un miroir multicouche
La figure 3.11 présente le spectre UPS du quartz obtenu avec le montage utili-
sant un miroir multicouche. L’échantillon était chauffé à environ 400 C˚, toujours
dans le but d’éviter l’accumulation de charge à la surface de l’échantillon. Il y
est comparé au spectre obtenu avec la raie He II. L’accord est qualitativement
satisfaisant. On observe cependant une distorsion relativement forte du spectre
du quartz dans la partie basse énergie, qu’il est tentant d’attribuer à une de
charge résiduelle de l’échantillon. Cependant, comme nous allons le voir, seule la
coupure du spectre à haute énergie, pour laquelle l’accord est excellent, est physi-
quement exploitable dans l’expérience pompe-sonde que nous avons réalisée. Ces
différences à basse énergie, dont nous n’élucidons pas clairement l’origine, ne sont
donc pas problématiques.
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Fig. 3.11: Comparaison des spectres UPS de SiO2, obtenu avec l’harmonique 25
sélectionnée avec la combinaison multicouche+filtre, et avec la raie HeII. Les spectres
ont été translatés pour permettre une comparaison directe.
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3.4 Résultats expérimentaux
La figure 3.12 présente l’effet d’une impulsion sonde infrarouge intense sur le
spectre UPS du quartz, sur un intervalle correspondant à la coupure du spectre à
haute énergie, et pour différents délais entre les deux impulsions. Lorsque l’impul-
sion infrarouge arrive après l’impulsion harmonique (délais positifs), on observe
un déplacement du spectre vers les hautes énergies. L’amplitude de ce déplace-
ment dépend de l’intensité et du délai.
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Fig. 3.12: Partie haute énergie du spectre UPS de SiO2, sans sonde IR (triangles),
avec une sonde IR à délai nul (carrés), et avec un délai positif de 12 ps (ronds).
Intensité de l’IR de l’ordre de 2 TW/cm2. La flèche représente l’énergie d’un photon
sonde. Les traits pleins correspondent aux résultats du modèle cinétique présenté
plus loin. Encart : spectre UPS sans sonde, et avec une sonde arrivant 200 fs avant
l’impulsion harmonique (délai négatif).
Quand les deux impulsions sont superposées temporellement, et avec l’intensité
infrarouge de 2 TW/cm2 utilisée pour les mesures présentées sur cette figure, ce
déplacement est d’environ 1.2 eV, et est donc voisin de l’énergie du photon in-
frarouge (~ω =1.57 eV). Lorsque l’impulsion harmonique arrive après l’impulsion
infrarouge, on observe un retour vers le spectre obtenu avec le faisceau harmo-
nique seul en moins de 200 fs (encart). Pour les délais positifs, cette relaxation est
beaucoup plus lente : elle se fait sur une échelle de temps de l’ordre de la dizaine
de picosecondes.
115
CHAPITRE 3. PHOTOÉMISSION RÉSOLUE EN TEMPS
0 20 40 60 80
0.00
0.02
0.04
Délai (ps)
El
ec
tro
n/
tir
0.15
0.30
0.4
0.6
E=36 eV
E=32 eV
E=30.8 eV
-300 -150 0 150 300
0.2
0.4
IR après UV
IR avant UV
E=37 eV
El
ec
tro
n/
tir
Délai en fs
Délais 
courts
(front de
montée)
Délais 
longs
Fig. 3.13: Evolution du signal de photoémission en fonction du délai pompe-sonde,
pour différentes énergies dans la coupure haute énergie du spectre UPS de SiO2. Les
courbes en traits pleins sur les graphes du bas ont été obtenus en utilisant le modèle
cinétique décrit plus loin. La courbe en trait plein sur le graphe du haut est un
simple fit.
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Etant donné l’intensité relativement faible du signal de photoémission obtenu, la
stabilité des différents paramètres expérimentaux était insuffisante pour mesurer
l’ensemble du spectre pour de nombreux délais. Pour étudier de façon plus précise
l’effet du délai, nous avons donc effectué des mesures à énergie fixée, pour une
douzaine d’énergies différentes entre 30 et 37 eV. Les résultats obtenus pour quatre
de ces énergies sont donnés sur la figure 3.13.
Le graphe du haut présente l’évolution du signal de photoémission à 37 eV pour les
délais courts : la disparition de l’effet pompe+sonde pour les délais négatifs se fait
un temps de l’ordre du temps d’intercorrélation entre les deux impulsions (≈85
fs), ce qui confirme la relaxation très rapide observée sur le spectre (encart de
la figure 3.12). Cette courbe met en évidence la très bonne résolution temporelle
obtenue dans cette expérience.
Les graphes du bas présentent l’évolution du signal pour les délais longs, à diffé-
rentes énergies. Pour des délais suffisamment grands, le signal de photoémission
mesuré est celui obtenu lorsque l’impulsion harmonique est seule. Côté délais né-
gatifs, on retrouve le front de montée très raide mis en évidence par les mesures
aux délais courts. Pour les délais positifs, la cinétique de disparition de l’effet
pompe+sonde est d’autant plus lente que l’énergie sondée est basse, passant d’un
temps caractéristique d’environ 10 ps à 36 eV à 60 ps à 30.8 eV.
Nous avons également mesuré le signal de photoémission à énergie donnée en
fonction de l’intensité de la sonde, pour un délai nul et une intensité du faisceau
harmonique fixée. La figure 3.14 présente un résultat typique, obtenu à 34 eV. Le
signal augmente linéairement avec l’intensité infrarouge entre 1 et 2 TW/cm2.
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Fig. 3.14: Signal de photoélectrons à 34 eV en fonction de l’intensité de l’impulsion
infrarouge, à intensité UV fixée et délai nul.
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Fig. 3.15: Comparaison des cinétiques mesurées avec des sondes à 400 et 790
nm, pour des énergies identiques ((a) et (b)), et décalées de l’énergie d’un photon
infrarouge (≈ 1.5 eV) (c). Le modèle cinétique reproduit bien le comportement
observé (b).
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Dans une seconde campagne de mesures, nous avons utilisé une sonde à 400 nm
(harmonique 2 du laser), au lieu d’une sonde infrarouge (790 nm). Les cinétiques
de relaxation ainsi obtenues à différentes énergies sont présentées sur la figure
3.15. Elles y sont comparées avec des cinétiques mesurées avec une sonde à 790
nm. On observe que la cinétique mesurée à une même énergie E est plus lente
lorsqu’on utilise une sonde à 400 nm qu’avec une sonde à 790 nm (graphes (a)
et (b)). En revanche, la cinétique mesurée avec la sonde à 790 nm à une énergie
E est identique à celle mesurée avec une sonde à 400 nm à l’énergie E+~ω, avec
~ω = 1.57eV , énergie du photon infrarouge (graphe (c)).
Nous avons uniquement observé les effets de l’impulsion sonde dans la partie haute
énergie du spectre UPS. Ils se produisent probablement aussi à plus basse énergie.
Aucune mesure ne peut cependant y être effectuée : du fait de son intensité élevée,
l’impulsion sonde induit un signal intense de photoélectrons, qui s’étend jusqu’à
environ 25 eV (Cf. figure 3.16), et sature les channeltrons. Nous avons toujours
utilisé des intensités de sonde telles que ce signal soit nul au delà de 30 eV, i.e.
dans l’intervalle où nous avons étudié les effets pompe-sonde.
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Fig. 3.16: Spectre de photoémission, uniquement dû à l’impulsion infrarouge uti-
lisée comme sonde, pour une intensité de l’ordre de 1.4 TW/cm2. La saturation du
spectromètre se produit lorsque chaque channeltron reçoit 1 électron par tir laser
(soit : 8 channeltrons × 20 Hz = 160 coups par seconde).
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3.5 Discussion des résultats
Tous les effets pompe-sonde présentés au paragraphe précédent peuvent s’expli-
quer par l’absorption successive d’un photon UV et d’un photon infrarouge par
les électrons de valence.
Si la probabilité d’absorption d’un photon sonde par des électrons de conduction
de quelques dizaines d’eV était de 1, le décalage du spectre à délai nul serait
égal à l’énergie ~ω de ce photon. Le décalage observé expérimentalement n’est
que très légèrement inférieure à ~ω : aux intensités élevées utilisées, la probabilité
d’absorption est donc proche de 1. Cette absorption se fait vraisemblablement par
collision électron-photon-phonon, mais les données expérimentales ne permettent
pas de conclure avec certitude sur ce point. Pour des intensité supérieures à 2
TW/cm2, nous avons observé un déplacement du spectre supérieur à ~ω, qui
s’accompagne alors d’une légère distorsion. Cet effet peut qualitativement s’ex-
pliquer par l’apparition d’une absorption à deux photons infrarouges ou plus,
avec une probabilité plus faible. La dépendance linéaire du signal avec l’intensité
de la sonde montre que ces effets à plusieurs photons sonde sont faibles pour des
intensités infrarouges comprises entre 1 et 2 TW/cm2.
La disparition de tout effet en un temps de l’ordre de la durée des impulsions pour
les délais négatifs s’explique naturellement par le fait que les électrons excités par
la pompe n’ont pas la possibilité d’absorber de photon supplémentaire lorsque
la sonde arrive la première. Comme nous l’avons vu en début de chapitre, les
cinétiques obtenues pour les délais positifs doivent permettre d’obtenir des infor-
mations sur la relaxation d’électrons de conduction énergétiques. Afin d’extraire
de ces mesures les paramètres caractéristiques de la relaxation, nous allons utiliser
un modèle cinétique simple, qui sera présenté au paragraphe suivant. Ce modèle
permettra notamment d’expliquer pourquoi la cinétique du signal pompe+sonde
est d’autant plus lente que l’énergie des électrons est basse.
Ce mécanisme à deux photons permet également de comprendre qualitativement
les différences entre les cinétiques mesurées avec des sondes à 400 et 790 nm. Lors-
qu’on mesure l’évolution avec le délai du signal de photoémission à une énergie
E , on sonde l’évolution temporelle de la population d’électrons à l’énergie E-~ω
avec la sonde à 790 nm, et à l’énergie E-2~ω avec la sonde 400 nm (Cf. figure
3.17, dessin du haut). La cinétique de relaxation étant d’autant plus lente que
l’énergie est basse, il est donc normal d’obtenir une cinétique plus lente avec la
sonde à 400 nm. Pour sonder la population d’électrons à la même énergie, et ainsi
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Fig. 3.17: Origine des différences entre les cinétiques mesurées avec des sondes à
790 et 400 nm.
obtenir les mêmes cinétiques, il faut effectuer la mesure à l’énergie E+~ω avec la
sonde à 400 nm (Cf. figure 3.17, dessin du bas).
3.6 Modèle cinétique
3.6.1 Situation en l’absence de sonde
Considérons tout d’abord le cas où seule l’impulsion harmonique excite le solide. A
l’instant t=0, elle injecte une population d’électrons dans la bande de conduction.
Nous nous intéressons ici à la distribution en énergie de ces électrons dans le
solide, entre E0=30 et E1=37 eV. Soient f(E, t) cette distribution, et N(t) =∫ E1
E0
f(E, t)dE la population d’électrons dans cet intervalle, au temps t après
l’excitation du solide. f(E, 0) est déterminée par la structure de bande du solide
(Cf. paragraphe 3.1.2). f(E, t) et N(t) évoluent ensuite dans le temps sous l’effet
de différents processus.
Tout d’abord, l’émission et l’absorption de phonons par ces électrons font évoluer
la forme de la fonction f(E, t), et, l’émission étant plus probable que l’absorption,
résultent en une perte d’énergie moyenne des électrons. Par ailleurs, l’amplitude
moyenne de f(E, t), et par conséquent la population N(t), décroissent dans le
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temps. Cette décroissance est notamment due aux collisions fortement inélas-
tiques que subissent ces électrons, qui induisent des pertes d’énergies supérieures
à la largeur de l’intervalle en énergie auquel nous nous intéressons : il s’agit par
exemple des collisions avec les électrons de valence, c’est-à-dire de l’ionisation par
impact. Elle est également due au fait que les électrons, excités au voisinage de
la surface, ont à tout instant une probabilité de sortir du solide, donnant ainsi un
signal de photoémission, et peuvent également diffuser vers l’intérieur du solide.
Nous négligeons dans ce modèle l’effet des collisions entre électrons de conduction
sur l’évolution f(E, t) : en effet, à partir de la profondeur de pénétration du rayon-
nement UV dans SiO2 (≈ 100 nm), du diamètre du faisceau , et du nombre de
photons par impulsion harmonique, on peut estimer la densité d’électrons excités
par cette impulsion à moins de 1015 cm−3.
Pour modéliser l’évolution temporelle de f(E, t), l’approche la plus simple est
d’utiliser l’équation de Fokker-Planck [9] :
∂f(E, t)
∂t
= W (E) · ∂f(E, t)
∂E
− A(E) · f(E, t) (3.4)
– W (E) est le taux de perte d’énergie dû à l’émission de phonons, en eV/s. Le
terme correspondant à W dans l’équation (3.4) a la même forme que les termes
convectifs dans une équation de transport de matière (∂ρ/∂t = vx · ∂ρ/∂x), et
décrit donc un ”mouvement” de f(E, t) vers les basses énergies.
– A(E) est le taux de perte de population, en s−1. Ce terme rend compte de tous
les mécanismes de perte de population évoqués ci-dessus.
Si nous supposons que la probabilité de sortir du solide est indépendante de
l’énergie et du temps, le signal de photoémission mesuré à l’énergie E est alors
proportionnel à :
S(E) =
∫
∞
0
f(E, t)dt. (3.5)
Sur la figure 3.18 (a), nous avons représenté la distribution f(E, t) calculée numé-
riquement à partir de l’équation (3.4) pour différents temps, dans le cas où A et
W sont indépendants de l’énergie. On observe un décalage progressif de f(E, t)
vers les basses énergies, dû au terme en W , et une perte de population due au
terme en A. En (b) sont comparés f(E, 0) et le spectre de photoémission S(E),
ce dernier étant déduit des résultats de la figure (a) par l’intégration (3.5). Le
décalage de S(E) vers les basses énergies par rapport à f(E, 0) est dû au fait que
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Fig. 3.18: (a) Evolution temporelle de f(E,t) pour A=1/40 ps−1 et W=55 meV/ps
(valeurs déduites de l’expérience, Cf. suite du paragraphe). Cette évolution tempo-
relle aboutit à un écart entre f(E,0) et le spectre de photoémission S(E), (b). f(E,0)
et S(E) ont été superposés en E=27 eV pour permettre une comparaison directe.
les électrons peuvent perdre de l’énergie entre le moment où ils sont injectés en
bande de conduction (t=0), et leur éventuelle sortie du solide. L’ordre de gran-
deur de ce décalage est donné par l’énergie W/A perdue par les électrons pendant
leur temps de vie 1/A.
3.6.2 Situation en présence d’une sonde
A présent, supposons que l’impulsion harmonique soit suivie avec un délai τ
d’une impulsion infrarouge/visible intense de fréquence ω. Les électrons excités
par la pompe et encore présents dans le solide lors de l’arrivée de cette seconde
impulsion peuvent absorber (probabilité α+) ou émettre (probabilité α−) des
photons d’énergie ~ω. La durée ∆t ≈ 60 fs de cette impulsion est petite devant
l’échelle de temps caractéristique de l’évolution de f(E, t), qui est de l’ordre
de la dizaine de ps d’après nos résultats expérimentaux. Dans ces conditions, on
peut considérer que l’absorption d’un photon sonde se traduit par une translation
instantanée de +~ω d’une fraction α+ de f(E, τ), et l’émission par une translation
de −~ω d’une fraction α− de f(E, τ). Ces deux processus sont donc décrits par
l’équation suivante :
f(E, τ+∆t) = (1−α+−α−) ·f(E, τ)+α+ ·f(E−~ω, τ)+α− ·f(E+~ω, τ) (3.6)
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f(E, t) continue ensuite à évoluer selon l’équation (3.4). Le spectre de photoé-
mission dépend à présent du délai entre les deux impulsions, et est proportionnel
à S(E, τ) =
∫
∞
0
f(E, t)dt.
Pour reproduire la forme du spectre S(E, 0) mesuré à délai nul, il est nécessaire
d’utiliser une probabilité d’absorption α+ proche de 1, et une probabilité d’émis-
sion α− ≪ 1. Pour simplifier, nous avons donc supposé α−=0. Le spectre S(E, 0)
de la figure 3.12 a été obtenu avec α+= 0.7.
La seconde observation expérimentale que doit reproduire ce modèle est la varia-
tion de cinétique du signal pompe+sonde avec l’énergie. Pour cela, une possibilité
consiste à poser W ≈ 0, et à utiliser un paramètre A(E) dépendant de l’énergie.
Les résultats expérimentaux impliquent dans ce cas une variation de A(E) d’un
facteur presque 10 sur un intervalle de 7 eV, ce qui est physiquement peu vrai-
semblable. Nous avons donc opté pour une autre hypothèse simplificatrice, qui
consiste à supposer A et W indépendants de l’énergie.
Sur la figure 3.19 (a), nous avons représenté l’effet de l’impulsion sonde sur f(E, τ)
lorsque α+ = 1 et α− = 0, pour τ = 20 ps, et pour des paramètres A et W
indépendants de l’énergie. On observe alors une translation de f(E, τ) de l’énergie
du photon sonde. La figure (b) présente l’effet qu’induit cette absorption au délai
τ = 20 ps sur le spectre de photoémission. Le décalage entre S(E, 20 ps) et le
spectre obtenu avec le faisceau harmonique seul S(E) est de l’ordre de 1.3 eV,
alors qu’il est de ~ω à délai nul. Il y a deux raisons à cela :
1. Bien que tous les électrons encore présents à t=20 ps aient absorbé un
photon sonde, ils représentent seulement une fraction de l’ordre de 1− Aτ
de la population initialement excitée par la pompe.
2. Ces électrons ont perdu une énergie de l’ordre de Wτ entre l’arrivée de la
pompe et celle de la sonde.
L’évolution du spectre de photoémission S(E, τ) avec τ est donc déterminée à la
fois par A et W.
Si W = 0, S(E, τ) varie exponentiellement avec τ , avec un temps caractéristique
1/A indépendant de l’énergie. Pour mieux cerner l’effet du terme enW , supposons
que la distribution f(E, 0) soit rigoureusement nulle au delà d’une énergie E0max.
Du fait de la perte d’énergie induite par W , l’énergie maximale des électrons au
temps τ est donnée par Emax(τ) ≈ E0max −Wτ . Ainsi, une sonde arrivant avec
un délai τ n’a plus aucun effet sur le signal de photoémission pour des énergies
E supérieures à Emax(τ) + ~ω. Puisque Emax(τ) décroît avec τ , la disparition du
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signal pompe+sonde prend d’autant plus de temps que E est faible : ainsi, en
décrivant la relaxation des électrons avec des paramètres A et W indépendants
de l’énergie, on peut tout de même expliquer la variation de cinétique du signal
pompe+sonde avec l’énergie, grâce à la perte d’énergie induite par W .
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Fig. 3.19: (a) Effet d’une sonde arrivant avec un délai τ = 20 ps sur la distribution
en énergie f(E, 20 ps), lorsque α+ = 1 et α− = 0. (b) effet induit par cette
absorption au temps τ sur le spectre de photoémission.
Nous avons utilisé ce modèle fondé sur les équations (3.4), (3.5) et (3.6) pour
extraire des données expérimentales les valeurs de A et W. Ceci passe par le calcul
numérique de f(E, t), ce qui nécessite de connaître les conditions initiales, c’est-à-
dire f(E, 0). Cette distribution n’est pas connue expérimentalement, puisque nous
disposons seulement du spectre S(E) (spectre sans sonde) et des données S(E,τ).
A et W sont par conséquent obtenus par une procédure itérative. Partant d’une
fonction f(E, 0) choisie de façon arbitraire, on détermine les valeurs de A et W
donnant le meilleur accord avec les cinétiques mesurées S(E, τ). Etant donné ces
deux valeurs, on détermine une nouvelle fonction f(E, 0), permettant d’obtenir
le meilleur accord avec le spectre S(E). A partir de cette fonction, on détermine
deux nouvelles valeurs de A et W, et ainsi de suite. Les courbes pleines des figures
3.12 et 3.13 présentent les résultats de cette opération, qui a fourni les valeurs
A=1/40 ps−1 et W=55 meV/ps.
Les cinétiques mesurées avec une sonde à 400 nm sont également bien reproduites
par ce jeu de paramètre. Pour les raisons que nous avons qualitativement présen-
tées au paragraphe 3.5, ce modèle reproduit notamment le fait que la cinétique
de relaxation mesurée à une énergie donnée est différente selon que l’on utilise
une sonde à 400 ou 790 nm (Cf. courbe en trait plein de la figure 3.15).
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3.7 Analyse et Conséquences physiques
3.7.1 Taux d’ionisation par impact
Comme nous l’avons vu, le facteur A évalué précédemment inclue tous les méca-
nismes possibles de perte de population, en particulier l’ionisation par impact : par
conséquent, le taux d’ionisation par impactWimp(E) pour des électrons d’environ
30 eV par rapport au bas de la bande de conduction est d’au plus un évènement
toutes les 40 ps.
Les taux d’ionisation par impact au voisinage du seuil sont mal connus dans les
isolants. Dans SiO2, ces taux ont été évalués expérimentalement à partir de la
mesure du signal de photoémission correspondant au pic Si2p d’un substrat de
silicium, en fonction de l’épaisseur d’une mince couche (<15 Å) de SiO2 déposée
sur ce substrat (technique de la ”surcouche”, décrite en début de chapitre) [10, 11].
Pour des électrons d’environ 20 eV par rapport au bas de la bande de conduction,
ces mesures ont donné un taux de l’ordre de 2 fs−1, qui est donc très largement
supérieure à celui nous avons obtenu. Cependant, le film mince de SiO2 déposé
sur le substrat de Si est amorphe, et comporte a priori une très grande densité
de défauts : ces caractéristiques structurales très différentes de celles du quartz
pourraient résulter en des taux de collision fortement inélastique beaucoup plus
élevés.
Examinons à présent valeur de Wimp(E) d’un point de vue théorique. Supposons
pour cela que la formule de Keldysh pour l’ionisation par impact, présentée au
chapitre 1, soit applicable pour SiO2 dans l’intervalle d’énergie où nos mesures
ont été effectuées. Cette formule est la suivante :
Wimp(E) = W0.(
ε0
ε
)2
m∗c
m
I2c · I2v
(1 + 2µ)3/2
(
E − ET
Eg
)2 (3.7)
W0 = (
e2
4πε0
)2
m
~3
= 4.14 · 1016 s−1
ET =
1 + 2µ
1 + µ
.Eg
µ =
m∗c
m∗v
Eg est la bande interdite, ET est le seuil d’ionisation par impact, et Ic et Iv sont
respectivement les valeurs au niveau du seuil ET des intégrales de recouvrement
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suivantes :
I(1c, 1′c) =
∫
maille
u∗1′c(~r) · u1c(~r) · d3~r (3.8)
I(2v, 2′c) =
∫
maille
u∗2′c(~r) · u2v(~r) · d3~r (3.9)
On remarque que ET < 2Eg, c’est-à-dire pour SiO2 ET < 18 eV. Pour E ≈ 30
eV, (E − ET )2/E2g est donc au minimum de l’ordre de 1. Sachant que (ε0/ε)2 ≈
0.25, et que m∗c/
[
m(1 + 2µ)3/2
] ≈ 1, la valeur de Wimp(E) obtenue dans notre
expérience implique que le préfacteur I2c · I2v doit être au plus de l’ordre de 10−6.
Une valeur aussi faible de ce produit d’intégrales de recouvrement est relativement
surprenante [12], mais seul un calcul numérique des fonctions d’onde électroniques
de SiO2 pourraient permettre de déterminer si cette estimation est raisonnable
ou non.
Cependant, pour établir la formule de Keldysh, les bandes de conduction et de
valence sont supposées paraboliques et isotropes sur un intervalle d’énergie de lar-
geur ET à partir de leur extremum. Rappelons que ces hypothèses sont nécessaires
pour effectuer analytiquement la sommation sur l’ensemble des états initiaux et
finaux décrivant une collision entre un électron de conduction dans un état donné
et un électron de valence dans un état quelconque. ET est au minimum égal à
Eg, c’est-à-dire supérieur à 9 eV dans SiO2 : il est clair que l’approximation de
bande parabolique n’est pas vérifiée sur un intervalle d’énergie aussi large. La
validité de la formule de Keldysh est donc incertaine dans ce solide, ainsi que
dans tout isolant. Un calcul numérique de la somme sur tous les états initiaux
et finaux, prenant en compte la structure de bande de façon plus précise, serait
donc souhaitable pour évaluer Wimp(E) et effectuer une comparaison avec notre
mesure.
3.7.2 Taux de perte d’énergie
Les taux de collision électron-phonon calculés à partir des hamiltoniens de Fröh-
lich et du potentiel de déformation, en supposant une structure de bande pa-
rabolique et sphérique, et en utilisant les paramètres proposés dans les réfé-
rences [11, 13], donnent un taux de perte d’énergie de l’ordre de plusieurs eV
par picoseconde pour un électron de conduction de 30 eV (Cf. chapitre 1, figure
1.6, page 20). Le taux de perte d’énergie que nous avons mesuré est donc plus
faible que cette estimation théorique de plus d’un ordre de grandeur. Il correspond
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à l’émission d’environ un phonon optique toutes les picosecondes. Il est difficile
de dire si un tel écart entre théorie et expérience peut être dû à l’utilisation de
modèles phénoménologiques pour calculer les taux de collision électron-phonon,
ou au fait que la structure de bande de SiO2 est mal prise en compte. Un cal-
cul numérique ab initio des taux de collision électron-phonon serait également
nécessaire afin de répondre à ces questions.
3.7.3 Conséquences pour le claquage optique en régime
femto- et picoseconde.
Bien que cette expérience de photoémission ait seulement fourni des informations
sur un intervalle d’énergie de l’ordre de 7 eV, la valeur supérieure obtenue pour
le taux d’ionisation par impact suggère que ce processus de relaxation est relati-
vement peu efficace dans SiO2. Cette valeur est nettement plus faible que celles
généralement admises dans les modèles de claquage optique par avalanche, qui
sont plutôt de l’ordre de quelques fs−1 (Cf. chapitre 2, modèle de Stuart et al).
Examinons les conséquences de ce résultat pour le mécanisme d’avalanche électro-
nique. Nous considérons donc un diélectrique excité par un champ laser intense.
Soit f(E, t) la distribution en énergie des électrons de conduction dans ce champ.
Le taux d’injection par avalanche (dN/dt)av est donné par la probabilité totale
qu’ont ces électrons de faire une ionisation par impact par unité de temps. Si
nous choisissons de normaliser f(E, t) à 1 (
∫
f(E, t).dE = 1), nous avons donc :
(dN/dt)av =
[∫
f(E, t).Wimp(E).dE
]
·N(t) (3.10)
Supposons que Wimp(E) soit inférieur à environ 0.1 ps−1, non seulement sur
l’intervalle d’énergie étudié ici (rappelons que A=0.025 ps−1), mais aussi sur tout
l’intervalle où f(E, t) 6= 0. Sachant que N(t) ≤ N , où N est la densité d’excitation
totale en fin d’impulsion, la relation (3.10) permet alors d’aboutir à l’inégalité
suivante après une intégration sur la durée τ de l’impulsion :
Nav
N
≤ 0.1τ (3.11)
où Nav est le nombre total d’électrons injectés par ionisation par impact, et τ est
exprimé en picosecondes. Ainsi, du fait de la faible valeur du taux d’ionisation
par impact, Nav représente au plus 10% de la densité d’excitation totale pour
une impulsion de 1 ps, et au plus 1% pour une impulsion de 100 fs. Il est clair
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qu’une véritable avalanche ne pourra éventuellement commencer à se développer
que lorsque τ ≫ 10 ps. L’évaluation du taux d’ionisation par impact Wimp(E)
obtenue ici permet donc de suggérer une explication aux résultats du chapitre 2
en terme de processus élémentaires dans la bande de conduction.
3.7.4 Lien avec la spectroscopie UPS
Du fait de la très bonne sensibilité de surface de la technique de photoémission,
bien établie pour tous les types de solide, on sait que la profondeur d’échappe-
ment λ(E) d’un électron de 30 eV dans SiO2 est inférieure à environ 100 Å (Cf.
paragraphe 3.1.2, page 103). Comme nous l’avons souligné en début de chapitre,
on considère généralement que cette faible valeur de λ(E) est due à de forts taux
de collisions fortement inélastiques des électrons dans les solides, c’est-à-dire que
λ(E) ≈ λi, où λi est le libre parcours moyen d’un électron pour les collisions
fortement inélastiques. Nos mesures suggèrent au contraire une forte différence
entre ces deux échelles de longueur : en effet, en un temps de 1/A=40 ps, un
électron de 30 eV parcourt une distance λi d’environ 130 µm.
Cette différence entre λ(E) et λi peut s’expliquer en supposant que les électrons se
dirigent vers la surface en suivant une marche aléatoire (mouvement diffusif), liée
à de fréquentes collisions élastiques (ou quasi-élastiques) qui changent la direction
de son vecteur vitesse [14]. Ce mouvement diffusif pourrait notamment être dû à
l’interaction avec les phonons acoustiques, qui implique de forts changements de
vecteur d’onde (Cf. chapitre 1). Cette interprétation pose cependant un problème
du point de vue quantitatif. En effet, on a dans ce cas λ(E) ≈ λi/
√
N , où N est
le nombre de collisions qu’a subi l’électron en 40 ps [15]. On obtient N ≈ 1.7 ·108,
d’où un taux de collision de l’ordre de 4 · 1018 s−1. Cette valeur est notablement
plus élevée que les taux de collision électron-phonon acoustique attendus dans
SiO2 pour des électrons de cette énergie [13, 16], et est peu plausible physique-
ment. De plus, bien que les phonons acoustiques aient une énergie plus faible que
les phonons optiques, un tel taux de collision entraînerait un très fort taux de
perte d’énergie, en contradiction avec nos mesures. Le mécanisme permettant de
réconcilier les faibles taux de collisions fortement inélastiques obtenus ici et les
faibles profondeurs d’échappement des photoélectrons n’est donc pas clairement
identifié.
Examinons néanmoins une autre conséquence des taux mesurés pour la spectro-
scopie UPS. Nous avons vu que les pertes d’énergie que peuvent subir les électrons
avant de sortir du solide résultent en une distorsion du spectre de photoémission
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S(E) par rapport à la distribution en énergie f(E, 0), qui porte l’information sur
la structure électronique du solide. A partir des équations (3.4) et (3.5) du modèle
cinétique, il est facile de montrer que ces deux fonctions sont liées par :
S(E) =
∫
f(E, t) · dt = f(E, 0)⊗ L(E) (3.12)
avec : L(E) = TF−1(
1
A+ iW · x)
En supposant que les taux A et W que nous avons mesurés sont valables sur
l’ensemble du spectre UPS S(E) de SiO2, on peut utiliser ce spectre, connu
expérimentalement, et la relation (3.12) pour calculer la distribution initiale en
énergie f(E, 0) résultant de l’excitation par un faisceau UV d’environ 40 eV.
Cette distribution est représentée sur la figure 3.20, où elle est comparée à S(E).
La fonction L(E) correspondante est représentée en encart. La largeur de cette
fonction est de l’ordre de W/A = 2.2 eV , ce qui est assez nettement supérieur
aux valeurs généralement admises en spectroscopie UPS, qui sont de l’ordre de
quelques centaines de meV (Cf. paragraphe 3.1.2, page 102).
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Fig. 3.20: Comparaison du spectre de photoémission S(E) mesuré dans l’UV sur
SiO2, et de la distribution initiale en énergief(E, 0) des électrons excités par le
rayonnement, pour les valeurs de A et W déduites de notre expérience. S(E) se
déduit de f(E, 0) par un produit de convolution avec la fonction L(E) représentée
en encart.
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3.8 Effets de charge d’espace
L’analyse du paragraphe précédent nous a montré que les ordres de grandeur des
taux de collision fournis par cette expérience de photoémission résolue en temps
sont relativement surprenants : ceci nous a amené chercher d’autres mécanismes
physiques susceptibles d’expliquer les effets observés. Nous présentons ici une
interprétation alternative en terme de charge d’espace, ainsi que les arguments
qui nous ont amené à rejeter cette interprétation.
Lorsque la pompe UV et la sonde IR excitent le solide, deux paquets d’électrons
se dirigent de la surface du solide vers le spectromètre (Cf. figure 3.21) : il s’agit
d’une part des photoélectrons excités par l’impulsion UV par absorption à un
photon depuis la bande de valence (paquet UV, dont le spectre correspond à
la courbe bleue de la figure 3.1, page 98), et d’autre part des photoélectrons
excités par l’impulsion infrarouge intense, par absorption multiphotonique depuis
la bande de valence (paquet IR, dont le spectre correspond à la courbe rouge de
la figure 3.1).
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 Distance initiale     VIR(t=0) . Délai
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Fig. 3.21: Schéma des paquets d’électrons et des trous créés par la pompe har-
monique (en bleu) et la sonde visible (en rouge), et des forces Ftrous et F e´lectrons
exercées sur le paquet UV pour les délais positifs (a) et négatifs (b).
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Si l’impulsion IR arrive après l’impulsion UV, le paquet d’électrons IR va accélérer
(dans le référentiel du spectromètre) le paquet UV par répulsion coulombienne, ce
qui se traduit par un déplacement du spectre de photoémission UV vers les plus
hautes énergies. Ce déplacement doit dépendre du délai, puisque ce dernier dé-
termine la distance séparant les deux paquets lorsqu’ils commencent à interagir.
Cet effet de répulsion coulombienne pourrait donc a priori expliquer les observa-
tions expérimentales précédemment décrites.Cependant, le départ des électrons
IR génère une distribution de charge positive à la surface du solide, de charge exac-
tement opposée à celle du paquet IR. La présence de ces trous devrait avoir deux
effets : atténuer le déplacement vers les hautes énergies induit par les électrons
IR pour les délais positifs, et induire un déplacement vers les basses énergies du
même ordre de grandeur pour les délais négatifs. Or, expérimentalement, aucun
effet de la sonde n’est observé pour les délais négatifs.
Afin de déterminer si ces interactions électrostatiques peuvent ou non expliquer
nos résultats expérimentaux, nous avons calculé numériquement les effets qu’elles
induisent sur le spectre des photoélectrons UV en fonction du délai, en utilisant
un modèle simple. Ce modèle a déjà été utilisé [17] pour simuler l’explosion cou-
lombienne d’un unique paquet d’électrons, plongé dans le champ électrostatique
d’extraction d’un spectromètre à temps de vol. Il avait alors permis d’expliquer
l’observation d’électrons d’une centaine d’eV dans les spectres de photoémission
de métaux excités par des lasers picosecondes visibles, et l’influence du champ
d’extraction sur ces spectres. Il s’agissait ici d’adapter ce modèle au cas de deux
paquets en interaction, et d’ajouter l’effet des trous.
3.8.1 Principe des simulations
Ces simulations consistent à résoudre numériquement l’équation de mouvement
à une dimension de quelques électrons des paquets UV et IR (typiquement 1
à 3 par paquet), appelés électrons test, sur leur trajet entre l’échantillon et le
spectromètre. On obtient ainsi la vitesse des électrons du paquet UV à l’entrée
du spectromètre, donc le spectre en énergie mesuré pour ce paquet. Pour résoudre
ces équations de mouvement, il est nécessaire de connaître les champs électriques
dus aux paquets UV et IR, ainsi que celui dû aux trous présents à la surface du
solide. Ces champs électriques sont calculés analytiquement, en supposant que
les paquets ont initialement une forme géométrique simple, et qu’ils gardent cette
forme simple au cours de leur mouvement. Les paquets sont alors caractérisés
par un nombre limité de paramètres géométriques (longueur et diamètre par
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exemple), qui évoluent dans le temps sous l’effet de la distribution initiale de
vitesse des électrons et d’une éventuelle explosion coulombienne du paquet. Les
valeurs instantanées de ces paramètres géométriques sont déduites des positions
relatives des électrons test du paquet, ce qui suppose un choix approprié de ces
électrons. Ce modèle est donc ”auto-cohérent” : le calcul des positions des électrons
test au temps t+dt nécessite celui des champs électriques, qui repose lui-même
sur le calcul de ces positions au temps t.
Deux versions de ce modèle sont présentées de façon plus détaillée dans l’annexe
F. Les résultats présentés dans la suite de ce paragraphe ont été obtenus en sup-
posant que le paquet IR est un cylindre uniformément chargé. Nous avons négligé
l’explosion coulombienne du paquet UV, en ne considérant qu’un seul électron
test pour ce paquet. En effet, si le nombre d’électrons générés par l’impulsion
harmonique était suffisant pour qu’une telle explosion se produise, une distorsion
importante du spectre UPS de SiO2 serait observée expérimentalement. Pour les
mêmes raisons, la charge positive induite dans le solide par cette impulsion est
négligée. Les phénomènes pris en compte dans les simulations présentées ici sont
donc les suivants :
– Les interactions électrostatiques entre les deux paquets d’électrons, et l’inter-
action de ces paquets avec les trous créés par l’impulsion IR.
– L’explosion coulombienne du paquet IR, due à sa charge élevée.
Le paquet IR est supposé être monocinétique à l’instant où il est émis du solide,
ce qui est a priori faux dans notre expérience. L’énergie initiale de translation des
électrons IR est arbitrairement fixée à Ec0(IR)=7 eV. Nous nous sommes assurés
que le choix de cette énergie a peu d’influence sur les résultats obtenues dès lors
que Ec0(UV)-Ec0(IR)&10 eV. En calculant l’énergie cinétique de l’électron test
du paquet UV au niveau du spectromètre pour des énergies cinétiques initiales
Ec0(UV) allant de 30 à 37 eV, on obtient l’effet des interactions électrostatiques
sur le spectre de photoémissionUV.
3.8.2 Résultats et discussion
Les résultats des simulations sont présentés sur les figures 3.22. et 3.23, où ils
sont comparés aux résultats expérimentaux. La première figure illustre les effets
des interactions électrostatiques sur le spectre de photoémission pour différents
délais. La seconde présente l’évolution correspondante du signal de photoémission
à énergie donnée avec le délai pour trois énergies dans le spectre.
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Fig. 3.22: Comparaison des spectres expérimentaux et des spectres obtenus par
les simulations de charge d’espace, pour deux délais (0 et - 100 ps). Les simulations
prévoient un décalage du spectre vers les basses énergies pour les délais négatifs,
essentiellement dû à l’interaction avec les trous. Ce décalage n’est pas observé ex-
périmentalement.
134
3.8. EFFETS DE CHARGE D’ESPACE
-20 -10 0 10 20
0,0
0,3
0,6
0,9
1,2
(c) E=36 eV
Délai (ps)
-60 -40 -20 0 20 40 60
0,3
0,6
0,9
1,2
 
(b) E=33.8 eV
-90 -60 -30 0 30 60 90
0,3
0,6
0,9
Si
gn
al
 d
e 
ph
ot
oé
le
ct
ro
ns
, n
or
m
al
is
é 
à 
1 
po
ur
 le
 d
él
ai
 0
(a) E=30.8 eV
Fig. 3.23: Comparaison de quelques cinétiques expérimentales avec celles obtenues
par le programme de simulation de charge d’espace. L’accord est bon pour les délais
positifs, et très mauvais pour les délais négatifs. Les lignes en tirets indiquent le
niveau de signal en l’absence de sonde IR. Remarquer que l’échelle de l’axe des
abscisses est différente pour chaque graphe.
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On constate que la répulsion entre les paquets d’électrons IR et UV se traduit
par un simple déplacement sans distorsion du spectre UPS, comme cela est ob-
servé expérimentalement (Cf. figure 3.22). La cinétique de relaxation du signal
de photoémission , ainsi que son évolution avec l’énergie cinétique des électrons,
sont également bien reproduites pour les délais positifs (Cf. figure 3.23). Ceci est
d’autant plus remarquable que le seul paramètre ajustable utilisé dans ces simu-
lations est la charge du paquet IR : il n’a aucune influence sur les cinétiques et
permet simplement de reproduire l’amplitude de l’effet. Ainsi, pour obtenir un
déplacement du spectre UPS de l’ordre de 1.5 eV, on doit supposer que le paquet
IR comporte environ 105 électrons. Expérimentalement, ce nombre d’électrons est
plutôt évalué à quelques 103, voire 104, mais cette estimation est entachée d’une
grande incertitude, car l’efficacité de transmission du spectromètre hémisphérique
est mal connue.
Ces effets de répulsion coulombienne sont néanmoins en totale contradiction avec
un certain nombre d’observations expérimentales :
1. Ils donnent une relaxation très lente pour les délais négatifs, sur un temps
de l’ordre de 10 à 20 ps (Cf. figure 3.23). Cette persistance d’un décalage
du spectre vers les hautes énergies pour les délais négatifs provient du fait
que Ec0(UV) >Ec0(IR) : lorsque le retard de l’impulsion UV par rapport
à l’impulsion IR n’est pas trop important, le paquet UV peut dépasser le
paquet IR, et à nouveau être accéléré par ce dernier.
2. Pour les grands délais négatifs (.- 20 ps), le paquet UV n’interagit quasi-
ment pas avec le paquet IR. Il subit en revanche une force attractive de la
part des trous induits par l’impulsion IR. Nos simulations prévoient donc un
déplacement du spectre de photoémission UV vers les basses énergies pour
ces délais (Cf. figure 3.22), alors qu’expérimentalement aucun effet de la
sonde n’est observé dès qu’un délai négatif de plus de 100 fs est introduit.
Ce décalage vers les basses énergies se traduit par le fait que le signal à
énergie donnée devient inférieur à celui obtenu sans sonde (Cf. figure 3.23,
E=30.8 eV notamment). La diffusion des trous dans le solide est bien trop
lente [18] pour expliquer cet écart entre expérience et simulation. Ceci in-
dique que la charge du paquet IR est en réalité plus faible que celle que
nous avons utilisée pour ces simulations. Si nous utilisons des valeurs telles
que cet effet de décalage négatif disparaisse, le décalage positif s’annule
également.
3. Ce modèle de répulsion coulombienne ne permet absolument pas de com-
prendre l’effet de l’énergie des photons sondes (400 nm / 790 nm) sur les
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cinétiques mesurées. Les seules différences entre les paquets d’électrons créés
par des sondes à 790 et 400 nm sont leur charge totale et leur distribution
en énergie. Les simulations montrent qu’aucun de ces paramètres ne permet
d’expliquer les différences de cinétiques observées.
Remarquons également que la vitesse initiale d’expansion radiale du paquet d’élec-
trons IR a été supposée nulle pour les calculs présentés ici. En utilisant un modèle
prenant en compte une vitesse radiale initiale non nulle, l’accord avec les courbes
de relaxation expérimentales pour les délais positifs est nettement moins bon, et
le déplacement du spectre pour les délais positifs est au plus de quelques dixièmes
d’eV, quelque soit la charge du paquet IR (Cf. annexe F).
L’ensemble de ces arguments nous amènent à la conclusion que les effets pompe-
sonde observés ne sont pas dus à la répulsion coulombienne entre les paquets
d’électrons émis par les impulsions infrarouge et UV.
3.9 Conclusions
Nous avons réalisé une expérience de photoémission résolue en temps sur SiO2 -
la première effectuée sur un isolant à notre connaissance-, en utilisant une har-
monique d’ordre élevé (H25, 39.25 eV) d’un laser Ti-Sa comme impulsion pompe.
Alors que la meilleure résolution temporelle obtenue auparavant dans les expé-
riences de photoémission résolues en temps avec des photons VUV était de l’ordre
de 600 fs [19], elle est ici d’environ 100 fs. Un effet qui peut s’interpréter comme
résultant de l’absorption successive par les électrons de valence d’un photon UV
puis d’un photon sonde infrarouge a été observé. L’évolution avec le délai pompe-
sonde du signal de photoémission dû à cette absorption séquentielle nous a permis
d’étudier la cinétique de relaxation d’électrons d’environ 30 eV par rapport au bas
de la bande de conduction. Nous avons notamment obtenu une valeur supérieure
égale à un évènement toutes les 40 ps pour le taux d’ionisation par impact dans
cette gamme d’énergie.
Ce taux d’ionisation par impact est nettement plus faible que ceux généralement
utilisés dans les modèles de claquage optique par avalanche, qui sont plutôt de
l’ordre de quelques fs−1 (Cf. chapitre 2, paragraphe 2.7). Il est trop faible pour
permettre à une avalanche électronique de se développer lorsque le solide est excité
par une impulsion laser intense de moins de quelques dizaines de picosecondes,
et cela même si de nombreux électrons de conduction acquièrent une énergie
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cinétique dans le champ laser supérieure au seuil d’ionisation par impact ET .
Cette mesure suggère donc une explication microscopique aux résultats présentés
au chapitre 2, où nous avons démontré l’absence d’avalanche électronique lors du
claquage optique en régime femto- et picoseconde.
Les ordres de grandeur obtenus pour les différents taux de collision sont néan-
moins surprenants, notamment en raison des conséquences qui en découlent pour
la spectroscopie UPS. Nous avons donc cherché à vérifier si les effets observés
peuvent ou non s’expliquer par la répulsion coulombienne entre les paquets de
photoélectrons générés par les impulsions pompe et sonde. Bien que ce mécanisme
reproduise de façon relativement satisfaisante les cinétiques mesurées lorsque l’im-
pulsion UV arrive avant l’impulsion infrarouge, il ne permet pas d’interpréter
un certain nombre d’observations expérimentales importantes : nous privilégions
donc la première interprétation proposée. Cependant, il est clair que des expé-
riences complémentaires seront nécessaires pour valider définitivement cette in-
terprétation. Un test très direct consisterait à utiliser une caméra à balayage de
fente pour mesurer la durée du signal de photoélectrons émis par un échantillon
de SiO2 excité par une impulsion UV femtoseconde : d’après l’interprétation pro-
posée ici, cette durée devrait être de l’ordre de la dizaine de picoseconde. Au
contraire, elle devrait être de l’ordre de la durée de l’impulsion excitatrice si le
taux d’ionisation par impact est de quelques fs−1, comme cela est généralement
admis.
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Conclusions générales et
perspectives
Deux questions sont à élucider pour une compréhension complète du claquage
optique intrinsèque des solides diélectriques :
1- Quels sont les processus non-linéaires qui permettent la création d’une excita-
tion électronique lorsque l’énergie des photons est inférieure à la bande interdite
du solide ?
2- Comment l’excitation électronique ainsi engendrée aboutit-elle à une destruc-
tion du solide ?
Des mesures de densité d’excitation par interférométrie fréquentielle nous ont per-
mis d’apporter une réponse expérimentale très directe à la première de ces deux
questions, dans le cas d’impulsions femto- et picosecondes situées dans le proche
infrarouge : l’excitation électronique est entièrement due à l’absorption multipho-
tonique par les électrons de valence. Nous avons ainsi clairement démontré que le
claquage optique induit par ce type d’impulsion n’est pas associé à une avalanche
électronique. Une expérience de photoémission résolue en temps réalisée sur SiO2,
utilisant une impulsion UV (≈ 40 eV ) femtoseconde comme pompe, nous a per-
mis de proposer une explication à ce résultat en terme de processus élémentaires
dans la bande de conduction : les taux d’ionisation par impact d’électrons de
quelques dizaines d’eV dans les isolants sont trop faibles pour permettre à une
avalanche de se développer dès lors que l’impulsion laser fait moins de quelques
dizaines de picosecondes.
Ces mesures ne permettent cependant pas de répondre à la deuxième question po-
sée. D’autres types d’expériences doivent être envisagés à cette fin. Nous avons par
exemple tenté de mesurer l’élévation de température induite par le laser, au moyen
de thermocouples de très petites dimensions (de l’ordre de 10 µm×10 µm) dépo-
sés à la surface d’un diélectrique par des techniques de micro-électronique [1, 2] :
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nous espérions ainsi déterminer si l’endommagement du solide est dû à une fusion
ou à une vaporisation locale. Cette expérience n’a pas donné de résultats clairs,
et sera renouvelée prochainement. Des informations peuvent probablement être
obtenues en étudiant les caractéristiques des particules émises lors du claquage
(atomes, ions, molécules), par exemple en mesurant leur spectre en énergie. Des
mesures de ce type ont montré que l’ablation d’Al2O3 par des impulsions UV
(248 nm) nanosecondes n’est pas due à une vaporisation, mais à un processus
purement électronique [3] (rupture de liaisons covalentes par exemple). Des me-
sures pompe-sonde sont également envisageables. Des expériences de diffraction
de Bragg résolues en temps, avec une résolution temporelle sub-picoseconde, sont
notamment réalisées depuis peu par quelques équipes [4–7] : cette nouvelle tech-
nique donne accès à la dynamique ultra-rapide des ions d’un solide excité par
une impulsion laser intense, et pourrait donc permettre de comprendre comment
la création d’une excitation électronique dans un diélectrique peut amener à une
perte de cohésion du réseau. Nous pensons qu’il est nécessaire de répondre à cette
question pour expliquer l’évolution du seuil de dommage avec les paramètres laser,
tel que la durée d’impulsion.
Pour finir, voyons quelques idées plus précises d’expériences qui pourraient consti-
tuer un prolongement direct de ce travail de thèse.
Nous avons vu que les effets d’absorption non-linéaire de la pompe compliquent
notablement l’analyse des mesures d’interférométrie fréquentielle à haute inten-
sité. Une mesure résolue en temps de la réflectivité du solide excité permettrait
de ne sonder que la surface, et ainsi de s’affranchir de ces effets. En mesurant
le coefficient de réflexion de la sonde en fonction de l’intensité de pompe, une
loi d’injection multiphotonique devrait être mise en évidence de façon plus di-
recte, jusqu’à une intensité telle que la densité critique Nc(ωp) soit atteinte en
surface. Cette expérience peut également être réalisée en utilisant un continuum
de lumière blanche comme sonde [8]. En mesurant la réflectivité en fonction de
la fréquence sur l’ensemble du spectre de cette sonde, on pourrait ainsi suivre
l’évolution de la fréquence plasma ωpl de gaz d’électrons avec l’intensité, ce qui
donnerait directement l’évolution de la densité en surface (ωpl ∝
√
N).
Il serait très intéressant d’effectuer ces mesures de densité électronique (par in-
terférométrie ou par mesure de réflectivité) pour des photons pompes d’énergie
beaucoup plus faible. En effet, l’absorption multiphotonique par les électrons de
valence nécessite des intensités d’autant plus élevées que l’ordre n de la transi-
tion est grand. A l’opposé, l’absorption de photons par les électrons de conduction
est d’autant plus forte que la longueur d’onde est grande. En utilisant des pho-
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tons pompe d’énergie suffisamment faible, on devrait donc finir par observer une
prédominance du mécanisme d’avalanche électronique sur l’absorption multipho-
tonique.
Pour ce qui est de la photoémission résolue en temps, une expérience complémen-
taire de celle présentée ici consisterait à utiliser le faisceau fondamental comme
pompe et le faisceau harmonique comme sonde (Cf. figure 3.24). En pratique, il
suffit pour cela d’inverser l’ordre d’arrivée des deux impulsions. L’impulsion UV
agit alors sur un solide contenant des électrons préalablement injectés en bas de
bande de conduction par l’impulsion infrarouge : on mesure ainsi le spectre UPS
du solide excité, avec une résolution temporelle permettant de suivre la relaxa-
tion de ces électrons de conduction [9]. Ces mesures devraient permettre d’obtenir
des informations sur le couplage électron-phonon en bas de bande. Ces informa-
tions sont également importantes pour la compréhension du claquage optique,
car ce couplage détermine le chauffage des électrons dans le champ laser, que les
expériences présentées ici ne nous ont pas permis d’étudier.
Lors de l’expérience de photoémission, nous avons tenté de réaliser ce type de
mesure : nous n’avons pu détecter aucun signal correspondant à cette absorption
séquentielle de n photons infrarouge et d’un photon UV, vraisemblablement parce
que le rapport signal sur bruit était trop faible, impliquant des temps d’acquisition
prohibitifs de plusieurs heures. Les prochaines mesures de photoémission résolues
en temps seront réalisées avec un taux de répétition de 1 kilohertz, au lieu des 20
Hz utilisés ici, ce qui devrait permettre d’obtenir un signal mesurable.
143
CONCLUSIONS GÉNÉRALES ET PERSPECTIVES
t
Supérieur à
10-15 eV
< 60 fs
Bande de valence
Bande de conduction
Spectre de
Photoémission
Gap
t0    <  t1 <  t2 <   t3
Pompe + 
sonde
Sonde
1.5 eV
60 fs
Pompe
5 à 10 eV
En
erg
ie 
cin
éti
qu
e
t = 0
Fig. 3.24: Principe de l’expérience de photoémission ré solue en temps, lorsque
l’impulsion visible/infrarouge est utilisée comme pompe et l’impulsion UV comme
sonde. Le signal pompe IR +sonde UV est schématisé pour 4 délais t0 = 0, t1, t2,
et t3. On peut ainsi suivre la relaxation des électrons en bas de bande de conduc-
tion. Pour simplifier ce schéma, les éventuelles collisions subies par l’électron entre
l’absorption du photon UV et la sortie du solide ne sont pas repré sentées.
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Annexe A
Variation de vitesse de groupe et
déphasage
Dans la présentation de l’interférométrie fréquentielle effectuée au chapitre 2,
nous avons vu qu’un décalage des franges d’interférences est obtenu lorsqu’une
impulsion pompe modifie les propriétés optiques du milieu entre le passage de la
référence et de la sonde. Ce décalage est entièrement déterminé par une quantité
∆Φ appelée déphasage, dont nous avons établi l’expression :
∆Φ =
2πL
λs
Re(∆n) (A.1)
Le décalage des franges dépend donc uniquement de la variation de vitesse de
phase Vϕ de la sonde.
Cependant, lors de cette présentation, nous n’avons pas tenu compte du fait
qu’en modifiant l’indice du milieu, la pompe modifie la relation de dispersion de
la lumière, et par conséquent la vitesse de groupe Vg de la sonde. Du fait de cette
variation de vitesse de groupe, le temps séparant les deux impulsions jumelles se
trouve modifié d’une quantité δ∆t, qui est certes très faible, mais qui change
l’interfrange des interférences spectrales. Nous allons voir que ce changement
d’interfrange se traduit le plus souvent par un simple décalage des franges. Ceci
semble impliquer que le décalage des franges ne dépend pas uniquement de la
variation de vitesse de phase.
Dans cette annexe, nous allons prendre en compte de façon rigoureuse la variation
de vitesse de groupe, et montrer que l’interférométrie fréquentielle permet bien
d’accéder à la variation de vitesse de phase. Pour alléger les notations, nous
négligeons la variation de transmission du milieu induite par la pompe (facteur T
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dans les équations du chapitre 2), et nous supposons que les impulsions jumelles
ont une phase relative nulle en l’absence de pompe.
La largeur spectrale ∆ω des impulsions jumelles est généralement petite devant
leur fréquence centrale ωs. On peut donc effectuer un développement limité de la
relation de dispersion du milieu autour de ks = n(ωs).ωs/c :
ω = ks +
∂ω
∂k
.(k − ks) (A.2)
Rappelons que Vϕ et Vg sont définies par :
Vϕ =
ωs
ks
(A.3)
Vg =
∂ω
∂k
(k = ks) (A.4)
Ecrivons le champ E1(t, z) de l’impulsion de référence à l’entrée du milieu étudié
(z=0) sous la forme :
E1(t, 0) = e
−iωst.E0(t) (A.5)
où E0(t) est l’enveloppe de l’impulsion. Il est bien connu que le champ E1(t, L)
en sortie de milieu, de longueur L, est alors donné par :
E1(t, L) = e
−iωs(t−L/Vϕ).E0(t− L/Vg) (A.6)
Le champ E2(t, L) de la sonde en sortie de milieu est quant à lui donné par :
E2(t, L) = e
−iωs(t−∆t−L/V ′ϕ).E0(t−∆t− L/V ′g ) (A.7)
où V ′ϕet V
′
g désignent les nouvelles valeurs des vitesses de phase et de groupe
après le passage de la pompe, à l’instant où la sonde traverse le milieu. Posons
∆( 1
Vg
) = 1/V ′g − 1/Vg et ∆( 1Vϕ ) = 1/V ′ϕ− 1/Vϕ. En utilisant ces deux expressions,
E2(t, L) peut s’exprimer en fonction de E1(t, L) :
E2(t, L) = e
iLωs∆(
1
Vϕ
)
.e
−iL.ωs∆(
1
Vg
)
.E1(t−∆t− L∆( 1
Vg
), L)
= ei∆Φ.e
−iL.ωs.∆(
1
Vg
)
.E1(t−∆t− L.∆( 1
Vg
), L) (A.8)
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Définissons ∆Φ′ et ∆t
′
par :
∆Φ′ = ∆Φ− Lωs∆( 1
Vg
) (A.9)
∆t
′
= ∆t+ L∆(
1
Vg
) (A.10)
Remarquons que cette expression de E2(t, L) est différente de celle utilisée dans
l’équation (2.6) du chapitre 2, obtenue en négligeant l’influence de la vitesse de
groupe. Cette expression était en effet a suivante :
E2(t, L) = e
i∆Φ.E1(t−∆t, L) (A.11)
L’amplitude I(ω) du spectre des impulsions jumelles est à présent donnée par :
I(ω) = 2.I1(ω).(1 + cos(ω.∆t
′ +∆Φ′)) (A.12)
avec I1(ω) = |TF (E1)|2. Suite aux modifications des propriétés optiques par
la pompe, l’interfrange est donc modifié d’une quantité qui dépend ∆( 1
Vg
), et
la position des franges, qui est déterminée par ∆Φ′, dépend non seulement de
∆( 1
Vϕ
) mais aussi de ∆( 1
Vg
). Soulignons que le terme en ∆( 1
Vg
) dans ∆Φ′ peut
être de même ordre que ∆Φ : par exemple, pour un plasma sous-critique de
suffisamment faible densité (ωpl ≪ ωs), où l’on néglige les collisions, on peut
montrer que ∆(1/Vg) = −∆(1/Vϕ). Comme nous allons à présent le démontrer,
les effets simultanés de ∆( 1
Vg
) sur l’interfrange et sur la position des franges vont
heureusement se compenser.
On peut le voir simplement de la façon suivante. Si ∆ω(∆t′ − ∆t) ≪ 2π (i.e. si
la variation d’écart temporel induit par la pompe est petite devant la durée des
impulsions), on peut écrire :
I(ω) ≈ 2.I1(ω).(1 + cos(ω∆t+ ωs(∆t′ −∆t) + ∆Φ′))
= 2.I1(ω).(1 + cos(ω∆t+∆Φ)) (A.13)
Dans ce cas, la variation d’interfrange se traduit par un simple décalage des
franges dans l’intervalle de fréquence où I(ω) est non-nul (cet intervalle est dé-
terminé par I1(ω)). Ce décalage compense exactement le terme en ∆( 1Vg ) de ∆Φ
′.
On retrouve donc bien que le décalage des franges est uniquement fixé par la
variation de vitesse de phase.
Démontrons de façon plus générale et plus mathématique que la variation de
vitesse de groupe n’a aucune influence sur la quantité mesurée en interférométrie
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fréquentielle. Effectuons pour cela la transformée de Fourier inverse de I(ω). Nous
posons G1(t) = TF−1(I1(ω)) : cette fonction a une largeur de l’ordre de τ , durée
des impulsions jumelles. On a :
TF−1(I(ω)) = G(t) = 2.G1(t) +G1(t−∆t′).ei∆Φ′ +G1(t+∆t′).e−i∆Φ′ (A.14)
G(t) est composée de trois pics d’une largeur de l’ordre de τ , séparés de ∆t′.
Expérimentalement, la quantité mesurée est définie comme étant la phase de
G(t) en t = ∆t. Si ∆t≫ τ et ∆t+∆t′ ≫ τ , on a :
G1(∆t) ≈ 0 G1(∆t+∆t′) ≈ 0 (A.15)
donc :
G(∆t) ≈ G1(∆t−∆t′).ei∆Φ′ (A.16)
Il s’agit donc à présent de déterminer la phase du terme G1(∆t−∆t′). La fonction
I1(ω) est une fonction réelle, centrée sur la fréquence ωs (par définition de ωs).
On a donc :
I1(ω) = I0(ω)⊗ δ(ω − ωs) (A.17)
où I0(ω) est une fonction réelle centrée sur ω = 0. On en déduit :
G1(t) = e
−iωst ·G0(t) (A.18)
avec G0(t) = TF−1(I0(ω)). Si, et seulement si, la fonction I0(ω) est paire (i.e.
si I1(ωs + ∆ω) = I1(ωs − ∆ω), ∀ ∆ω), G0(t) est réelle, et la phase de G1(t) est
fixée par le terme e−iωst. Dans ces conditions, la phase de G(∆t) est finalement
donnée par :
ϕ = ∆Φ′ − ωs(∆t−∆t′)
=
∆n(ωs).ωs
c
L (A.19)
= ∆Φ
La quantité mesurée expérimentalement dépend donc bien uniquement de la va-
riation de vitesse de phase, à condition cependant que l’enveloppe I1(ω) du spectre
des impulsions jumelles soit symétrique par rapport à la fréquence centrale ωs.
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Annexe B
Approximation WKB
B.1 Présentation de l’approximation
Considérons un onde électromagnétique de fréquence ω, dont le champ électrique
est polarisé linéairement selon Ox, se propageant selon la direction Oz dans un mi-
lieu inhomogène selon cette direction. Ce milieu est caractérisé par une constante
diélectrique ε(ω, z) qui dépend de la position, mais que nous supposons ne pas
dépendre du temps. On peut alors poser Ex(t) = E(z) · eiωt. L’équation d’onde
pour E(z) est :
d2E
dz2
+
ω2
c2
· ε(ω, z) · E = 0 (B.1)
Ecrivons le champ E(z) sous la forme :
E(z) = E0(z) · exp
[
iω
c
∫ z
0
Ψ(z′).dz′
]
(B.2)
En remplaçant E(z) par cette expression dans l’équation (B.1), on obtient :
E ′′0 +
2iω
c
ΨE ′0 −
ω2
c2
Ψ2E0 +
iω
c
Ψ′E0 +
ω2
c2
εE0 = 0 (B.3)
Supposons que E0(z) et Ψ(z′) soient des fonctions lentement variables de z :
au premier ordre, on peut alors négliger toutes les dérivées dans cette équation.
Nous verrons les conditions de validité de cette approximation, appelée WKB
(Wentzel-Kramers-Brillouin, 1927) [1]. On déduit alors directement de l’équation
(B.3) :
Ψ =
√
ε(ω, z) (B.4)
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Pour déterminer E0(z), nous allons à présent à l’ordre suivant, en prenant en
compte les dérivées premières dans l’équation (B.3). Ψ étant donné par l’expres-
sion (B.4), on obtient ainsi :
2ΨE ′0 +Ψ
′E0 = 0 (B.5)
La solution de cette équation est donnée par :
E0 =
A√
Ψ
(B.6)
En substituant (B.4) et (B.6) dans (B.2), on obtient :
E(z) =
EL
ε1/4
· exp
[
iω
c
∫ z
0
√
ε(ω, z′).dz′
]
(B.7)
où EL est le champ en z = 0. Posons :
√
ε(ω, z) = n(ω, z) (B.8)
= nr + i · ni
n(ω, z) est l’indice complexe du milieu au point z. On a alors :
E(z) =
EL
ε1/4
· exp
[
−ω
c
∫ z
0
ni(ω, z
′).dz′
]
· exp
[
iω
c
∫ z
0
nr(ω, z
′).dz′
]
(B.9)
Ainsi, la phase du champ est donnée par Φ = (ω/c)·∫ z
0
nr(ω, z
′).dz′, ce qui justifie
l’expression (2.26) utilisée pour le déphasage ∆Φ dans le chapitre 2 :
∆Φ =
2π
λvide
∫
∞
0
(Re [n(z)]− n1).dz (B.10)
Remarquons que si nr est indépendant de z, on retrouve l’expression bien connue
pour la phase du champ dans un milieu homogène : Φ = (nrω/c) · z.
Par ailleurs, l’intensité lumineuse I est donnée par la norme du vecteur de Poyn-
ting :
I = ε0c · nrE2 (B.11)
En faisant l’approximation que nr ≫ ni, on a ε1/4 ≈ √nr dans l’équation (B.9),
d’où :
I = ε0c · EL · exp
[
−2ω
c
∫ z
0
ni(ω, z
′).dz′
]
(B.12)
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Par conséquent :
∂I
∂z
= −2ω
c
· ni(ω, z) · I (B.13)
ce qui justifie l’expression utilisée pour décrire l’absorption par les électrons de
conduction dans l’équation (2.29) du chapitre 2 :
∂I
∂z
= −α(N) · I , α(N) = 2ω
c
.Im(n) (B.14)
Voyons à présent les conditions de validité de ces expressions. Pour que l’équation
(B.5) soit justifiée, il est nécessaire que le terme E ′′0 vérifie :
E ′′0 ≪
ω
c
Ψ′E0 ,
ω
c
ΨE ′0 (B.15)
Pour cela, il suffit que [1] :
E ′0 ≪ kE0 (B.16)
avec k(z) = n(z) · ω/c = Ψ(z) · ω/c. En utilisant l’expression E0 = EL/ε1/4, on
en déduit :
λ · ∂ε
∂z
≪ 8π · ε (B.17)
avec λ = 2π/k(z). Ainsi, l’approximation WKB revient à supposer que la varia-
tion relative de constante diélectrique est faible à l’échelle de la longueur d’onde
locale dans le milieu. Autrement dit, les propriétés optiques du milieu doivent
varier lentement à l’échelle de cette longueur d’onde. Remarquons que dans un
gaz d’électrons libres, cette approximation cesse nécessairement d’être valable au
voisinage de la densité critique, car on a alors ε→ 0 et λ→∞.
B.2 Calcul de ∆Φ au-delà de l’approximation WKB
Comme nous l’avons souligné dans le chapitre 2, à haute intensité, de très fortes
variations de densité d’excitation, donc de constante diélectrique, se produisent à
l’échelle de la longueur d’onde (sonde ou pompe) au voisinage de la surface. A ces
intensités, l’approximation WKB, sur laquelle est fondé le modèle présenté dans
le chapitre 2, n’est donc a priori plus valable, ni pour le calcul de l’absorption
de la pompe (équation (B.14)), ni pour le calcul du déphasage ∆Φ de la sonde
(équation (B.10)).
Afin d’évaluer l’erreur faite en continuant à utiliser l’équation (B.10) pour calculer
∆Φ à haute intensité, nous avons calculé le champ électrique E(z) de la sonde
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entre z = 0 et z > L (L longueur du milieu excité), en résolvant numériquement
l’équation d’onde (B.1). ∆Φ est alors obtenu en calculant la phase du rapport :
α =
E(z)
exp(ik1z)
(B.18)
pour z > L (i.e. après le milieu excité), avec k1 = n1ω/c, où n1 est l’indice du
solide non-excité. Pour que cela soit correct, E(z) doit correspondre à une onde
se propageant de z = 0 vers z > 0, et être égal à A exp(ik1z) lorsque le milieu
sondé n’est pas du tout excité. La détermination des conditions aux limites sur
E et ∂E/∂z permettant de sélectionner ce type de solution de l’équation (B.1)
parmi toutes les solutions possibles est délicate.
Voici comment nous avons procédé pour contourner ce problème. A basse inten-
sité, lorsque le milieu excité n’est que faiblement inhomogène, on sait que E(z) est
donné par l’équation (B.7), et on peut donc prendre pour conditions aux limites :
E(z = 0) =
EL
ε1/4
(B.19)
∂E
∂z
(z = 0) = i
ω
√
ε(z = 0)
c
E(z = 0) (B.20)
avec une valeur arbitraire de EL. A haute intensité, lorsque l’approximation WKB
n’est plus valable, la solution de l’équation (B.1) n’est plus donnée par (B.7), et
ces conditions aux limites ne sont donc plus les bonnes. Nous avons néanmoins
continué à les utiliser : la solution E(z) obtenue correspond de ce fait à la su-
perposition d’une onde se propageant de z = 0 vers z > 0, et d’une onde se
propageant en sens inverse. En sortie de milieu excité (z > L), le champ E(z)
s’écrit donc :
E(z) = A exp(ik1z + i∆Φ) +B exp(−ik1z + i∆Φ′) (B.21)
et le rapport α devient :
α = A exp(i∆Φ) +B exp(−i2k1z + i∆Φ′) (B.22)
En moyennant α sur une demi longueur d’onde, on obtient 〈α〉 = A exp(i∆Φ),
ce qui permet d’obtenir ∆Φ. Remarquons qu’au lieu d’utiliser ce rapport α, on
peut également calculer la transformée de Fourier E˜(k) de la fonction E(z), en se
restreignant à z > L. ∆Φ est alors donnée par la phase de E˜(k) en k1 = n1ω/c.
Sur la figure B.1, la courbe ∆Φ(I) obtenue dans l’approximation WKB est com-
parée à celle obtenue en calculant le champ E(z) de la sonde selon la méthode
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présentée ici, dans le cas d’Al2O3 (valeurs de ωc et de σ6 données dans le cha-
pitre 2). Le déphasage à la transmission n’est pas pris en compte. On constate que
l’écart entre le deux courbes est toujours inférieur à 0.1 radian : il est donc raison-
nable de continuer à utiliser l’équation (B.10) lorsque le milieu devient fortement
inhomogène.
0 1x10
 
2x10
 
0,0
0,5
1,0
1,5
 Calcul du champ de la sonde
 Approximation WKB
Intensité (W/cm

)
-
∆ϕ
(ra
d)
Fig. B.1: Comparaison de la courbe ∆Φ(I) obtenue dans l’approximation WKB
avec celle obtenue en calculant numériquement le champ de la sonde. Dans les deux
cas, le profil de densité est calculé en utilisant le modèle présenté dans le chapitre 2
pour l’absorption de la pompe (valable dans l’approximation WKB).
Il serait également intéressant de calculer l’absorption de la pompe sans se placer
dans l’approximation WKB, de façon à évaluer l’erreur commise sur les pro-
fils d’excitation N(z) à haute intensité. Ce calcul est cependant plus complexe,
puisque l’évolution temporelle de la constante diélectrique doit cette fois-ci im-
pérativement être prise en compte.
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Annexe C
Simulation numérique de
l’absorption
Nous décrivons ici le programme de calcul du déphasage en fonction de l’intensité
crête de l’impulsion pompe, prenant en compte l’absorption non-linéaire de cette
impulsion via le modèle présenté au chapitre 2. Ce calcul s’est avéré constituer un
problème relativement complexe d’analyse numérique, ce qui justifie la présenta-
tion de la méthode mise au point pour le résoudre. Il s’agissait essentiellement de
réduire au maximum le temps de calcul, de façon à pouvoir effectuer des fits des
résultats expérimentaux en des temps raisonnables.
La géométrie du système physique est rappelée sur la figure C.1. Pour simplifier
les notations, nous supposons ici que le faisceau pompe arrive avec une incidence
nulle sur le diélectrique, mais nous tenons compte de l’angle non-nul entre les
faisceaux pompe et sonde.
Nous souhaitions calculer le déphasage ∆Φ(I0) pour quelques dizaines d’intensités
crêtes I0. Dans l’approximation WKB, ∆Φ est donné par :
∆Φ =
2π
λs
∫
∞
0
(Re [n(l)]− n1).dl (C.1)
où l est l’abscisse selon un axe parallèle à la sonde. n(l) est une fonction de la den-
sité d’excitation locale N(l). L’angle entre les faisceaux pompe et sonde étant non
nul, le calcul de ∆Φ nécessite de déterminer N en fonction des coordonnées z et
x. Cette densité d’excitation s’obtient en résolvant un système de deux équations
différentielles couplées, à deux variables, le temps t et la direction de propagation
de l’impulsion z. Ce système d’équation a été présenté au chapitre 2. Rappelons
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Sonde
Pompe, profil gaussien
O
ℓz
x
Diélectrique
qq 10 µm
Fig. C.1: Géométrie typique de l’expérience de mesure de déphasage en fonction de
l’intensité de l’impulsion pompe (pour simplifier, la pompe est ici supposée arriver
en incidence normale).
qu’il s’agit de :
∂N(t, z, x)
∂t
= (NV −N)σ˜nIn + γ(I)N (NV −N)
NV
(C.2)
∂I(t, z, x)
∂z
= −n~ωp(NV −N)σ˜n.In − α(N).I (C.3)
avec pour conditions initiales :
N(t = 0, z, x) = 0 ∀z, ∀x (C.4)
I(t, z = 0−, x) = I0 exp(−4. ln 2.( t
2
τ 2
+
x2
R2
)) ∀t, ∀x (C.5)
I(t, z = 0+, x) = [1− R [NS(t, x)]] .I(t, 0−, x) ∀t, ∀x (C.6)
avec NS(t, x) = N(t, z = 0, x). Soulignons que la coordonnée x intervient seule-
ment comme un paramètre, et non comme une variable, dans ces équations.
La méthode la plus simple pour calculer ∆Φ(I0) consiste à :
– Résoudre ces équations en utilisant un maillage à pas constant de l’espace à
deux dimensions (t, z) (maillage rectangulaire), à x fixé.
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– Pour chaque intensité crête I0, effectuer cette résolution pour toutes les valeurs
de x.
La structure de l’algorithme est alors celle indiquée sur la figure C.2. Nous avons
vu dans le chapitre 2 que les profils d’excitationN(z) présentent, à haute intensité,
de très forts gradients à la surface du solide. De ce fait, il est nécessaire d’utiliser
des pas en z et en x extrêmement petits, de l’ordre d’une dizaine de nm, pour
résoudre les équations (C.2) et (C.3). Or les intervalles en z et x sur lesquels I etN
doivent être calculés ont une largeur typique de l’ordre de la dizaine de microns.
Ceci implique des temps de calcul de plusieurs jours pour obtenir une courbe
de déphasage comprenant une dizaine d’intensités I0, ce qui rend très difficile la
comparaison avec les résultats expérimentaux. Ce temps de calcul est en grande
partie inutilement utilisé, puisque c’est seulement pour les hautes intensités et
au voisinage de la surface du solide que ces faibles pas en z et x sont réellement
nécessaires.
Pour réduire le temps de calcul, nous avons utilisé un programme permettant
de résoudre ce système d’équation avec des pas variables en z et en t, ces pas
s’adaptant automatiquement aux gradients des fonctions à calculer. Pour réaliser
cela, nous sommes partis d’un algorithme classique de Runge-Kutta d’ordre 5
à pas adaptatif [2] : cet algorithme permet de résoudre un système d’équations
différentielles du premier ordre à une variable, en déterminant, en chaque point
de l’intervalle de résolution, le pas à utiliser pour obtenir la précision de calcul
imposée par le programmateur. Le problème était d’adapter cet algorithme au
système de deux équations couplées à deux variables présentés ci-dessus.
La solution à ce problème est présentée sur la figure C.3. Avec cet algorithme :
– Le pas en temps est le même en tout point z, mais il change à chaque itération
en temps.
– Le maillage en z change à chaque pas de temps, et n’a pas un pas constant à t
fixé.
C’est essentiellement l’interpolation de la fonction N(z) pour passer du maillage
en z au temps tn au maillage en z au temps tn+1, qui permet d’adapter l’algo-
rithme de Runge-Kutta adaptatif à une variable à ce problème à deux variables.
Soulignons cependant que l’utilisation d’un maillage 2D à pas variable est pos-
sible uniquement parce que les équations (C.2) et (C.3) comportent chacune une
seule dérivée, par rapport à une seule des deux variables z et t.
Un gain très important sur le temps de calcul est ainsi obtenu, pour trois raisons :
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Boucle sur z, de 0 à r.tanθ
t
NtzNdttzN
z
ItzItdzzI
∂
∂
+=+
∂
∂
+=+
),(),(
),(),(
Boucle sur t, de -2τ à 2τ
Boucle sur x, de -2R à 2R 
Boucle sur I 0(≈ 30 valeurs)
-20 -10 0 10 20
Int
en
sit
é (
W
/cm
2 )
Coordonnée x (µm)
I1
Fig. C.2: Algorithme le plus simple pour la résolution du système d’équation pré-
senté dans cette annexe. Le graphe du bas illustre l’un des inconvénients de cet
algorithme : en effectuant une boucle sur l’intensité crête et sur la coordonnée x, on
effectue plusieurs fois le même calcul, correspondant à une intensité incidente I1.
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Résolution de l ’équation sur I(t  ,z)
(z  unique variable)
Solution sur un maillage z(t)
Nécessite des interpolations de N(t, z(t

))
Boucle WHILE t < 3τ
Boucle sur I
(quelques 103 valeurs)
Calcul du pas de temps ∆t  
à utiliser au temps t 
pour résoudre l’équation sur N(t,0)
(i.e. en surface, où dN/dt est maximum) 
(t unique variable)
Calcul de la réflectivité R(t ) en surface,
fonction de N(t ,0)
I(t ,0) = [1-R] I(t ,0) 
Calcul de N(t , z(t )) 
par interpolation linéaire de N(t , z(t 

	))
Calcul de N(t 
	, z(t )) par résolution de 
l ’équation sur N(t, z(t )) 
t 
	=t + ∆t  , pas de temps ∆t  imposé 
Pas 
de 
temps
tn
de
tn
à
tn+1
Calcul de ∆Φ (I) pour différentes valeurs de I
Runge-Kutta
adaptatif, 
boucle 
WHILE
sur z
Runge-Kutta
adaptatif, 
1 seul pas 
en temps
Runge-Kutta
non 
adaptatif, 
1 seul pas 
en temps
Fig. C.3: Algorithme du programme à maillage adaptatif en t et en z.
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1. Comme nous l’avons souligné, c’est uniquement au voisinage de la surface
qu’il existe un fort gradient de densité N . Cette méthode de résolution
permet d’obtenir automatiquement un pas en z très faible à la surface (de
l’ordre de la dizaine de nm), et qui augmente progressivement vers une
valeur au minimum 10 fois plus grande (de l’ordre de quelques dixièmes de
µm) dès lors que l’on se situe à plus de quelques microns de la surface.
2. Ces forts gradients ne se produisent qu’aux intensité crêtes élevées : un
maillage ”grossier” en z est donc automatiquement utilisé pour les faibles
valeurs de I0, et ce maillage s’affine au fur et à mesure que I0 augmente.
D’après le point précédent, cet affinage s’effectue essentiellement au voisi-
nage de la surface.
3. Pour une intensité crête donnée, le maillage en z est ”grossier” en début
d’impulsion, et s’affine au fur et à mesure que l’intensité et la densité de
porteurs excités augmentent dans le temps.
Afin d’illustrer ces trois points, deux maillages de l’espace (t, z) obtenus par ce
programme pour des intensités crêtes de 13 et 38 TW/cm2 à 800 nm, une durée
d’impulsion de 60 fs, dans MgO (absorption à 5 photons) sont présentés sur la
figure C.4. Le nombre de pas en z effectués pour résoudre l’équation sur I(t, z) est
également tracé en fonction du temps, pour ces deux intensités. C’est essentielle-
ment le pas variable en z qui permet ce gain de temps de calcul : nous avons donc
également développé un programme à pas variable en z uniquement. Le maillage
adaptatif en temps accélère également le calcul, mais dans une moindre mesure,
et il le rend moins fiable à très haute intensité.
Par ailleurs, un gain de temps supplémentaire est obtenu en remarquant qu’en
effectuant une boucle sur l’intensité crête I0 et une boucle sur x, on réalise de
nombreuses fois le même calcul (Cf. graphe de la figure C.2). Au lieu de procéder
ainsi, nous avons donc uniquement effectué une boucle sur l’intensité incidente I,
allant jusqu’à une valeur IM0 , avec un maillage très fin. Ce maillage fin en intensité
vient remplacer la boucle sur x. Autrement dit, on abandonne la variable x, en
effectuant seulement le calcul de N(z, I) pour différentes intensités incidentes I. A
partir de cette famille de fonctions N(z, I), on peut calculer le profil d’excitation
N(z, x) pour n’importe quelle intensité crête I0 < IM0 , et n’importe quel profil
radial de l’impulsion. Ceci nécessite cependant d’utiliser des maillages en intensité
relativement complexes, que nous ne décrirons pas ici.
On obtient finalement un temps de calcul de l’ordre de quelques heures pour une
courbe ∆Φ(I0) comportant une trentaine de points.
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représente le nombre de pas en z utilisés pour résoudre l’équation sur I(t, z), en
fonction du temps.
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Annexe D
Génération d’harmoniques d’ordres
élevés
Dans cette annexe, nous décrivons le processus physique qui est à l’origine de la
génération d’harmoniques d’ordres élevés d’un laser focalisé à des intensités de
l’ordre de 1014 à 1015 W/cm2 dans un gaz atomique. Pour un milieu gazeux de
dimension macroscopique, cette génération présente un double aspect, microsco-
pique et macroscopique :
– Les atomes soumis au champ laser intense se comportent comme des conver-
tisseurs de fréquence, et sont la source de champs harmoniques du laser.
– Le champ harmonique macroscopique détecté provient de la superposition co-
hérente de ces champs élémentaires émis par les atomes. Pour que le flux total
d’une harmonique soit maximum, ces champs élémentaires doivent interférer
constructivement, ce qui se traduit par des conditions dites d’accord de phase.
Nous nous intéresserons ici uniquement à l’aspect microscopique de la génération
d’harmoniques. Les problèmes d’accord de phase dans le milieu générateur sont
d’égale importance et ont fait l’objet de nombreuses études [3] : il serait cependant
trop long de les exposer ici.
Aux intensités considérées ici, l’interaction entre le champ laser et les atomes ne
peut être traitée par la théorie des perturbations, car ce champ devient com-
parable au champ électrique exercé par le noyau sur les électrons de la couche
externe de l’atome. Nous présentons ici un modèle semi-classique, très intuitif,
qui a été développé pour traiter l’interaction laser-atome dans ce régime, et qui
permet d’expliquer un certain nombre d’observations expérimentales sur la géné-
ration d’harmoniques d’ordres élevés [4]. Soulignons que ce modèle ne permet pas
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d’expliquer les caractéristiques d’émission des harmoniques les plus basses.
D.1 Modèle semi-classique
Introduisons tout d’abord quelques quantités importantes :
– Ip, potentiel d’ionisation de l’atome. Il s’agit de l’énergie à fournir à un électron
de la couche externe pour l’arracher à l’atome (Cf. figure D.1 (1)).
– Up = e2E20/4mω
2, l’énergie pondéromotrice de l’électron libre dans le champ
laser. e et m sont la charge et la masse de l’électron, E0 l’amplitude du champ
électrique du laser, et ω sa fréquence. Up est l’énergie cinétique moyenne d’os-
cillation d’un électron libre dans le champ laser.
– ~ω, l’énergie des photons du champ laser.
Le modèle semi-classique que nous présentons ici est valable dans la limite Up ≫
Ip ≫ ~ω. Il décompose l’interaction laser-atome en trois étapes (Cf. figure D.1).
1- Ionisation de l’atome
Un paquet d’onde électronique peut s’échapper de l’atome, en passant par effet
tunnel sous la barrière de potentiel 1D formée par la superposition du potentiel
atomique et du champ laser (Cf. figure D.1 (2)). Cette ionisation par effet tunnel a
été décrite en début de chapitre 1. Elle se produit essentiellement au voisinage des
extrema du champ électrique du laser : un paquet d’onde est libéré à chaque demi-
cycle optique. Suite à cette ionisation, l’électron est injecté dans le continuum,
avec une vitesse initiale supposée nulle dans ce modèle.
2- Interaction de l’électron libre avec le champ laser
Au cours du demi-cycle optique suivant l’ionisation, l’électron est tout d’abord
accéléré par le champ laser, et s’éloigne du noyau (figure D.1 (2)). Puis, lorsque
le champ laser change de sens, il est décéléré, et est ramené vers le noyau (figure
D.1 (3)) : pour une polarisation linéaire du champ, le paquet d’onde électronique
repasse exactement à la position du noyau. Pendant cette étape de l’interaction,
le mouvement de l’électron est obtenu en utilisant les équations de la mécanique
classique, et en négligeant le champ de l’atome par rapport au champ laser.
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Fig. D.1: Modèle semi-classique en trois étapes pour la génération d’harmoniques
d’ordres élevés en champ intense. Le graphe (a) indique à quels instants du cycle op-
tique se déroulent ces différentes étapes. En (b) est réprésenté le champ harmonique
émis par les atomes, ainsi que le champ du laser incident (pointillés).
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3- Recombinaison radiative de l’électron
Une fois revenu à proximité du noyau, l’électron a une certaine probabilité de se
recombiner radiativement et de revenir ainsi à son état initial (figure D.1 (4)).
Ce faisant, il émet un photon d’énergie Ip + Ec, où Ec est l’énergie cinétique
qu’il a acquise au cours de son excursion hors de l’atome, par interaction avec le
champ laser. Ec dépend de la phase du champ laser au moment de l’ionisation de
l’électron. A partir du modèle semi-classique, on peut montrer qu’elle est nulle
lorsque l’électron a été ionisé à un instant où le champ laser est maximum (ωt = 90
˚avec l’origine des temps de la figure D.1), et qu’elle est maximale et vaut 3.2Up,
lorsque l’électron a été ionisé à ωt = 107˚(modulo 180˚).
D.2 Profil temporel du rayonnement émis
Comme nous l’avons souligné, le mécanisme d’ionisation par effet tunnel est prin-
cipalement efficace au voisinage des extrema du champ laser (t = N ·T/2). De ce
fait, l’émission de rayonnement par les atomes est très localisée dans le temps [5] :
ce rayonnement est émis par flashes extrêmement brefs, aux moments où les pa-
quets d’onde électroniques libérés au extrema du champ laser repassent au voi-
sinage du noyau. On conçoit que ces flashes sont d’autant plus brefs que l’éner-
gie cinétique acquise par l’électron dans le champ laser est élevée. Par ailleurs,
l’atome présentant une symétrie d’inversion, un pic d’émission a lieu toutes les
demi-périodes, le pic émis au temps t étant déphasé de π par rapport au pic du
temps t+T/2. Le rayonnement harmonique émis par les atomes aura donc l’allure
présenté sur la figure D.1 (b). Des simulations numériques ont montré que les pics
de rayonnement harmoniques ont une durée de l’ordre de 0.5 fs (500 attosecondes)
pour un laser à 800 nm et I = 6 · 1014 W/cm2 [6]. On parle donc d’impulsions
attosecondes.
D.3 Spectre du rayonnement émis
Le spectre du rayonnement harmonique émis s’obtient en effectuant la transfor-
mée de Fourier du profil temporel représenté sur la figure D.1 (b). Nous présentons
ici une approche qui est loin d’être physiquement rigoureuse et complète, mais
permet une compréhension intuitive des relations entre le profil temporel et le
spectre du rayonnement émis.
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Fig. D.2: Relation entre le profil temporel du rayonnement harmonique et son
spectre. La colonne de gauche illustre le fait que S(t) = [A(t)⊗H(t)] × E(t).Par
transformée de Fourier, on passe à la colonne de droite, qui montre que S˜(ω) =[
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graphe.
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Pour cela, décomposons le profil temporel du rayonnement de la façon suivante
(Cf. figure D.2, colonne de gauche) :
S(t) = [A(t)⊗H(t)]× E(t) (D.1)
où :
– A(t) correspond à un unique pic attoseconde.
– H(t) est la différence de deux peignes de Dirac de période T, décalés de T/2
(symétrie d’inversion du système).
– E(t) est une enveloppe qui rend compte du fait que l’efficacité de génération
des impulsions attosecondes dépend de l’intensité, de façon non-linéaire.
Le spectre S˜(ω) du rayonnement émis est alors donné par (Cf. figure D.2, colonne
de droite) :
S˜(ω) =
[
A˜(ω)× H˜(ω)
]
⊗ E˜(ω) (D.2)
où :
– A˜(ω) = TF [A(t)] est le spectre d’une impulsion attoseconde. Cette fonction
donne l’enveloppe du spectre harmonique, et s’étend vers des énergies d’autant
plus élevées que la durée de l’impulsion attoseconde est faible, i.e. que l’intensité
laser est élevée (Up et énergie cinétique maximale des électrons croissantes).
– H˜(ω) = TF [H(t)]. Il est facile de montrer qu’il s’agit d’un peigne de Dirac de
période 2~ω, qui correspond à l’ensemble des harmoniques impaires du laser.
On voit ainsi que l’harmonicité du champ généré avec le champ laser provient du
fait qu’une impulsion attoseconde de même phase est émise toutes les périodes
optiques. La symétrie d’inversion de l’atome fait que seules les harmoniques
impaires du laser sont émises (émission d’une impulsion attoseconde de phase
opposée toutes les demi-périodes).
– E˜(ω) = TF [E(t)]. C’est cette fonction qui détermine la largeur d’un pic harmo-
nique dans le spectre S˜(ω). La largeur de ce pic nous donne la durée minimale de
l’impulsion UV pouvant être obtenue en sélectionnant une seule harmonique
dans le spectre S˜(ω). L’efficacité de génération des impulsions attosecondes
étant une fonction fortement non-linéaire de l’intensité laser, cette durée mi-
nimale peut être très nettement inférieure [7] à la durée de l’impulsion laser
excitatrice.
La caractéristique essentielle de S˜(ω) est de comporter un plateau, dans lequel
l’intensité dépend peu de l’ordre de l’harmonique, suivi d’une coupure, où l’inten-
sité chute rapidement. Cette forme de spectre est caractéristique d’une interaction
170
D.3. SPECTRE DU RAYONNEMENT ÉMIS
non-perturbative. Cette coupure devrait se situer, selon le modèle présenté ici,
à une énergie égale à Ip + 3.2 · Up. Expérimentalement, une dépendance linéaire
de l’énergie de coupure avec l’énergie pondéromomotrice est effectivement obser-
vée, mais le préfacteur peut être significativement plus faible que 3.2 du fait des
phénomènes d’accord de phase dans le milieu générateur [3].
De nombreuses autres complications s’ajoutent au point de vue simplifié pré-
senté ici. La durée des impulsions attosecondes dépend de l’intensité, si bien
que la décomposition de l’équation (D.1) est abusive. De plus, nous n’avons pré-
senté ici que le module de la transformée de Fourier, alors que ces impulsions
attosecondes ne sont pas nécessairement limitées par transformée de Fourier :
la phase du rayonnement peut varier avec sa fréquence. Enfin, plusieurs trajec-
toires classiques de l’électron, correspondants à différentes phases du champ laser
au moment de l’ionisation tunnel, peuvent donner des contributions notables au
rayonnement harmonique : il peut donc y avoir plus d’un pic attoseconde par
demi-cycle optique, contrairement au profil temporel simple considéré ci-dessus.
Il existe évidemment des modèles microscopiques plus complets de la génération
d’harmonique d’ordres élevés. Citons notamment un modèle quantique, basé sur
un calcul d’intégrales de chemins, où seules les trajectoires de l’électron les plus
probables sont conservées [3, 8]. Ce modèle présente l’avantage de permettre un
calcul numérique relativement rapide des différentes composantes harmoniques
du moment dipolaire de l’atome, tout en prenant en compte les effets quan-
tiques, absents du modèle semi-classique, comme la diffusion du paquet d’onde
électronique. La description la plus complète du phénomène est obtenue par la
résolution numérique de l’équation de Schrödinger dépendante du temps, mais
cette méthode est coûteuse en temps de calcul.
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Annexe E
Compléments sur les dispositifs de
photoémission
Nous donnons ici quelques informations complémentaires sur les différents dispo-
sitifs utilisés pour les expériences de photoémission résolue en temps.
E.1 Enceinte de spectroscopie
1- Spectromètre à électrons hémisphérique multicanal
Ce spectromètre est un appareil commercial, le CLAM 4 (”Combined Lens and
Analyser Module”), de la marque VG Microtech.
Il est équipé d’une lentille électrostatique pour la collection des électrons émis par
l’échantillon. Cette lentille a pour fonction d’imager la zone d’émission d’électrons
sur la fente d’entrée de l’analyseur. Ce dispositif permet ainsi d’obtenir un grand
angle de collection (±12◦), tout en étant suffisamment éloigné de l’échantillon
(3.9 cm) pour ne pas gêner son irradiation par la source d’excitation. La lentille
est munie d’un système de mise au point, autorisant ainsi une certaine liberté
dans la distance échantillon-spectromètre (±1 cm) et permettant de varier les
dimensions de la zone de collection de la lentille (de l’ordre de quelques dizaines
de mm2).
Entre la lentille et l’analyseur, les électrons franchissent une barrière de potentiel
R réglable, appelé potentiel retardateur. Une fois passée la fente d’entrée de
l’analyseur, ils pénètrent dans un condensateur hémisphérique de rayon r = 15
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cm, où règne un champ électrique centrifuge, dû à une différence de potentiel V
entre les deux armatures. On peut montrer [9] que seuls les électrons ayant une
énergie cinétique dans le condensateur égale à HV , pourront traverser l’ensemble
du spectromètre et passer par la fente de sortie, pour finalement atteindre le
détecteur1. H est une constante caractéristique du spectromètre. HV est appelée
énergie de passage. Connaissant R et V , l’énergie cinétique E, à la sortie du
solide, d’un électron ayant atteint le détecteur est alors :
E = R +HV (E.1)
En spectroscopie XPS ou UPS, le spectre de photoélectrons est en général obtenu
en laissant l’énergie de passage constante et en variant le potentiel retardateur
R. La résolution ∆E, qui dépend uniquement de l’énergie de passage, est alors
constante sur l’ensemble du spectre et est donnée par [9] :
∆E =
2W
r
HV (E.2)
où W est la largeur des fentes d’entrée et de sortie. Dans notre cas, la largeur des
fentes est de W = 4 mm.
Pour les premières expériences, notre appareil comportait un seul détecteur (chan-
neltron). Nous l’avons ensuite fait améliorer par le constructeur,en vue des expé-
riences résolues en temps, pour fonctionner avec huit channeltrons, augmentant
ainsi d’un facteur 8 le taux de comptage. Dans cette configuration, le spectro-
mètre comporte huit fentes de sortie : pour R et V fixé, les différents channeltrons
détectent des électrons d’énergies légèrement différentes. L’écart en énergie entre
deux channetrons consécutifs est donné par ∆E = 0.02135 ·HV .
2- Lampe à décharge pour la génération de rayonnement UV
Le rayonnement de la lampe à décharge est polarisé et focalisé sur l’échantillon,
par réflexion à l’angle de Brewster sur un miroir métallique torique. Pour la raie
He II, cette lampe peut fournir un flux de quelques 1011 photons/s en sortie de
capillaire, et quelques 1010 photons/s après le polariseur.
1Une démonstration simplifée est obtenue en considérant que le champ électrique dans le
condensateur est donné par V/∆r, où ∆r est la distance entre les deux hémisphères (ce qui
suppose ∆r << r). Sachant que l’accélération radiale d’un électron d’énergie cinétique E (en
eV ) se déplacant sur une trajectoire de rayon de courbure r est 2E/mr, on obtient H = r/2∆r.
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E.2 Montage utilisant un réseau
1- Monochromateur XUV
Il s’agit d’un système PGM/PGS (”Plane Grating Monochromator/Spectrometer”)
de Jobin-Yvon. Il est constitué d’un réseau plan de 700 traits/mm et d’un miroir
torique, qui fait l’image de la zone d’émission des harmoniques au niveau d’une
fente de sortie, permettant d’éliminer les harmoniques non souhaitées. Pour maxi-
miser la réflectivité dans le domaine ultraviolet extrême (UVX), miroir et réseau
sont recouverts d’or, et attaqués sous une incidence rasante (11.5◦, ce qui corres-
pond à une déviation de 157◦). De façon à optimiser l’efficacité de collection des
harmoniques, le monochromateur fait directement l’image de la zone d’interac-
tion jet/laser, sans fente d’entrée. Les dimensions de cette zone sont en effet de
l’ordre de quelques dizaines de microns, donc inférieures à la largeur de la fente
de sortie (quelques centaines de µm).
La longueur focale de 1 m de ce système et la densité de traits du réseau donnent
une résolution en longueur d’onde d’environ 0.5 Å sur la plus grande partie de
la gamme spectrale, qui s’étend de 15 à 160 eV. Cette résolution est inférieure
à la largeur spectrale des pics harmoniques, et permet donc d’étudier de façon
précise la structure de ces pics. Nous ne souhaitions pas sélectionner une fine
bande spectrale dans un pic harmonique, mais seulement une harmonique parmi
le peigne généré : nous avons donc augmenté l’ouverture des fentes à environ 400
µm.
2- Connexion avec l’enceinte de spectroscopie
La connexion entre le spectromètre à réseau et l’enceinte de spectroscopie de pho-
toélectrons se fait via une petite chambre, contenant un deuxième miroir torique
recouvert d’or. Ce miroir fournit les degrés de liberté nécessaires au positionne-
ment du faisceau harmonique sur le point focal de la lentille électrostatique de
collection du spectromètre à électrons, et permet de focaliser le faisceau harmo-
nique sur l’échantillon, sur une zone d’environ 300 µm de diamètre. Dans cette
expérience, la seule contrainte sur la focalisation était d’obtenir une tache plus
petite que la zone de collection de la lentille du spectromètre à électrons.
Un photo-multiplicateur était placé dans l’enceinte de photoémission, derrière
l’échantillon, dans le prolongement du faisceau harmonique. En levant l’échan-
tillon de quelques centimètres, il était ainsi possible d’optimiser l’intensité du
faisceau harmonique.
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E.3 Montage utilisant un miroir multicouche
Comme nous l’avons vu dans le chapitre 3, le faisceau du laser LUCA était
divisé en deux parties lors de cette expérience. La partie utilisée pour générer les
harmoniques sera désignée ici par le terme ”faisceau infrarouge H” (≈ 75 % de
l’énergie), et la partie utilisée comme sonde ”faisceau infrarouge S” (≈ 25 % de
l’énergie).
1- Sélection d’une harmonique par la combinaison d’un miroir multicouche et d’un
filtre métallique
Nous avons choisi de sélectionner l’harmonique 25, car on réalise ainsi un bon
compromis entre la sélectivité du multicouche (d’autant meilleure que l’harmo-
nique est élevée), et le flux de photons générés.
Le miroir multicouche est constitué d’une alternance de couches de Bore et de
Silicium, et comporte en tout une cinquantaine de couches. L’épaisseur de chaque
couche est de la moitié de la longueur d’onde de l’harmonique que l’on cherche
à sélectionner, c’est-à-dire de λ/2 =16 nm pour l’harmonique 25. Il se produit
ainsi des interférences entre les faisceaux réfléchis aux différentes interfaces B-Si,
constructives pour cette harmonique, destructives pour les autres. On obtient une
dépendance de la réflectivité en fonction de la longueur d’onde qui est représentée
sur la figure E.1.
Sur cette figure, on constate que le multicouche que nous avons utilisé est peu
sélectif , et élimine relativement mal les harmoniques voisines de la 25 (R(H23)=
10 % R(H25), et R(H27)=30 % R(H25)). L’harmonique 27 est cependant générée
moins efficacement que la 25, qui se situe en fin de plateau. Au niveau de l’échan-
tillon, l’intensité de l’harmonique 27 est finalement de l’ordre de 15 % de celle
l’harmonique 25. Etant donné le nombre de couches du miroir et leur épaisseur,
l’impulsion harmonique est allongée d’environ 3 fs lors de la réflexion. Pour les
longueurs d’onde que nous cherchions à sélectionner, la fabrication des miroirs
multicouches est mieux maîtrisée en incidence quasi-normale : ceci explique la
géométrie très particulière de l’expérience (angle de déviation par le multicouche
de 17˚).
On constate également une réflectivité importante du miroir pour les basses har-
moniques : elles est liée à la forte réflexion métallique de ces harmoniques sur la
première couche de Bore rencontrée. Un filtre en aluminium de 100 nm est uti-
lisé en transmission pour éliminer ces harmoniques. Le coefficient de transmission
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Fig. E.1: Courbes de sélectivité du miroir multicouche, du filtre en aluminium, et
de l’ensemble miroir+filtre, en fonction de la longueur d’onde. Ces courbes ont été
mesurées en utilisant la génération d’harmoniques d’ordres élevés, et en sélectionnant
ces harmoniques au moyen d’un spectromètre à réseau.
de ce filtre pour les différentes harmoniques, ainsi que la courbe de sélectivité
obtenue par combinaison du miroir et du filtre, sont représentés sur la figure E.1.
Le miroir utilisé était de plus un miroir sphérique, afin de focaliser l’impulsion
harmonique sur l’échantillon. Son rayon de courbure de 1.69 m a été calculé
au moyen d’un logiciel de tracé de rayon, de façon à ce que l’image du point
source harmonique se situe à 2.45 m du miroir, cette distance étant imposée par
l’encombrement des différentes parties du montage expérimental. Le diamètre du
faisceau harmonique sur l’échantillon est évalué par ce logiciel à 300 µm.
Un petite rotation du miroir multicouche permet d’amener le faisceau harmonique
sur un photomultiplicateur, ce qui offre la possibilité d’optimiser l’intensité de ce
faisceau.
2- Génération des harmoniques
Afin d’éviter la destruction du filtre par le faisceau infrarouge H, les harmoniques
sont générées en géométrie dite annulaire. Un anneau de diamètre 9 mm est utilisé
pour couper le centre du faisceau infrarouge H avant la lentille de focalisation :
ce faisceau est donc conique après cette lentille (Cf. figure 3.7, page 107). Le
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processus de génération s’effectuant au foyer, les harmonique sont tout de même
générées le long de l’axe de la lentille. Après le jet de gaz, un diaphragme (D
sur la figure 3.7) est utilisé pour arrêter le cône de lumière infrarouge, tout en
laissant passer les harmoniques générées selon l’axe de la lentille. On réduit ainsi
très fortement le flux de photons infrarouges auquel est soumis le filtre.
3- Superpositions temporelle et spatiale des faisceaux pompe et sonde
Le faisceau infrarouge S arrive dans l’enceinte de spectroscopie en faisant un
angle très faible avec le faisceau harmonique. Il est focalisé sur l’échantillon au
moyen d’une lentille de focale 3 m, ce qui donne sur l’échantillon une tache de
diamètre environ 400 µm. L’échantillon est orienté de telle sorte que la fraction
du faisceau S réfléchie sur sa surface (quelques % de l’intensité incidente) sorte de
l’enceinte par un hublot. Il passe alors par une lentille de reprise, qui fait l’image
de l’échantillon sur une caméra, permettant ainsi de visualiser sur un moniteur
une zone de (600 µm)2. On peut ainsi contrôler la position du faisceau S sur
l’échantillon.
Ce système d’imagerie est également utilisé pour réaliser les superpositions spa-
tiale et temporelle des impulsions harmonique et infrarouge S. En enlevant le
filtre aluminium, la faible partie du faisceau infrarouge H que laisse passer le dia-
phragme D parvient jusqu’à l’échantillon, en suivant a priori le même trajet que
le faisceau harmonique. Le système d’imagerie permet alors de superposer spa-
tialement les faisceaux infrarouge H et S. Il permet de plus de déterminer le zéro
temporel : lorsque celui-ci est réalisé, on observe des franges d’interférences entre
les faisceaux H et S, liées à l’écart angulaire non nul entre ces deux faisceaux.
En pratique, nous avons constaté que cette procédure ne garantit la superposition
spatiale du faisceau infrarouge S et du faisceau harmonique, que lorsque que le
faisceau infrarouge H est parfaitement centré sur le diaphragme D.
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Annexe F
Simulation numérique de la charge
d’espace
Nous décrivons ici le modèle utilisé pour étudier les effets de répulsion électro-
statique entre deux paquets d’électrons. Ce modèle permet d’obtenir des ordres
de grandeur sur ces effets, tout en restant relativement simple et nécessitant des
temps de calcul raisonnables.
Il s’agit de calculer l’échange d’énergie, lié à la répulsion coulombienne, entre le
paquet d’électrons émis sous l’effet de l’impulsion harmonique (paquet UV), et
celui émis par l’impulsion infrarouge intense (paquet IR), et ceci en fonction du
délai séparant l’arrivée de ces deux impulsions sur le solide. Les caractéristiques
de ces deux paquets sont les suivantes :
– Les électrons du paquet UV ont une énergie cinétique qui est de l’ordre de 30
eV, et sont suffisamment peu nombreux pour que les effets de répulsion cou-
lombienne au sein du paquet soient négligés, comme le démontrent les spectres
UPS corrects obtenus lors de l’expérience de photoémission.
– Les électrons du paquet infrarouge ont une distribution en énergie assez large
(au moins de l’ordre de 10 eV, Cf. figure 3.16), et qui est a priori maximale pour
des énergies de quelques eV. Cette distribution n’est pas connue expérimenta-
lement, car le signal dû à ces électrons est suffisant pour saturer la détection
du spectromètre : la seule donnée est leur énergie maximale. De plus, il est
possible que la densité de charge dans ce paquet soit suffisamment élevée pour
que son explosion coulombienne ne puisse pas être négligée.
Il est difficile de prendre en compte simultanément la distribution de vitesse
initiale des électrons du paquet IR (distribution angulaire et en module) et le fait
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que ce paquet subisse une explosion coulombienne. Nous avons donc développé
deux modèles légèrement différents, permettant chacun de prendre en compte l’un
de ces deux phénomènes. Avant de décrire leurs particularités, commençons par
présenter leur principe commun.
F.1 Principe du modèle
L’idée est de résoudre les équations du mouvement à une dimension d’un élec-
tron test émis par l’impulsion UV et de N électrons tests du paquet IR, sur la
distance séparant l’échantillon du spectromètre (soient quelques cm). Ce système
de N+1 équations linéaires couplées est résolu numériquement par un algorithme
de Runge-Kutta d’ordre 5 à pas variable [2].
Le problème est supposé avoir une symétrie de révolution autour d’un axe perpen-
diculaire à la surface de l’échantillon (Cf. figure F.1). Le mouvement de l’électron
test du paquet UV est supposé être à une dimension, selon ce même axe de
symétrie. Son équation de mouvement est la suivante :
m
d2x
dt2
= −e · [ET (x, t) + EE(x, t)] (F.1)
ET (x, t) est le champ dû aux trous générés par les deux impulsions IR et UV dans
le solide. Ce champ dépend du temps de façon simple : il augmente brusquement
lorsque l’impulsion IR arrive après l’impulsion UV, et peut également évoluer si
l’on tient compte de la diffusion des trous dans le solide, ainsi que d’un éventuel
temps de vie fini de ces trous. Dans ces simulations, nous considérons que ET (x, t)
est le champ généré sur son axe par un disque uniformément chargé, de rayon R0
égal au rayon des tâches focales IR et UV (soit environ 100 µm) [10] :
ET (x, t) =
1
2ε0
QIR(t) +QUV
πR20
(
−x√
x2 +R20
+ 1) (F.2)
EE(x, t) est le champ dû aux électrons du paquet IR. Ce champ dépend du temps
du fait de la vitesse non nulle et de la dynamique intrinsèque de ce paquet (dis-
tribution de vitesse et/ou explosion coulombienne). Son expression dépend du
modèle utilisé pour le paquet IR. EE(x, t) est calculé à chaque instant t en tenant
compte de la position et de la forme de ce paquet à cet instant t. Ces dernières
sont calculées grâce aux positions des électrons test, elles-même déterminées par
la résolution des équations du mouvement de ces électrons.
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Les électrons test pour le paquet IR et leurs équations de mouvement dépendent
également du modèle utilisé pour simuler ce paquet. Nous allons maintenant pré-
senter ces différents modèles. Les hypothèses utilisées ont pour but de permettre
un calcul analytique du champ électrique en certains points de la surface du pa-
quet IR (nécessaire pour calculer l’explosion du paquet IR) et le long de l’axe Ox
(EE(x, t), nécessaire pour calculer l’effet du paquet IR sur le paquet UV).
+ +
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-
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Echantillon Photoélectron UV E initiale ≈ 30 eV
Photoelectrons IR
E initiale = quelques eV
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Spectro-
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+
O
x
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Fig. F.1: Modèle prenant en compte l’explosion coulombienne du paquet IR. Les
différents électrons tests sont numérotés 1, 2, 3 (paquet IR) et 4 (paquet UV).
F.2 Prise en compte de l’explosion coulombienne
Dans ce modèle, le paquet IR est supposé être un cylindre uniformément chargé
(Cf. figure F.1). Tous les électrons sont supposés avoir la même vitesse suivant
Ox à leur éjection du solide. Une vitesse initiale d’expansion radiale selon Oy
peut être prise en compte, mais cela ne donne probablement pas une description
très réaliste de la distribution angulaire de vitesse initiale. La longueur initiale du
cylindre est le distance parcourue par les électrons pendant la durée de l’impulsion
excitatrice, ce qui suppose que ces électrons s’échappent très rapidement du solide
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à l’échelle de temps de cette impulsion. Le rayon initial est celui de la tâche focale
du faisceau IR (≈100 µm).
On calcule ensuite de façon approchée les expansions longitudinale et radiale de
ce paquet sous l’effet de la répulsion coulombienne entre électrons. La géométrie
cylindrique est supposée se conserver au cours de cette explosion coulombienne.
De ce fait, le champ EE(x, t) auquel est soumis l’électron du paquet UV est le
champ créé par un cylindre uniformément chargé sur son axe [10] :
EE(x, t) = −∂V [x,R(t), L(t)]
∂x
V (x,R, L) =
{
f(x)− (±) QIR
2πR2ǫ0
x à l’extérieur du cylindre
f(x)− (R2 + x2) QIR
2πR2Lǫ0
à l’intérieur du cylindre
avec f(x) =
QIR
2πR2Lǫ0
{
1
2
[
r1
(
L
2
+ x
)
+ r2
(
L
2
− x
)]
+
R2
2
Ln
[
r2 +
L
2
− x
r1 − (L2 + x)
]}
où r21 = (
L
2
+ x)2 +R2 et r22 = (
L
2
− x)2 +R2
R(t) et L(t) sont le rayon et la longueur du paquet IR. Ils sont calculés en résolvant
les équations du mouvement à une dimension de 3 électrons tests (Cf. figure F.1).
Pour les deux électrons situés aux extrémités du cylindre, ces équations sont :
m
d2x
dt2
= −e · [EE(L/2, t) + ET (x, t)] (F.3)
où EE(L/2, t) est la valeur de EE(x, t) aux extrémités du cylindre, et ET (x, t) est
le champ dû aux trous, dont nous avons déjà vu l’expression.
L’autre électron test utilisé pour décrire le paquet IR est situé sur la circonférence
du cylindre, à mi-longueur. Selon Oy, son équation de mouvement est :
m
d2y
dt2
= −e · [EER(L,R) + ETR(x, y = R, t)] (F.4)
EER(L,R) est le champ radial dû aux électrons du paquet IR, sur la circonférence
du cylindre, à mi-longueur. Il n’existe pas de formule analytique pour ce champ, et
un calcul numérique aurait considérablement augmenté le temps de calcul1. Nous
1Ce calcul numérique est délicat. Il consiste à découper la distribution volumique cylindique
en un ensemble de disques. La fonction à intégrer comporte alors une singularité, liée au fait
que le champ radial sur la circonférence d’un disque est infini. De plus, le champ radial d’un
disque doit lui-même être calculé numériquement.
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avons donc opté pour une approche plus physique, en considérant que EER(L,R)
est bien approximé par le champ sur la circonférence d’un éllipsoïde uniformément
chargé en volume, de paramètres a=b=R et c=L/2. Cette approximation est très
satisfaisante dès lors que R≫ L/2 ou R≪ L/2. Ce champ est donné par [10] :
EER(L,R) =
3QIR
8πacǫ0
(1− a
2
c2e3
A) (F.5)
avec A =
{
e− arctan e si 2R > L
ln
√
1+e
1−e
− e si 2R < L
e =
√|a2 − c2|
c
(excentricité)
ETR(x, y = R, t) est le champ radial dû aux trous au point de coordonnées (x, y =
R). De nouveau, pour éviter d’avoir à effectuer un calcul numérique du champ,
la distribution des trous est approximée par une distribution surfacique carré de
côté R0 = R(t = 0). Le champ est alors donné par [10] :
ETR(x,R, t) =
QIR +QUV (t)
4πǫ0(2R0)2
ln
[
(d1 +R0)(d2 −R0)
(d1 − R0)(d2 +R0)
]
(F.6)
d1 =
√
x2 +R20 + (R− R0)2
d2 =
√
x2 +R20 + (R +R0)
2
Tous les résultats de simulation présentés dans le chapitre 3 de ce manuscrit ont
été obtenus avec ce modèle.
F.3 Prise en compte de la distribution de vitesse
On considère cette fois que p paquets d’électrons sont arrachés du solide par
l’impulsion IR, avec des vitesses initiales
∣∣∣~V i∣∣∣ et des charges Qi différentes. Les
effets de répulsion coulombienne au sein de ces paquets et entre ces paquets ne
sont pas pris en compte. Chaque paquet est représenté comme une distribution
surfacique de charge sur une calotte sphérique caractérisée par les grandeurs H(t)
et l(t) (Cf. figure F.2). Cette géométrie permet de rendre compte du fait que la
distribution angulaire des vitesses initiales est vraisemblablement assez isotrope,
et non piquée selon Ox comme cela est supposé dans le modèle précédent. Le
but de ce modèle était de vérifier si cette vitesse initiale expansion radiale peut
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Fig. F.2: Modèle de calotte sphérique pour le paquet IR. Les électrons tests de ce
paquet sont numérotés 1 et 2.
expliquer les fronts de montée très raides du signal pompe+sonde observés pour
les délais négatifs (IR avant UV).
Les équations d’évolution de H(t) et l(t) correspondent aux équations de mou-
vement des électrons tests représentés sur la figure F.2. Comme nous l’avons dit,
ces équations prennent seulement en compte l’effet des trous :
m
d2l
dt2
= −eET (x = l, t) (F.7)
m
d2H
dt2
= −eETR(x = 0, y = H, t) (F.8)
Les champs ET et ETR ont déjà été explicités. Les conditions initiales pour l et
H sont :
{
dl/dt = V i
l = V i.∆timpulsion
(F.9)
{
dH/dt = V i
H = R0
(F.10)
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Le champ s’exerçant sur l’électron du paquet UV est la somme des champs dû à
chacun de ces paquets. Le champ EE(x, t) dû à une calotte sphérique est donné
par (Cf. figure F.2 pour les notations) :
EE(x, t) =
∫ θ
0
σ
4πε0
.
cosα′
d2
.2π(R sinα)R.dα (F.11)
avec R =
l
1− cos θ , θ = 2 arccos(
H√
l2 +H2
)
Une intégration par partie permet d’obtenir l’expression analytique suivante :
EE(x, t) =
σR
2ε0
[
x˜− R
x˜ |x˜− R| −
|x˜− R|
x˜2
− x˜− R cos θ
x˜
√
x˜2 +R2 − 2x˜R cos θ +
√
x˜2 +R2 − 2x˜R cos θ
x˜2
]
avec x˜ = x+R cos θ
F.4 Résultats du modèle de calotte sphérique
Sur la figure F.3 est représentée l’évolution du signal de photoémission à E = 33
eV avec le délai pompe-sonde, obtenue avec le modèle de calotte sphérique décrit
ci-dessus, pour une seule calotte de 105 électrons, d’énergie initiale 1/2.m
∣∣∣~V i∣∣∣2=7
eV.
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Fig. F.3: Evolution du signal de photoémission à E=33 eV avec le délai pompe-
sonde, obtenue avec le modèle de calotte sphérique pour le paquet IR.
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En comparant avec la figure 3.23 du chapitre 3, on constate que le front de
montée obtenu pour les délais négatifs est beaucoup plus raide que dans le modèle
précédent (paquet IR cylindrique, pas d’expansion radiale initiale). Ceci provient
du fait que lorsque le paquet UV double le paquet IR, i.e. pour les faibles délais
négatifs, la densité de charge de ce dernier a déjà fortement diminué, à cause
de la très rapide expansion radiale liée à l’isotropie de la distribution de vitesse
initiale.
Cependant, le retour au signal correspondant à l’UV seul nécessite un peu moins
d’une picoseconde côté délais négatifs, ce qui est toujours beaucoup plus long que
le front de montée mesuré expérimentalement. De plus, pour les délais positifs,
l’accord avec les résultats expérimentaux est moins bon que dans le modèle pré-
cédent (Cf. chapitre 3), puisque le temps de relaxation obtenu est à présent de
l’ordre de quelques centaines de ps, contre quelques dizaines expérimentalement.
De façon générale, la prise en compte de l’isotropie de vitesse initiale du paquet
IR entraîne une forte dissymétrie entre délais positifs et négatifs. Pour un même
décalage ∆E− du spectre vers les basses énergies pour les délais négatifs, le dé-
calage ∆E+ vers les hautes énergies pour les délais positifs est beaucoup plus
faible dans ce modèle de calotte sphérique que dans le modèle précédent. Ainsi,
la courbe de la figure F.3 correspond à un ∆E− de presque 3 eV, alors que ∆E+
est de moins de 0.2 eV. Du fait de l’expansion radiale du paquet IR, quelles que
soient les valeurs utilisées pour les différents paramètres, il est impossible d’obte-
nir avec ce modèle un ∆E+ de plus de quelques dixièmes d’eV, contrairement à
ce qui est observé expérimentalement (∆E+ & 1 eV ).
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Study of the electronic excitation mechanisms involved in  
laser-induced breakdown of dielectrics 
 
 
What are the conduction electrons injection mechanisms involved in laser-induced 
breakdown of dielectric solids ? This question, which has been debated since the late sixties, 
has been recently revived in the case where pico- or femtosecond pulses are used to destroy 
the solid. For this duration range, it has been proposed that most of the conduction electrons 
are injected through a very strong electronic avalanche, which would be initiated by a weak 
density of free carriers excited by multiphoton absorption. So far, the experimental evidences 
for this scenario only consists in measurements of the breakdown threshold as a function of 
pulse duration. We have tried to adopt a more direct approach to this problem, based on two 
pump-probe experiments. 
 Using time-resolved interferometry in the frequency domain, we have measured the 
total conduction electron density excited by an ultra-short laser pulse, as a function of its 
duration and intensity, both below and above the breakdown threshold. These measurements 
directly show that multiphoton excitation of valence electrons is the dominant injection 
mechanism : clearly, no electronic avalanche occurs with laser pulses shorter than a few ps. 
 Impact ionization of valence electrons by conduction electrons is a crucial step in 
avalanche models. Therefore, we have carried out a time-resolved photoemission experiment 
to evaluate the impact ionization rates in dielectrics. Valence electrons were injected in the 
conduction band, above the impact ionization threshold, thanks to a 60 fs, 40 eV pump beam. 
The ensuing relaxation of these “high” energy electrons was then probed with an intense 
infrared probe pulse. By measuring the energy distribution of the electrons as a function of the 
pump-probe delay, we have showed that the typical time scale for the impact ionization 
process in SiO2 is a few tens of ps : this low impact ionization rate could explain why no 
avalanche occurs with ultra-short laser pulses, as we have demonstrated by the frequency-
domain interferometry technique. 
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Etude des mécanismes d'excitation électronique associés au 
claquage des diélectriques induit par un champ laser intense 
 
 
Quels sont les processus d'excitation électronique impliqués dans le claquage optique 
des solides diélectriques ? Cette question, débattue depuis la fin des années 60, a récemment 
connu un regain d’intérêt, dans le cas où le claquage est induit par des impulsions laser pico- 
ou femtosecondes. Dans cette gamme de durée, un modèle a récemment été proposé, selon 
lequel les électrons de conduction seraient essentiellement injectés par une très forte 
avalanche électronique, initiée par une faible densité de porteurs libres excités par absorption 
multiphotonique. Jusqu'à présent, les seules observations expérimentales en faveur de ce 
modèle sont des mesures de seuils de claquage en fonction de la durée de l'impulsion laser. 
Nous avons adopté une approche expérimentale plus directe de ce problème, fondée sur deux 
expériences pompe-sonde. 
 Grâce à la technique d'interférométrie fréquentielle, nous avons mesuré la densité 
totale d'électrons de conduction excités par une impulsion laser ultra-brève, en fonction de la 
durée et de l'intensité de cette dernière, aussi bien en-dessous qu'au-dessus du seuil de 
claquage. Ces mesures démontrent de façon très directe que l'absorption multiphotonique par 
les électrons de valence est le processus dominant d'injection de porteurs : aucune avalanche 
électronique ne se produit avec des impulsions lasers de moins de quelques picosecondes. 
 L'ionisation par impact des électrons de valence par les électrons de conduction est 
une étape cruciale dans les modèles d'avalanche. Nous avons donc réalisé une expérience de 
photoémission résolue en temps, afin d'évaluer l'efficacité de ce processus dans les 
diélectriques. Des électrons étaient injectés dans la bande de conduction, au-dessus du seuil 
d’ionisation par impact, grâce à une impulsion pompe UV (40 eV) femtoseconde. La 
relaxation de ces électrons était ensuite sondée au moyen d’une impulsion infrarouge intense. 
En mesurant la distribution en énergie des photoélectrons émis par le solide en fonction du 
délai pompe-sonde, nous avons montré que le processus d’ionisation par impact se produit sur 
une échelle de temps caractéristique de quelques dizaines de picosecondes pour des électrons 
de conduction de quelques dizaines d'eV dans SiO2 : cette faible efficacité pourrait expliquer 
pourquoi il ne peut pas se produire d'avalanche électronique avec des impulsions ultra-brèves, 
comme nous l'avons démontré par interférométrie fréquentielle. 
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