Face localization is the process of finding the exact position of a face in a given image. This can be useful in several applications such as face tracking or person authentication. The purpose of this paper is to show that the error made during the localization process may have different impacts depending on the final application. Hence in order to evaluate the performance of a face localization algorithm, we propose to embed the final application (here face verification) into the performance measuring process. Moreover, in this paper, we estimate this embedding using either a multilayer perceptron or a K nearest neighbor algorithm in order to speedup the evaluation process. We show on the BANCA database that our proposed measure best matches the final verification results when comparing several localization algorithms, on various performance measures currently used in face localization.
INTRODUCTION
Face localization is the process of finding the exact position of a face in a given image. It is generally used as an important step in several applications such as face tracking or person authentication. Unfortunately, analyzing the quality of a face localization algorithm is not straightforward, and no universal criterion has been acknowledged in the literature for this purpose. We argue that such a criterion does not exist and propose instead the use of a criterion specific for each application the localization algorithm is designed for. More precisely, this paper concentrates on a face verification task. In that context, a good localization algorithm is the one that minimizes the number of errors made by the verification algorithm. Knowing that verification in itself is not error-free, we propose here a methodology to estimate the verification errors given the errors made by the localization algorithm. We then propose to estimate this measure using either a multilayer perceptron or a K nearest neighbor algorithm.
We present here the results of several experiments conducted on the benchmark BANCA database [1] , comparing three different face localization algorithms in the context of a face verification task, using the same verification algorithm. We will show that our proposed measure best matches the final verification performance induced by several localization algorithms.
The paper is organized as follows. Section 2 presents classical measures used in the literature in order to evaluate the quality of a face localization algorithm. Section 3 presents our idea, which consists in estimating the error made by the verification process given the error made by the localization process. Section 4 presents the framework (database, face verification and face localization systems) used to evaluate our proposed method. Section 5 presents the results of the experiments, and finally Section 6 concludes the paper.
PERFORMANCE MEASURES FOR FACE LOCALIZATION
Direct comparison of face localization systems is a very difficult task, mainly because there is no clear definition of what a good face localization means. Most of the papers found in the literature generally only provide localization and error rates, but rarely mention the way they count a correct/incorrect hit to compute these rates. Furthermore, when reported, this criterion is usually not clearly described. Sometimes, faces are even identified manually by humans [2] . This lack of uniformity makes results difficult to compare and reproduce. Recently, Jesorsky et al. [3] introduced a relative error measure based on the distances between the detected and the expected (ground-truth) eye center positions. Let C l (respectively C r ) be the true left (resp. right) eye coordinate position and letC l (resp. C r ) be the left (resp. right) eye position estimated by the localization module. Jesorsky's measure can be written as 
where dx is the algebraic measure of vector − → dx. All these measures are summarized in Figure 1 . Note that both the choice of Jesorsky's threshold (0.25) and Popovici's parameters still remain subjective.
In this paper, we argue that a universal objective measure to evaluate face localization does not exist. A given localized face may be correct for the task of initializing a face tracking system, but may not be accurate enough for a face verification system. We therefore think that there is no absolute definition of what a good face localization is. We rather suggest to look for an applicationdependent measure representing the final task.
Moreover, in the context of face verification, there have been several empirical evidences [5] showing that the verification score obtained with a perfect (manual) localization is significantly better than the verification score obtained with a not-so-perfect (automatic) localization, which shows the importance of measuring accurately the quality of a face localization algorithm for verification.
APPROXIMATE FACE VERIFICATION PERFORMANCE
As explained in Section 2, instead of searching for a universal cost function assessing the quality of a face localization algorithm, we propose to estimate a specific cost function adapted to the target task. We here concentrate on the task of face verification, hence a good face localization algorithm in that context is a module which produces a localization such that the expected error of the face verification module is minimized. More formally, let x i be the input vector describing the face of an access i (defined more precisely in Section 4), yi = FL(x i ) be the output of a face localization algorithm applied to x i (generally in terms of eye positions), z i = FV(y i ) be the decision taken by a face verification algorithm (generally accept or reject the access) and = Error(z i ) be the error generated by this decision. The ultimate goal of a face localization algorithm is thus to minimize the following cost function:
One solution could thus be to embed all subsequent functions (FV and Error) into a single box and estimate this box using some universal approximator:
1 In fact, Popovici et al. define a fourth measure for rotation, but we will assume in this paper that the eyes have been perfectly aligned horizontally, i.e.
− →
where f (·; θ) is a parametric function that would replace the rest of the process following localization using parameters θ. In this paper, we consider two such functions f (·): a multilayer perceptron (MLP) and a K nearest neighbor (KNN) algorithm [6] . In order to be independent of the precise localization of the eyes, we have in fact slightly modified this approach by changing function f (·) inputs to instead contain the error made by the localization algorithm in terms of very basic measures: ∆x, ∆y and ∆s, as described in Section 2. Let GT(x i ) be the ground-truth eyes position of x i and Err(y i , GT(x i )) be the function that produces the face localization error vector; we thus have
In order to train such function f (·)
Preliminary experiments using this setup revealed some difficulties in the successful training of the MLP, mainly due to the generated examples being noisy (for the same localization perturbation, but a different access, the verification system was not consistent, yielding an inconsistent expected output of the MLP as well). In order to solve this problem, the localization error space was partitioned into several smaller subspaces into which the expected output was computed as the average of the original outputs of each example of the subspace and the input was replaced by the center of the subspace. This corresponds to a kind of smoothing of the expected output in order to remove the inherent noise of the data.
Using KNN to estimate f (·) did not yield any problem apart from the fact that it is significantly slower than MLPs during testing (although many times faster than using the actual face verification system).
Finally, in order to obtain an estimation of the expected classification error of a given face localization algorithm, we simply average the output of f (·) for all test examples.
BASELINE SYSTEM
In this section, we describe the environment that was used to evaluate the quality of our system. We first describe the database, then the verification system, and finally three different localization systems that were compared in this paper.
The BANCA Database
The BANCA database [1] was designed to test multi-modal identity verification with various acquisition devices under several scenarios (controlled, degraded and adverse). In our experiments we use face images from the French and English sections, each containing 52 subjects.
Each subject participated in 12 recording sessions in different conditions and with different cameras. Each of these sessions contains two video recordings: one true client access and one impostor attack. Five "frontal" face images have been extracted from each video recording. Following the "BANCA Experimental Protocol", these five images should be considered as a single access; however, in order to estimate and test our cost function, we used each image as an independent access. According to [1] , we decided to follow protocol P, which appears to be the most realistic one.
The Face Verification System
A face verification system (FV) usually consists in image normalization and feature extraction followed by classification. In this study we use a FV based on local features and Gaussian Mixture Models (GMMs) [5] , briefly described as follows.
First, a 80 × 64 (rows × columns) face window is cropped out (based on the result of the face localization process); each face window contains the face area from the eyebrows to the chin; moreover, the location of the eyes is the same in each face window (via geometric normalization). Histogram equalization is used afterward to normalize the face images photometrically. We then extract DCTmod2 features vector X from each face image [7] . The resulting feature vectors are 18-dimensional for each local block, and there are 17x13=221 overlapping blocks per image.
The face verification system was implemented using a Gaussian Mixture Model (GMM) technique similar to those used in text-independent speaker verification systems. A generic GMM is trained with the features computed on several faces (non-client specific), in order to maximize p(X|Ω), the likelihood of a face X given the generic GMM Ω, for all X of the training database. This GMM is then adapted for each client i in order to produce a model of p(X|C i ), the likelihood of a face X given the client model C i . The ratio between these likelihoods represents the score of the verification model, which is then compared to a threshold in order to take a final decision.
The Face Localization Systems
We compare here three different face localization systems. The first one (hereafter called Weak Boosting) is based on the wellknown Viola-Jones [8] face detector, based on boosting and fastto-compute Haar-like features. For comparison purposes (we wanted this detector to be not so accurate, in order to span a large range of localization performances), we used a very basic cascade architecture of only height stages.
The second localization algorithm (hereafter called Boosting) is based on a cascade of boosted classifiers using an extended set of Haar-like features [9] . The source code is part of OpenCV, available publicly at http://sourceforge.net/projects/opencvlibrary/.
The third localization algorithm (MLP) is composed of two sequentially connected neural networks. It is mainly inspired by Rowley's face detector [10] .
EXPERIMENTS AND RESULTS
We used the French part of the BANCA database to generate examples used to estimate f (·), the verification errors given localization errors. For each of the 2730 available images, 50 (10 horizontal and vertical shifts, at 5 different scales) localization errors were generated randomly in a predefined interval: [−1, 1] for ∆ x and ∆y (position errors) and [0.5, 1.5] for ∆s (scaling error). The total number of generated examples is thus 136500. For the MLP, the space is then divided into 729 regions (9 per each of the 3 dimensions) in order to compute average (smoothed) targets. The capacity of the models is tuned using a K-fold cross-validation procedure on the training set. Figure 2 shows the verification error with respect to the localization error, for three different scales (the color represents the probability of verification error with respect to the input, for each translation error) using the BANCA French dataset, protocol P. We can observe that the verification error is not linear, nor uniform, with respect to the inputs, as implicitly supposed in Jesorsky's measure. Moreover, this shows that the verification system, based on a GMM approach, is quite robust to translation errors. Table 1 compares the localization measures (the smaller the better for all compared measures) obtained using Jesorsky's method, the proposed method using either the MLP or KNN, and the actual verification error rate 2 , on all the accesses of the BANCA English section (protocol P).
All measure techniques (Jesorsky, the MLP and the KNN) failed to correctly rank the MLP and Boosting localization algorithms. Scores obtained by our proposed method is however very similar to the ones obtained by the true verification rate. Our estimate is quite realistic. Table 2 shows the mean absolute error (MAE) between the actual verification error rate and the values obtained by each of the three localization measures using three different face localization algorithms as well as assuming a perfect localization (groundtruth). We see that our method easily outperforms Jesorsky's abil- Table 2 . The mean absolute error (MAE) between three performance measure methods and the actual verification error rate, averaged over the three localization systems and the ground-truth.
ity to estimate the quality of a localization algorithm for the task of face verification. In order to understand why Jesorsky's measure performed so badly, we show in Figure 3 the score computed by Jesorsky's measure for the same translation and scale errors as those of Figure 2 . Moreover, we show in black the decision boundary (deye < 0.25) used by Jesorsky to accept or reject a localization. Comparing these figures, we see that Jesorsky basically fails to represent correctly errors due to scaling.
CONCLUSION
In this paper, we have proposed a novel methodology to compare face localization algorithms in the context of a particular application, namely face verification. We have proposed a method to estimate the verification errors induced specifically by the use of a particular face localization algorithm. This measure can then be used to compare more precisely several localization algorithms. We tested our proposed measure using the BANCA database on a face verification task, comparing three different face localization algorithms. Results show that our measure does indeed capture more precisely the differences between localization algorithms (when applied to verification tasks), which can be useful to select an appropriate localization algorithm.
In fact, one can view the process of training a localization system as a selection procedure where one simply selects the best localization algorithm according to a given criterion. In that respect, an interesting future work could concentrate on the use of such a measure to effectively train a face localization system for the specific task of face verification.
