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We study a one-dimensional helical system with random Rashba spin-orbit coupling. Using renor-
malization group methods, we derive a consistent set of flow equations governing the important con-
trol parameters of the backscattering process. Thereby, we prove the existence of disorder-induced
two-particle backscattering that can even be non-local in space. This analysis allows us to derive
the scaling form of the conductance at low temperatures. We find that two-particle backscattering
due to random spin-orbit coupling differs from the one off a single Rashba impurity by both the
scaling of the conductance with the temperature and the relevance of the backscattering operators.
PACS numbers: 72.15.Nj, 72.25.-b, 85.75.-d
I. INTRODUCTION
A quantum spin Hall state is a topologically non-trivial
state of matter exhibiting an energy gap in the bulk. This
topological phase is characterized by gapless edge chan-
nels that give rise to peculiar transport properties.1–3 Im-
portantly, edge electrons form a one-dimensional (1D) he-
lical liquid, where the (pseudo) spin degree of freedom is
strongly coupled to the direction of motion. The conduct-
ing edge channels (with a linear energy dispersion) always
come in counter-propagating pairs that are time-reversed
partners. Such 1D helical liquids have been experimen-
tally realized at the edges of two-dimensional quantum
spin Hall insulators such as HgTe/CdTe4 or InAs/GaSb
quantum wells.5
Since elastic backscattering off non-magnetic impuri-
ties is prohibited within the edge states by time rever-
sal symmetry (TRS), such helical systems give prospect
of robust ballistic electronic transport. To quantify this
robustness, it is important to better understand possible
sources of backscattering and the influence of disorder on
transport properties of helical liquids. Soon after the first
prediction of helical edge states, it was realized that their
transport properties can be affected by inelastic single-
particle or multi-particle backscattering.6,7 These pro-
cesses require external scattering potentials that enable
to spin-flip the backscattered electron into its counter
propagating channel. This can, for instance, be done by
a local variation of Rashba spin-orbit coupling (SOC) in
the presence of electron-electron interactions.8
The influence of a single scatterer on the transport
properties of an interacting helical liquid has been stud-
ied by various groups under different assumptions.9–13
Additionally, backscattering off a Kondo impurity14,15 or
dynamically ordered nuclear spins16 has also been ad-
dressed. All these works have in common that they pre-
dict a particular temperature dependence of edge chan-
nel transport (typically a power-law behavior) which has
thus far not been seen in experiments. However, it is
fair to say that experiments have not yet carried out a
careful analysis of the temperature dependence of trans-
port. Thus, more experiments on cleaner systems at a
wide temperature range are needed to clarify the role of
inelastic scattering in helical liquids.
Moreover, the influence of many impurities on edge
channel transport in quantum spin Hall systems is much
less understood. Previous theoretical work6–8 mainly
aimed to map this problem onto the known problem of
Anderson localization in an ordinary 1D Luttinger liq-
uid.17 In this article, we show that such a mapping is
not simply achievable in the presence of random Rashba
SOC. Instead, the physics of the disordered helical edge
states, as schematically shown in Fig. (1), is much richer.
This statement is in accordance with a recent analysis
of the model introduced in Ref. 10 in the presence of
uncorrelated disorder18. We use bosonization in combi-
FIG. 1. (Color online) Experimental setup: A 2D topolog-
ical insulator in a quantum spin Hall state (gray layer) is
connected to four leads. At the edges, this gives rise to con-
ducting 1D helical edge modes. Disorder is now accomplished
by a random potential α (blue wavy lines), originating e.g.
from an external source, surrounding layers or interspersed
impurities.
nation with a renormalization group (RG) analysis to de-
rive a set of flow equations for the parameters of interest.
Thereby, we obtain a correction to the dc conductance
due to two-particle backscattering (TPB) which again
exhibits a distinct temperature dependence. The same
physics scenario was previously analyzed by Ström et al.
in Ref. 8. However, these authors used a path integral
approach to solve the problem which seems to make the
wrong prediction that finite backscattering remains in
the non-interacting limit. Indeed, we show below that it
is highly non-trivial to obtain the correct non-interacting
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2limit in our formalism which is an operator-based RG
analysis. Interestingly, we derive that the correction to
the conductance δG due to random Rashba SOC should
scale for large system sizes as
δG ∼
{
−T 4K−1 if 1/4 < K < 1,
−T 8K−2 if K < 1/4, (1)
where T is the temperature and K the interaction pa-
rameter that characterizes the interaction strength of
the Luttinger liquid. Within our approach, we find
that the Rashba disorder is actually a relevant pertur-
bation as soon as K < 1/2 (see Sec. II), which corre-
sponds to rather strong, or even long-ranged Coulomb
interactions. It is not obvious that localization, in-
duced by two-particle backscattering, should occur at low
energies, in contrast to usual disordered Luttinger liq-
uids. There indeed, the strong-coupling region contains
the free-fermion limit, which exhibits Anderson localiza-
tion17. Nevertheless, the reader should be aware that
the scaling of Eq. (1), for K < 1/4, is probably cut off
at temperatures below the typical energy controlling the
strong-coupling fixed point.
The paper is organized as follows. In Sec. II, we de-
scribe the model including some details about the disor-
der average. Subsequently, in Sec. III, we outline the RG
calculation and present the relevant flow equations of the
system. Particularly, we discuss in detail the possibility
of a spatially separated TPB (see Sec. III.A) and its local
approximation (see Sec. III.B). In Sec. IV, the tempera-
ture dependence of the correction to the conductance is
analyzed before we conclude in Sec. V. Some technical
details of the operator product expansion (OPE) and the
RG calculation are moved to the Appendices.
II. MODEL
Our model describes interacting electrons in a 1D he-
lical liquid in the presence of Rashba SOC. Since the
spin direction in a helical liquid is locked to the direc-
tion of motion, electrons can effectively be considered
as spinless. The Hamiltonian consists of three terms,
H = H0 +HI +HR, with8,11
H0 =
∫
dx
∑
r=±
Ψ†r(x) (−irvF∂x − EF ) Ψr(x), (2)
HI = g2
∫
dx Ψ†+(x)Ψ
†
−(x)Ψ−(x)Ψ+(x), (3)
HR =
∫
dx α(x)
[(
∂xΨ
†
+
)
Ψ− −Ψ†+
(
∂xΨ−
)]
+ H.c..
(4)
Ψ†±(x) and Ψ±(x) are fermionic creation and annihilation
operators for a right (+) or left (−) moving particle, EF
is the Fermi energy, and vF the Fermi velocity. We set
~ = 1 in this article unless explicitly stated. H0 describes
the free Hamiltonian with a strictly linear dispersion re-
lation. HI embodies electron-electron interactions of a
g2 type between electrons propagating in opposite direc-
tions. We do not explicitly take into account interac-
tions of the (chiral) type g4, between electrons moving in
the same direction since they only renormalize the Fermi
velocity11,19. So-called g1 interactions, that backscatter
electrons, are generally forbidden in a helical liquid, as
the Coulomb potential does not flip spin. HR describes
the Rashba SOC that couples right and left movers8 and
we take α(x) to be a random function, in order to model
disorder. In the following, we will treat interactions ex-
actly and bosonize the fermionic Hamiltonian. We make
use of the bosonization identity20,21
Ψ±(x) = κ±
1√
2pia
e±ikF xe−i(±φ(x)−θ(x)) ,
where κ± is the Klein-factor for a right/left moving par-
ticle, a a short-distance cutoff, kF the Fermi momentum,
and φ and θ two bosonic fields obeying the commutation
relation [φ(y), ∂xθ(x)] = ipiδ(x−y). The Hamiltonian, in
its bosonized form, is now given by H = H0 +HR, with
H0 = v
2pi
∫ L
0
dx
[
K:(∂xθ)2: +
1
K
:(∂xφ)2:
]
, (5)
HR = iκ+κ−
∫ L
0
dx
α(x)
pia
(
2pia
L
)K
×
×
(
:∂xθ(x)e−i2φ(x)ei2kF x: + H.c.
)
(6)
with operators between columns, :(. . .):, being normal-
ordered. The bosonized Hamiltonian H0 is the one of a
free boson, although it does include all effects of Coulomb
interactions, in the values of the plasmon velocity v and
the interaction parameter K. For repulsive (resp. attrac-
tive) interactions, one has K < 1 (resp. K > 1), while
for free fermions K = 1 and v = vF . If both α(x) and
the fields φ(x), θ(x) typically vary only on length scales
much bigger than the Fermi wavelength, the integrand
of Eq. (6) will average out upon integration. This puts
constraints on forms of α(x) that lead to non-trivial re-
sults. In a helical Luttinger liquid, φ(x) and θ(x) are not
necessarily slowly varying functions compared to the os-
cillating factors e±i2kF x, since the chemical potential may
very well be close to the Dirac point kF = 0. Away from
half filling, one can compensate the factors of e±i2kF x
with the Rashba potential α(x), assuming that the com-
binations η(x) = α(x)ei2kF x and η∗(x) = α(x)e−i2kF x
are now slowly varying. This is the situation we will ad-
dress in the following.
Treating disorder is a notoriously difficult task, and
only a handful of analytical methods are available. The
one we chose here is based on the replica trick and has
proved to be efficient in the study of 1D interacting elec-
tron gases in disordered potentials. The time-ordered
correlation function A(τ1, τ2) = 〈T O(τ1)O(τ2)〉 in imag-
inary time, for an arbitrary observable O, for instance,
3the current density, is given by
A(τ1, τ2) = 1ZTr
[
e−βH0
(
T Uˆ(β, 0)Oˆ(τ1)Oˆ(τ2)
)]
(7)
with Z = Tr[e−βH0Uˆ(β, 0)] the partition function and
Uˆ(β, 0) = T exp
[
− ∫ β
0
dτ1HˆR(τ1)
]
the evolution opera-
tor. The average over disorder realizations reads
A(τ1, τ2) =
∫
DηDη∗ p(η, η∗)A(τ1, τ2) , (8)
where p(η, η∗) is the probability distribution of the ran-
dom potential. The partition function in the denomina-
tor of Eq. (7) makes the average in Eq. (8) intractable.
The replica trick builds on the observation that Z−1 =
ZN−1 in the limit N → 0. We then express the denom-
inator using N − 1 identical (replicated) copies of the
system and arrive at
A(τ1, τ2) = lim
N→0
1
N
N∑
a=1
A(a)(τ1, τ2) = lim
N→0
1
N
N∑
a=1
Tr
[
e−βH0,rep
(
T Uˆrep(β, 0)Oˆ(a)(τ1)Oˆ(a)(τ2)
)]
, (9)
where H0,rep =
∑N
a=1H(a)0 and Uˆrep(β, 0) =
T exp
[
−∑Na=1 ∫ β0 dτ1Hˆ(a)R (τ1)]. For simplicity, we con-
sider a Gaussian probability distribution of the form
p(η, η∗) = e−D
−1
η
∫
dx η∗(x)η(x). The disorder strength
Dη is then the weight of the Gaussian statistics. We
assume the random potential to be short-ranged, as
η∗(x1)η(x2) = Dηδ(x1 − x2), and with zero mean
value, that is, η(x) = η∗(x) = 0. Averaging over
disorder the quantity A(a)(τ1, τ2) in Eq. (9) gives
rise to the effective evolution operator Uˆrep(β, 0) ≡
T exp
[ ∫ β
0
dτ1
∫ β
0
dτ2 Hˆdis(τ1, τ2)
]
with
Hˆdis(τ1, τ2) = Dη
2
1
pi2a2
(
2pia
L
)2K N∑
a,b=1
∫ L
0
dx :∂xθa(x, τ1)e+i2φa(x,τ1): × :∂xθb(x, τ2)e−i2φb(x,τ2): + H.c. (10)
Note that the Klein factors are set equal to one for sim-
plicity throughout this article, since they always come in
pairs and do not affect the final results. Our philosophy
for the rest of the paper is to first perform an RG anal-
ysis of the Rashba potential and uncover a preliminary
phase diagram from the flow equations, and to then de-
duce transport properties from simple scaling arguments.
The RG calculation will be done on the replicated par-
tition function Zrep ≡ Tr
[
e−βH0,repUˆrep(β, 0)
]
, which is
here the quantity of interest.19
III. EFFECTS OF RANDOM DISORDER ON
INTERACTIONS AND TWO-PARTICLE
BACKSCATTERING
A. RG flow equations
So far, we have derived an effective Hamiltonian, Hˆdis,
that takes into account Coulomb interactions exactly
and included effects of the disordered Rashba potential
through the coupling of replicas. The resulting effective
operator in Eq. (10) therefore represents the full influence
of Rashba disorder on an interacting helical electron sys-
tem. It is in principle able to generate or renormalize
different kinds of scattering processes. These contribu-
tions arise naturally, at each order in a perturbative ex-
pansion of the replicated partition function. This expan-
sion is controlled by the dimensionless Rashba parameter
D˜η = Dη/(av
2). We adopt a real space RG scheme22, by
rescaling the short distance cutoff a to a′ = a(1 + d`),
in an OPE. To first order in D˜η, we find that disorder
allows for a term of the form
2D˜ηv
pi2
(1−K)(1− 2K)(1 + d`)
∫
dxdτ :(∂xθ(x, τ))2: ,
(11)
in the expansion. Details of this calculation are outlined
in Appendix A. After reexponentiation, the product of
interaction parameters Kv, in the free bosonized Hamil-
tonian H0, is renormalized. At the same time, v/K is
not, since no contribution proportional to :(∂xφ)2: arises.
Hence, both the interaction parameter K and the plas-
mon velocity v are renormalized. Moreover, the renor-
malization of the Rashba disorder parameter D˜η can di-
rectly be extracted from Eq. (10). Putting all results
together, we find the following flow equations to first or-
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FIG. 2. RG flow in the plane (K,D˜η) of parameter space.
Disorder becomes relevant for K < 1/2 and is renormalized
to zero otherwise.
der in D˜η
dK
d`
(`) = −2D˜η(`)
pi
(1−K(`)) (1− 2K(`)) , (12)
dv
d`
(`) = −2D˜η(`)v(`)
K(`)pi
(1−K(`)) (1− 2K(`)) , (13)
dD˜η
d`
(`) = (1− 2K(`)) D˜η(`). (14)
The resulting flow diagram is shown in Fig. (2). Im-
portantly, no inelastic interactions can be generated by
elastic disorder in the non-interacting limit K → 1, as it
should be. This correct limit appears in the flow equa-
tions even without the additional implementation of a
missing piece to cure the fact that we introduced a cutoff
on the time variables. The concept of a missing piece,
developed in Ref. 17 and for instance applied in Ref. 11,
is in general needed when working with a real-space RG.
Its implementation is crucial to carefully distinguish be-
tween elastic and inelastic scattering processes and to ob-
tain correct non-interacting limits. More comments and
explanations about our approach to handle this point are
given in Appendix B. The reason, that no missing piece
is needed here for the correct limit, is the following: In
first order of D˜η, disorder is formally not able to produce
an interaction term of the g2 type, because of the deriva-
tives in the Rashba Hamiltonian. The effect of Rashba
disorder in this order of the perturbation can thus be seen
only as a renormalization of the effective Fermi velocity.
We find that the Rashba disordered potential is an ir-
relevant perturbation as long as K > 1/2. In the plane
(K,D˜η), there is a line of fixed points at K = 1/2 and
for K < 1/2, the system flows to strong coupling, away
from the perturbative regime. The question of finding the
strong-coupling fixed point and whether it corresponds to
Anderson localization remains open.
As explained in the introduction, TRS forbids elastic
single-particle backscattering from the Rashba potential.
However, inelastic TPB is allowed by symmetry provided
Coulomb interactions are present. When the system is
not at half-filling, such a process cannot be generated
in first order of the disorder strength. Going to second
order in the perturbation, we find that, after rescaling of
the cutoff, the normal-ordered product contains terms of
the form
(1 + 2d`)
1
2a4
(
D˜ηv
pi2K
)2(
2pia
L
)8K∑
a,b
∫
dxdx′dτ1dτ2 m
(
x− x′
a
)
:ei2φa(x,τ1)ei2φa(x
′,τ1)::e−i2φb(x,τ2)e−i2φb(x
′,τ2):.
(15)
Details of the calculation are given in Appendix C. Here,
the part of the time integral below the cutoff, i.e. the
missing piece of the real-space RG treatment, was imple-
mented in a similar way as in Ref. 11. In the integrand of
Eq. (15), there appears a space-dependent factor weight-
ing the full expression which we have defined as
m
(
x− x′
a
)
=
 (1− 2K)−
(
x−x′
a
)2
(
1 +
(
x−x′
a
)2)2−K

2
. (16)
It can be verified, for example by going back to fermionic
language, that Eq. (15) corresponds to a TPB-process,
where two left-movers are scattered into two right-movers
and vice versa, all in the presence of electron-electron in-
teractions (see Fig. (3b)). We emphasize, that although
each backscattering event was constricted to one spatial
point, as η∗(x1)η(x2) = Dηδ(x1 − x2), there is no rea-
son for two scattering events to be local in space. Such
a non-local TPB process is modulated by the form fac-
tor m ((x− x′)/a), which damps the amplitude for large
spatial distances |x − x′| as a power law. The function
m ((x− x′)/a) is plotted in Fig. (3a). Note however that
the form factor is actually a constant function in the
non-interacting case, illustrating the fact that no cor-
related two-particle backscattering occurs in the absence
of Coulomb interactions.
We now derive the flow equation corresponding to the
TPB process generated in Eq. (15). Since only the dis-
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FIG. 3. (Color online) (a) Schematic of the form factor m
(
x−x′
a
)
for different values of the interaction parameter K, decreasing
from top to bottom in steps of 0.1 starting from K = 1.0 (top). The dip at (x− x′) = 0 for K > 1/2, as well as the additional
maxima away from x − x′ = 0 for K < 1/2 are a consequence of the finite cutoff a on our model. (b) Illustration of a TPB-
process with two scattering events taking place at a finite spatial distance. Two left-moving particles are backscattered into
two right-moving particles and vice versa.
tance of both positions is of importance, let us introduce
new coordinates ξ = x − x′ and Ξ = (x + x′)/2. First,
we keep ξ finite, referring to Eq. (15) as a non-local TPB
process. The generated operator is then of the form
∫
dτ1dτ2Hˆ2p(τ1, τ2) = γ2p
(
2pia
L
)8K
v2
a4
∑
a,b
∫
dΞdξdτ1dτ2 m
(
ξ
a
)
× :ei2φa(Ξ+ ξ2 ,τ1)ei2φa(Ξ− ξ2 ,τ1)::e−i2φb(Ξ+ ξ2 ,τ2)e−i2φb(Ξ− ξ2 ,τ2):. (17)
Here, the form factor m
(
ξ
a
)
inside the integral depends
on the cutoff. Let us therefore keep ξ as a parameter
and analyze the flow equation of the space-dependent
TPB-process γ2p(`, ξ). We are only interested in the in-
elastic component of these processes, γin2p(`, ξ), defined
by γ2p(l, ξ) = γin2p(l, ξ) +
D˜2η
2pi4K2 . We then arrive at the
following flow equation
d
d`
γin2p(`, ξ) = γ
in
2p(`, ξ)
(4− 8K) + ξ
a(`)
m′
(
ξ
a(`)
)
m
(
ξ
a(`)
)

+
D˜2η
2pi4K2
(4− 4K) + ξ
a(`)
m′
(
ξ
a(`)
)
m
(
ξ
a(`)
)
 .
(18)
Eq. (18) provides, in principle, a full solution for the evo-
lution of γin2p(l, ξ) depending crucially on the ratio of spa-
tial distance between the scattering events and the cutoff.
While a is growing with the RG flow, but is stopped by
the lesser of ξ or β, ξ can take all values up to the length
of the system. Let us now illustrate the result on the ba-
sis of two limits. In the regime where ξ  a, one obtains
the flow equation
d
d`
γin2p(`, ξ  a) ∼ γin2p(`)(4− 8K) +
D˜η(`)
2
2pi4K2
(4− 4K) .
(19)
If on the other hand ξ  a, the flow equation yields
d
d`
γin2p(`, ξ  a) ∼ −4Kγin2p(`) +
12D˜η(`)
2
2pi4K2
a(`)2(1−K)
ξ2
.
(20)
Due to the specific decay of the factor m with large ξ,
all contributions stemming from the Rashba disorder
D˜η are surpressed in this limit. Assuming further that
γin2p(0) = 0, inelastic TPB is never generated at inifinitely
large spatial distances.
B. Local vs. non-local two-particle backscattering
processes
The function m(ξ/a) that modulates the two-particle
backscattering processes is a direct consequence of the
6peculiar form of the Rashba potential in bosonization.
However, one could argue that a different RG scheme
could lead to local two-particle backscattering processes
only. This would in practice be the case if we were to
rescale both time and position, for instance by imposing
an isotropic cutoff in space-time, x2 + (vτ)2 > a. Up
to unimportant prefactors, m(ξ) would then reduce to a
Dirac delta function, and the two-particle backscatter-
ing operator would recover its expected 3 − 8K scaling
dimension, similarly to Ref. 8. However, since disorder
explicitly breaks Lorentz invariance at the edge – disorder
average only restores translational invariance – such an
isotropic treatment of time and space in the RG is in our
opinion not justifiable, at least not without additional
assumptions on the microscopic details of the model.
Therefore, our treatment helps uncovering a backscat-
tering process that was so far not realized, namely the
appearance of non-local two-particle backscattering pro-
cesses. In the next section, we discuss the possible signa-
tures of such processes in the edge conductance.
IV. CONDUCTANCE
Our analysis of the conductance in this section is
twofold. With the help of the Kubo formula, we first
compute the finite temperature corrections to the
conductance arising from a non-local TPB process of
the form of Eq. (17). To that end, we will consider
a very large albeit finite wire of length L, and verify
that the temperature scaling we obtain in the limits of
small and large separations ξ is consistent with the RG
scaling, if one were to scale the cutoff a from its bare
value a0 ' v/EG, with EG the bulk band gap, up to the
thermal length vβ or to the spatial distance ξ, depending
on which one is smaller. Note that our calculation relies
on the following hierarchy of length scales, a0  vβ ≤ L.
With a typical band gap of EG ∼ 20 meV, a wire of
length L ∼ 5 µm and a plasmon velocity v ∼ 106 m.s−1,
we find that this hierarchy of length scales corresponds
to the condition 1.5 K < T  200 K on the temperature.
In the first two subsections of this chapter, our philoso-
phy is to keep ξ as a free parameter, that is restricted
only by the system size and the ultraviolet cutoff. The
physics of the system is then determined by the interplay
of ξ and β, where a ≤ |ξ| ≤ L/2. In fact, we will see that
the position-dependent conductance exhibits different
scaling behaviors for ξ  vβ and ξ  vβ, and we find a
qualitative agreement with our RG calculation. In the
last subsection, we discuss confinements for ξ respecting
finite temperature, and derive a position-independent
result for the dc conductance by integrating over all
spatial distances.
A. Kubo formula for the conductance
Starting from the Kubo formula, the non-local ac con-
ductivity of the system, at frequency ω, is given by19,23
σω(x, x
′) =
ie2ω2n
piω
Gωn(x, x
′)
∣∣∣∣
ωn→ω−i
, (21)
Gωn(x, x
′) =
∫ β
0
dτ〈Tτφ(x, τ)φ(x′, 0)〉e−iωnτ ,
where Gωn(x, x′) is the Fourier transform of the imag-
inary time boson propagator, and ωn a Matsubara fre-
quency. Implementing the TPB Hamiltonian on the ba-
sis of Eq. (17), we compute the correction δGωn(x, x′) to
the free Green’s function, to first order in Hˆ2p. Following
Eq. (9), we obtain the following expression
δGωn(x, x
′) = lim
N→0
1
N
N∑
a,b,c=1
γ2p
a4
∫ β
0
dτe−iωnτ
∫
dΞdξdτ1dτ2 m˜
(
ξ
a
)
×
〈Tτφa(x, τ)φa(x′, 0)ei2φb(Ξ+
ξ
2 ,τ1)ei2φb(Ξ−
ξ
2 ,τ1)e−i2φc(Ξ+
ξ
2 ,τ2)e−i2φc(Ξ−
ξ
2 ,τ2)〉0 . (22)
Since averages are performed with respect to the free theory, only terms that are diagonal in replicas survive. Moreover,
the replica limit, N → 0, make disconnected diagrams vanish. Note that we have introduced a modified form factor
m˜
(
ξ
a
)
=
 (1− 2K)−
(
ξ
a
)2
(
1 +
(
ξ
a
)2)2

2
. (23)
7After Fourier transformation, the propagator takes the compact form23 (for ease of notation, we use x1 = Ξ + ξ2 and
x2 = Ξ− ξ2 )
δGωn(x, x
′) = −4γ2p
a4
∫
dx1dx2 [Fωn=0(x1 − x2)− Fωn(x1 − x2)] m˜
(
x1 − x2
a
)
× [G0ωn(x, x1)G0ωn(x′, x1) +G0ωn(x, x2)G0ωn(x′, x2) +G0ωn(x, x1)G0ωn(x′, x2) +G0ωn(x, x2)G0ωn(x′, x1)] ,
(24)
with Fωn the Fourier transform of
F (x1, x2, τ1, τ2) = 〈e2i(φ(x1,τ1)+φ(x2,τ1)−φ(x1,τ2)−φ(x2,τ2))〉0 .
Evaluating the free propagator G0, it can be readily seen that in the limit of large system sizes L, G0ωn ≈ K2ωn 23,
and is therefore independent of both positions and the inverse temperature. Thus, the temperature correction to the
conductance originates exclusively from the function Fωn(x1 − x2). We write19 F (x1, x2, τ1, τ2) = exp[−2[F1(x1 −
x2, 0)− F1(0, τ1 − τ2)− F1(x1 − x2, τ1 − τ2)− F1(x1 − x2, τ1 − τ2)− F1(0, τ1 − τ2) + F1(x1 − x2, 0)], with
F1(x1 − x2, τ1 − τ2) = K〈[φ(x1, τ1)− φ(x2, τ2)]2〉0.
The correlation function F1 can be derived along the lines of Refs. 19 and 21. For finite temperature and large system
sizes, returning to the notation ξ = x1 − x2,
F1(ξ, τ1, τ2) =
K
4
log

(
sinh2
(
piξ
vβ
)
+ sin2
(
pi
vβ (vτ1 − vτ2 − a)
))(
sinh2
(
piξ
vβ
)
+ sin2
(
pi
vβ (vτ1 − vτ2 + a)
))
sin4
(
pia
vβ
)
 . (25)
Using Eq. (25), a general expression for F (ξ, τ) can be
derived, although an exact Fourier transformation to fre-
quency space remains difficult. In the two limits ξ → 0
and ξ →∞, we obtain the analytical expressions
F (ξ → 0, τ) =
(
pia
vβ
)8K (
sin
(
piτ
β
))−8K
,
F (ξ →∞, τ) =
(
pia
vβ
)4K (
sin
(
piτ
β
))−4K
.
and their Fourier transforms as
[Fωn=0(ξ)− Fωn(ξ)]ξ→0 = C0
(
pia
vβ
)8K
β2ωn +O(ω2n) ,
(26)
[Fωn=0(ξ)− Fωn(ξ)]ξ→∞ = C∞
(
pia
vβ
)4K
β2ωn +O(ω2n) .
(27)
Here, C0 and C∞ are geometric factors depending on
the parameter K. In the dc limit ω → 0, we can then
find the temperature dependent correction δg to the dc
conductance, in the two limits of small and large ξ. Using
that m˜
(
ξ
a → 0
)
= (1−2K)2 and m˜
(
ξ
a →∞
)
∼
(
ξ
a
)−4
,
these corrections become
δg(ξ → 0) = −e
2
pi
4LC0K
2(1− 2K)2 γ2pa−4
(
vβ
pia
)−8K
β2,
(28)
δg(ξ →∞) = −e
2
pi
4LC∞K2 γ2p ξ−4
(
vβ
pia
)−4K
β2.
(29)
We find, that the correction to the conductance scales
as δg ∼ β2−8K for ξ → 0 and as δg ∼ β2−4K for
ξ → ∞, if it is exclusively dominated by the parame-
ter γ2p. Let us now compare these results with the RG
flow equations (19) and (20). As a first approxima-
tion we neglect the contribution of D˜η. A simple con-
sistency check is then to take a = vβ in Eqs. (28) and
(29) and rescale γ2p accordingly, following either Eq. (19),
γ2p ∼ (vβ/a0)4−8K , or Eq. (20), γ2p ∼ (vβ/a0)−4K . We
recover in both cases the same temperature scaling, a re-
sult that strengthens our RG approach for the non-local
two-particle processes.
B. RG approach to the conductance
In this section we refine our analysis of the conductance
corrections. Since in our theory, two-particle backscatter-
ing processes are actually generated by the Rashba dis-
ordered potential, it is necessary to consider the full set
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FIG. 4. (Color online) Plot of the correction to the con-
ductance δg depending on inverse temperature β. The spa-
tial separation ξ is kept fixed, and two exemplary values are
shown to illustrate the damping of the conductance for in-
creasing distances. The plot is composed of two parts, where
in the regime ξ < β and ξ > β the flow of the cutoff pa-
rameter a was stopped at ξ or β, respectively, and the two
scales cross over at ξ ∼ β. Note, that for ξ < β we find
a perfect powerlaw, since the solution for γ2p does not de-
pend on β. The powerlaw dependencies of δg in the limit of
small and large distances, as given in Eqs. (32) and (34),
are visualized as dashed lines. We have chosen parameters
D˜η(0) = 0.01, γ
in
2p(a0) = 0, a0 = 1, v = 1, L = 300a0, as well
as K = 0.4.
of RG flow equations. We combine our calculation of the
conductance using the Kubo formula with the solution
of the flow equations (12), (14), (18). In this approach,
the corrections to the conductance, for a given separation
ξ  β, are given by,
δg(ξ, β) ' −e
2
pi
4LK2β2
(
pia(`)
vβ
)8K γin2p(`, ξ)
a(`)4
m˜
(
ξ
a(`)
)
,
(30)
with γin2p(`, ξ) the solution of Eq. (18). Motivated by our
analysis of Eqs. (28) and (29), we have assumed that
the ξ dependence is well captured by both γin2p(`, ξ) and
m˜(ξ/a), and that the function F of Eq. (24) only con-
tributes unimportant geometric factors. With the bound-
ary conditions γin2p(` = 0, ξ) = 0, D˜η(` = 0) = D˜0η, and
keeping K constant, we arrive at the following expres-
sions, in the limiting cases,
γin2p(`, ξ) '
2(D˜0η)
2
pi4K2
K − 1
2K − 1
(
e(4−8K)` − e(2−4K)`
)
.
(31)
The order of length scales being a0  ξ  β, the
flow should be stopped at a(`) = ξ, or equivalently
` = ln(ξ/a0). We then find two different scalings crossing
over at K = 1/2. Indeed, if 1/2 < K < 1, the scaling
is dominated by D˜η, leading to γin2p(β, ξ) ∼ ξ2−4K , while
if K < 1/2, we find instead γin2p(β, ξ) ∼ ξ4−8K . Using
m˜ (ξ → 0) → (1 − 2K)2 in Eq. (30), as well as a(`) = ξ,
we finally arrive at
δg(ξ  vβ) ∼
{
−(vβ)2−8Kξ4K−2 if 1/2 < K < 1 ,
−(vβ)2−8K if K < 1/2 .
(32)
In the opposite regime, a0  β  ξ, the flow equation
for γin2p(`, ξ) gives
γin2p(`, ξ) '
6(D˜0η)
2
pi4K2
K − 1
K
a20
ξ2
(
e−4K` − e(4−4K)`
)
. (33)
The flow should in this case be stopped at a(`) = β, or
equivalently ` = ln(β/a0). The scaling is always dom-
inated by D˜η and γin2p(β, ξ → ∞) ∼ β4−4Kξ−2. Using
now m˜ (ξ →∞) ∼
(
ξ
β
)−4
, we obtain
δg(ξ  vβ) ∼ −(vβ)6−4Kξ−6 . (34)
The scaling behavior of the conductance with tempera-
ture is illustrated in Fig. (4). Different power laws are
found for small and large spatial distances. However, it is
important to remember that besides the scaling, the full
expression is damped by the factor m˜ with increasing ξ.
We find that the scaling laws of δg(ξ, β) are very robust
against perturbations of ξ or β, as long as the ratio of
ξ/β is not changed dramatically. If thermal and spatial
lengths become of the same order, there is a crossover
between two scalings.
C. Position-independent conductance
In this last subsection, we would like to sketch a way
how to derive a result for the correction to the conduc-
tance that is position-independent. We come back to
a more microscopic analysis in order to integrate over
the space separation ξ, respecting the hierarchy of length
scales a0  ξ  β. Here, the cutoff does not flow, so we
fix a = a0. The important point to note is the contrac-
tion of two out of four times along the normal-ordering
process (see Eq. (C1)), that we performed for simplic-
ity. Choosing the same two-particle backscattering term,
Eq. (17) before the contraction of time variables reads
9∫
dτ1dτ2dτ3dτ4Hˆ2p(τ1, τ2, τ3, τ4) = γ2p
(
2pia0
L
)8K
1
a40
∑
a,b
∫
dΞdY dY ′
∫
dξ m2(ξ, β)
× :ei2φa(Ξ+ ξ2 ,τ1)ei2φa(Ξ− ξ2 ,τ1)::e−i2φb(Ξ+ ξ2 ,τ2)e−i2φb(Ξ− ξ2 ,τ2):. (35)
where Y = 12 (y1 + y3), y = y1− y3, Y ′ = 12 (y2 + y4) and y′ = y2− y4. Here, we have defined an effective form factor of
m2(ξ, β) = a
−4K+2
0
∫ vβ
0
dy
1
4
(1− 2K)(y + a0)2 − ξ2
((y + a0)2 + ξ2)2−K
∫ vβ
0
dy′
(1− 2K)(y′ + a0)2 − ξ2
((y′ + a0)2 + ξ2)2−K
'
a−4K+20 [a
2
0ξ
4K−4 − 2a0ξ2K−2(vβ)2K−1 + (vβ)4K−2]. (36)
Here, we used again a0  ξ  β. Next, we expand the
exponentials between normal-ordering signs in Eq. (35)
in terms of ξ, and use again Eq. (26) to calculate the
correction to the conductance. Similar to Eq. (30), we
have
δg(ξ, β) ∼ −γ2p
a40
β2
(
pia0
vβ
)8K
m2(ξ, β). (37)
By inspection of Eq. (36), we find that for K < 1/2, all
terms depending on temperature are very small, and the
leading contribution is m2 '
(
ξ
a0
)4K−4
. On the other
hand, if 1/2 < K < 1, the factor β dominates over a0
and we find m2 '
(
vβ
a0
)4K−2
. This leads us to
δg(ξ) ∼
{
−(vβ)−4Kγ2pa4K−20 if 1/2 < K < 1 ,
−(vβ)2−8Kγ2p ξ4K−4a4K0 if K < 1/2 .
(38)
Importantly, γ2p is here a temperature-independent pa-
rameter. Finally, we perform the integration over ξ.
Since the exponentials in Eq. (35) were expanded to low-
est order in ξ, the only term depending on ξ in this ap-
proximation is m2, and we find∫ vβ
a0
dξm2(ξ, β) = a
−4K+2
0 [β
4K−1 − 1
4K − 3a
4K−1
0
+O(β4K−2, β2K−1, β4K−3)].
The terms in the inner brackets are all subleading in
β and can therefore be disregarded. We note, that for
K < 1/4, the dominant contribution is again the term
depending on the cutoff
∫
dξm2(ξ) ' a0. If on the con-
trary 1/4 < K < 1, the leading term is
∫
dξm2(ξ) '
a0
(
vβ
a0
)4K−1
. With the help of Eq. (37), we conclude,
that the position-independent corrections to the dc con-
ductance δG ' ∫ vβ
a0
dξ δg(ξ) scale as
δG ∼
{
−(vβ)1−4Kγ2pa4K−20 if 1/4 < K < 1 ,
−(vβ)2−8Kγ2p a8K−30 if K < 1/4 .
(39)
Due to the integration over ξ, the crossover of scalings
was shifted to the point K = 1/4. With β = 1/(kBT ),
we arrive at the final result given in Eq. (1).
V. CONCLUSION
In this article, we have modeled the influence of
random Rashba spin orbit coupling on a helical 1D
quantum system such as a QSH edge state. It has
been shown that inelastic two-particle backscattering
may reduce the electronic transport properties in the
presence of time-reversal symmetry. The correction
to the conductance scales as a power law with the
temperature, where the exponent is determined only
by the electron-electron interaction strength K. This
tendency could in principle be experimentally observed
in a transport measurement at low temperatures. In
our calculation, it was pointed out that the correction
to the conductance due to random Rashba spin-orbit
coupling is obtained in second order of the disorder
strength. This result was achieved in the limit of zero
voltage bias, but finite temperature. Furthermore, we
analyzed the relevance of the backscattering operators in
the RG sense. Considering two-particle backscattering,
its operator is found to become relevant for strong in-
teractions below K = 1/2, in the disordered case, which
is in contrast to the threshold of K = 1/4 in the single
impurity case11. Moreover, the disorder strength itself
is a relevant parameter of the system in the presence of
strong interactions, while the single impurity potential
remains irrelevant at all interaction strengths. A special
emphasis has been put on the possibility of a non-local
two-particle backscattering, which is a characteristic
feature of the disordered system. We have shown that all
such processes naturally contribute to the conductance
correction, though being damped as a power law for
large distances. Concerning the temperature dependence
of the conductance, we find different scalings depending
on the ratio of the spatial distance and the thermal
length. The dominant scalings, however, are provided
by the regime of spatially coinciding scattering events.
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Integrating out the spatial distance between both events,
the correction to the conductance for 1/4 < K < 1 is re-
duced by one power of the temperature compared to the
case of two-particle backscattering off a single impurity11.
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Appendix A: First order expansion
In this Appendix, we give some details about the procedure of normal-ordering. Let us first consider the expansion
of the partition function in first order of D˜η, leading to the term given in Eq. (11).
We use y = vτ as new time variables and further exploit the fact that right-moving fields only depend on the
combination z = ix + y and left-moving fields on z = −ix + y to shorten the notation. Moreover, in H0, we rescale
the fields as
√
Kθ → θ and φ/√K → φ. Also, we abbreviate generally λ = 2√K. For fields like φ and θ, that include
both right and left movers, we simply write φ(x1, y1) = φ(z1, z1) = φ(1).
To normal-order the operator product we use the known commutation relations in the limit of large system sizes L,
as e.g. given in Ref. 21. Employing general coefficients λ, λ′, we find for the first order term
:∂xθa(1)eiλφa(1):× :∂xθb(2)eiλ′φb(2): = h(1, 2)
[
:∂xθa(1)∂xθb(2)eiλφa(1)eiλ
′φb(2):−
1
2
u(1, 2):
(
λ
2
∂xθa(1)− λ
′
2
∂xθb(2)
)
eiλφa(1)eiλ
′φb(2): +
1
22
s0(1, 2):eiλφa(1)eiλ
′φa(2):
]
(A1)
with the functions
h(1, 2) =
(
2pi
L
|z1 − z2 + a|
)λλ′
2
,
u(1, 2) =
1
z1 − z2 + a +
1
z1 − z2 + a =
2(y1 − y2 + a)
|z1 − z2 + a|2 ,
u2(1, 2) =
1
(z1 − z2 + a)2 +
1
(z1 − z2 + a)2 =
2
(
(y1 − y2 + a)2 − (x1 − x2)2
)
|z1 − z2 + a|4 ,
s0(1, 2) = u2(1, 2)− λλ
′
4
(u(1, 2))2 =
2
(
(1− λλ′2 )(y1 − y2 + a)2 − (x1 − x2)2
)
|z1 − z2 + a|4 .
Away from half filling, only opposite signs λ′ = −λ are allowed due to the disorder-averaging procedure. Thus, the
first order product can not generate any TPB and we exploit Eq. (A1) just for the renormalization of the Luttinger
parameters K and v. Switching to coordinates y = y1−y2 and Y = (y1 +y2)/2, we expand the exponentials in normal-
ordering signs around small time distances y ∼ 0. With the help of the equation of motion ∂Y φ(x, Y ) = −i∂xθ(x, Y ),
we find from Eq. (A1)
:∂xθ(1)eiλφ(1):× :∂xθ(2)e−iλφ(2): ∼ h(1, 2):(∂xθ(x, Y ))2:×[
1− 1
2
u(1, 2)λ2(y + a) +
1
22
s0(1, 2)
λ2
2
(y + a)2 +O(y3)
]
. (A2)
Plugging the normal-ordered product into Eq. (10) and remembering that x1 = x2 = x, we find
exp
[ ∫
dτ1dτ2 Hˆdis(τ1, τ2)
]
∼ D˜η
2
(
1
pi2aK
)(
2pia
L
)2K ∫
dxdY :(∂xθ(x, Y ))2: (A3)
∫
dy
(
2pi
L
|y + a|
)−λ2
2
[
1− λ2 + λ
2
22
(
1 +
λ2
2
)]
+H.c. =
4D˜η
2
(
1
pi2K
)
(1−K)(1− 2K)(1 + d`+O(d`2))
∫
dxdY :(∂xθ(x, Y ))2:.
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In the last step, we integrated out y, putting it to zero on a shell of 2a(1+d`). As usual we neglected all contributions
of order O(d`2). After reexponentiating, the Rashba disorder contributes to the renormalization of the product Kv
in H0 (note that the fields have to be transformed back θ →
√
Kθ),
− Kv(a
′)
2pi
= −Kv(a)
2pi
+
4D˜η
2pi2
(1−K)(1− 2K)v d`,
d
d`
(Kv)(l) = −4D˜η
pi
(1−K)(1− 2K)v. (A4)
Since v/K is not renormalized, the result can be rewritten in terms of K and v separately, as done in Eq. (12).
Appendix B: Contractions and missing pieces
A few comments are in order about the factor (1 + d`) in Eq. (A3), where the integer one represents the so-called
missing piece now. To clarify this point, let us first consider a contraction of time variables in the absence of any
cutoff. Imagine, that we contract the times y1 and y3 in the following integral∫
dy1
∫
dy3f(y1, y3) =
∫
dY
∫ ∞
−∞
dyf(Y, |y|) ∼ 2 d`
∫
dY f(Y, 0) = 2 d`
∫
dy1f(y1, y1), (B1)
where f describes a general function. In Eq. (B1), we have first changed variables to Y = (y1 +y3)/2, y = y1−y3 and
changed Y back to y1 again. Time-ordering ensures that all time-differences are positive, allowing for the notation of
the modulus |y|. Assuming that y1 and y3 are very close to each other, a Taylor expansion can be performed around
y ∼ 0, setting y equal zero on an infinitesimal shell of size d`. Proceeding this way, multiple contractions bring factors
of 2 d` for each variable to be integrated out.
Next, we consider the same integral assuming a finite cutoff a on both time variables. The cutoffs are introduced
during the bosonization process to avoid divergences, and eventually become manifest in the form of replacements
y → y + a. The two time-variables to be contracted are then located close to each other on a ring of inner radius a
and width d`. As a first consequence, contractions now generate factors of 2a d`. Second, and more importantly, we
miss in any of the time integrals the part 0 < y < a, as was first realized in Ref. 17. This is coined the missing piece
of the RG procedure. At this point, elastic and inelastic characters of scattering processes get mixed, since a purely
elastic process would correspond to an unlimited integral. The missing piece can be implemented together with a
rescaling of the cutoff in the following way∫ ∞
−∞
dyf(|y + a|) = 2
∫ ∞
a
dyf(y)→ 2
(∫ ∞
a
dyf(y) +Mp
)
= 2
(∫ a′
a
dyf(y) +Mp+
∫ ∞
a′
dyf(y)
)
∼
f(a) 2a d`+ 2Mp.
Here, (Mp) represents the missing piece integral
∫ a
0
dyf(y).
In the spirit of Ref. 11, we obtain
(Mp) =
∫ a
0
dyf(y) ∼ f(a) a, (B2)
where a potential divergence at y = 0 has to be taken with care. The contraction in Eq. (B1), now becomes∫
dy1
∫
dy3f(y1, y3) =
∫
dY
∫ ∞
−∞
dyf(Y, |y + a|) ∼ 2a (1 + d`)
∫
dy1f(y1, y1).
We emphasize, that it is crucial to consider the missing piece to obtain correct physical limits of the RG equation.
When this is done for each contraction individually, factors will multiply to
(1 + d`)n = 1 + n d`+O(d`2)
with an general integer n. The total missing piece will therefore (in general) not be equal to the term linear in d`,
that contributes to the flow equation, but differ by a factor of n, which is an integer corresponding to the number of
performed contractions.
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Appendix C: Second order expansion
In second order, the focus is on the possibility of TPB. Correspondingly, time-ordering forces a rearrangement of
the operators before normal-ordering,
T :∂xθa(1)eiλφa(1):× :∂xθb(2)e−iλφb(2):× :∂xθc(3)eiλφc(3):× :∂xθd(4)e−iλφd(4): =
:∂xθa(1)eiλφa(1):× :∂xθc(3)eiλφc(3):× :∂xθb(2)e−iλφb(2):× :∂xθd(4)e−iλφd(4): =
(2a(1 + d`))2h(x− x′)2 1
24
:eiλφa(y1,x)eiλφa(y1,x
′)::e−iλφb(y2,x)e−iλφb(y2,x
′):
[
s0(x− x′)2+
2λ2s0(x− x′)(u(1, 2) + u˜(1, 2))2 + (u2(1, 2)2 + u˜2(1, 2)2) + 2λ
2
4
(u2(1, 2) + u˜2(1, 2))(u(1, 2) + u˜(1, 2))
2+(
λ
2
(u(1, 2) + u˜(1, 2))
)4 ]
. (C1)
Both position variables x, x′ were kept while contracting y3 → y1 and y4 → y2. Here, we introduced additional
functions
h(x− x′) =
(
2pi
L
|(x− x′) + a|
)λ2
2
,
s0(x− x′) =
2
(
(1− λ22 )a2 − (x− x′)2
)
(a2 + (x− x′)2)2 ,
u˜(1, 2) =
2(y + a)
(y + a)2 + (x− x′)2 ,
u˜2(1, 2) =
2
(
(y + a)2 − (x− x′)2)
((y + a)2 + (x− x′)2)2 .
In Eq. (C1), the first term is expected to be the most important one, since all other terms decay with increasing
time distances y. In a lowest order approximation, we therefore take into account only the first term, identifying a
TPB-contribution of the form
exp
[ ∫
dτ1dτ2 Hˆdis(τ1, τ2)
]
∼ 1
2a4
(
D˜η
pi2K
)2(
2pia
L
)8K∑
a,b
∫
dxdx′dy1dy2 (1 + 2d`) m
(
x− x′
a
)
:eiλφa(y1,x)eiλφa(y1,x
′)::e−iλφb(y2,x)e−iλφb(y2,x
′): +H.c. (C2)
The dependence on the spatial distance is embodied by a form factor
m
(
x− x′
a
)
=
 (1− 2K)−
(
x−x′
a
)2
(
1 +
(
x−x′
a
)2)2−K

2
. (C3)
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