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Abstract
We introduce a new class of optimal iterative methods without memory for approximating a
simple root of a given nonlinear equation. The proposed class uses four function evaluations
and one first derivative evaluation per iteration and it is therefore optimal in the sense of Kung
and Traub’s conjecture. We present the construction, convergence analysis and numerical
implementations, as well as comparisons of accuracy and basins of attraction between our
method and existing optimal methods for several test problems.
Keywords: Simple root, four-step iterative method, Kung and Traub conjecture, optimal
order of convergence, computational efficiency.
1 Introduction
Solving nonlinear equations is a basic and extremely valuable tool in all fields in the sciences
and in engineering. One can distinguish between two general approaches for solving nonlinear
equations numerically, namely, one-step and multi-step methods. Multi-step methods overcome
some computational issues encountered with one-step iterative methods, typically they allow us
to achieve a greater accuracy with the same number of function evaluations. In this context an
unproved conjecture by Kung and Traub [18] plays a central role, it states that an optimal multi-
step method without memory which uses n+1 evaluations could achieve a convergence order of 2n.
Considering this conjecture, many optimal two-step and three-step methods have been presented.
However, because of complexity in construction and development, optimal four-point methods are
rare and can be considered as an active research problem.
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Prominent optimal two-point methods have been introduced by Jarratt [15], King [17] and Os-
trowski [26]. Some optimal three-point methods have been proposed by Chun and Lee [6], Cordero
et al. [7]-[10], Khattri and Steihaug [16], Lotfi et al. [19]-[21], Petkovic et al. [27, 28] and Sharma et
al. [30]. Neta [22] has presented methods with convergence orders 8 and 16. Babajee and Thukral
[5] developed a four-point method with convergence order 16 based on the King family of methods.
In [11]-[13] Geum and Kim provided three methods with convergence order 16 by using weight
function methods.
We construct a new optimal class of four-point methods without memory which uses five function
evaluations per iteration. The paper is organized as follows: Section 2 is devoted to the construction
of the new optimal class. We first construct classes of optimal two-point and three-point methods
and then utilize them in the three first steps of our new method. The section also includes
convergence analysis of all these methods. Numerical performance and comparisons with other
methods are illustrated in Section 3. A conclusion is provided in Section 4.
2 Main results:
Construction, error and convergence analysis
This section deals with construction, and error and convergence analysis of our method. First,
we try to introduce an optimal two-point class (this class contains no originality, and we review
it here only for easy-reference in constructing the next two classes), then an optimal three-point
class is presented, and, finally, our optimal four-point class will be developed.
2.1 Construction of an optimal two-point class
In this section we construct a new optimal two-point method for solving nonlinear equations which
employs Newton’s one-point method [26, 33] and suitable weight functions for evaluations at two
points.
Newton’s method [26, 33]
yn = xn − f(xn)
f ′(xn)
, (n ∈ N0 = {0, 1, . . .}), (2.1)
where x0 denotes the initial approximation of x
∗, is of convergence order two. To increase the
order of convergence, we add one Newton step to the method (2.1) to get

yn = xn − f(xn)
f ′(xn)
,
xn+1 = yn − f(yn)
f ′(yn)
.
(2.2)
The method (2.2) uses four function evaluations to achieve order four, therefore the method is not
an optimal two-point method. We modify (2.2) by approximating f ′(yn) by
f ′(yn) ≈ f
′(xn)
G(tn)
,
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using only the values f(xn), f(yn), and f
′(xn). More precisely, we use the abbreviations tn =
f(yn)
f(xn)
and utilize Mathematica [14] to carefully choose the weight function G : R → R from a class of
admissible functions such that the scheme

yn = xn − f(xn)
f ′(xn)
,
xn+1 = yn −G(tn) · f(yn)
f ′(xn)
,
(2.3)
is of order four.
Theorem 1. Assume that f : D ⊂ R → R is four times continuously differentiable and has a
simple zero x∗ ∈ D and G ∈ C3R is sufficiently continuously differentiable. If
G0 = 1, G1 = 2, |G2| <∞,
where Gi =
diG(tn)
dtin
|0 for i = 0, 1, . . ., and the initial point x0 is sufficiently close to x∗, then the
sequence {xn} defined by (2.3) converges to x∗ and the order of convergence is four.
Proof. Let en := xn−x∗, en,y := yn−x∗, and cn := f
(n)(x∗)
n!f ′(x∗)
for n ∈ N. Using the fact that f(x∗) = 0,
the Taylor expansion of f at x∗ yields
f(xn) = f
′
(x∗)(en + c2e
2
n + c3e
3
n + c4e
4
n) +O(e
5
n), (2.4)
and expanding f ′ at x∗ we get
f
′
(xn) = f
′
(x∗)(1 + 2c2en + 3c3e
2
n + 4c4e
3
n + 5c5e
4
n) +O(e
5
n). (2.5)
Therefore
f(xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (−4c32 + 7c2c3 − 3c4)e4n +O(e5n),
and hence
en,y = yn − x∗ = c2e2n +O(e3n).
For f(yn), we also have
f(yn) = f
′
(x∗)
(
en,y + c2e
2
n,y + c3e
3
n,y + c4e
4
n,y
)
+O(e5n,y). (2.6)
By (2.4) and (2.6), we obtain
tn =
f(yn)
f(xn)
= c2en + (−3c22 + 2c3)e2n + (8c32 − 10c2c3 + 3c4)e3n +O(e4n), (2.7)
and expanding G at 0 yields
G(tn) = G0 +G1tn +
1
2
G2t
2
n +O(t
3
n). (2.8)
3
By substituting (2.4)-(2.8) into (2.3), we obtain
en+1 = xn+1 − x∗ = R2e2n +R3e3n +R4e4n +O(e5n),
where
R2 = −c2(−1 +G0),
R3 = −c22(−2 +G1),
R4 = −c2c3 + c32(5−
1
2
G2).
In general R4 6= 0, however, by setting R2 = R3 = 0, the convergence order becomes four. Sufficient
conditions are given by the following set of equations
G0 = 1 ⇒ R2 = 0,
G1 = 2 ⇒ R3 = 0,
|G2| <∞ ⇒ R4 6= 0,
and the error equation becomes
en+1 = R4e
4
n +O(e
5
n),
which finishes the proof.
2.2 Construction of an optimal three-point class
To increase the order of convergence, we add one Newton step to the method (2.3) to get

yn = xn − f(xn)
f ′(xn)
,
zn = yn −G(tn) · f(yn)
f ′(xn)
,
xn+1 = zn − f(zn)
f ′(zn)
.
(2.9)
The method (2.9) uses five function evaluations and therefore the method is not an optimal three-
point method. We modify (2.9) by approximating f ′(zn) by
f ′(zn) ≈ f
′(xn)
H(tn, sn, un)
,
using only the values f(xn), f(yn), f(zn) and f
′(xn). More precisely, we use the abbreviations
tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
, un =
f(zn)
f(xn)
and utilize Mathematica [14] to carefully choose the weight
functions H : R3 → R from a class of admissible functions such that the scheme

yn = xn − f(xn)
f ′(xn)
,
zn = yn −G(tn) · f(yn)
f ′(xn)
,
xn+1 = zn −H(tn, sn, un) · f(zn)
f ′(xn)
,
(2.10)
is of order eight.
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Theorem 2. Assume that f : D ⊂ R → R is eight times continuously differentiable and has a
simple zero x∗ ∈ D and G ∈ C3R and H : R3 → R are sufficiently often differentiable functions.
If
G2 = 10, G3 = −36,
H0,0,0 = 1, H1,0,0 = 2, H0,1,0 = 1,
H2,0,0 = 12, H0,0,1 = 4, H1,1,0 = 0,
where Hi,j,k =
∂i+j+kH(tn,sn,un)
∂tin∂s
j
n∂ukn
|(0,0,0) for i, j, k = 0, 1, 2, 3, . . ., and the initial point x0 is sufficiently
close to x∗, then the sequence {xn} defined by (2.10) converges to x∗ and the order of convergence
is eight.
Proof. Let en := xn − x∗, en,y := yn − x∗, en,z := zn − x∗ and cn := f
(n)(x∗)
n!f ′(x∗)
for n ∈ N. Using the
fact that f(x∗) = 0, the Taylor expansion of f at x∗ yields
f(xn) = f
′
(x∗)(en + c2e
2
n + c3e
3
n + . . .+ c8e
8
n) +O(e
9
n), (2.11)
and expanding f ′ at x∗ we get
f
′
(xn) = f
′
(x∗)(1 + 2c2en + 3c3e
2
n + . . .+ 9c9e
8
n) +O(e
9
n). (2.12)
Therefore
f(xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (−4c32 + 7c2c3 − 3c4)e4n + (8c42 − 20c22c3 + 6c23
+ 10c2c4 − 4c5)e5n + (−16c52 + 52c32c3 − 28c22c4 + 17c3c4 + c2(−33c23 + 13c5))e6n
+ 2(16c62 − 64c42c3 − 9c33 + 36c32c4 − 46c2c3c4 + 6c24 + 9c22(7c23 − 2c5) + 11c3c5)e7n
+ (−64c72 + 304c52c3 − 176c42c4 + 348c22c3c4 + c4(−75c23 + 31c5)
+ c32(−408c23 + 92c5) + c2(135c33 − 64c24 − 118c3c5))e8n +O(e9n)
and hence
en,y = yn − x∗ =c2e2n − 2(c22 − c3)e3n + (4c32 − 7c2c3 + 3c4)e4n − (8c42 − 20c22c3 + 6c23 + 10c2c4 − 4c5)e5n
− (−16c52 + 52c32c3 − 28c22c4 + 17c3c4 + c2(−33c23 + 13c5))e6n
− 2(16c62 − 64c42c3 − 9c33 + 36c32c4 − 46c2c3c4 + 6c24 + 9c22(7c23 − 2c5) + 11c3c5)e7n
− (−64c72 + 304c52c3 − 176c42c4 + 348c22c3c4 + c4(−75c23 + 31c5)
+ c32(−408c23 + 92c5) + c2(135c33 − 64c24 − 118c3c5))e8n +O(e9n)
For f(yn), we also have
f(yn) = f
′
(x∗)
(
en,y + c2e
2
n,y + c3e
3
n,y + . . .+ c8e
8
n,y
)
+O(e9n,y). (2.13)
According to the proof of Theorem 1, we have
en,z = zn − x∗ = (−c2c3)e4n + (20c42 + 2c22c3 − 2c23 − 2c2c4)e5n + (−218c52 + 156c32c3
+ 3c22c4 − 7c3c4 + c2(6c23 − 3c5))e6n + 2(730c62 − 1006c42c3 + 2c33
+ 118c32c4 + 8c2c3c4 − 3c24 − 5c3c5 + 2c22(115c23 − c5))e7n
+ (−7705c72 + 15424c52c3 − 2946c42c4 + 1393c22c3c4 + c4(14c23 − 17c5)
+ 35c32(−211c23 + 9c5) + 5c2(121c33 + 2c24 + 4c3c5))e8n +O(e9n).
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Also for f(zn), we get
f(zn) = f
′
(x∗)
(
en,z + c2e
2
n,z + c3e
3
n,z + . . .+ c8e
8
n,z
)
+O(e9n,z). (2.14)
By (2.11) and (2.13), we obtain
tn =
f(yn)
f(xn)
= c2en + (−3c22 + 2c3)e2n + (8c32 − 10c2c3 + 3c4)e3n + (−20c42 + 37c22c3
− 8c23 − 14c2c4 + 4c5)e4n + (48c52 − 118c32c3 + 51c22c4 − 22c3c4 + c2(55c23
− 18c5))e5n + (−112c62 + 344c42c3 + 26c33 − 163c32c4 + 150c2c3c4 − 15c24
− 28c3c5 + c22(−252c23 − 65c5))e6n +O(e7n).
(2.15)
By (2.13) and (2.14), we obtain
sn =
f(zn)
f(yn)
= −c3e2n + (20c32 − 2c4)e3n + (−178c42 + 121c22c3 − c23 − c2c4)e4n + (1004c52
− 1286c32c3 + 184c22c4 − 6c3c4 + c2(240c23 − 2c5))e5n +O(e6n).
(2.16)
By (2.11) and (2.14), we get
un =
f(zn)
f(xn)
= −c2c3e3n + (20c42 + 3c22c3 − 2c23 − 2c2c4)e4n + (−238c52 + 153c32c3 + 5c22c4
− 7c3c4 + c2(9c23 − 3c5))e5n +O(e6n).
(2.17)
Expanding H at (0, 0, 0) yields
H(tn, sn, un) = H0,0,0 + tnH1,0,0 + snH0,1,0 + unH0,0,1 + tnsnH1,1,0 + tnunH1,0,1
+ snunH0,1,1 + tnsnunH1,1,1 +
t2n
2
H2,0,0 +O(t
3
n, s
2
n, u
2
n).
(2.18)
By substituting (2.11)-(2.18) into (2.10), we obtain
en+1 = xn+1 − x∗ = R4e4n +R5e5n +R6e6n +R7e7n +R8e8n +O(e9n),
where
R4 =
1
2
c2
(
2c3 + c
2
2(−10 +G2)
)
(−1 +H0,0,0),
R5 = c
2
2c3 (−2 +H1,0,0) ,
R6 =
1
2
c2c3
(−2c3 (−1 +H0,1,0) + c22 (−12 +H2,0,0)) ,
R7 =
−1
6
c22c3
(
c22 (36 +G3) + 6c3 (−4 +H0,0,1 +H1,1,0)
)
,
R8 = c2c3
(
12c42 + 14c
2
2c3 − c23 − c2c4
)
.
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Clearly R8 6= 0, by setting R4 = R5 = R6 = R7 = 0, the convergence order becomes eight.
Sufficient conditions are given by the following set of equations
H0,0,0 = 1, G2 = 10, ⇒ R4 = 0,
H1,0,0 = 2, ⇒ R5 = 0,
H0,1,0 = 1, H2,0,0 = 12, ⇒ R6 = 0,
G3 = −36, H0,0,1 = 4, H1,1,0 = 0, ⇒ R7 = 0,
and the error equation becomes
en+1 = R8e
8
n +O(e
9
n),
which finishes the proof.
2.3 Main contribution:
Construction of an optimal four-point class
This section contains the main contribution. To increase the order of convergence, we add one
Newton’s step to the method (2.10) to get

yn = xn − f(xn)
f ′(xn)
,
zn = yn −G(tn) · f(yn)
f ′(xn)
,
wn = zn −H(tn, sn, un) · f(zn)
f ′(xn)
,
xn+1 = wn − f(wn)
f ′(wn)
.
(2.19)
The method (2.19) uses six function evaluations therefore the method is not an optimal four-point
method. We modify (2.19) by approximating f ′(wn) by
f ′(wn) ≈ f
′(xn)
I(tn) + J(sn) +K(un) + L(tn, un) +M(pn, qn, rn) +N(tn, sn, un, rn)
,
using only the values f(xn), f(yn), f(zn), f(wn) and f
′(xn). More precisely, we use the abbrevia-
tions tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
, un =
f(zn)
f(xn)
, pn =
f(wn)
f(xn)
, qn =
f(wn)
f(yn)
, rn =
f(wn)
f(zn)
and utilize Mathematica
[14] to carefully choose the weight functions I, J,K : R → R, L : R2 → R, M : R3 → R and
N : R4 → R from a class of admissible functions such that the scheme

yn = xn − f(xn)
f ′(xn)
,
zn = yn −G(tn) · f(yn)
f ′(xn)
,
wn = zn −H(tn, sn, un) · f(zn)
f ′(xn)
,
xn+1 = wn − (I(tn) + J(sn) +K(un) + L(tn, un) +M(pn, qn, rn) +N(tn, sn, un, rn)) · f(wn)
f ′(xn)
,
(2.20)
is of order 16.
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Theorem 3. Assume that f : D ⊂ R→ R is 16 times continuously differentiable and has a simple
zero x∗ ∈ D and let I, J,K : R → R, L : R2 → R, M : R3 → R and N : R4 → R be sufficiently
differentiable functions. If
I0 = 0, I1 = 2, I2 = 12,
J0 = 0, J1 = 1, J2 = 0, J3 = −6
K0 = 1, K1 = 4, K2 = −8,
L0,0 = 0, L1,0 = 0, L1,1 = 1, L2,0 = 0, L0,1 = 0,
L3,0 = 0, L2,1 = 12, L3,1 = 12, L0,2 = 0, L1,2 = −20,
H0,1,1 = 0, H1,1,1 = 0,
M0,0,0 = 0, M1,0,0 = 8, M0,1,0 = 2, M0,0,1 = 1,
N0,0,0,0 = N1,0,0,0 = N0,1,0,0 = N0,0,1,0 = N0,0,0,1 = N2,0,0,0 = N1,1,0,0
= N0,2,0,0 = N1,0,1,0 = N2,1,0,0 = N3,1,0,0 = N2,2,0,0 = N0,1,0,1
= N3,0,0,0 = N4,0,0,0 = N3,0,1,0 = N1,1,0,1 = N2,1,1,0 = N3,0,0,1
= N0,0,1,1 = N3,2,0,0 = N4,1,0,0 = N1,2,0,0 = N2,0,1,0 = N1,1,1,0 = 0,
N1,0,0,1 = 2, N2,0,0,1 = 12, N0,2,1,0 = −8, N4,0,1,0 = 576, N0,1,1,0 = 2.
where Ii =
diI(tn)
dtin
|0, Ji = d
iJ(sn)
dsin
|0 andKi = d
iK(un)
duin
|0 , Li,j = ∂
i+jL(tn,un)
∂tin∂u
j
n
|(0,0), Mi,j,k = ∂
i+j+kM(pn,qn,rn)
∂pin∂q
j
n∂rkn
|(0,0,0)
and Ni,j,k,l =
∂i+j+k+lN(tn,sn,un,rn)
∂tin∂s
j
n∂ukn∂r
l
n
|(0,0,0,0) for i, j, k, l = 0, 1, 2, 3, . . ., and the initial point x0 is suf-
ficiently close to x∗, then the sequence {xn} defined by (2.20) converges to x∗ and the order of
convergence is 16.
Proof. Let en := xn − x∗, en,y := yn − x∗, en,z := zn − x∗, en,w := wn − x∗ and cn := f
(n)(x∗)
n!f ′(x∗)
for
n ∈ N. Using the fact that f(x∗) = 0, Taylor’s expansion of f at x∗ yields
f(xn) = f
′
(x∗)(en + c2e
2
n + c3e
3
n + . . .+ c16e
16
n ) +O(e
17
n ), (2.21)
and expanding f ′ at x∗ we get
f
′
(xn) = f
′
(x∗)(1 + 2c2en + 3c3e
2
n + . . .+ 17c17e
16
n ) +O(e
17
n ). (2.22)
Therefore
f(xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (−4c32 + 7c2c3 − 3c4)e4n + (8c42 − 20c22c3 + 6c23
+ 10c2c4 − 4c5)e5n + 2(−16c52 + 52c32c3 − 28c22c4 + 17c3c4 + c2(−33c23 + 13c5))e6n
+ . . .+ (−64c72 + 304c52c3 − 176c42c4 + 348c22c3c4 + c32(−408c23 + 92c5)
+ c4(−75c23 + 31c5) + c2(135c33 − 64c24 − 118c3c5))e8n +O(e9n),
so,
en,y = yn − x∗ = c2e2n + (−2c22 + 2c3)e3n + (4c32 − 7c2c3 + 3c4)e4n + (−8c42 + 20c22c3 − 6c23
− 10c2c4 + 4c5)e5n + 2(16c52 − 52c32c3 + 28c22c4 − 17c3c4 + c2(33c23 − 13c5))e6n
+ . . .+ (64c72 − 304c52c3 + 176c42c4 − 348c22c3c4 + c32(408c23 − 92c5)
+ c4(75c
2
3 − 31c5) + c2(−135c33 + 64c24 + 118c3c5))e8n +O(e9n).
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For f(yn), we also have
f(yn) = f
′
(x∗)
(
en,y + c2e
2
n,y + c3e
3
n,y + . . .+ c16e
16
n,y
)
+O(e17n,y). (2.23)
According to the proof of Theorem 2, we have
en,z = zn − x∗ = (−c2c3)e4n + (20c42 + 2c22c3 − 2c23 − 2c2c4)e5n + (−218c52 + 156c32c3
+ 3c22c4 − 7c3c4 + c2(6c23 − 3c5))e6n + 2(730c62 − 1006c42c3 + 2c33
+ 118c32c4 + 8c2c3c4 − 3c24 − 5c3c5 + 2c22(115c23 − c5))e7n
+ (−7705c72 + 15424c52c3 − 2946c42c4 + 1393c22c3c4 + c4(14c23 − 17c5)
+ 35c32(−211c23 + 9c5) + 5c2(121c33 + 2c24 + 4c3c5))e8n +O(e9n).
For f(zn), we also get
f(zn) = f
′
(x∗)
(
en,z + c2e
2
n,z + c3e
3
n,z + . . .+ c16e
16
n,z
)
+O(e17n,z). (2.24)
By (2.21) and (2.23), we obtain
tn =
f(yn)
f(xn)
= c2en + (−3c22 + 2c3)e2n + (8c32 − 10c2c3 + 3c4)e3n + (−20c42 + 37c22c3
− 8c23 − 14c2c4 + 4c5)e4n + (48c52 − 118c32c3 + 51c22c4 − 22c3c4 + c2(55c23
− 18c5))e5n + (−112c62 + 344c42c3 + 26c33 − 163c32c4 + 150c2c3c4 − 15c24
− 28c3c5 + c22(−252c23 + 65c5))e6n + (256c72 − 944c52c3 + 480c42c4 − 693c22c3c4
+ c32(952c
2
3 − 207c5) + c4(105c23 − 38c5) + 2c2(−114c33 + 51c24 + 95c3c5))e7n
+ (−576c82 + 2480c62c3 − 1336c52c4 + 2660c32c3c4 + 6c2c4(−156c23 + 43c5)
+ c42(−3200c23 + 607c5) + 3c22(418c33 − 159c24 − 292c3c5) + 3(−24c43 + 47c3c24
+ 44c23c5 − 8c5))e8n +O(e9n).
(2.25)
By (2.23) and (2.24), we obtain
sn =
f(zn)
f(yn)
= −c3e2n + (20c32 − 2c4)e3n + (−178c42 + 121c22c3 − c23 − c2c4 − 3c5)e4n + (1004c52
− 1286c32c3 + 184c22c4 − 6c3c4 + c2(240c23 − 2c5))e5n + (−4567c62 + 8541c42c3
+ 155c33 + 1863c
3
2c4 + 725c2c3c4 − 7c24 − 10c3c5 +
1
2
c22(−6866c23 + 492c5))e6n
+
1
6
(109500c72 − 269472c52c3 + 72756c42c4 − 59376c22c3c4 + c32(172248c23 − 14616c5)
+ 12c4(348c
2
3 − 11c5) + c2(−24048c33 + 3276c24 + 5796c3c5))e7n + (−66359c82
+ 204034c62c3 − 1725c43 − 63159c52c4 + 81203c32c3c4 + 1038c3c24 + 923c23c5 − 17c25
+ c2c4(−17234c23 + 1453c5) + c42(−181979c23 + 15700c5) + 2c22(23804c33 − 3559c24
− 6452c3c5))e8n +O(e9n).
(2.26)
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By (2.21) and (2.24), we have
un =
f(zn)
f(xn)
= −c2c3e3n + (20c42 + 3c22c3 − 2c23 − 2c2c4)e4n + (−238c52 + 153c32c3 + 5c22c4
− 7c3c4 + c2(9c23 − 3c5))e5n + (1698c62 − 2185c42c3 + 6c33 + 231c32c4 + 26c2c3c4
− 6c24 − 10c3c5 + 7c22(64c23 + c5))e6n + (−9403c72 + 17847c52c3 − 3197c42c4
+ 1359c22c3c4 + c4(23c
2
3 − 17c5) + c32(−7985c23 + 308c5) + 2c2(295c33 + 9c24
+ 17c3c5))e
7
n + (44503c
8
2 − 111251c62c3 + 292c43 + 25635c52c4 − 23315c32c3c4
+ 27c3c
2
4 + 382c
4
2(203c
2
3 − 11c5) + 28c23c5 − 12c25 + 2c2c4(1344c23 + 23c5)
+ c22(−14492c33 + 1031c24 + 1816c3c5))e8n +O(e9n),
(2.27)
According to the proof of Theorem 2, we have
en,w = wn − x∗ = c2c3(12c42 + 14c22c3 − c23 − c2c4)e8n + 2(120c82 + 344c62c3 − 37c42c23 + c43
− 22c52c4 − 30c32c3c4 + 5c2c23c4 + c22(−40c33 + c24 + c3c5))e9n + (10296c92 + 5059c72c3
− 1622c62c4 + 452c42c3c4 − 19c33c4 + c22c4(456c23 − 7c5) + c32(236c33 + 63c24
+ 91c3c5))e
10
n +O(e
11
n ).
(2.28)
For f(wn), we also obtain
f(wn) = f
′
(x∗)
(
en,w + c2e
2
n,w + c3e
3
n,w + . . .+ c16e
16
n,w
)
+O(e17n,w). (2.29)
By (2.21) and (2.29), we have
pn =
f(wn)
f(xn)
= c2c3(12c
4
2 + 14c
2
2c3 − c23 − c2c4)e7n + (−240c82 − 700c62c3 + 60c42c23 − 2c43
+ 44c52c4 + 61c
3
2c3c4 − 10c2c23c4 + c22(81c33 − 2c24 − 2c3c5))e8n + (10536c92
+ 5759c72c3 − 1666c62c4 + 391c42c3c4 − 19c33c4 + c22c4(467c23 − 7c5) + c52(−8121c23
+ 76c5) + c2c3(151c
3
3 − 26c24 − 17c3c5) + c32(141c33 + 65c24 + 93c3c5))e9n +O(e10n ).
(2.30)
By (2.23) and (2.29), we get
qn =
f(wn)
f(yn)
= −c3(−12c42 − 14c22c3 + c23 + c2c4)e6n − 2(120c72 + 332c52c3 − 39c32c23 − 22c42c4
− 29c22c3c4 + 4c23c4 + c2(−25c33 + c24 + c3c5))e7n + (9816c82 + 4151c62c3 − 1534c52c4
+ 449c32c3c4 + c2c4(275c
2
3 − 7c5) + c42(−6551c23 + 76c5) + c3(41c33 − 19c24 − 13c3c5)
+ c22(288c
3
3 + 59c
2
4 + 87c3c5))e
8
n +O(e
9
n).
(2.31)
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By (2.24) and (2.29), we obtain
rn =
f(wn)
f(zn)
= (−12c42 − 14c22c3 + c23 + c2c4)e4n + 2(384c52 − 58c32c3c3 − 30c22c4 + 6c3c4
+ 2c2(−25c23 + c5))e5n + (−4271c62 + 3691c42c3 − 42c33 − 78c32c4 − 177c2c3c4 + 7c24
+ 10c3c5 − c22(148c23 + 45c5))e6n + 2(15680c72 − 23481c52c3 + 2760c42c4 − 237c22c3c4
+ c32(7182c
2
3 − 51c5) + c4(−102c23 + 11c5)− c2(126c33 + 75c24 + 125c3c5))e7n
+ (−182548c82 + 384369c62c3 − 191c43 − 68503c52c4 + 43033c32c3c4 − 321c3c24
− 278c23c5 + 17c25 − c2c4(1316c23 + 417c5) + c42(−213934c23 + 7347c5)
+ c22(28040c
3
3 − 398c24 − 673c3c5)e8n +O(e9n).
(2.32)
Expanding I, J,K, L,M and N at 0 in R,R2,R3 and R4, respectively, yield
I(tn) = I0 + tnI1 +
t2n
2
I2 +O(t
3
n), (2.33)
J(sn) = J0 + snJ1 +
s2n
2
J2 +
s3n
6
J3 +O(s
4
n), (2.34)
K(un) = K0 + unK1 +
u2n
2
K2 +O(u
3
n), (2.35)
L(tn, un) = L0,0 + tnL1,0 + unL0,1 + tnunL1,1 +
t2n
2
L2,0 +
u2n
2
L0,2 +
tnu
2
n
2
L1,2
+
t2nun
2
L2,1 +
t2nu
2
n
4
L2,2 +
t3n
6
L3,0 +
t3nun
6
L3,1 +
t3nu
2
n
12
L3,2 +O(t
4
n, u
3
n),
(2.36)
M(pn, qn, rn) = M0,0,0 + pnM1,0,0 + qnM0,1,0 + rnM0,0,1 + pnqnM1,1,0 + pnrnM1,0,1 + pnqnrnM1,1,1
+ qnrnM0,1,1 +
p2n
2
M2,0,0 +
q2n
2
M0,2,0 +
r2n
2
M0,0,2 +
pnr
2
n
2
M1,0,2 +
p2nrn
2
M2,0,1
+
p2nqn
2
M2,1,0 +
pnq
2
n
2
M1,2,0 +
pnr
2
n
2
M1,0,2 +
qnr
2
n
2
M0,1,2 +
q2nrn
2
M0,2,1
+
pnqnr
2
n
2
M1,1,2 +
pnq
2
nrn
2
M1,2,1 +
p2nqnrn
2
M2,1,1 +
q2nr
2
n
4
M0,2,2 +
pnq
2
nr
2
n
4
M1,2,2
+
p2nr
2
n
4
M2,0,2 +
p2nqnr
2
n
4
M2,1,2 +
p2nq
2
n
4
M2,2,0 +
p2nq
2
nrn
4
M2,2,1 +
p2nq
2
nr
2
n
8
M2,2,2
+O(p3n, q
3
n, r
3
n),
(2.37)
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and,
N(tn, sn, un, rn) = N0,0,0,0 + tnN1,0,0,0 + snN0,1,0,0 + unN0,0,1,0 + rnN0,0,0,1 + tnsnN1,1,0,0
+ tnunN1,0,1,0 + tnrnN1,0,0,1 + unrnN0,0,1,1 + snunN0,1,1,0 + snrnN0,1,0,1
+ tnsnunN1,1,1,0 + tnsnrnN1,1,0,1 + snunrnN0,1,1,1 + tnunrnN1,0,1,1
+ tnsnunrnN1,1,1,1 +
t2n
2
N2,0,0,0 +
s2n
2
N0,2,0,0 +
s2nrn
2
N0,2,0,1 +
s2nun
2
N0,2,1,0
+
s2nunrn
2
N0,2,1,1 +
tns
2
n
2
N1,2,0,0 +
tns
2
nrn
2
N1,2,0,1 +
tns
2
nun
2
N1,2,1,0
+
t2nrn
2
N2,0,0,1 +
t2nun
2
N2,0,1,0 +
t2nsn
2
N2,1,0,0 +
t2nunrn
2
N2,0,1,1
+
t2nsn
2
N2,1,0,0 +
t2nsnrn
2
N2,1,0,1 +
t2nsnun
2
N2,1,1,0 +
t2nsnunrn
2
N2,1,1,1
+
t2ns
2
n
4
N2,2,0,0 +
t2ns
2
nrn
4
N2,2,0,1 +
t2ns
2
nun
4
N2,2,1,0 +
t2ns
2
nunrn
4
N2,2,1,1
+
t3n
6
N3,0,0,0 +
t3nrn
6
N3,0,0,1 +
t3nun
6
N3,0,1,0 +
t3nunrn
6
N3,0,1,1
+
t3nsn
6
N3,1,0,0 +
t3nsnrn
6
N3,1,0,1 +
t3nsnun
6
N3,1,1,0 +
t3nsnunrn
6
N3,1,1,1
+
t3ns
2
n
12
N3,2,0,0 +
t3ns
2
nrn
12
N3,2,0,1 +
t3ns
2
nun
12
N3,2,1,0 +
t3ns
2
nunrn
12
N3,2,1,1
+
t4n
24
N4,0,0,0 +
t4nrn
24
N4,0,0,1 +
t4nun
24
N4,0,1,0 +
t4nsnrn
24
N4,1,0,1 +
t4nsn
24
N4,1,0,0
+
t4nsnrn
24
N4,1,0,1 +
t4nsnun
24
N4,1,1,0 +
t4nsnunrn
24
N4,1,1,1 +
t4ns
2
n
48
N4,2,0,0
+
t4ns
2
nrn
48
N4,2,0,1 +
t4ns
2
nun
48
N4,2,1,0 +
t4ns
2
nunrn
48
N4,2,1,1 +O(t
5
n, s
3
n, u
2
n, r
2
n).
(2.38)
By substituting (2.21)-(2.38) into (2.20), we obtain
en+1 = xn+1 − x∗ = R8e8n +R9e9n +R10e10n +R11e11n +R12e12n
+R13e
13
n +R14e
14
n +R15e
15
n +R16e
16
n +O(e
17
n ),
where
R8 = −c2c3
(
12c42 + 14c
2
2c3 − c23 − c2c4
)
(−1 + I0 + J0 +K0 + L0,0 +M0,0,0 +N0,0,0,0)
R9 = c
2
2c3
(−12c42 − 14c22c3 + c23 + c2c4) (−2 + I1 + L1,0 +N1,0,0,0) ,
R10 =
−1
2
c2c3
(
12c42 + 14c
2
2c3 − c23 − c2c4
)
(− 2c3 (−1 + J1 +N0,1,0,0) + c22(−12 + I2 + L2,0 +N2,0,0,0)),
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R11 =
−1
6
c22c3
(
12c42 + 14c
2
2c3 − c23 − c2c4
) (− 6c3 (−4 +K1 + L0,1 +N0,0,1,0 +N1,1,0,0)
+ c22 (L3,0 +N3,0,0,0)
)
,
R12 =
1
24
c2c3
(
12c42 + 14c
2
2c3 − c23 − c2c4
)
(−24c2c4(−1 +M0,0,1 +N0,0,0,1)− 12c23(J2 + 2(−1 +M0,0,1 +N0,0,0,1) +N0,2,0,0)
+ 12c22c3(2(−15 + L1,1 + 14M0,0,1 + 14N0,0,0,1 +N1,0,1,0) +N2,1,0,0)
+ c42(288(−1 +M0,0,1 +N0,0,0,1)−N4,0,0,0)),
R13 =
1
6
c22c3(12c
4
2 + 14c
2
2c3 − c23 − c2c4)
(72c42(−2 +N1,0,0,1)− 6c2c4(−2 +N1,0,0,1) + 3c23(2H0,1,1 − 2(−4 +N0,1,1,0 +N1,0,0,1)−N1,2,0,0)
+ c22c3(3(−68 + L2,1 + 28N1,0,0,1 +N2,0,1,0) +N3,1,0,0)),
R14 =
1
24
c2c3(12c
4
2 + 14c
2
2c3 − c23 − c2c4)
(24c2c3c4(−2 +M0,1,0 +N0,1,0,1) + 4c33(J3 + 6(−1 +M0,1,0 +N0,1,0,1))
+ 144c62(−12 +N2,0,0,1)− 12c32c4(−12 +N2,0,0,1)
− 6c22c23(2(−60 +K2 + L0,2 − 2H1,1,1 + 28M0,1,0 + 28N0,1,0,1 + 2N1,1,1,0 +N2,0,0,1) +N2,2,0,0)
+ c42c3(4(−372 + L3,1 − 72M0,1,0 − 72N0,1,0,1 + 42N2,0,0,1 +N3,0,1,0) +N4,1,0,0)),
R15 =
1
24
c22c3(12c
4
2 + 14c
2
2c3 − c23 − c2c4)
(24c2c3c4(−8 +M1,0,0 +N0,0,1,1 +N1,1,0,1) + 12c33(−8 + 2M1,0,0 + 2N0,0,1,1 +N0,2,1,0 + 2N1,1,0,1)
+ 48c62N3,0,0,1 − 4c32c4N3,0,0,1 − 2c22c23(6(L1,2 + 4(−51 + 7M1,0,0 + 7N0,0,1,1 + 7N1,1,0,1) +N2,1,1,0
+ 2N3,0,0,1 +N3,2,0,0) + c
4
2c3(−288(−6 +M1,0,0 +N0,0,1,1 +N1,1,0,1) + 56N3,0,0,1 +N4,0,1,0)),
R16 =
−1
48
c2c3(12c
4
2 + 14c
2
2c3 − c23 − c2c4)
(24c43(−2 +M0,0,2 +N0,2,0,1) + 24c2c23c4(−6 + 2M0,0,2 +N0,2,0,1)
− 24c32c3c4(−88 + 28M0,0,2 + 2N1,0,1,1 +N2,1,0,1)− 24c22(2c3c5 − c24(−2 +M0,0,2)
+ c33(−86 + 28M0,0,2 + 14N0,2,0,1 + 2N1,0,1,1 +N1,2,1,0 + 6N1,2,1,0 +N2,1,0,1))
+ 4c62c3(36(−145 + 56M0,0,2 + 4N1,0,1,1 + 2N2,1,0,1)− 7N4,0,0,1)
+ 24c82(144(−2 +M0,0,2)−N4,0,0,1) + 2c52c4(576− 288M0,0,2 +N4,0,0,1) + c42c23
(2(6L2,2 + 4(6(86M0,0,2 − 6N0,2,0,1 + 7(−45 + 2N1,0,1,1 +N2,1,0,1)) +N3,1,1,0) +N4,0,0,1) +N4,2,0,0)).
In general R16 6= 0, however, by setting R8 = R9 = R10 = R11 = R12 = R13 = R15 = R15 = 0, the
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convergence order becomes 16. Sufficient conditions are given by the following set of equations
K0 = 1, I0 = J0 = L0,0 = M0,0,0 = N0,0,0,0 = 0, ⇒ R8 = 0,
I1 = 2, L1,0 = N1,0,0,0 = 0, ⇒ R9 = 0,
I2 = 12, J1 = 1, L2,0 = N0,1,0,0 = N2,0,0,0 = 0, ⇒ R10 = 0,
K1 = 4, L0,1 = L3,0 = N0,0,1,0 = N1,1,0,0 = N3,0,0,0 = 0, ⇒ R11 = 0,
L1,1 = 1, M0,0,1 = 1, J2 = N0,0,0,1 = N0,2,0,0 = N4,0,0,0 = N1,0,1,0 = N2,1,0,0 = 0, ⇒ R12 = 0,
L2,1 = 12, N1,0,0,1 = N0,1,1,0 = 2, H0,1,1 = N1,2,0,0 = N2,0,1,0 = N3,1,0,0 = 0, ⇒ R13 = 0,
J3 = −6, K2 = −8, L3,1 = 12, M0,1,0 = 2, N2,0,0,1 = 12,
L0,2 = H1,1,1 = N0,1,0,1 = N1,1,1,0 = N2,2,0,0 = N3,0,1,0 = N4,1,0,0 = 0 ⇒ R14 = 0,
L1,2 = −20, M1,0,0 = 8, N0,2,1,0 = −8 N4,0,1,0 = 576,
N0,0,1,1 = N1,1,0,1 = N3,0,0,1 = N2,1,1,0 = N3,2,0,0 = 0 ⇒ R15 = 0,
L2,2 = 12, M0,0,2 = 2, N1,0,1,1 = 30 N1,2,1,0 = −18,
N0,2,0,1 = N2,1,0,1 = N4,0,0,1 = N3,1,1,0 = N4,2,0,0 = 0 ⇒ R16 6= 0,
and the error equation becomes
en+1 =
(−c22c23(12c42 − c23 − c2c4)(93c52 − c3c4 − c2c5)) e16n +O(e17n ),
which finishes the proof.
3 Numerical results
3.1 Numerical implementation and comparison
In this section, three concrete methods of each of the families (2.10) and(2.20) are tested on a
number of nonlinear equations. To obtain a high accuracy and avoid the loss of significant digits,
we employed multi-precision arithmetic with 7000 significant decimal digits in the programming
package of Mathematica 8.
Method 1. Weight functions G and H in (2.10) are given by
G(tn) = −6t3n + 5t2n + 2tn + 1,
H(tn, sn, un) = 1 + 2tn + 4un + 6t
2
n + sn,
(3.1)
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where tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
and un =
f(zn)
f(xn)
.
These functions satisfy the given conditions in Theorems 1 and 2, so

yn = xn − f(xn)
f ′(xn)
,
zn = yn − (−6t3n + 5t2n + 2tn + 1) ·
f(yn)
f ′(xn)
,
xn+1 = zn − (1 + 2tn + 4un + 6t2n + sn) ·
f(zn)
f ′(xn)
.
(3.2)
Method 2. The method by H.T. Kung and J.F. Traub [18] is given by

yn = xn − f(xn)
f ′(xn)
,
zn = yn −Gf(xn),
xn+1 = zn − f 2(xn)f(yn)Hf (xn, yn, zn),
(3.3)
where
Gf (xn) =
f 2(xn)f(yn)
f ′(xn)(f(xn)− f(yn))2 ,
Hf (xn, yn, zn) = Gf (xn)( −1
f 2(xn)(f(xn)− f(zn)) +
f(yn)− f(xn)
f(xn)f(yn)(f(xn)− f(zn))2
+
1
(f(yn)− f(zn))(f(xn)− f(zn))2
)
.
Method 3. The method by B. Neta [22] is given by

yn = xn − f(xn)
f ′(xn)
,
zn = yn − f(xn) + Af(yn)
f(xn) + (A− 2)f(yn)
f(yn)
f ′(xn)
, A ∈ R,
xn+1 = yn + δ1f
2(xn) + δ2f
3(xn),
(3.4)
where
Fy = f(yn)− f(xn), Fz = f(zn)− f(xn),
ζy =
1
Fy
(
yn − xn
Fy
− 1
f ′(xn)
)
, ζz =
1
Fz
(
zn − xn
Fz
− 1
f ′(xn)
)
,
δ1 = ζy + δ2Fy, δ2 = − ζy − ζz
Fy − Fz ,
Method 4. The method by Khattri and Steihaug [16] is given by

yn = xn − f(xn)f ′(xn) ,
zn = yn − f(yn)xn−yn+αf(xn)
(xn−yn)α
− (xn−yn)f(xn+αf(xn))
(xn−yn+αf(xn))αf(xn)
− (2xn−2yn+αf(xn))f(yn)
(xn−yn)(xn−yn+αf(xn))
, α ∈ R,
xn+1 = zn − f(zn)H1f(xn)+H2f(xn+αf(xn))+H3f(yn)+H4f(zn) ,
(3.5)
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where
H1 =
(yn − zn)(zn − xn − αf(xn))
αf(xn) + (yn − xn)(zn − xn) ,
H2 =
−xnyn + xnzn + ynzn − z2n
αf(xn)(−αf(xn) + yn − xn)(αf(xn) + xn − zn) ,
H3 = −(xn + αf(xn))xn − (xn + αf(xn))zn − xnzn + z
2
n
(αf(xn) + xn − yn)(yn − xn)(yn − zn) ,
H4 = −(xn + αf(xn))xn + (xn + αf(xn))yn + xnyn − 2(xn + αf(xn))zn − 2xnzn − 2ynzn + 3z
2
n
(αf(xn) + xn − zn)(zn − xn)(zn − yn) .
Method 5. Weight functions G, H , I, J , K, L, M and N in (2.20) are given by
G(tn) = −6t3n + 5t2n + 2tn + 1,
H(tn, sn, un) = 1 + 2tn + 4un + 6t
2
n + sn,
I(tn) = 6t
2
n + 2tn, J(sn) = −s3n + sn + 1, K(un) = 4un − 4u2n,
L(tn, un) = tnun + 6t
2
nun + 2t
3
nun − 10tnu2n, M(pn, qn, rn) = rn + 2qn + 8pn,
N(tn, sn, un, rn) = 2tnrn + 2snun + 6t
2
nrn − 4s2nun + 24t4nun,
(3.6)
where tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
, un =
f(zn)
f(xn)
, pn =
f(wn)
f(xn)
, qn =
f(wn)
f(yn)
and rn =
f(wn)
f(zn)
.
These functions satisfy the given conditions in Theorems 1, 2, and 3, so


yn = xn − f(xn)
f ′(xn)
,
zn = yn − (−6t3n + 5t2n + 2tn + 1) ·
f(yn)
f ′(xn)
,
wn = zn − (1 + 2tn + 4un + 6t2n + sn) ·
f(zn)
f ′(xn)
,
xn+1 = wn −
[
1 + 6t2n + 2tn − s3n + sn + 4un − 4u2n
+tnun + 6t
2
nun + 2t
3
nun − 10tnu2n + rn + 2qn + 8pn
+2tnrn + 2snun + 6t
2
nrn − 4s2nun + 24t4nun
] · f(wn)
f ′(xn)
.
(3.7)
Method 6. Weight functions G, H , I, J , K, L, M , and N in (2.20) are given by
G(tn) = t
2
n(5− 7tn) + (2tn + 1)(t3n + 1)− 2t4n,
H(tn, sn, un) = (1 + sn) + (6 + u
2
n)(un + t
2
n) + 2(tn − un),
I(tn) = (1 + tn)(2tn + t
2
n) + t
2
n(3− tn), J(sn) =
sn + s
2
n − s3n
1 + sn
, K(un) =
1 + 5un
1 + un
,
L(tn, un) = tnun + 6t
2
nun +
2t3nun − 10tnu2n
1 + tnun
, M(pn, qn, rn) = 2(pn + qn) +
6pn + rn
1 + pn
,
N(tn, sn, un, rn) = 8t
2
nrn − 4s2nun − 2t3nrn +
2snun + 2tnrn + 24t
4
nun + 2tnsnun
1 + tn
,
(3.8)
where tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
, un =
f(zn)
f(xn)
, pn =
f(wn)
f(xn)
, qn =
f(wn)
f(yn)
and rn =
f(wn)
f(zn)
.
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These functions satisfy the given conditions in Theorems 1, 2, and 3, so


yn = xn − f(xn)
f ′(xn)
,
zn = yn − (t2n(5− 7tn) + (2tn + 1)(t3n + 1)− 2t4n) ·
f(yn)
f ′(xn)
,
wn = zn − ((1 + sn) + (6 + u2n)(un + t2n) + 2(tn − un)) ·
f(zn)
f ′(xn)
,
xn+1 = wn −
[
(1 + tn)(2tn + t
2
n) + 3t
2
n − t3n + 8t2nrn − 4s2nun − 2t3nrn + tnun + 6t2nun + 2(pn + qn)
+1+5un
1+un
+ 2t
3
nun−10tnu2n
1+tnun
+ 6pn+rn
1+pn
+ sn+s
2
n−s3n
1+sn
+ 2snun+2tnrn+24t
4
nun+2tnsnun
1+tn
] · f(wn)
f ′(xn)
.
(3.9)
Method 7. Weight functions G, H , I, J , K, L, M , and N in (2.20) are given by
G(tn) = (1 + t
2
n)(1 + 2tn + 2t
2
n) + t
2(2− 8tn − 2t2n),
H(tn, sn, un) = 4un − 5sn + (6 + s3n)(t2n + sn) + (1 + u3n)(1 + 2tn),
I(tn) = (1 + tn)(2tn + t
3
n) + t
2
n(4− tn − t2n), J(sn) = −2s2n +
sn + 2s
2
n
1 + s2n
,
K(un) = 1 + 6un − 2un + 6u
2
n
1 + un
, L(tn, un) = tnun +
2t3nun − 10tnu2n + 6t2nun
1 + 2tnun
,
M(pn, qn, rn) =
1 + 2pn + 2qn
1− rn +
6pn
1 + qn
− 1,
N(tn, sn, un, rn) = 2tnrn + 2snun + 24t
4
nun +
6t2nrn + 6t
3
nrn − 4s2nun
1 + tn
,
(3.10)
where tn =
f(yn)
f(xn)
, sn =
f(zn)
f(yn)
, un =
f(zn)
f(xn)
, pn =
f(wn)
f(xn)
, qn =
f(wn)
f(yn)
and rn =
f(wn)
f(zn)
.
These functions satisfy the given conditions in Theorems 1, 2, and 3, so


yn = xn − f(xn)
f ′(xn)
,
zn = yn − ((1 + t2n)(1 + 2tn + 2t2n) + t2(2− 8tn − 2t2n)) ·
f(yn)
f ′(xn)
,
wn = zn − (4un − 5sn + (6 + s3n)(t2n + sn) + (1 + u3n)(1 + 2tn)) ·
f(zn)
f ′(xn)
,
xn+1 = wn −
[
(1 + tn)(2tn + t
3
n) + 4t
2
n − t3n − t4n − 2s2n + 6un + 2tnrn + 2snun + 24t4nun + tnun
+2t
3
nun−10tnu2n+6t2nun
1+2tnun
+ 1+2pn+2qn
1−rn +
6pn
1+qn
− 2un+6u2n
1+un
+ sn+2s
2
n
1+s2n
+ 6t
2
nrn+6t
3
nrn−4s2nun
1+tn
] · f(wn)
f ′(xn)
.
(3.11)
Method 8. The method by H.T. Kung and J.F. Traub [18] is given by


yn = xn − f(xn)
f ′(xn)
,
zn = yn −Gf (xn),
sn = zn − f 2(xn)f(yn)Hf(xn, yn, zn),
xn+1 = sn +
f2(xn)f(yn)f(zn)
f(xn)−f(sn)
(
Hf(xn, yn, zn)− Kf (xn,yn,zn)−Lf (xn,yn,zn,sn)f(xn)−f(sn)
)
,
(3.12)
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where
Gf (xn) =
f 2(xn)f(yn)
f ′(xn)(f(xn)− f(yn))2 ,
Hf(xn, yn, zn) = Gf(xn)( −1
f 2(xn)(f(xn)− f(zn)) +
f(yn)− f(xn)
f(xn)f(yn)(f(xn)− f(zn))2
+
1
(f(yn)− f(zn))(f(xn)− f(zn))2
)
,
Kf(xn, yn, zn) =
f(xn)(f(yn)− f(zn))(f(xn)− f(yn))− f 2(xn)f(yn)
f ′(xn)(f(xn)− f(zn))(f(xn)− f(yn))2(f(yn)− f(zn)) ,
Lf (xn, yn, zn, sn) =
Gf(xn)(f(zn)− f(sn))− (f(yn)f 2(xn)Hf(xn, yn, zn)) (f(yn)− f(zn))
(f(yn)− f(sn))(f(yn)− f(zn))(f(zn)− f(sn)) .
Method 9. The method by B. Neta [22] is given by


yn = xn − f(xn)
f ′(xn)
,
zn = yn − f(xn) + Af(yn)
f(xn) + (A− 2)f(yn)
f(yn)
f ′(xn)
, A ∈ R,
sn = yn + δ1f
2(xn) + δ2f
3(xn),
xn+1 = yn + θ1f
2(xn) + θ2f
3(xn) + θ3f
4(xn),
(3.13)
where
Fy = f(yn)− f(xn), Fz = f(zn)− f(xn), Fs = f(sn)− f(xn),
ζy =
1
Fy
(
yn − xn
Fy
− 1
f ′(xn)
)
, ζz =
1
Fz
(
zn − xn
Fz
− 1
f ′(xn)
)
, ζs =
1
Fs
(
sn − xn
Fs
− 1
f ′(xn)
)
,
δ1 = ζy + δ2Fy, δ2 = − ζy − ζz
Fy − Fz , γ1 =
ζs − ζz
Fs − Fz , γ2 =
ζy − ζz
Fy − Fz ,
θ1 = ζs + θ2Fs − θ3F 2s , θ2 = γ1 + θ3(Fs −+Fz), θ3 =
γ1 − γ2
Fs − Fy ,
Method 10. The method by Y. H. Geum and Y. I. Kim [11] is given by


yn = xn − f(xn)
f ′(xn)
,
zn = yn −Kf (un) · f(yn)
f ′(xn)
,
sn = zn −Hf(un, vn, wn) · f(zn)
f ′(xn)
,
xn+1 = sn −Wf (un, vn, wn, tn) · f(sn)
f ′(xn)
.
(3.14)
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where
Kf (un) =
1 + βun + λu
2
n
1 + (β − 2)un + µu2n
,
Hf(un, vn, wn) =
1 + aun + bvn + γwn
1 + cun + dvn + σwn
,
Wf (un, vn, wn, tn) =
1 +B1un +B2vnwn
1 +B3vn +B4wn +B5tn +B6vnwn
+G(un, wn),
and un =
f(yn)
f(xn)
, vn =
f(zn)
f(yn)
, wn =
f(zn)
f(xn)
and tn =
f(sn)
f(zn)
.
a = 2, b = 0, c = 0, d = −1, γ = 2 + σ, λ = −9 + 5β
2
, µ = −4 + β
2
,
B1 = 2, B2 = 2 + σ, B3 = −1, B4 = −2, B5 = −1, B6 = 2(1 + σ),
With weight function
G(un, wn) =
−1
2
(
unwn
(
6 + 12un + u
2
n(24− 11β) + u3nφ1 + 4σ
))
+ φ2w
2
n,
β = 2, σ = −2, φ1 = 11β2 − 66β + 136, φ2 = 2un(σ2 − 2σ − 9)− 4σ − 6.
(3.15)
Method 11. The method by Y. H. Geum and Y. I. Kim [12] is given by

yn = xn − f(xn)
f ′(xn)
,
zn = yn −Kf (un) · f(yn)
f ′(xn)
,
sn = zn −Hf(un, vn, wn) · f(zn)
f ′(xn)
,
xn+1 = sn −Wf (un, vn, wn, tn) · f(sn)
f ′(xn)
.
(3.16)
where
Kf(un) =
1 + βun + γu
2
n
1 + (β − 2)un + µu2n
,
Hf(un, vn, wn) =
1 + aun + bvn + γwn
1 + cun + dvn + σwn
,
Wf (un, vn, wn, tn) =
1 + A1un
1 + A2vn + A3wn + A4tn
+G(un, vn, wn),
also un =
f(yn)
f(xn)
, vn =
f(zn)
f(yn)
, wn =
f(zn)
f(xn)
and tn =
f(sn)
f(zn)
,
a = 2, b = 0, c = 0, d = −1,
γ = 2 + σ, λ = −9 + 5β
2
, µ = −4 + β
2
,
A1 = 2, A2 = −1, A3 = −2, A4 = −1,
with the weight function
G(un, vn, wn) = −6u3nvn + 6w2n − 4u4n(3vn + 17wn) + un(2v2n + 4v3n + wn − 2w2n),
β = 0, σ = −2. (3.17)
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We test our proposed methods (3.7), (3.9), and (3.11) on the functions f1, . . . , f6 described in Table
1, the Table also lists the exact roots x∗ and initial approximations x0, which are computed using
the FindRoot command of Mathematica [14, pp. 158–160].
For the methods defined by (3.7), (3.9), and (3.11), we display in Tables 2-4 for the weight functions
(3.6), (3.8), (3.10) the errors |xn − x∗| for n = 1, 2, 3, and the computational order of convergence
(coc) [35], approximated by
coc ≈ ln |(xn+1 − x
∗)/(xn − x∗)|
ln |(xn − x∗)/(xn−1 − x∗)| .
Test function fn root x
∗ initial approximation x0
f1(x) = ln(1 + x
2) + ex sin x 0 0.03
f2(x) =
−x
100
+ sin x 0 0.5
f3(x) = x ln(1 + x sin x) + e
−1+x2+x cos x sin pix 0 0.01
f4(x) = 1 + e
2+x−x2 + x3 − cos(1 + x) −1 −0.3
f5(x) = (1− sin x2)x2+1x3+1 + x ln(x2 − pi + 1)− 1+pi1+√pi3
√
pi 1.7
f6(x) = (1 + x
2) cos(pix
2
) + ln(x
2+2x+2)
1+x2
−1 −1.1
Table 1: Test functions f1, . . . , f6, root x
∗ and initial approximation x0.
To obtain a high accuracy and avoid loss of significant digits, we employ multi-precision arithmetic
with 6000 significant decimal digits in Mathematica 8.
fn |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
f1 0.380e− 20 0.126e− 319 0.276e− 5111 16.0000
f2 0.104e− 10 0.265e− 192 0.211e− 3279 17.0000
f3 0.450e− 28 0.303e− 449 0.561e− 7188 16.0000
f4 0.609e− 8 0.465e− 136 0.630e− 2186 16.0000
f5 0.246e− 14 0.276e− 230 0.169e− 3685 16.0000
f6 0.142e− 17 0.482e− 283 0.139e− 4530 16.0000
Table 2: Errors and coc for method (3.7).
fn |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
f1 0.144e− 19 0.193e− 310 0.222e− 4964 16.0000
f2 0.301e− 23 0.339e− 451 0.336e− 8582 19.0000
f3 0.405e− 28 0.515e− 450 0.239e− 7200 16.0000
f4 0.628e− 8 0.276e− 135 0.561e− 2173 16.0000
f5 0.224e− 14 0.526e− 231 0.456e− 3697 16.0000
f6 0.186e− 17 0.322e− 281 0.202e− 4501 16.0000
Table 3: Errors and coc for method (3.9).
Tables 2-4 show that methods (3.7), (3.9), and (3.11) support the convergence analysis given in
the previous sections.
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fn |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
f1 0.389e− 20 0.931e− 321 0.107e− 5130 16.0000
f2 0.414e− 22 0.1220e− 385 0.117e− 6565 17.0000
f3 0.936e− 29 0.865e− 461 0.243e− 7373 16.0000
f4 0.554e− 8 0.756e− 136 0.108e− 2181 16.0000
f5 0.119e− 14 0.116e− 235 0.760e− 3772 16.0000
f6 0.125e− 17 0.926e− 285 0.745e− 4559 16.0000
Table 4: Errors and coc for method (3.11) .
In Tables 5-7, we compare our three-point method (3.2) with the methods (3.3), (3.4) and (3.5)
and our four-point methods (3.7), (3.9) and (3.11) with the methods (3.12), (3.13), (3.14) and
(3.16).
Method Weight function |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
(3.2) (3.1) 0.834e− 13 0.112e− 121 0.160e− 1101 9.0000
(3.3) - 0.316e− 11 0.165e− 95 0.918e− 770 8.0000
(3.4) - 0.445e− 11 0.380e− 94 0.108e− 758 8.0000
(3.5) - 0.704e− 11 0.658e− 92 0.384e− 740 8.0000
(3.7) (3.6) 0.844e− 25 0.659e− 435 0.257e− 7406 17.0000
(3.9) (3.8) 0.102e− 24 0.229e− 433 0.215e− 7380 17.0000
(3.11) (3.10) 0.371e− 25 0.429e− 465 0.571e− 8384 18.0000
(3.12) - 0.114e− 22 0.323e− 374 0.546e− 5999 16.0000
(3.13) - 0.226e− 22 0.403e− 369 0.429e− 5917 16.0000
(3.14) (3.15) 0.235e− 22 0.106e− 368 0.316e− 5910 16.0000
(3.16) (3.17) 0.310e− 21 0.600e− 350 0.226e− 5609 16.0000
Table 5: Comparison for f(x) = ln(1− x+ x2) + 4 sin(1− x), zero x∗ = 1 and initial x0 = 1.1.
Method Weight function |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
(3.2) (3.1) 0.125e− 10 0.888e− 85 0.545e− 678 8.0000
(3.3) - 0.414e− 9 0.961e− 72 0.811e− 573 8.0000
(3.4) - 0.597e− 9 0.273e− 70 0.533e− 561 8.0000
(3.5) - 0.629e− 9 0.393e− 70 0.929e− 560 8.0000
(3.7) (3.6) 0.201e− 9 0.510e− 148 0.142e− 2365 16.0000
(3.9) (3.8) 0.210e− 9 0.807e− 148 0.183e− 2362 16.0000
(3.11) (3.10) 0.389e− 20 0.931e− 321 0.107e− 5130 16.0000
(3.12) - 0.883e− 18 0.897e− 282 0.114e− 4505 16.0000
(3.13) - 0.183e− 17 0.254e− 276 0.470e− 4418 16.0000
(3.14) (3.15) 0.274e− 10 0.682e− 162 0.150e− 2587 16.0000
(3.16) (3.17) 0.115e− 9 0.377e− 149 0.621e− 2381 16.0000
Table 6: Comparison for f(x) = ln(1 + x2) + ex sin x, zero x∗ = 0 and initial x0 = 0.1.
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Method Weight function |x1 − x∗| |x2 − x∗| |x3 − x∗| coc
(3.2) (3.1) 0.361e− 13 0.209e− 106 0.270e− 852 8.0000
(3.3) - 0.230e− 12 0.396e− 99 0.303e− 793 8.0000
(3.4) - 0.349e− 12 0.168e− 97 0.485e− 780 8.0000
(3.5) - 0.477e− 17 0.463e− 141 0.366e− 1133 8.0000
(3.7) (3.6) 0.499e− 25 0.113e− 400 0.536e− 6411 16.0000
(3.9) (3.8) 0.406e− 25 0.345e− 402 0.256e− 6435 16.0000
(3.11) (3.10) 0.825e− 26 0.242e− 414 0.760e− 6631 16.0000
(3.12) - 0.211e− 24 0.152e− 390 0.780e− 6249 16.0000
(3.13) - 0.484e− 24 0.209e− 384 0.310e− 6150 16.0000
(3.14) (3.15) 0.253e− 24 0.173e− 389 0.372e− 6232 16.0000
(3.16) (3.17) 0.454e− 22 0.108e− 350 0.123e− 5608 16.0000
Table 7: Comparison for f(x) = −2
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(9
√
2 + 7
√
3) +
√
1− x2 + (1 + x3) cos(pix
2
), zero x∗ = 1
3
and
initial x0 = 0.35.
It can be observed from Tables 5-7 that for the presented examples our three-point proposed
method (3.2) is comparable and competitive to the methods (3.3), (3.4) and (3.5) and our four-
point proposed methods (3.7), (3.9) and (3.11) are comparable and competitive to the methods
(3.12), (3.13), (3.14) and (3.16) also.
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3.2 Dynamic behavior
In this section, we survey the comparison of iterative methods in the complex plane by using basins
of attraction. Studying the dynamic behavior, using basins of attractions, of the rational functions
associated to an iterative method gives important information about the convergence and stability
of the scheme [31].
Neta et al. have compared various methods for solving nonlinear equations with multiple roots
by comparing the basins of attraction [24] and also Scott et al. have compared several methods
for approximating simple roots [29]. Moreover, a number of iterative root-finding methods were
compared from a dynamical point of view by Amat et al. [1]-[4], Neta et al. [23], [25] Stewart [32],
Vrscay and Gilbert [34]. To this end, some basic concepts are briefly recalled.
Let G : C → C be a rational map on the complex plane. For z ∈ C, we define its orbit as the set
orb(z) = {z, G(z), G2(z), . . . }. A point z0 ∈ C is called a periodic point with minimal period m
if Gm(z0) = z0, where m is the smallest integer with this property. A periodic point with minimal
period 1 is called a fixed point. Moreover, a point z0 is called attracting if |G′(z0)| < 1, repelling
if |G′(z0)| > 1, and neutral otherwise. The Julia set of a nonlinear map G(z), denoted by J(G),
is the closure of the set of its repelling periodic points. The complement of J(G) is the Fatou set
F (G), where the basin of attraction of the different roots lie [5], [7].
We use the basin of attraction for comparing the iteration algorithms. Approximating basins of
attraction is a method to visually comprehend how an algorithm behaves as a function of the
various starting points.
From the dynamical point of view, in fact, we take a 256×256 grid of the square [−3, 3]×[−3, 3] ∈ C
and assign a color to each grid point z0 according to the simple root to which the corresponding
orbit of the iterative method starting from z0 converges, and we mark the point as black if the
orbit does not converge to a root, in the sense that after at most 100 iterations it has a distance
to any of the roots, which is larger than 10−3. In this way, we distinguish the attraction basins by
their color for different methods.
Test Problems pn Roots
p1(z) = z
2 + 1 i, −i
p2(z) = z
3 + z 0, i, −i
p3(z) = z
3 + z2 − 1 −0.877439 + 0.744862i, −0.877439− 0.744862i, 0.7548878
Table 8: Test Problems p1(z), p2(z), p3(z) and roots.
For the test problem p1(z), with its roots given in Table 8, the results are presented in Figures
1-5. For test problems p2(z) and p3(z), the results are shown in Figures 6-10 and Figures 11-15,
respectively. As a result, the method (3.9) (see Figures 1, 6 and 11) seems to produce larger basins
of attraction than the methods (3.14) and (3.16) (see Figures 4, 5, 9, 10, 14 and 15) and smaller
basins of attraction than the methods (3.12) and (3.13) (see Figures 2, 3, 7, 8, 12 and 13).
Note that points might belong to no basin of attraction; these are starting points for which the
methods do not converge, approximated and visualized by black points. These exceptional points
constitute the so-called Julia set of the corresponding methods.
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Figure 1: Method (3.9) for
test problem p1
Figure 2: Method (3.12) for
test problem p1
Figure 3: Method (3.13) for
test problem p1
Figure 4: Method (3.14) for
test problem p1
Figure 5: Method (3.16) for
test problem p1
Figure 6: Method (3.9) for
test problem p2
Figure 7: Method (3.12) for
test problem p2
Figure 8: Method (3.13) for
test problem p2
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Figure 9: Method (3.14) for
test problem p2
Figure 10: Method (3.16) for
test problem p2
Figure 11: Method (3.9) for
test problem p3
Figure 12: Method (3.12) for
test problem p3
Figure 13: Method (3.13) for
test problem p3
25
Figure 14: Method (3.14) for
test problem p3
Figure 15: Method (3.16) for
test problem p3
4 Conclusion
We introduce a new optimal class of four-point methods without memory for approximating a
simple root of a given nonlinear equation. Our proposed methods use five function evaluations
for each iteration. Therefore they support Kung and Traub’s conjecture. Error and convergence
analysis are carried out. Numerical examples show that our methods work and can compete with
other methods in the same class. We used the basin of attraction for comparing the iteration
algorithms.
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