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Resumo 
A Teoria de Controle Robusto tem sua origem na crítica dos métodos de projeto 
próprios da Teoria de Controle Moderna, que acusaram severos inconvenientes na sua aplicação 
industrial. A razão dessas dificuldades reside na ausência de uma metodologia que permitisse 
uma análise quantitativa profunda da influência que os elementos incertos do modelo têm sobre 
o comportamento do sistema físico controlado. 
O presente trabalho tem como objetivo apresentar uma metodologia de análise .de 
sistemas a partir de modelos matemáticos lineares com elementos incertos. Com este fim 
são revisados alguns conceitos da teoria de sistemas dinâmicos lineares, tais como os espaços 
de sinais e de sistemas e suas normas associadas. Destaca-se a utilização desses conceitos na 
modelagem de sistemas incertos. Considera-se especialmente a classe de incertezas estruturadas, 
resultantes da composição de múltiplos elementos incertos. 
As técnicas de análise são logo utilizadas como ferramentas de síntese de controladores 
com o intuito de obter um sistema em malha fechada com propriedades robustas adequadas. 
São apresentadas as técnicas de controle em 'Hom 'Hz e /1-síntese. 
Os requisitos de desempenho dos sistemas de controle sao entao classificados em duas 
categorias e, em cada caso, é analisada sua relação com a estrutura de controle mais adequada. E 
estudada a utilidade dos controladores de dois graus de liberdade frente a requisitos de robustez, 
rejeição de perturbações e seguimento de sinais de referência. Para esse tipo de controlador 
sao propostas duas metodologias de projeto em 'Hz e Hoo, que constituem umacontribuiçao 
original deste trabalho. 
Os conceitos e algumas das técnicas descritas são aplicados a um exemplo relativo a 
estabilização robusta e melhora de desempenho de um helicóptero em vôo pairado.
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Resumen 
La Teoria de Control Robusto tiene su origem en la crítica de los métodos de diseno 
propios de la Teoria de Control Moderna, que acusaron severos inconvenientes en su aplicación 
industrial. La razón de esas dificultades reside en la ausencia de una metodologia que permita 
un análisis cuantitativo profundo de la influencia que tiene la incertidumbre del modelo sobre 
el comportamiento del sistema fisico controlado. 
El presente trabajo tiene como objetivo presentar una metodologia de análisis de sis- 
temas a partir de modelos matemáticos lineales con elementos inciertos. Con este fin son 
revisados .algunos conceptos de la teoria de sistemas dinámicos lineales, tales como los espacios 
de señales y de sistemas y sus normas asociadas. Es destacada la utilización de esos conceptos 
en el modelado de sistemas inciertos. Es considerada especialmente la clase de incertidumbres 
estructuradas, resultante de la composición de múltiples elementos inciertos. 
Las técnicas de análisis son entonces utilizadas como herramientas de sintesis de con- 
troladores -que garanticen un sistema en lazo cerrado con propiedades robustas adecuadas. Son 
presentadas las técnicas -de control en 'HW 'Hz y la p-sintesis. 
A continuación los requisitos de desempeño de los sistemas de control son clasificados 
en dos categorias y, en cada caso, es' analizada su relación con la estructura de control más 
adecuada. Es estudiada la utilidad de los controladores de dos graus de libertad frente a 
requisitos de robustez, atenuación de perturbaciones y seguimiento de senales de referencia. 
Para ese tipo de controlador son propuestas dos metodologias de diseno en 'Hz y HW, que 
constituyen una contribución original de este trabajo. 
Los conceptos y algunas de las técnicas descritas son aplicados a un ejemplo relativo a 
la estabilización robusta y mejora de desempeño de un helicóptero operando en hover. 
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Abstract 
The Robust Control Theory has its origin in some efforts to overcome some drawbacks of the 
design methods of the Modern Control Theory, Which often lead the designed controller to fail 
in practice. These problems Were related to the lack of a consistent mehodology to analize the 
influency of the model uncertainty on the closed loop system behavior. 
This Work is intended to present an analysis methodology of systems described by linear 
models With some uncertain elements. Some concepts from the linear dynamic systems theory 
like the signals and systems spaces and their associated norms are studied. The usefulness of 
these concepts When modeling uncertain systems is emphasized and special attention is devoted 
to the case of structured uncertainties. ' 
The analysis techniques are then used for synthesis purposes in order to get controllers 
that guarantee a closed loop system with adequate robust properties. The ,u-synthesis and the 
7100 and 'Hz design methods are presented.
_ 
The performance requirements are classified in two classes and their relation With the 
controller structure is analized. It is studied the usefulness of the two-degrees-of-freedom con- 
trollers when several requirements, such as robustness, disturbance attenuation and tracking, 
must be satisfied. A contribution of this Work is to present new 'Hz and Tico design methodolo- 
gies for two-degrees-of-freedom controllers. 
The described techniques are illustrated With an example about the robust stabilization 
and performance improvement of a helicopter model operating near hover. 
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Introdução 
Desde o trabalho pioneiro de James Watt no regulador da sua máquina de vapor, 
passando pelos amplificadores realimentados que motivaram o trabalho de Bode, até o estado 
atual da teoria, o conceito de realimentação esta intimamente relacionado com a Teoria de 
Controle. . 
Porque é necessário realimentar? 
A razão reside na incerteza, tanto do processo físico quanto das perturbações externas 
agindo sobre ele. Em geral, o modelo matemático nao pode representar fielmente o sistema físico 
seja porque este varia ao longo do tempo, seja porque é parcialmente desconhecido, ou porque 
frente à, sua complexidade é conveniente trabalhar com um modelo aproximado relativamente 
simples e, portanto, impreciso. Por outro lado, a presença de perturbações que agem sobre 
o sistema e que não são totalmente conhecidas impõe a necessidade da realimentação para 
pode-las compensar ou atenuar parcialmente. c 
A realimentação é, então, a ferramenta basica do projetista paraobter algum tipo de 
desempenho frente as incertezas do sistema e às perturbaçoes externas agindo sobre este. 
No presente trabalho vamos estudar metodologias de projeto que permitam estabilizar 
o sistema e garantir determinados requisitos de desempenho de face às incertezas no modelo do 
sistema. 
A teoria clássica de controle introduziu os conceitos de margens de ganho er de fase, 
adequados para garantir estabilidade frente às variações do processo em sistemas com uma 
entrada e uma saída. ` 
i 
Por outro lado, a chamada Teoria de Controle Moderno, abordou os sistemas com várias 
entradas -e saídas, convenientemente expressos no espaço de estados. 
A 
Foram desenvolvidas 
técnicas de projeto que asseguram um desempenho ótimo para um critério quadrático, na 
hipótese de ter-se um modelo que representa exatamente o sistema físico envolvido. Porém, 
essas técnicas têm características de robustez razoáveis somente quando todo o vetor de estados 
esta disponível para realimentaçãzo; caso -contrário, não garantem nenhuma margem de estabi-
1
2 
lidade, e uma pequena variaçao do- processo pode tornar o sistema instável. Este fato originou 
problemas na aplicação industrial das técnicas desenvolvidas pela Teoria Moderna e motivou 
uma nova linha de pesquisa baseada em hipóteses mais realistas. Ê 
Esta é conhecida pelo nome de Teoria de Controle Robusto. O termo ”robusto” é 
utilizado aqui no sentido de que as propriedades do sistema controlado sejam mantidas frente 
as variaçoes do modelo matemático. Tornou-se necessário incluir as incertezas explicitamente 
na analise. O processo agora é representado por uma família de modelos descrita por um modelo 
nominal e pelas variações em torno deste, chamadas genericamente de incertezas, as quais sao 
desconhecidas mas limitadas em norma. ` 
É importante uma cuidadosa modelagem das incertezas. Os conceitos clássicos de 
margem de ganho e de fase permitem estudar incertezas escalares que variam em magnitude 
ou em fase. Mas a realidade é muito mais complexa. necessário incorporar o comportamento 
freqiíencial, dado que é comum ter um modelo precisamente conhecido em regime permanente, 
mas extremamente incerto em altas freqüências. Além disso, as incertezas no modelo podem se 
originar em diferentes componentes do sistema de controle, tais como atuadores, sensores, ou na 
própria planta. Isto leva a incerteza a ter uma estrutura dada, a qual deve ser convenientemente 
considerada para evitar projetos muito conservativos. 
A Teoria de Controle Robusto também posibilitou uma modelagem mais realista, em 
geral, das perturbaçoes externas. Estas foram modeladas, no Controle Clássico, como sinais 
de forma conhecida de raus im ulsos senóides etc. . O Controle Moderno introduziu uma 7 7 3 
descrição probabilística e as perturbaçoes foram tratadas como processos estocásticos de den- 
sidade de potência conhecida. As técnicas de Controle Robusto que vamos abordar assumem 
perturbaçoes de energia limitada e ponderada convenientemente no domínio freqüencial. Além 
disso 0 critério de desempenho está expresso em funçao do pior caso, isto é, procura-se atenuar 
o efeito das perturbações supondo-se que elas comportam-se da maneira na que mais afetam o 
desempenho do sistema. ~ 
No capítulo 1 são apresentados os fundamentos da Teoria de Controle Robusto, tais 
como os conceitos de norma, espaços de sinais e de sistemas, e a modelagem de sistemas incertos. 
No capítulo 2 são abordados os problemas de análise para as classes de sistemas e incertezas 
estudadas. A síntese de controladores ótimos com relação às normas 'Hz e Hoo é estudada no 
capítulo 3, conjuntamente com a ,u-síntese. 
No capítulo 4 é estudada a utilidade dos controladores de dois graus de liberdade 
frente a requisitos de robustez, rejeição de perturbações e seguimento de sinais de referência. 
Apresenta-se também uma metodologia de projeto de uma classe de prefiltros ótimos com
3 
relação às normas 'Hz e 7100. 
Os conceitos e alguma das técnicas descritas são aplicadas no capítulo 5 a um exemplo 
relativo à estabilização robusta e melhora de desempenho de um helicóptero em vôo pairado. 
Os apêndices que encerram a presente dissertação foram incluídos com o objetivo de 
oferecer ao leitor uma rápida referência sobre alguns conceitos necessários à comprensao do 
texto.
Capítulo 1 
Elementos da Teoria de Controle 
Robusto 
1 . 1 Introdução 
A impossibilidade de se ter um modelo matemático que represente fielmente o com- 
portamento da planta leva à necessidade de trabalhar com uma família de modelos. Assim 
sendo, assume-se que o processo físico se comporta de acordo com um elemento, incerto, desta 
família. 
O modelo passa a ter agora uma componente de incerteza que nao foi considerada 
explicitamente nas teorias clássica e moderna. 
Vamos dizer que uma propriedade do sistema de controle é robusta se ela é válida para 
todos os elementos da família de modelos. nesse sentido que vamos falar de estabilidade 
robusta, desempenho robusto, etc.. '
_ 
A teoria de Controle Robusto tem diversas linhas de pesquisa, segundo as propriedades 
do tipo de sistema 'estudado ( linearidade, invariância no tempo, etc. ), como é feita a caracte- 
rizaçao das incertezas, e quais as especificaçoes de desempenho. O presente trabalho centra-se 
na teoria de controle em HW e no valor singular estruturado, /1. Esta linha de pesquisa teve uma 
importância notável no desenvolvimento da teoria, devido à generalidade da classe de sistemas 
incertos estudada. Os sistemas considerados são lineares, invariantes no tempo e multivariáveis. 
Os critérios de desempenho e a caracterizaçao das incertezas sao estudados nas seçoes 1.2 e 1.3.
4
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1.2 Normas e Espaços Normados 
Nesta seção vamos introduzir alguns conceitos matemáticos, os quais nos permitirão 
caracterizar as incertezas, perturbações e índices de desempenho. Para uma exposição mais 
profunda e abrangente pode-se consultar as referências [15, 31, 63].
V 
Definição 1.1 Chama-se Espaço Vetorial Normado à estrutura formada por um espaço vetorial 
V e uma função real (chamada de norma) - : V -› §R+ que satisfaz os seguintes axiomas: 
1. ||z¡| z o vz e v. 
2. ¡|z|¡=o‹:>z=o. 
3- ||<1fv|l =| 0 I Ilwll Vw G 1/,QGC - 
4- ||fl> + 2/II É H1|'| + H!/Ill Vw; 6 V- 
Exemplo No espaço C" podemos definir as seguintes normas: 
. TL 
||$||1 = 2 | wz'| 
i=1
n 
l|1'||2 = «IE | ill i=1 
I|fl>H‹×› = ,12%>§,Irz*I 
Ao longo deste trabalho vamos trabalhar em C" com a norma euclidiana - Para 
evitar confusões com as normas definidas posteriormente, vamos nota-la - ' 
Definição 1.2 Dados dois espaços vetoriais V e W e uma transformação linear .C : V -› W, 
a norma induzida da transformação e' definida por : 
“gn Ê sup Hw 
~ n1z||v¢0 ||v||v 
sendo e ' HW as normas em V e W, respectivamente. 
O conceito de norma induzida nos permite abordar a importante questão da norma de 
uma transformação linear. A mesma, assim definida, cumpre a seguinte relação: 
|I£(v)||w S Illíll Ilvllv Vv G V
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Exemplo Para as matrizes A E Cmx”, considerando a norma 2 em C" e Cm, 
A /Avi uAn= sup 'iiflëz sup ””_í=õ<A›
I 
||znz¢‹› |Ifv||2 ||z||z¢f›_ H 
sendo ã(A) o máximo valor singular de A. O apêndice C inclui a definição e principais pro- 
priedades dos valores singulares. 
1.2.1 Norma Hz 
Definição 1.3 Parat G ÊÊ, seja r(t) G Êltmx" uma função matricial e R(s) E Cmx" sua 
transformada de Laplace, onde as = z\ + jw 6 C. 
(a) £z(§R,§Rm×") e' o espaço de Lebesgue das funções r(t) quadraticamente íntegráveis, 
tendo norma dada por
L °° 2 
f ¡|1~||2 z {/_°o Tz«[¢~(ú)'z~(ú)]za} 
V 
s(1.1) 
(b) .Cz(j§R,C'”×") e' o espaço de Lebesgue das funções R(jw) quadraticamente íntegráveis 
tendo norma dada por 
||Rnz = {§ /_°; T›~[R<é~››*R<â«››1d~»}ä (12) 
para eu E ÊR. ` 
(c) 7'(z(C,C"”×“) e' o espaço de Hardy das funções R(s) analíticas em §Re(s) > 0 e que 
satisfazem a condiçao 
' L 
1 ‹×› 2 
||Rl|z z {Sš% 5; /M Tz~[R(›\ + ¿w)*R(À + ¡z,z)]az} < os 
As funções de transferência estritamente próprias e estáveis formam um subespaço de 
Hz, que notaremos ÊR'H¿. Para calcular a norma 'Hz é necessário considerar um prolongamento 
analítico sobre 0 eixo imaginário j§R, dado que as funções de 'Hz não estão necessariamente 
definidas em jÊR. A norma 'Hz passa a ser calculada como na equação (1.2). 
Lz(ÊR, §R") é o espaço dos sinais vetoriais de dimensão n quadraticamente integraveis e 
a norma .C2 nao é outra coisa que a energia do sinal: '
1 
‹×> 5 
nfnz = {/_w f‹¢>'«~<f>‹fi} 
Este espaço é importante na caracterização das entradas externas ao sistema de controle.
7
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A transformada de Laplace estabelece um mapeamento isomorfo entre os espaços C2 e 
Hz. Esse mapeamento conserva a norma ( teorema de Parseval ): . 
1 L 
||R<s›||z z É /fo T«~iR<â«››*R‹â~›1dw}2 = {/Í; m«~<f›'¢~<f›1‹zlf}2 = ||f<f>||2 
Consideramos agora o sistema dado por: 
{ 
= Ax(í) + Bu(t) 
if/(Í) = Úfvfi) 
onde assumimos que A é estável. Sua matriz de transferência «é dada por G(s) = C' (sl - A)`1B 
e a matriz de resposta a impulso é g(t) = C'eA*B. 
Cálculo da norma 'H2 › A definição (1.2) nao é apropriada para propósitos de cálculo. Porém, 
a norma pode ser calculada como 
= T1°{B'L,,B} = Tr{C'LcC"} 
Onde L, e LC, os gramianos de observabilidade e controlabilidade respectivamente, são definidos 
COITIO 
L Ê /°° e^'*C'0‹z^*dú 
. Lc Ê [oo eAtBB'eA'tdt 
e fornecem as equações de Lyapunov : 
A'Lo + LOA + C"C = 0 
V (1.3) 
ALÇ + LCA' + BB' = 0 (1.4) 
'Para mostrar a igualdade envolvendo o gramiano Lo vamos usar 0 teorema de Parseval 
para calcular a norma: 
||G(3)¡¡; z ||g(â)||; z /_°; Tr[B'‹zA'*c'c@f“B]ât z Tr {B' [/:Q @A'*c'c‹z/Hzzâ] B} z Tz~{B'L0B} 
A igualdade envolvendo o gramiano de controlabilidade pode ser mostrada mediante a identi- 
dade 
Tz~[B'@A'f0'0zf**B] z Tr[c‹zf“BB'‹z^'f0'] 
O cálculo da norma 'Hz envolve a resolução de uma equação de Lyapunov, a qual tem 
solução única se o sistema é estável e completamente observável ( controlável
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A norma 'Hz tem tido um importante papel na Teoria de Controle como índice de 
desempenho [l1, 15, 25, 30, 31, 47]. 
'Vamos considerar o sistema de controle da figura 1.1. Nela estão representados o con- 
trolador realimentado K; e a planta generalizada G, que inclui a planta, e todas as funçoes 
introduzidas com fins de ponderação. O sinal w 'contém as entradas externas, incluíndo per- 
turbações, ruído de sensores e comandos; u é a ação de controle; y representa as saídas medidas 
para fins de realimentação; ei z é um sinal de erro em relação a um objetivo especificado embu- 
tido em G(s). ' 
O problema padrão de otimização em Hz consiste na obtenção do controlador que 
minimiza a norma 'Hz da transferência Tzu, entre as perturbaçoes w e as saídas de interesse z. 
w z
G U 1/
K 
Figura 1.1: Sistema Realimentado Padrão - 
Este tema sera estudado com mais profundidade na seçao 3.2. Por enquanto vamos 
nos deter no significado de minimizar ||Tz,,,||2. Quando as perturbações são sinais de 'forma 
conhecida, é possível representa-las como a saída de um sistema dinâmico excitado por um 
impulso. Essa dinâmica pode ser incorporada a planta G' a qual considera-se como sendo 
excitada por perturbações w impulsionais [31, 47, 63]. O sinal z(t) será a resposta impulsional do 
sistema, e a sua norma coincidirá, com ||Tz,,,||2. Se modelarmos as perturbações como processos 
estocásticos de densidade de potência conhecida, HTw||z coincide com o valor esperado da 
energia do sinal de saída. Portanto o objetivo do controle ótimo em 'Hz é minimizar a influência 
das perturbações sobre as saídas, quando aquelas são sinais determinísticas de forma conhecida 
ou processos estocásticos de espectro conhecido. 
A conveniência da norma 'Hz como índice de desempenho em uma aplicação particular 
está relacionada com a caracterização correspondente do conjunto de perturbações. 
1.2.2 Norma 7100 
Definição 1.4 Para t G ÊR seja r(t) E §R"*×" uma função matricial e R(s) E Cm" sua trans-
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formada de Laplace, onde s = À -I-jw G C, /\ e w E §R. 
(a) .C<×,(§R,Cm×") e' o espaço de Lebesgue das funções r(t) limitadas, tendo norma dada 
por 
||1"||‹×› = Slip Õ{1"(f)} (1-5) 
(11) .Coo(j§R,C'“×") é o espaço de Lebesgue das funções R(jw) limitadas para todo w, 
tendo norma dada por 
V ||R||‹×› = S11Pã{R(J'w)} (15) 
(c) 'Hoo(C,Cm×”) e' o espaço de Hardy das funções R(s) analíticas em §Re(s) > 0, e que 
satisfazem - 
sup ã{R(z\ +jw)} < oo 
z\>0 
Considerações análogas às da norma Hz levam a definiçao da norma 'HW utilizando um 
prolongamento analítico sobre o eixo imaginário. Como conseqüência do Princípio do Módulo 
Máximol, o supremo é alcançado no eixo imaginário. Portanto, a norma 7100 pode ser definida 
COIIIOI
i 
||RI|‹×› = Sgp ‹fmz{R(Jw)} =_ f;1â0mzz{R(8)} (1-7) 
O conjunto das transferências assintoticamente estáveis forma um subespaço de Hoo que 
notaremos ÊRHOQ. Funções em ÊR'Hz são funções racionais estritamente próprias, que se anulam 
para ao -› oo; funções em ÊRHOO são funções próprias que, para w -› oo podem apresentar um 
valor constante 
limG(×\+jw)-›D;É0_ 
U.)i)°Ô 
A seguir vamos destacar duas propriedades importantes da norma 7'(o¿,. 
Propriedade 1.1 A norma 'H,×, é a norma induzida por L2 sobre si mesmo 
Consideremos um sistema estável G(s), o qual constitui uma transformação linear de 
.C2 em Ez. O sinal de entrada w pertence a Lz, com norma 
1 °° . * . nwnä = ¡,; /_m Wow) W<z«››‹1»«› 
Então, a norma da saída z será 
nznä = 51,; /_: Z<â‹»›*Z<â~›d‹~ = ä /_: W<â~››*G<â~›*G<â~››W<â~»>‹1‹» 
10 valor máximo do módulo de uma função analítica é alcançado na fronteira de seu domínio de analiticidade.
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= /_: :f»~[G<â~z›*G<â‹z››W‹â«›>W<â~>*1â‹zz é ff; Tfisgpõ[G<â~>1W<â«›>W‹âw>*1d~» 
1 °° . * . = uG||ä<,§; /_m TfiW‹z«›> W<1‹»›1d‹» 
= ||G||ä,||w||â 
Pode-se Ver que a igualdade pode ser atingida considerando uma entrada wo E C2 que 
tenha a sua energia concentrada em uma faixa arbitrariamente estreita em torno da freqüência 
wo na qual ã[G(jw)] atinge seu máximo. Adotemos, então, w0(t) = 'U1 exp(`€+j°“°)t, 6 > O 
arbitrariamente pequeno para que w0(t) G C2, sendo v1 o vetor singular direito correspondente 
ao máximo valor singular de G'(jw0)'. 
||G(8)wo(S)I|2 = l|G(J`w‹›)v1l|z = ÕlG(J`wo)] = Sj1LPä[G(Jw)l = l|G($)Il‹›‹› 
Portanto, 
uG||<» = z w e ez, ||w||z ¢ ‹›} w 2 
Propriedade 1.2 A norma HCO é submultiplicativa: 
||G(S)H(S)||‹×› S ||G(S)ll‹×›||H(S)H‹×› VC-RH G Hz» 
Essa propriedade é conseqüência das propriedades submultiplicativas dos operadores máximo 
valor singular e supremo: 
||G(S)Íf(S)H‹×› = Sgp ã[G(1'w)H(J'w)l S S1¿P{ã[G(Jw)]ä[H(Jw)l} 
é s3põ[G<âw>1s3põiH<âw›1 = ||G||°z|¡H||<×› 
A utilidade da norma 'Hoo como índice de desempenho e como ferramenta de análiseda 
robustez de sistemas lineares reside nestas duas propriedades, como foi advertido pioneiramente 
em [73], e será destacado na seção 1.3. 
É ilustrativo considerar o significado da norma 7100 para sistemas monovariáveis. Neste 
caso, ||G(.s)||o<, = supw |G(jw)|. A norma 'Hoo equivale, para sistemas monovariáveis, ao maximo 
valor de sua resposta em freqüência e é estimada facilmente a partir dos diagramas de Bode e 
de Nyquist.
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Cálculo da norma 'Hoo Ao contrário da norma 'Hz não há metodologias analíticas que 
permitam determinar diretamente a norma Hoo., Porém, existem resultados que permitem 
saber quando a norma é maior que uma dada constante 7 > 0. O teorema seguinte reúne esses 
resultados. 
Teorema 1.1 Considere o sistema assintoticamente estável dado por G(s) = C'(sI- A)`1B+ 
D. Seja '7 > 0 uma constante dada que não é um valor singular de D. As seguintes afirmativas 
são equivalentes: “
i 
(fl) |lG(S)||‹×› < 7 
(b) A matriz hamiltoniana 
H __ A + BZ-1D'0 BZ-113'
i 
' -~fic'T-10 -(A + BZ-1D'0)' 
não possui autovalores no eixo imaginário, sendo Z = 721 - D'D e T. = 721 - DD'. 
(c) Se o par (A, C) e' observável, então existe P = P' > O tal que: . 
(A + BZ-1D'0)'P + P(A + BZ-1D'C) + PBZ-1B'P + v'2C'T-10 z 0 (is) 
(d) Existe X = X' > 0 tal que 
B'X -11 D <0 (1.9›) 'Ci D 
A'X +XA XB C” 
Demonstração Vamos mostrar a equivalência entre (a) e (b) 
G(.5)~ â G(-3)* z [%l"É¿f;] 
Pode ser mostrado que [25] _ 
Usando a notação standard, 
Definimos 
A + BZ-1D'0 BZ-IB' -Bz~1 
[721 _ G(S)~G(3)]~1 = 
_ 
-^,20'T-10 -(A + BZ-1D'0)' 0'Dz-1 
-Z-1D'0 -z-IB' Z-1 
Observe que a matriz de transição de estados desta função é exatamente H. Pode-se verificar 
que H é uma matriz hamiltoniana cujo espectro é simétrico com relação ao eixo imaginário
' 
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(lema A.1). possível mostrar também que a função [721 - G(s)"G'(s)]"1 não possui modos 
não controláveis ou não observáveis sobre o eixo imaginário. Portanto, é equivalente a 
[121 - G(J'w)*G(J`w)l`1 E fi‹×› 
Neste ponto deve-se demonstrar que . 
||G(8)H‹×› < W <==> WI - G(J'w)*G(J'w)l`1 6 50° 
Se ||G(s)||o<, < 7, então supw Àm,w{G(jw)*G(jw)} < 7. Portanto, 'y2I-G(jw)*G(jw) > 0 Vw. 
Logo a sua inversa existe em todo o eixo imaginário, e [721 - G'(j‹.«.›)*G(jw)]`1 G fioo. 
De forma reversa, se [721 - G'(jw)*G(jw)]'1 E Boo vamos mostrar que não pode ser 
||G(s)||°° 2 7. Se for assim, existe uma freqüência w para a qual ‹7maz{G(jw)} = 7. Logo 
[72] - G(jw)*G(jw)]"1 tem um pólo no eixo imaginário o que contradiz a hipótese. Fica então 
demonstrada a equivalência entre (a) e ' 
A equivalência entre (b) e (c) pode ser mostrada utilizando o fato de que H é a matriz 
hamiltoniana associada a equação de Riccati (1.8) ( veja apêndice A). 
A equivalência entre (a) e (d) pode ser mostrada aplicando o complemento de Schur 
( lema B.1) à, Desigualdade Matricial Linear (1.9) a qual é equivalente a: 
ama,,(D) < '7 
{ A'X + XA + »y-100 + »×(XB + v-10'D)(721 - D'D)-1(B'X + v-1D'C) < o 
Após alguma manipulaçao algébrica pode-se ver que a segunda condição é a desigualdade 
associada a equaçao de Riccati (1.8). Para uma demonstração completa, veja [25], lemas 5.2 e 
5.4. Este resultado, conhecido como o ”Bounded Real Lemma” tem uma importância relevante 
na abordagem LMI do problema 'Hoo [36, 37]. EI 
O teorema 1.1 sugere a seguinte maneira de calcular a norma 'Hoor escolha um número 
positivo 7, teste se ||G'||°<, < 7 por algum dos métodos listados no teorema 1.1, acrescente ou 
diminua 7 de acordo com o resultado obtido e repita a operaçao. 
A norma 'Hoo tem tido um importante papel na teoria de Controle Robusto como índice 
de desempenho ou na caracterização das incertezas do processo. Com referência à figura 1.1, o 
Problema Padrão 'Hx pode ser colocado como 
- _ - l|2||2 
1r}èn||Tz,,,(.s)||.×, rnèn 1š¡1â.ã‹Hw||2 (1.10) 
onde foi usado o fato que 'Hoo é a norma induzida por .C2 sobre si mesmo. Esta última equação 
exprime o fato de que o problema padrão Hoo minimiza o efeito das perturbações sobre as
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saídas no pior ca_so. Esta característica permite uma abordagem mais realista que o de Hz, em 
geral, quanto ao tratamento das perturbações. 
A utilidade da norma HCO na modelagem das incertezas será. descrita na seçao seguinte. 
1.3 Modelagem de Sistemas Incertos 
Ao abordar um problema de controle, o projetista tem que trabalhar sobre um modelo matemá- 
tico do sistema físico envolvido. Este modelo nao é outra coisa que uma abstraçao matemática 
que pretende captar a essência do comportamento do sistema físico e descrevê-la mediante 
ferramentas tais como equações diferenciais lineares ou equações à. diferenças. 
Mesmo naqueles casos em que o sistema físico é bem conhecido ( em algums sistemas 
eletromecânicos, por exemplo ), o processo de modelagem envolve hipóteses simplificadoras e 
efeitos de segunda ordem negligenciados. Além disso, as vezes o modelo matemático nao é linear 
ou envolve equações diferenciais em derivativas parciais. Em tais casos, é necessaria outra fase 
de simplificaçao do modelo até poder descrevê-lo mediante um sistema de equações diferenciais 
lineares de ordem finita. A razão disto é que para este tipo de sistemas a Teoria de Controle 
apresenta resultados mais potentes. Naqueles casos em que o sistema físico é muito complexo 
ou desconhecido podem ser empregadas técnicas de identificaçao que visam obter um modelo 
aproximado suficientemente simples. 
Em qualquer caso, o modelo 'obtido não representará. fielmente o sistema físico, o que 
pode levar a um desempenho pobre, ou mesmo à instabilidade, quando essa inexatidão não for 
considerada adequadamente. E necessário, entao, que o processo físico nao seja mais represen- 
tado por um modelo, mas por uma família de modelos que represente o comportamento incerto 
da planta. Este aspecto da modelagem, conhecido genéricamente por incerteza, não foi incluído 
explicitamente na Teoria de Controle até finais dos anos 70. 
Dependendo de como for feita a modelagem e da origem da incerteza, esta pode apresen- 
tar diversas características. Se a modelagem for feita através de um algoritmo de identificaçäo 
que permite estimar um conjunto de parâmetros do modelo a partir de dados experimentais, a 
incerteza vai estar associada a esse conjunto de parâmetros. O conjunto de modelos vai estar 
descrito pelas faixas de variação dos coeficientes do modelo estimado. Neste caso estamos frente 
a uma incerteza paramétrica a qual pode ser descrita inteiramente mediante um conjunto finito 
de parâmetros. 
Contraposta a essa última, a incerteza dinâmica é aquela em que se desconhece a ordem 
do sistema e que não pode ser associada a nenhum conjunto finito de parâmetros incertos.
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Geralmente este tipo de incertezas são oriundas de dinâmicas negligenciadas na modelagem, e 
sao, portanto, muito comuns na prática. 
Um sistema de controle geralmente está composto de vários subsistemas que podem 
ser modelados separadamente. Assim pode ser obtido um modelo para os atuadores, outro 
para a planta, sensores, etc.. razoável também modelar as incertezas inerentes a cada parte 
separadamente. Como conseqüência, a incerteza do sistema total vai ter uma dada estrutura 
que é conveniente incluir na análise. Neste caso fala-se de incerteza estruturada. 
No caso em que, dada a simplicidade do sistema, seja conveniente modelar a incerteza 
como sendo global a toda a planta, esta será dita não estruturada. 
Existem muitas formas, de diversos graus de generalidade, de descrever os diferentes 
tipos de incertezas. A seguir vamos introduzir uma descrição apropriada a um tipo de incertezas 
dinâmicas nao estruturadas. Esta descriçao, além de ser importante em si mesma, nos permitirá 
introduzir na seção 1.3.2 a forma canônica de incerteza em que baseia-se 0 resto do trabalho. 
1.3.1 Modelo Multiplicativo da Incerteza Dinâmica 
A descrição de incerteza que veremos a seguir se aplica em casos em que se desconhece a ordem 
das equações diferenciais que modelam o sistema sob estudo. Este é o caso quando existem 
fenômenos físicos complexos ou mal conhecidos que não podem ser incluídos no modelo da 
planta. O caso de sistemas com dinâmica infinita, tais como retardos de tempo ou sistemas 
flexíveis, também pode ser aproximado mediante este tipo de modelo, adotando uma repre- 
sentação de ordem finita para o modelo nominal e considerando a dinâmica restante como 
incerteza. 
A família de modelos está descrita da seguinte maneira [31]: 
9(-S) = G(S)lÍ+ W(S)/Â(S)] ||A_(S)||‹×› <1 (111) 
O modelo nominal, G(s), é uma primeira aproximação ao comportamento do sistema e 
será o modelo utilizado para o projeto do controlador. Supõe-se que a incerteza, representada 
pelo termo desconhecido A(s), reside na entrada do sistema. A(s) representa uma transferência 
estável e própria que é suposta limitada em norma pela unidade sem perda de generalidade. A 
função W(s) pondera as freqüências e os canais onde a incerteza é mais relevante. Na figura 
1.2 é representada em um diagrama de blocos a relação entre os diferentes componentes do 
modelo. O modelo ( 1.11) descreve o conjunto de plantas como aquelas que em cada freqüência 
w pertencem a um disco com centro na resposta do modelo nominal e raio |G(
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Figura 1.2: Modelo 'Multiplicativo de Incerteza Dinâmica 
No caso de sistemas monovariaveis:
s 9( ) _ c 
Z;-3 -1- W(S)A(S) ||^(S)l|‹×› <1 
e por tanto: ` 
|W(¿w)| z ›%-il. vw (112) 
A relação .(l.12) sugere como escolher W(s) quando é possível estimar um limite superior do 
segundo membro. Isto será ilustrado mediante um exemplo. 
Exemplo [31]: » 
Vamos supor que a planta pode ser descrita, em uma primeira aproximação por uma trans- 
ferência do tipo 
1
M 
P(S) = š; 
que pode representar um motor de corrente contínua onde tem-se negligenciado os efeitos do 
atrito. Uma aproximação mais fina inclui os efeitos de um retardo, mas de grandeza não 
precisamente conhecida. Entao 
e _S'T 
Este sistema, além de ser incerto, contém uma dinâmica de ordem infinita. Vamos representar 
este sistema incerto mediante o modelo da equação (1.1l) onde escolhemos a planta nominal 
como
1 G s = - < > 5. 
A função W(s) sera escolhida para que o modelo possa representar todas as plantas dadas por 
(113). Para isso, aplicamos a relação (l.12) : 
V 
2 |e`j°”-l| Vw,T,0§T§1 
Pode-se verificar mediante um diagrama de Bode que 
0.21 WS) _ äí 
é uma escolha adequada. CI 
A melhor escolha de W(s) deve atender os critérios seguintes:
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i) nao introduzir muita conservatividade na majoraçao (1.12) 
ii) possuir baixa ordem.
' 
Além da descrição multiplicativa, as incertezas dinâmicas podem ser representadas 
mediante outros modelos. A seguir são listados .alguns destes 
Q(s) = G'(s)+W(s)A(s) 
9(S) = G(S)lÍ+W(S)A(S)l_1 
9(8) = G(S)lÍ+W(3)A(‹S)G(8)l_1 (1-14) 
E necessário adotar um modelo suficientemente geral de incerteza, com o objetivo de 
incluir diversos casos de interesse de uma maneira unificada, e de abordar o importante aspecto 
da estrutura da incerteza. Esse é o tema da seção seguinte. 
1.3.2 Formulaçao Canônica 
Vamos introduzir uma formulação onde a incerteza entra no sistema mediante uma relação 
funcional conhecida por LFT, Transformação Fracionária Linear. Definições, principais 
propriedades, e notação envolvendo LFTS podem ser encontradas no apêndice D. Na formulação 
LFT o modelo incerto é representado como indicado na figura 1.3 onde A(s) representa a 
incerteza, e M (S) será. chamado de modelo nominal. 
' UA :UA 
u_› M -›-y 
Figura 1.3: Formulação Canônico 
M (3) é a matriz de coeficientes da LFT, e pode ser particionada conforme às dimensões 
dos vetores u, uA, y e 3/A, da forma seguinte: 
Me = 
l tzíííš tiíííš l
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~ O modelo de incerteza nao estruturada será descrito pela matriz de transferência 
de u para y da seguinte forma: 
Q(s) = .7¡`,,[M(s),A(s)] = Mzz + Mz1A[I - M11A]'1M1z ||A(.s){|<×, < 1 (1.15) 
' A seguir são destacados os principais fatos que fazem da formulação LF T uma ferra- 
menta muito poderosa na modelagem de sistemas incertos. 
~ a ø o z.- Representaçao de incertezas dinâmicas A formulaçao multiplicativa da figura 1.2 pode 
ser representada alternativamente pelo esquema da figura 1.3, onde M (5), representa a inter- 
conexão dos blocos conhecidos da figura 1.2. Com um particionamento compatível com as 
dimensões dos vetores correspondentes: 
M<S)=liÚlÍ<› ÍÍÍÍ i=lG‹s›W<â› G<s>l
~ 
/Â 
Cn 
Cn mz 
/¬/À 
Cn 
CI) 
\./\_/
Í "‹ 
' Pode-se também verificar que a formulação LFT é suficientemente geral para incluir 
aqueles outros modelos listados em (1.14). 
Representaçao de incertezas paramétricas Considere ~o sistema incerto descrito no espaço 
de estados; ` 
1 
zm) z (A +s¶§k;ô,»A,~) zu) + (B + ásia,-) um 
y(t) = (C + 2š6¿C,-) :r(t) + (D + §_`Í6,~D,-) u(t) (1.16) 
z z 
onde a incerteza reside nos parâmetros Õ,-, i = 1..k, os quais afetam a dinâmica do sistema 
de uma maneira afim. Estes são supostos reais, invariantes no tempo, e limitados em módulo 
[6,~| < 1. O sistema nominal é dado pelas matrizes A,B,C',D, enquanto que as matrizes 
A,-, B,-, Ci, D,-_ representam a estrutura da incerteza, já que determinam a maneira como 
os parâmetros incertos afetam o sistema.. Existem modelos ainda mais gerais de incerteza 
paramétrica, onde as matrizes da representação de estados pertencem a um conjunto fechado 
convexo [40]. Porém, eles não serão considerados neste trabalho. 
AO modelo (1.16) é comumente achado na prática como resultado de um processo de 
identificação [10*, 511. 
O modelo (1.16) pode ser representado [32] mediante a LF T da figura 1.3 onde o bloco 
de incerteza tem agora, uma estrutura particular dada por 
A '-'I 621, ..,6kI}
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Representação de incertezas estruturadas Se um sistema de controle é composto de 
diversos componentes incertos, cada um deles modelados como uma LFT, é possível compô-los 
conjuntamente em uma única LFT e uma incerteza global estruturada. Este fato é conseqüência 
imediata de que a interconexão linear de LFT°s é uma LFT, e é ilustrado na figura 1.4. 
A. 
AQA “"-› 3 
3 í Z* > i E U11 M 21 
22 U12 
Figura 1.4: Interconezvão de componentes incertos 
Note como a incerteza geral a nível de componente vira incerteza estruturada a nível 
de sistema. 
Estamos em condições, agora, de formular o modelo de incerteza estruturada. 
9(S) = fzzlM(S),A(S)l› ACS) G A 
A = { A = diag(61I,1,...,âsI,.s,A1,...,AF) : - 
6,-(5) 6 C, <1,A¿(s)€ Cmf X mí, ||A,~||<×, <1} (1.17) 
Embora seja possível incorporar em A blocos do tipo 621,62 G ÊR representando in- 
certezas paramétricas, a sua inclusão complica a notação e o calculo, e por isso foram excluídos 
do modelo. , 
A estrutura de A inclui blocos do tipo 5,1 que representam incertezas dinâmicas es- 
calares que afetam simultaneamente vários pontos do sistema. Referiremo-nos a eles como 
blocos de escalares repetidos. O outro tipo de blocos considerado, Aj, representa incertezas 
dinâmicas a nível de componente e serão referidos como blocos de matrizes cheias. Cada bloco é 
normalizado sem perda de generalidade já. que, devido à linearidade, os fatores de escala podem 
ser incluídos na matriz de coeficientes M ` 
nv 1 .4 Conclusao 
Neste capítulo foram apresentados os fundamentos matemáticos que nos permitirão 
abordar o estudo das ferramentas de analise da Teoria de Controle Robusto, objeto de nosso
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interesse. 
O conceito de norma de sinais e de sistemas é fundamental para a caracterização 
das perturbações externas assim como para a formulação de critérios de desempenho com um 
significado físico preciso. Foram apresentadas as normas em 'Hz e 'H<×,, e discutidas as suas 
diferenças em relação a seu significado e utilização na Teoria de Controle. 
Foi discutida a importante questão da incerteza como fator preponderante na mode- 
lagem de sistemas físicos, e introduzida a descrição canônica que justifica o desenvolvimento do 
corpo teórico apresentado nos capítulos seguintes. 
É importante notar como, a partir da formulação de seus elementos básicos, a Teoria 
de Controle Robusto aporta novos conceitos e uma crítica da Teoria de Controle Moderna. Foi 
sustituído o modelo perfeitamente conhecido, hipótese de muitos problemas abordados pela 
Teoria Moderna, pelo modelo do sistema incerto. Foram incorporados elementos de incerteza 
e pessimismo em relação à descrição das perturbações externas. Esses aportes possibilitam 
a abordagem de problemas de controle mais complexos nos quais a incerteza tem um papel 
primordial sobre o comportamento do sistema.
Capítulo 2 
Análise de Sistemas Incertos 
nv 
2. 1 ' Introduçao 
O objetivo da análise tratada neste capítulo, consiste em verificar a validade de cer- 
tas propriedades de interesse, tanto para o sistema nominal quanto para o sistema incerto 
representado na figura 2.1. O mesmo está descrito na forma canônica definida na seção 1.3.
A 
T M 6 í> --›- 
Figura 2.1: Modelo de Sistema Incerto 
. A saída e representa o erro de seguimento que se deseja manter o menor possível frente 
ao conjunto de perturbaçoes externas e sinais de referência contidas em r. 
O sistema nominal M (3) é assumido assintoticamente estável. A incerteza A será 
suposta sem estrutura na seção 2.3 eo sistema incerto estará descrito pelo modelo ( 1.15). Na 
seção 2.4 são analisados sistemas com incerteza estruturada, e o modelo adotado será aquele 
de (1.l7). 
As propriedades de nosso interesse são o Desempenho Nominal, a Estabilidade Robusta 
e o Desempenho Robusto para ambos tipos de incerteza.
A
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2.2 Desempenho Nominal 
Vamos definir a bola unitária em Lz: 
` 352 = tv É 52| ||v||2 <1} 
Nossa condiçao de desempenho consiste em garantir um bom seguimento frente a qualquer 
entrada limitada unitariamente: 
CÉBÂQ VTÊBÂQ 
A linearidade do sistema nos permite escalonar o problema dessa forma, já que qualquer 
outro limite pode ser incorporado ã estrutura de interconexão sem perda de generalidade. De 
forma análoga, qualquer função de ponderação pode ser incorporada là estrutura M. 
Lema 2.1 E condição necessária e suficiente para assegurar o desempenho nominal que seja 
satisfeita a seguinte relaçao: 
~ uMzz<s›||zz› S1 (2.1) 
O lema é uma simples aplicaçao do fato de que «a norma induzida de uma aplicaçao 
linear do espaço .C2 sobre si mesmo é a norma - ||,×,, como mostrado na seção 1.2.2. Além 
disso, no caso nominal a transferência resulta e(s) = Mz2(s)r(s). 
nv 2.3 Análise de Sistemas com Incerteza nao Estrutu- 
rada 
Nesta seção o sistema incerto da figura 2.1 está sujeito a incertezas não estruturadas, 
modeladas conforme à descrição 1.15). Ou seja, a incerteza é suposta ser um sistema dinâmico 
A(s) estável que satisfaz 
' 
IlA||z×› < 1 
2.3.1 Estabilidade Robusta 
O problema de nosso interesse aqui é obter condições que assegurem a estabilidade do 
sistema para todo elemento do conjunto incerto. Essas condições estão expressas no teorema a 
seguir. 
Teorema 2.1 O sistema incerto (1.15) e' robustamente estável se e somente se 
||M11($)||‹×› É 1 (2-2)
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~ Demonstraçao: 1 
A transferência entre e e r é dada por 
ƒu[M(3), = M22 + M21AU -" M11A]_1M12 
Dada a estabilidade nominal e as hipóteses sobre A, os termos Mi,-(5) e A representam trans- 
ferências estáveis. Portanto a estabilidade do sistema está comprometida unicamente pelo 
termo [I - M11A]`1. A estabilidade robusta é equivalente, então a 
› M11(3)A(8)] # 0 V8 É C4., AZ < 1 
Suficiêncía: 
Por propriedades dos valores singulares: 
_ M11(S)A(S)l 2 1 _ Õ`[M11(S)A(8)] 2 1- Sup Õ`[M11(8)A(8)] VS É c+ 
S€C+ 
Usando (1.7) e a propriedade submultiplicativa de - ||°<,: . 
1* SUP ÕlM11(8)A(S)l = 1 _ ||M11A|l‹×› 21-||M11||‹×›||A||‹><› > 1 _ l|M11||«×› (2-4) 
S€C+ 
Portanto, das equações (2.3) e (24): ' V 
g[I - M11(s)A(s)] > 0 Vs G C+ 
Então, det[I - M11(S)A(5)] ¢ 0 no semiplano direito, e portanto, a estabilidade robusta do 
sistema esta assegurada. 
Necessidade: 
Vamos supor que ã[M11(s0)] > 1 para algum so E C+. Consideremos um membro A0(s) do 
conjunto incerto, escolhido de tal forma que 
1 
A0(s0) = aVU*, oz =1/ã[M11(s0)] < 1 
sendo V e U as matrizes unitárias da decomposição em valores singulares M11(s0) = U El/*. 
Portanto: 
det[I - M11(s0)A0(s0)] = det[I - aUÉU*] 
= det[I - QÊ] = H(1- oz:/ã) = 0 
i=1 
Portanto a condição ||M11||0<, < 1 é necessaria para a estabilidade robusta. EI 
Cabe destacar a importância daipropriedade submultiplicativa da norma 7-(oo na dedu- 
ção do resultado anterior, o qual é fundamental no estudo da robustez de sistemas lineares. 
V 
O_ teorema 2.1 constitui uma aplicação do teorema apresentado a seguir, o qual foi 
proposto originalmente para um tipo mais geral de sistemas, que inclui sistemas não lineares 
[74]. _
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Teorema 2.2 (Teorema do Pequeno Ganho) No .sistema realimentado da figura 2.2, se 
G(s) e A são sistemas estáveis e ||A||°<, < 1, então, e' condição suficiente para a estabilidade 
do sistema interconectado que : 
II G(S) ||‹×›í 1 
Se A(s) representa um bloco incerto que pode assumir qualquer valor tal que HA||oo < 1, a 
condição é também necessária, sendo a demonstração análoga à do teorema 2.1. 
Figura 2.2: Teorema do Pequeno Ganho 
2.3.2 Desempenho Robusto 
O sistema incerto (L15) terá Desempenho Robusto se satisfizer: 
.z e Brz vw e Bsz fz \-/Aa) 
| ||A||.×, <1 (2.õ) 
A condição de «desempenho robusto consiste, então, em garantir um bom seguimento frente a 
qualquer entrada limitada unitariamente para qualquer elemento da família de modelos que 
descreve a planta incerta. 
A condição de desempenho robusto é mais forte que as de desempenho nominal e esta- 
bilidade robusta, já que essas últimas são necessárias para garantir aquela, mas não suficientes. 
A condição (2.5) é equivalente az 
||~7'1zlM(S)zA(S)l||‹×› = ||Mzz + Mz1A[I - M11Al`1M12||‹×› S-1 VA(S) 
| l|Al|z×› < 1 (2-6) 
Este é um problema substancialmente mais complexo que os já tratados pois, como 
será mostrado na seção 2.4.3, apresenta uma estrutura dada pela incerteza e pela condição de 
desempenho. A ferramenta de análise adequada ao caso té o valor singular estruturado, /1, que 
será introduzida na seção 2.4.
i
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Portanto, o problema de desempenho robusto não pode ser expresso mediante a norma 
HW sem um certo grau de conservatividade. Porém, essa norma cumpre um papel importante 
no cálculo do valor singular estruturado. 
2.4 Análise de Sistemas com Incerteza Estruturada 
Os sistemas sob estudo nesta seção são representados no diagrama da figura 2.1, onde M é o 
sistema nominal suposto estável, e A um sistema dinâmico incerto com uma estrutura dada 
por:
u 
Q(s) = .7"u[M(s),A(s)], A(S) E A 
A = { A = diag(‹51IT,,...,6sI,s,A1, ...,A1.¬): 
5z'(S) E C» ||5z'|l‹×› <1›Af(S)€ 0"” × "”› HAz'|l‹×› <1} (2-7) 
Essa estrutura é conseqüência da existência de incertezas a nível de componentes, e de 
certos parâmetros dinâmicos incertos que agem em diferentes pontos do sistema simultanea- 
mente. 
Embora possam ser usadas as técnicas introduzidas na seção anterior, os resultados 
da sua aplicaçao seriam muito conservativos pois, ao ignorar a estrutura da incerteza, estao-se 
incluindo outros modelos à família (2.7) e, portanto, abordando o problema de uma maneira 
muito pessimista. São necessárias outras ferramentas matemáticas, além da norma HCO para 
abordar o problema de analise em questao. 
Do ponto de vista físico, o modelo de incerteza é aquele 'da equação (2.7), onde cada 
bloco da estrutura é um sistema dinâmico incerto. Mas, para fins de análise é equivalente supor 
que esses blocos incertos são matrizes ou escalares complexos desconhecidos que podem assumir 
quaisquer valores dentro de uma dada regiao. 
Para isso vamos definir os conjuntos 
A z { A z dz1zg(ô11,,,...,ô,1,,,A,,...,AF) z 6, e c,A,- e cmf ×mf} (2.s) 
BA z { A e A z |õ,~¡ < 1, õ(A,~) < 1} (29) 
A incerteza é suposta ser quadrada para simplificar a notação, sendo A C Cm×'””, onde 
. A . . . . , definimos m = 2,11 r,- + 2;-11 m,-. Os inteiros positivos S e F representam o numero total de 
blocos de escalares repetidos e de matrizes cheias, respectivamente. 
Vamos reformular nosso modelo de incerteza estruturada como: 
u 
Ç(s) = .75`u[M(s),A], A E BA (2.10)
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2.4.1 Estabilidade Robusta 
Consideremos o sistema incerto da figura 2.1, onde a transferência de e para 1' é dada por 
(210). Assumindo a estabilidade do sistema nominal M (s), vamos estudar sob quais condições 
é possível assegurar a estabilidade do sistema para qualquer A G BA. De forma análoga ao 
caso não estruturado, a estabilidade robusta é equivalente ar 
dear _ M11(â)¿\] sé o vs e c+, VA e BA (2.11) 
Devido ã hipótese de-estabilidade nominal, det[I - MMA] é uma função analítica em C+. Por 
argumentos de continuidade das raízes de det[I - MUA] em relação a A, a condição (2.11) é 
equivalente az 
det[I - M11(j‹.u)A] 7É 0 Vw E ÊR, VA G BA (2.12) 
Para abordar este problema vamos definir 
Definição 2.1 (Valor Singular Estruturado, [28]) Dados M E Cm×m e a estrutura A 
definida em definimos o valor singular estruturado como: 
0 sedet[I+MA] 7ÉO\/AE A 
;LA(M) = 
1 (213) 
minA€A {ã(A) I det,[I+ MA] : 0} caso contrário 
Da definição fica claro a dependência de /,i com relação a estrutura A, porém vamos 
omitir o subíndice A pois sempre vai ficar claro no contexto a estrutura A ã que está referido 
M(M)- ~ 
Da definição de ,a deduz-se que (212) é equivalente a 
e, portanto, podemos formular a seguinte condição de estabilidade robusta: 
Teorema 2.3 (Estabilidade Robusta) A estabilidade robusta do sistema (210) e' satisfeita 
se e somente sel: 
||Mn||i 2 S3paM11<â~›1 é 1 
1|| - ¡, configura um abuso de notação já que essa função não é realmente uma norma.
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Embora a definiçao (213) seja algo complexa ã primeira vista, o conceito subjacente é 
aquele classico de margem de estabilidade como será mostrado a seguir. 
Em geral, dado um conjunto A de perturbaçoes ou variaçoes no comportamento do 
sistema, pode-se definir a Margem de Estabilidade2 km (jw) frente a esse conjunto A como 
a norma da menor perturbação que em cada freqüência w desestabiliza o sistema: 
. A . _ . 
km(]w) = Âne12{a(A) I det[I + M(]w)A] = (lj 
Vamos Ver o significado de km naqueles casos em que o conceito clássico de margem de 
estabilidade pode nos auxiliar na sua comprensão. 
Da teoria clássica de controle, estamos familiarizados com os conceitos de margens de 
ganho e de fase para sistemas monovariáveis. O primeiro resulta de considerar um conjunto de 
incertezas A = §R+ de tal forma que a estabilidade do sistema em malha fechada esta deter- 
Pri 3 
.- minada pelas raízes de 1 + m~(s)A. A margem de estabilidade é, neste caso: km = |m(jw0) 
onde wo é a freqüência de em que m(jw) é real e de módulomaximo. A perturbação A = 
desestabiliza o sistema. 
O caso de sistemas multivariáveis sujeitos a incertezas não estruturadas foi abordado 
na seção 2.3. A estabilidade está relacionada neste caso com os zeros da função det[I + M A] e 
a margem de estabilidade é dada por 
km(íw) = §1€i§{Õ(/3) I dfitlf + M(Jw)Al = 0} = ÕlM(J'w)l`1 
como pode ser mostrado por argumentos similares aos usados na demonstraçao do teorema 2.1. 
A estabilidade está assegurada para toda perturbaçao A tal que 
õm < 1‹m<z'«›› = ||M||;: 
resultado equivalente ao teorema do pequeno ganho.
V 
No caso trivial em que nenhuma perturbação desestabiliza o sistema podemos definir 
km (jw) = oo. Portanto, resulta claro que 
/1lM(J'w)] = km(J'w)`1 ' 
Para cada freqüência, p[M(jw)] representa a inversa da margem de estabilidade. Por- 
tanto, ir representa em algum sentido, o ”tamanho” do sistema frente a perturbações estrutu- 
radas e 0 teorema 2.3 pode ser visto como a generalização do teorema do pequeno ganho no 
caso de incerteza estruturada. 
2Embora não esteja formulada formalmente, nossa definição de km(jw) segue aquela de [61].
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A definiçao (2.13) nao é útil para se calcular /1. Este nao é um problema simples mas 
podem ser obtidos limites superiores e inferiores para ,u, como veremos a seguir. 
2.4.2 Cálculo e Propriedades de ,u
` 
As seguintes propriedades podem ser demonstradas a partir da definição (2.13). A estrutura 
associada é aquela definida em (2.8) exceto naqueles casos em que se explicita outra estrutura 
particular. 
1. ,u(aM) == ]a|p(M) VM E C'"×'". 
2. ¡u(I) =1 - 
3- MAB) É Õ(A)/JU3) r 
4. Para A = C"”““, ,u(M) = ã(M), VM E Cmxm. 
Demonstração:
' 
Se ,u = 0, então det[I+ MA] 76 0 VA G Cmxm :> ã(MA)<1:> ã(M)'= 0. Se /t 7É 0: 
,u"1 = km : min{ã(A) 
I 
det[I + MA] = 0}. 
Para todo A tal que ã(A) < ã(M)"1 tem-se 
clet[I + MA] 7É 0 
já que õ(MA) 5 â(M)õ(A) < 1. 
Neste ponto alcança com tomar A0 = ã(M)`1VU* sendo M = U EV* a decomposição 
em valores singulares de M. E fácil Ver que det[I + M A0] = 0. Portanto, /J = ã(M E1 
5. Para A = {ÀI 
| 
À G C}, p(M) = 
Demonstração: 
Se /À = 0, então clet[I + MA] 7É O VÀ E C. Portanto 
ã(ÀM)<1V×\:>M=0==>p(M)=0 
Se ,u 76 0: 
;f1 = min{ |À| | det[I+ ÀM] == 0] = min{ |z\| I det[À`1I+ M] = 0] = 
= mm |ø-1| ir defušf + M1 = vi = (mr |ø| | defiøf + M1 = oi)-1 = z›<M›-1
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6- /›(M) S MM) S ã(M)- 
Demonstração: 
A estrutura A« de (2.8) fornece: {ÀI 
| 
À E C} C A C C””×m. 
Portanto: 
| 
det[I+ ÀM] = 0} 2 rrÃin{ã(A) I det[I+ MA] = 0) 2 
z C11¿¿%{õ(A) | z1@z:[I + MA] = o} 
Então : ,u/Ç; 2 /12 2 /J,;,Í,×m. 
Pelas propriedades (4) e (5): p(M) É ,a(M) Ê ã(M). E! 
É conveniente se deter neste ponto para comentar 0 significado destas propriedades. 
As relaçoes (1)-(3) estao vinculadas às propriedades geométricas da funçao ,u(M A mesma 
não constitui uma norma pois não satisfaz a desigualdade triangular e ,u(M) = 0 áä M = 0. 
A propriedade (4) mostra que ,u reduz-se ao máximo valor singular no caso de per- 
turbaçoes nao estruturadas. Neste caso particular ,u(M) _ a(M) é uma norma no espaço de 
matrizes constantes e Ê supw ã(M(jw) = é a norma 'Hoo no espaço de sistemas. 
Para fixar conceitos e Ver estes pontos vamos considerar um exemplo 0 suficientemente 
simples que permita calcular ,u diretamente a partir de sua definição. 
A_{(0 ¿2),6,eC} 
0.5 -0.5 M ~ 
[ 
-Oi
] 
resulta p(M) = 0 e ã(M) = 1. Segundo a propriedade (6) 0 É p É 1, relação que não é útil 
Exemplo: ` 
Seja a estrutura 
Para o caso 
para estimar ¡r. Este pode ser calculado diretamente a partir de sua definição:
1 day + MA] z 1+ ë-(61 _ az) = 0 
,
` 
Portanto p(M)`1 = min,5¡,¿¢{max,~(|‹5,~|)|(‹51 - 62) = 2} = 1 ==> ,u(M) = 1, sendo que a 
perturbação A0 de mínima norma tal que det[I + M A0] = 0 é ` ` 
~ 10) 
@°=l‹›z1l
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A propriedade (5) em conjunção com a (4) permite deduzir limites superiores e infe- 
riores para p, como indicado no item Porém, esses limites não são úteis ao se calcular /i 
pois, em geral, não são próximos. E simples construir exemplos nos quais estes limites estão 
arbitrariamente distantes. 
Associados à estrutura (2.8) vamos definir os seguintes conjuntos3 
uâ{U=z1ézzg(U,,,...,U.S,U1,...,UF)z 
U,-,. unitária E C"×T',i=1,...,S'; U) unitária' E Cmf×mÍ,j=1,...,F} (2.14) 
Dê {D = dz'ag(D1,...,DS,‹z11..,,,...,zz,.¬I,,,,.) z 
D¿€C""×",D,~=D,7'>0; i=1,...,S'; d,-€C,j=1,...,F} (2.15) 
Estes conjuntos denominam-se invariantes e serão utilizados no cálculo de pt. As pro- 
priedades seguintes podem ser derivadas à partir das definiçoes e expressam o sentido no qual 
estes conjuntos são invariantes. i 
7. UAeBAeAUeBAVAeBA,Ueu. 
8. BAD-1 z A, VA é BA,D é D. 
9. ,V(MU) z ,iu/M) = ,z(M), VU e u, M e cm×m. 
10. ,z(DMD-1) z ,i(M) VD é D, M e cm×m. 
As propriedades (7)-(10) são conseqüência de que os produtos AU, UA e DAD"1 não 
modificam a norma nem a estrutura da matriz A. Para demonstrar as propriedades (9) e (10) 
basta considerar as identidades A 
deal + MA] z ‹1‹zz[I + (MU)U*A] VU é u 
det[I + MA] = ‹:let[I+ DMAD`1] = det[I+ (DMD`1)DAD`1] 
e aplicar as propriedades (7) e 
Por último, vamos apresentar um resultado que permite calcular limites mais próximos 
para ,u. 
3Uma matriz U E C””×"' é unitária se e somente se U*U = I.
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11. Para toda matriz M E Cmxmz 
rlnââc/1(UM) É ¡i(M) É lrš1€i%ã(DMD`1) (216) 
Demonstração: 
Pelas propriedades (6), e (10): 
f›(UM) S MUM) = MM) = u(DMD`1) S ã(DMD`1) 
VUEM, DE1), M€Cm×m 
Portanto a propriedade fica demonstrada tomando o máximo em U e o mínimo em 'D.El 
O limites da equação (216) podem ser ainda melhorados, como o estabelecem os 
seguintes teoremas [28]. 
Teorema 2.4
_ 
r¿1§~¿<fl(UM) = MM) 
Teorema 2.5 Para aquelas estruturas A tais que 25' + F Ê 3: 
pg:-(DMD-1) = MM) 
Embora o teorema 2.4 seja válido para qualquer estrutura da forma (2.8), ele não 
permite por si mesmo calcular eficientemente ,a já que o problema de otimizaçao envolvido nao 
é convexo. 
Vamos definir o que alguns autores chamam de pseudo valor singular estruturado : 
,1(M) Vê gieàg õ(DMD-1) ' (217) 
As matrizes D 6 D são referidas correntemente na literatura como matrizes de ”scal‹ 
ing”, denominação que usaremos na seqüência. O cálculo de ,ã pode ser resolvido eficientemente 
mediante algoritmos standard de otimização, dada a convexidade do problema [28]. Alternati- 
vamente, pode ser formulado como a minimização de um objetivo linear sujeito a uma restrição 
LMI [54] _ 
A importância de /1 advém de dois fatos. O primeiro deles é que, pelo teorema 2.5, 
/1 = u para problemas com poucos blocos de incerteza (25 + F É 3). Em segundo lugar, para 
aquelas estruturas mais complexas onde ,Ú 2 /.z, existe certa evidência computacional de que a 
diferença entre eles é menor que 15% [28]. 
Como conseqüência imediata do teorema 2.3 e da propriedade (11) podemos -formular 
o seguinte resultado:
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Lema 2.2 condição suficiente de estabilidade robusta para o sistema (210) que seja satis- 
feito: - 
||M11ufl Ê s¿púiMn<âw›1 = S51» gz¿;;õ<DM11<â~›D'1› s 1 (218) 
E ilustrativo mostrar este resultado mediante outros argumentos. u E u E n 
_ C3 
M M M E I E 
fi) b) C) 
Figura 2.3: Análise Robusta via ”Scalings”
Ê
O sistema incerto .(2.10) esta representado na figura 2.3.a onde A E BA. Vamos definir 
o conjunto das matrizes de scaling dependentes da freqüência como: 
- Ds Ê {D(s) racionais estáveis | D(s)`1 é estável e D(jw) É D Vw} (2.19) 
Inserindo em cada malha o bloco D(s)'1D(s), D(s) E D, como mostrado na figura 2.3.b o 
sistema permanece inalterado. Por último, já que DAD'1 = A ( propriedade 8 ) o sistema da 
figura 2.3.c é equivalente aos dois primeiros. 
Pelo teorema 2.1 de estabilidade robusta frente a incertezas não estruturadas, e ig- 
norando a estrutura A na figura 2.3.c temos uma condição suficiente de estabilidade robusta 
em: ~ 
sup õ[D(jw)M11(jw)D(jw)`1] = ||DM11D`1||o<, É 1 (220) 
Dado que podemos considerar em cada freqüência aquele scaling que minimiza o primeiro 
membro de (220) chegamos a que é condição suficiente para a estabilidade robusta que: 
V Slip bãgieflp Õ[D(J'w)M11(iw)D(iw)`1l = Slip /1lMu(J'w)l S 1 " 
_ 
El 
Se aplicarmos o teorema 2.1 ao sistema 2.3.a obteriamos a condição: 
` 
supã[M¡1(jw)] S 1 
a qual é, em geral, muito conservativa. Ao introduzir os scalings reduz-se notavelmente a sua 
conservatividade já. que:
_ 
Dëlšíeflvs ÕlD(Íw)M11(Íw)D(Íw)_1l É ÕlM11(Íw)l
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2.4.3 Desempenho Robusto 
De forma análoga ao caso não estruturado, vamos dizer que o sistema incerto da figura 2.1 tem 
Desempenho Robusto sesatisfaz: 
e e BL2 V r e BL2 VA e BA (2.21) 
Equivalentemente: 
||f,,[M(.z), A] ||°<,`= ||M22 + MHAU _ Mun]-1M12|¡°o 3 1 VA e BA (222) 
Como conseqüência do Teorema do Pequeno Ganho 2.2, a condiçao (222) é equivalente à 
estabilidade robusta do sistema resultante de realimentar a .saída e na entrada r através de 
um bloco fictício Ad, õ'(A¿) < 1 como está ilustrado na figura 2.4. Como já foi discutido, este 
problema é equivalente a uma condição em termos do u, o que está formalizado no seguinte 
teorema [32]. 
~ 
~ 
~ À 
~í 
Desempenho Robusto Estabilidade Robusta. V 
Figura'2.4z: Problema de Desempenho Robiusto 
Teorema 2.6 (Desempenho Robusto) 
.7"',,[M(s), A] é estável e ||.7-`u[M(.s), A] “oo 5 1 VA E BA 
se e somente se: 
A HMIIzz S 1 
onde /1 e' calculado com respeito à estrutura 
Ã z {À = ‹.~zz'zzg(A,Ac,) 
| 
A e A} 
Este resultado permite abordar o problema de desempenho robusto com as mesmas 
ferramentas com as quais trata-se a estabilidade robusta. conseqüência da equivalência entre 
estabilidade robusta e desempenho no contexto de Hoo. O bloco Ad pode ser pensado como 
um ”bloco de desempenho” que compõe a estrutura Ã para a qual é calculado ,u.
UFSC 
wlšiiii-lioÍec<Ê1` Êifiâergigâäiã
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Estabilidade Desempenho 
Incerteza 
A = O 'Re(À) < 0 ||M22||o<, íl 
ä(A) < 1 IIM11I|‹×› S1' l|M||zi S1 
A G BA ||M11||zz S 1 ||MHzz. S1 
Tabela 2.1: Análise de Sistemas Incertos
~ 2.5 Conclusao 
Os resultados mostrados ao longo deste capítulo estão reunidos na tabela 2.1. Em todos 
os casos, as condições derivadas são necessárias e suficientes. Além disso, as mesmas podem ser 
calculadas em forma precisa mediante algoritmos standard de otimização numérica4. 
A norma HLX, é a ferramenta de análise ótima para aqueles problemas não estruturados, 
tais como o desempenho nominal e a estabilidade robusta frente a incertezas não estruturadas. 
Como foi mostrado, o problema de desempenho robusto possui a estrutura dada pela incerteza 
e pelo bloco fictício de desempenho. 
Enquanto as condições de estabilidade robusta envolvem apenas o bloco Mu dado que 
é sobre este que age a incerteza, as condições de desempenho robusto envolvem todo o sistema 
M. As estruturas A associadas em cada caso a ¡z são diferentes e não estão explicitadas na 
tabela. 
A tabela 2.1 reflete de forma muito expressiva a potência da norma 'Hoo e do valor 
singular estruturado na análise dos sistemas incertos considerados neste trabalho. Além disso, 
tanto a norma 'HOQ quanto o ii constituem ferramentas de projeto poderosas, tema do capítulo 
seguinte.
p 
4A única exceção é configurada pelo cálculo de n para estruturas de mais de três blocos.
Capítulo 3 
Síntese de Controladores 
3.1 Introdução ~ 
Nesta seção começaremos a abordar 0 problema de síntese de controladores estabi- 
lizantes que garantam um desempenho ótimo segundo 'Hom Hz ou ,u. 
O sistema de controle está ilustrado na figura 3.1. Nela estao representados o contro- 
lador realimentado K, e a planta generalizada G. Esta inclui o que é usualmente chamado 
de planta em um problema de controle, e todas as funções de peso introduzidas para efeitos 
de escalonamento ou de ponderação. O sinal w contém as entradas externas incluindo per- 
turbações, ruído de sensores e comandos; u é a ação de controle; y representa as saídas medidas 
para fins de realimentação; e z é um sinal de erro. 
w z ii- *PG U Í/ 
p
K 
Figura 3.1: Diagrama de Interconexão Padrão usado para Síntese ` 
Pode-se expressar G(s) no espaço de estados como 
Z = 0117 + D11U) + Dlzu 
3/ = 0213 + D21w + Dzzu (3.1)
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ou, usando uma notação mais compacta: 
- A B1 B2 
G($) = C1 D11 D12 
O2 D21 D22 
A transferência em malha fechada desde w até z será denotada por Tzu, e pode ser 
calculado como a LF T: 
Tzw : 
Nossa atenção estará restrita àqueles controladores K cuja transferência é própria, e 
são estabilizáveis e detectãveis. Estes controladores serão ditos admissíveis. 
~ ~ O Problema Padrao de Controle em 'Hz consiste na obtençao do controlador 
admissível que minimiza ||Tzw Dado o isomorfismo entre o domínio temporal e o freqüêncial, 
através do teorema de Parseval, este problema é equivalente ao problema LQG clássico. 
Dado um escalar 7 > 0, o Problema Padrão de Controle em 'Hoo consiste na 
obtençao do controlador admissível que satisfaz ||Tz,,,||o° < fy. O controlador ótimo pode ser 
calculado por um algoritmo iterativo semelhante ao descrito para 0 cálculo da norma. 
Analogamente, dada uma estrutura A, o problema da /r-Síntese consiste em achar o 
controlador admissível que minimize ||Tzu,||,,. 
3.2 Problemas Padrão em Hz e Hoo 
_ Na seção 1.2 foi discutida a utilidade das normas 'Hz e 'Hoo como índices. de desem- 
penho na teoria de controle. As 'diferenças entre ambas abordagens podem ser atribuídas ã 
modelagem e o tratamento das perturbações externas incertas [11]. A teoria 'Hz rejeita de 
forma ótima as perturbações quando elas são de forma conhecida ou processos estocásticos 
de espectro conhecido. A teoria 7100 assume que as perturbações pertencem ao espaço .C2 de 
sinais quadraticamente integráveis e procura atenuá.-las no pior caso, assumindo que elas podem 
concentrar a sua energia naquela freqüência e direçao na qual o sistema é mais sensível. 
Hipóteses sobre G: . 
A realização de G é assumida ser da forma: 
A B1 B2 
G(8) = C1 0 D12 
C2 Dzl 0 
onde :
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1. (A,B1) é estabilizável e (C'1,A) é detectável. 
2. (A,Bz) é estabilizável e (Cz,A) é detectável. 
3. Dá2[C1 Dm] = 
B1 _ O 4- lzzzlflël-lzl 
A hipótese implícita na forma da representação (3.3) (D11 = 0 e D2; = O ) não acarreta 
perda de generalidade já que é possível, a partir de um problema geral, construir um problema 
equivalente com estas restriçoes [62]. A hipótese (2) é necessária e suficiente para a existência 
de um controlador dinâmico que estabilize G. 
As condições restantes foram incluídas para simplificar a apresentação dos resultados ou 
a demonstração dos mesmos [30]. Destas, a condição (3) é equivalente a adotar uma penalidade 
não singular normalizada sobre a ação de controle u e que ambos termos no critério quadratico 
||z||z = ||C1:r + D12u||2 Sejam ortogonais. Isto equivale adotar um critério no domínio temporal, 
da forma: 
J(u) z ||z||§ z /t°°[w'c*;C1zz + z/zi]‹1zf 
onde nao existem termos cruzados em u e 9:. A condiçao é dual da 
O seguinte resultado apresenta a solução do Problema Padrão em Hz. O resultado 
envolve duas equações de Riccati com matrizes hamiltonianas dadas por: 
H_ A -B2B; J_ A' -0502 2- -0;01 -A' 2” -B1B; -A - 
que pelas hipóteses (1) e (2) e o lema A.3 pertencem ao Dom(Ric) e as soluções respectivas 
são semidefinidas positivas ( veja apêndice A
V 
Teorema 3.1 O controlador ótimo em 'Hz e': _
_ 
zé z Aê + Bzu + L2(02âz _ y) 
Onde F2 = -B§Xz, Lz = -YQCQ sendo X2 = Ric(Hz) e E = Ric(Jz) as soluções respectivas 
às equações de Riccati associadas aos hamíltonianos já definídos: 
A'X + XA _ XBzB;X + qo, z 0 
AY + YA' Q YC;C2Y + B1B; z 0
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A estrutura do controlador é a de um regulador por realimentação do estado estimado 
Ê. O ganho F2 do regulador ré a .soluçao do problema LQR no qual o estado é suposto acessível 
para realimentação. Em forma dual, o ganho Lz é a injeção de saída ótima, solução do problema 
de estimação do estado, equivalente ao filtro de Kalman Bucy (F KB) da Teoria de Controle 
Moderna. Este controlador exibe a conhecida propriedade de separação dos controladores LQG 
[47], já que a composição de ambas estruturas conserva a otimalidade. 
Com relação ao Problema Padrão em HCO, vamos considerar as seguintes matrizes 
H _ A 'Y_2B1Bí -'- J __ V A' ¶_20íC1 _ °° ” -cgcl -A' = °° " -B1B; -A 
hamiltonianas: 
Ao contrário do caso Hz, estas matrizes não pertencem necesssariamente ao domínio de Riccati, 
devido aos blocos (1,2) que não são de sinal definido, em geral. Como veremos a seguir, a 
existência de solução ao Problema Padrão 'Hoo está intimamente relacionada com este fato.
\ 
Teorema 3.2 ([30]) Existe um controlador admissível tal que ||Tz,,,||o<, < 7 se e somente se as 
três condições a seguir são satisfeitas: 
1. HW e D‹›m(Rz'‹z) 6 X00 ê Rz'¢(HoO) 2 0. 
2. JW e D0m(Rz'‹z) sz Voo â Rz'¢(.L×,) z =o. 
3. p(XooYo<,) < 72. 
Quando estas condições forem satisfeitas, uma solução -admissível e': 
zè z As + 7-2B1B;XoO.»z + Bzu + z°oLo<,(c2â: _ y) (3 5) 
' : oo 
onde Foo = -BÉXOO, Loo = -YOOCÉ e Zoo = (I- '7`2YÍ×,X<×,)”1. 
O controlador (3.5) é chamado de controlador central e possui uma ordem igual a da 
planta generalizada G(s). O conjunto dos controladores admissíveis tais que HTz,,,||°<, < 7 ( que 
chamaremos de subótimos ), pode ser descrito mediante uma LFT com um parâmetro livre 
Q(s), tal que < 7, ( [30], teorema 4). 
Embora não seja o objetivo incluir a demonstração dos teoremas 3.1 e 3.2, é ilustrativo 
discutir algumas das propriedades dos controladores (34) e (3.5) no caso de realimentação de 
estado, no qual reduzem-se a u = Fzac e u = Foox respectivamente. `
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A seguir são apresentados dois problemas que nos permitirão, senão demonstrar os 
resultados colocados, ao menos dar uma justificaçao deles e estudar a sua vinculaçao com o 
modelo das perturbações sobre o qual baseam-se ambas abordagens. 
Problema Auxiliar» Hz 1: 
m1nu€£2+ 
sujeito a : 
Z = 011) + D12'U 
wo) z woôu) 
w(0) = O 
Soluçao: 
O problema formulado é equivalente a considerar w(t) = 0 Vt, e x(0) = Blwg. 
Consideremos 
d
~ 
` 
ãíílí/.Xv2£C = .'I:'/Xzífi + íE'X21:"= 
= a:'(A'X2 + XzA)x + 2 < u, B§X2:1: > 
Usando a equação de Riccati associada a H2: 
_ 
A'X2 + XzA - XzB2B§Xz + CÂC1 = 0 
e sustituindo, temos que: 
š£:c'Xz:z: = -||C1x||2 + ||B§Xzx||2 + 2 < u,B§Xzx > 
Dada a ortogonalidade de Clan e Dlzu, completamos os quadrados ez 
e = ~||z||2 + nu + BâXzzz¬||2 
Integrando essa expressão desde t = O até t = oo: 
' 
HZHÊ = wÉ›BiX2B1w0 + H" + BÉX2~Tl|Ê (3-6) 
Portanto, a ação de controle ótima é uma realimentação de estado u* = Fza: = -B§X2x. 
Além disso, u* E .Cz+ já que o sistema em malha fechada é estável ( lema A.2 EI 
Através do problema de otimização formulado fica claro que esta abordagem rejeita de 
forma ótima perturbações impulsionais. Pode-se estender a afirmação anterior a perturbações de 
forma conhecida, as quais podem ser expressas como sistemas dinâmicos excitados por entradas 
1.524, denota as funções w E ,Cz tais que w(t) : 0 para t < 0. 6(t) é a função impulso unitário
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impulsionais da forma w = w06(t), ou a perturbações modeladas como processos estocásticos de 
espectro conhecido [47]. Quando a perturbação não possui essas características, a otimalidade 
é perdida. 
Para justificar a forma do controlador subótimo HCO vamos supor satisfeitas as hipóteses 
do teorema 3.2 e considerar 0 seguinte problema: 
Problema Auxiliar HCO : Determine uma lei de controle u(t) E .Cz+ tal que: 
. 2 
i Ilwllz
` 
sujeitoa: 
:íc=Ax+B1w+B2u 
Z = 0123 -|- D12U 
a:(0) = 0 
Solução: Dado que existe X00 = Ric(Hoo) 2 0 consideremos 
ã:v'X<×,:v = w'Xoo:c +_a:'X<×,a:' = 
= x'(A'Xoo + Xo°A):v + 2 < w, B¶X<×,x > +2 < u,B§X°<,x > 
Usandova equação de Riccati .associada a Hoo; 
A'X°<, + XOOA _ Xooazsgxoo + 0101 + 7-2X<×,B1B;X‹×, = o 
temos que: 
cl 
ä:c'XoOac = -||C1x||2 - 7`2||BíX<×,x||2 + ||B§X°<,a;H2 + 2 < w,BíXoox > +2 < u,B§Xooa: > 
Dada a ortogonalidade de Cla: e Dlzu, completamos os quadrados e:
d 
¿z'Xz×zz» = -nzn2 + ~fi||wu2 - ^ fi||w - W-2B;X<»zz||2 + uu + BâXwz||2
s 
Integrando essa expressão desde t = O até t = oo: 
Portanto:
2 
Hzllz z 
Foox. 
2__ 2 2__ 2 -21 
||Z||z 7 Hwllz - ~^/ Ilw - ^/ B1X‹×›fv||Ê + HU + B£X‹×›1vl|§ 
_ : 7 _ ruw - W-2B;X<»zzz||â + uu + BâX‹×zz||â W) uwuâ nwuâ 
~ 
uwnâ 
A equação (3.7) permite determinar uma solução ao problema formulado: u* Ê -B§X<×,:r = 
Cl
l
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Os dois problemas formulados deixam clara a relação entre as soluções obtidas e as 
características das perturbações com as quais cada abordagem trabalha. Enquanto o regu- 
lador ótimo 'Hz rejeita perturbações de forma conhecida, o regulador subótimo Ho., garante um 
nível de rejeição para qualquer perturbação w E Lg, inclusive aquela que excita o sistema na 
freqüência mais incômoda. 
No caso geral o vetor de estado não está disponível para realimentação e será necessário 
construir um observador. A estrutura deste também reflete as diferenças entre as duas normas 
no tratamento das perturbações. No caso 'Hz é necessário construir um estimador para a entrada 
de controle u = Fzx na presença de perturbações impulsionais. Este é um problema clássico 
da Teoria de Controle Moderna. Porém, no caso HOO o problema consiste em construir um 
estimador para o sinal u = F<×,a: garantindo um erro de estimação máximo menor do que fy 
frente a qualquer perturbação w E fiz. A ”pior” perturbação neste caso é w¡,,~o, -Ê '7`2BíX°ox 
e a dinâmica do sistema a ser observado passa a ser A + 'y`2B1BíX<×,. Para esse sistema, o 
ganho de injeção de saída é ZOOLOO ([30], prova do teorema 3). ' 
A discussão anterior tentou justificar a estrutura do controlador (3.5) e mostrar a 
relação existente entre essa estrutura e o problema de atenuação de perturbações resultante de 
adotar a norma HW como índice de desempenho.
. 
Os teoremas 3.1 e 3.2 assumem hipóteses algo restritivas sobre G(s), mas podem ser 
relaxadas ao custo de uma maior complexidade da estrutura dos controladores resultantes. 
Existem pacotes de cálculo disponíveis comercialmente [8] que resolvem os Problemas Padrão 
em 'Hz e 7100 sob as seguintes hipóteses, sobre G'(s) da forma (.3.2): 
1. (A,B2) é estabilizável e (Cz,A) é detectável. 
2. D1; e Dzl têm posto completo. 
A - ' B 
3. 
JW 2 tem posto completo por colunas para todo w. C1 D12 
4. 
A _ Jw B1 tem posto completo por linhas para todo w. C2 D21 
` A hipótese (1) é necessária e suficiente para que G(s) seja estabilizável mediante uma 
realimentação dinâmica da saída. As restantes podem ser enunciadas mais brevemente como 
a inexistência de zeros invariantes no eixo imaginário para as transferências G1z(.s) e Gzl 
Esta condição é referida na literatura como a não singularidade da planta G(s). 
Os resultados da referência [30] discutidos nesta seção tiveram um impacto notável no 
desenvolvimento da teoria 7-(oo [36, 48, 62]. Tem sido relatadas aplicações em áreas tão diversas
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como como controle de processos químicos [64, 49], aeronáutica [23, 63, 51, 59], indústria 
automotriz [46], robótica, sistemas elétricos de potência [34, 72], eletrônica de potência [20] 
, 
etc.. As soluções obtidas para o problema Hoo subótimo são extremamente eficientes do 
ponto de vista do cálculo já que necessitam apenas a resolução de duas equações algébricas de 
Riccati. . O problema ótimo em 'HW envolve uma iteração adicional com relação ao parâmetro 
7. Porém, esses resultados sobrenfatizam o papel do controlador central não aproveitando os 
graus de liberdade existentes no conjunto de controladores subótimos para um dado 7. Estes, 
como já foi comentado, estão parametrizados como uma LFT com relação a um parâmetro 
dinâmico livre Esta parametrização não tem-se mostrado útil para aproveitar o conjunto 
dos controladores subótimos para atender especificações adicionais [36]. 
Além disso o controlador central exibe alguns inconvenientes. Ele apresenta uma 
tendência a cancelar pólos e/ ou zeros da planta o que pode ser inaceitável quando a dinâmica 
cancelada é pobremente amortecida. Também apresenta um comportamento desfavorável nas 
vizinhanças da singularidade [36]. 
Existem abordagens alternativas nas quais o conjunto dos controladores subótimos 
é parametrizado como um conjunto convexo. Veja por exemplo {25, 56] e as referências ali 
listadas. Alternativamente, esse conjunto convexo pode ser descrito mediante Desigualdades 
Matriciais Lineares (LMI) [36]. Esta abordagem permite incluir os sistemas singulares sob um 
mesmo corpo teórico unificado, empregando ferramentas de otimização convexa que aproveitam 
a estrutura particular do problema e são, portanto, muito eficientes [35]. As referências [22, 33, 
36, 45, 57] incluem aplicações e extensões destes resultados para satisfazer requisitos adicionais. 
3.3 /1-Síntese 
Como foi visto na seção 2.4 o valor singular estruturado é uma ferramenta adequada ã análise de 
estabilidade e desempenho para sistemas com incertezas estruturadas. Nesta seção discutiremos 
suas características como ferramenta de síntese. Para isso, vamos supor dada uma estrutura 
A de incerteza, compatível com a definição (2.8), a que pode incluir blocos de desempenho. O 
problema de síntese envolve a determinação de um controlador admissível que minimize ||Tzw ,, 
para o sistema da figura 3.1: 
I1}}11||Tzw|I~ = fl}}I1|I~7"1(G› K)||zz 
Como vimos, em geral, não é possível calcular /J exatamente; portanto, vamos formular o 
problema de síntese para seu limite superior fl utilizando as seguintes igualdades: 
||f1(G› K)Hz1 = m3X lgifl ã[D7"1(G, K)D`1l = Hg,i11||D(S)f:(G,K)D(S)`1||‹›<›
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Note-se a dependência dos scaling com a freqüência. 
O problema da ,a-síntese pode, então, ser colocado como: 
1¶11lI7"1(G› Klll-zw = 11}}HIT,gífl |llD(S)7"1(G› K).D(8)`1I|‹×› (33) 
ou, esquematicamente, como na figura 3.2. 
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Figura 3.2: ¡r-Síntese ' 
O problema de otimização (3.8) deve ser resolvido em relação a K e D conjuntamente. 
Devido a falta de convexidade não é possível, em geral, determinar to mínimo global. 
3.3.1 Iteração D-IC 
O problema de ,u-síntese não tem uma solução completa como os problemas padrão em Ho., 
e Hz. Uma solução razoável é minimizar a expressão (3.8) alternativamente para K e D, 
mantendo-se a outra variável constante. 
Se fixarmos D, o problema (3.8) reduz-se ao problema ótimo Ho., o qual já foi estudado. 
Fixado K, o problema resultante pode ser resolvido em cada freqüência como um problema 
de otimização convexo em D. Os valores resultantes de D calculados em um conjunto ( ne- 
cessariamente finito ) de freqüências u.›,~ podem ser interpolados por uma matriz de transferência 
real racional estável e de inversa estável [28]. Isto é possível porque D na expressão (3.8) está 
calculado no eixo imaginário e a sua fase não afeta a norma. 
Em forma esquemática, os passos necessários para aplicar esta abordagem, chamada
~ de iteraçao D-K, podem se resumir em: 
1. Faça D = I. 
2. Obtenha K resolvendo o problema ótimo em 'Hoo correspondente.
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3. Escolha un conjunto adequado de freqüências w,~,` z' = 1,. . . ,N . Resolva 
Llpèfj, ||Dz'7'_1(G(J'wz')›K(íwi))DÍ1||‹×› V¿=1›---,N 
4. Determinez D(s) G D3 que interpole adequadamente as matrizes Dz- Vi = 1, . . . , N. 
5. Se o valor de ||D.77z(G, K )D"1||oo alcançado é satisfatório termine. Caso contrário, re- 
começe pelo item 2 com o valor de D(s) obtido. 
Embora o algoritmo acima melhore o valor de ||Dfz(G', K )D`1||°<, em cada iteração, 
ele não converge necessariamente ao ótimo global do problema (3.8). Porém, esta metodologia 
vem sendo utilizada com sucesso em múltiplas aplicaçoes [1, 2, 8, 20, 21, 63]. 
A ordem da matriz D(s) que interpola os scalíngs pode ser escolhida livremente pelo 
projetista, havendo um compromisso entre essa ordem e a exatidão da interpolação. Deve-se 
notar ainda que a ordem do controlador obtido é igual à ordem da planta G(s) mais a ordem 
dos scalíngs D(s) e D(s)`1. 
3.3.2 Iteração D-IC com Scaling Constante 
A seguir vamos restringir os scalings a serem matrizes constantes, ou seja D(s) = D. Isto traz 
consigo uma perda de otimalidade, mas como contrapartida, as facilidades de cálculo e a menor 
ordem do controlador obtido podem justificar essa perda em algumas aplicações. O problema 
(3.8) pode ser escrito como i 
11211 11%, ||Df,(G, K)D-1||o., (as) 
Pode ser mostrado que, no caso de realimentação de estadosa, (3.9) pode ser colocado 
como um problema standard de otimização convexa de um objetivo linear sujeito a uma restrição 
LMI [54]. Neste caso, pode ser achado o ótimo global e a lei de controle resultante é uma 
realimentação estáticado vetor de estados. Porém, a hipótese de realimentação de estados é 
muito restritiva na prática, e limita a aplicabilidade desse resultado. 
Não é conhecida, ainda, uma formulaçao convexa para o problema (3.9) no caso de 
realimentação dinâmica de saida. Mas, como conseqüência do seguinte lema a iteração 1? - IC 
tem propriedades numéricas atraentes. 
Lema 3.1 Dado o sistema G'(s) = C(sI - A)`1B + D, uma estrutura A de incerteza, e 
o conjunto invaríante 'D definido em (215), as seguintes afirmativas são equivalentes: 
2Esta interpolação é feita geralmente mediante uma função de ordem fixada a priori. 
3Mais precisamente, trata-se do problema ”full information”, definido em [30].
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G'(s) e' estável e existe uma matriz constante S E Ú tal que ||SG(s)S`1|L×, < 7. 
Existe X > 0 e P > 0, P E 'D tais que 
A'X + XA + v-20'Pc XB + v-2C'PD 
(XB + ~,-20'PD)' 7-2D'PD _ P < O (310) 
Demonstração:
A 
Dado que ` 
_ _ A Bs-1 SG(5)5 1 '
i so SDS-1 l ~ 
pelo Bounded Real Lemma (1.9) a condição é equivalente a existência de X > O e S' E D 
tais que: A'X+XA XBS"1 C"S' 
(XBS"1)' -f7I (SDS"1)' < 0 (3.11) 
SC SDS`1 -^¡I 
Aplicando o complemento de Schur ( lema B.1 ) pode ser mostrada, após alguma manipulação 
algébrica, a equivalência de (311) com: 
i ‹zm(sDs-1) < 7 
Afx + XA + 7-2c's'sc+ 
+(XBs-1 + ~,-2o's'sDs-1)(I _ 7-25-TD's'sDs-1)-1(XBs-1 + 7-20's'sDs-1)' < o 
A equivalência desta expressão com resulta de fazer P = S'S' e aplicar o complemento de 
Schur convenientemente. 
V 
II! 
Com base neste resultado, o scaling constante ótimo pode ser calculado eficientemente 
mediante técnicas de otimização convexa. - 
Para ter-se uma idéia da conservatividade de usar scalings constantes vamos considerar 
as seguintes desigualdades: ' 
||G<s>||i s D¿f;i¿1,,sm¿z×õiD<â~›G‹â~>D<â‹»>-11 s ggg ||DG<s›D°1||@z 
Cada termo nestas desigualdades tem um significado físico diferente [4, 14, 32]. 
0 minpep ||DG'(s)D"1||°<, < 1 é condição suficiente para a estabilidade do sistema incerto 
(210) frente a incertezas estruturadas não lineares variantes no tempo, contractivas4 [14]. 
4Um operador z = A(u) é dito contractivo se satisfaz 
T T 
Í z(t)'z(t)dt 5 Í u(t)'u(t)dt \-/u,T > 00 0
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o minD(_.,)€Ds max., ã[D(jw)G(jw)D(jw)`1] < 1 é condição suficiente para a estabilidade 
frente a incertezas A G BA lineares invariantes no tempo.
_ 
0 ||G'(s)||,, < 1 é necessário e suficiente para a estabilidade robusta frente a incertezas 
A E BA lineares invariantes no tempo. 
Portanto, a conservatividade do uso de scalíngs constantes está em relação direta com 
a caracterização das incertezas. O scaling constante é adequado como ferramenta de síntese 
quando as incertezas podem se comportar como operadores não lineares variantes no tempo. 
Quando as incertezas podem ser descritas de acordo com o modelo- (1.17) o uso de scalings 
constantes é potencialmente conservativo. Essa conservatividade é reforçada quando a estrutura 
inclui um bloco de desempenho, o qual é geralmente, linear e invariante no tempo 
Porém, a iteração 1)-IC com scaling constante é uma alternativa de projeto numerica- 
mente atraente, dado que não envolve nenhum tipo de interpolação no domínio complexo e a 
ordem do controlador resultante coincide com a que resulta de aplicar técnicas standard Hoo. 
3.4 Conclusao 
As ferramentas de análise estudadas no capítulo 2 foram utilizadas neste capítulo 
para a síntese de controladores estabilizantes que garantam um desempenho ótimo segundo 
diferentes critérios. V 
Os problemas considerados aqui respondem ao seguinte esquema: 
` 
m,én||.7-"¡(G,K)||,,, a = 2, oo, ou p 
Os primeiros dois-casos foram estudados conjuntamente na seção 3.2 devido a seu pa- 
ralelismo e para salientar o efeito das propriedades das normas 'Hz e 7100 discutidas no capítulo 
1 sobre a estrutura do controlador ótimo respectivo. Esses problemas possuem uma solução em 
função de duas equações algébricas de Riccati. Foram discutidas algumas abordagens alterna- 
tivas para o caso Hoo envolvendo a resolução de problemas de otimização convexa. 
Mostrou-se que o caso da p-síntese é mais complexo e não pode ser resolvido exata- 
mente, em geral. Porém, foi exposto o algoritmo conhecido como iteração D-IC, o qual permite 
obter uma solução local ao problema de otimização formulado. Considerou-se separadamente os 
casos de iteração com matrizes de scalihgs dependentes da freqüência, e com scalings constantes. 
Essas últimas possuem características computacionais interessantes. Como contrapartida, po- 
dem levar, em alguns casos, a projetos relativamente conservativos.
Capítulo 4 
Controladores de Dois Graus de 
Liberdade 
4.1 Introdução 
O presente capítulo tem como objetivo abordar a questão da estrutura do controlador 
e a sua relaçao com os tipos de problemas de controle que essa estrutura permite atender. 
w .s -'_›- 
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Figura 4.1: Sistema Controlado por um Controlador de Dois Graus de Liberdade 
Considere o sistema de controle da figura 4.1. A planta Gp esta excitada por per- 
turbações externas w e pela ação de controle, u. O vetor de saída s contém todas as variáveis 
a controlar e o vetor v representa as saídas medidas para realimentação. O controlador K 
processa em forma independente o vetor de saída v e o vetor r de sinais de referência e co- 
mando. O controlador K pertence a uma classe de controladores referida na literatura como 
Controladores de Dois Graus de Liberdade, que é mais geral que o esquema clássico de 
controle, e permite considerar eficazmente diversas especificações de projeto. 
Com relaçao ao esquema da figura 4.1 podem ser colocadas diversos objetivos de con- 
trole que vamos separar em dois grupos seguindo a nomenclatura de [58]:
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Problemas ”Tipo Servo”: 
0 Seguimento de sinais de referência. 
0 Requisitos sobre o tipo de resposta a comandos ( amortecimento, largura de faixa, etc. 
0 Desacoplamento entre grupos de canais de entrada e saída. 
Problemas ”Tipo Regulador”: 
o Estabilidade. 
0 Rejeição de perturbações. 
0 Robustez 
o Regulação. 
o Alocaçao de pólos. 
A resenha anterior não é, em absoluto, exaustiva, mas é útil para distinguir os dois 
grandes grupos de problemas. O primeiro tipo envolve restrições sobre a transferência Ts.. entre 
a referência e as saídas a controlar. 
Os problemas do ”tipo Regulador” envolvem restrições sobre a resposta não forçada 
do sistema controlado, ou sobre a resposta as perturbações externas Tsw. Dado que sempre 
é possível tratar o estado inicial como uma perturbação externa a um sistema com estado 
inicial nulo, os problemas do ”tipo Regulador” podem ser «colocados na sua totalidade, como 
especificaçoes sobre a transferência T sw. 
Há um compromisso, em geral, entre as diferentes especificações dentro de cada grupo. 
Porém, mediante um controlador K como o da figura 4.1, os problemas de ambos os grupos 
podem ser resolvidos independentemente uns dos outros [58]. Além disso, pode-se decompor o 
controlador K em duas parcelas, cada uma relacionada fortemente com um grupo de problemas 
de controle dos já colocados. 
O significado preciso dessa independência e sua relação com a estrutura de K é apre- 
sentado na seção 4.2. Com base nesses resultados, têm sido descritas várias técnicas de síntese 
de controladores de dois graus de liberdade. A seção 4.3 inclui uma discussão das de maior 
interesse para esta dissertaçao. 
Na seção 4.4 são propostas técnicas de síntese em 'Hz e Hoo, para uma classe de con- 
troladores de dois graus de liberdade, que implicam em maiores facilidades de implementação 
devido ã menor ordem do controlador obtido.
V 
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4.2 Fundamentos 
Considere o sistema de controle da figura 4.1. A planta Gp representa um sistema 
dinâmico linear invariante no tempo, próprio, de dimensão finita. assumida a estabilizabili- 
dade pela entrada u e a detectabilidade em relação a v, hipóteses que asseguram a existência 
de um controlador dinâmico que estabiliza o sistema.. A transferência entre u e v é suposta 
estritamente própria. , 
O controlador K é suposto pertencer a classe de controladores próprios para os quais o 
sistema em malha fechada é estável, referidos na seqüência como controladores admissíveis. 
Definamos a classe 'H de todas as transferências Ts, que podem ser obtidas entre r 
e s com controladores K admissíveis. Similarmente, definamos .7-' como a classe de todas as 
transferências Tsw que podem ser obtidas mediante um controlador K admissível. Ambas as 
classes podem ser caracterizadas completamente em função dos parâmetros da planta Gp [58]. 
Teorema 4.1 ([58]) Dadas duas transferências H e F tais que H E H e F E .7-", então existe 
K admissível tal que Ts, = H e Tsw = F. 
O teorema 4.1 admite a seguinte interpretação: 
Vamos supor que existam duas transferências H e F que satisfazem as especificações 
de desempenho com relação a Ts. e T sw respectivamente ( problemas ”tipo servo” e ”tipo 
regulador”). Assumamos também que essas transferências são atingíveis : H G e F E .7-_. 
Portanto, existem dois conjuntos ICH e /CF de controladores admissíveis tais que 
Ts, =H VKEICH 
T,,,,=F VKGICF 
A contribuição do teorema 4.1 é a afirmativa de que esses conjuntos têm intersecção não vazia, 
e portanto existe um controlador admissível que satisfaz ambos os grupos de especificações 
satisfatoriamente em forma simultânea. 
Ambos tipos de problemas são independentes nesse sentido, se é possível obter um 
controlador que resolva os problemas de cada grupo separadamente, então é possível obter um 
controlador que os resolva conjuntamente. N ão existe nenhum compromisso entre os problemas 
do ”tipo servo” e os do ”tipo regulador”. . 
A independência entre ambos grupos de especificações é uma conseqüência da estrutura
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Figura 4.2: Controlador de Dois Graus de Liberdade 
do controlador de dois graus de liberdade. A lei de controle 
Mlíl 
pode ser escrita como na figura 4.2, isto é: ' 
u = Fu + Pr 
F representa a parcela realimentada da lei de controle, e Pr representa a ação feed- 
forward da mesma. Na seqüência referiremo-nos a F como o ”controlador realimentado” e 
a P como o ”prefiltro”. Essa estrutura é mais geral que os clássicos esquemas de controle 
realimentado que não incluem o prefiltro. 
w S
” 
Figura 4.3: Sistema Controlado por um Controlador de Dois Graus de Liberdade 
_ 
O significado do teorema 4.1 pode aparecer mais claro considerando a figura 4.3. Com 
G _ 
[ 
Gpll GPI2
1 
relação à partição 
P Gp21 Gp22 
resulta 
_ 0 G TM z G,,12F[I - Gpzzp] 11» z 1-,([ I 
l 
,F)P (4.1)
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T,,,, = .7-`z[G,,, F] (4.2) 
Os problemas do tipo regulador sao atendidos exclusivamente pelo controlador realimentado F, 
como resulta de (4.2). A transferência TM depende de ambas parcelas, mas a forte dependência 
de P, que entra em série, faz do prefiltro a ferramenta de projeto mais fortemente relacionada 
com os problemas tipo servo. 
Este tipo de considerações envolvem conceitos clássicos na teoria de controle como o 
de realimentação e o de ação feed-forward. Porém, a inexistência de um compromisso entre eles 
é um resultado relativamente recente, demonstrado originalmente em 1981. 
4.3 Técnicas de Síntese de Controladores de Dois Graus 
de Liberdade 
O teorema 4.1 repousa implicitamente na inexistência de restrições sobre a ordem 
do controlador K. Se a análise é restrita aos controladores admissíveis de ordem limitada, as 
classes resultantes 'H e .7-' reduzem-se notavelmente e a independência comentada é perdida. Na 
pratica, existirá um compromisso entre o projeto do controlador realimentado F e o do prefiltro 
P. 
Os tipos de problemas para os quais são projetados 0 prefiltro e o controlador reali- 
mentado são, em geral, de natureza diferente. Portanto, é natural que a técnica mais adequada 
ao projeto de cada parcela possa nao ser a mesma. 
_ 
Têm sido relatados vários métodos de síntese de controladores de dois graus de liber- 
dade, os quais têm usado diferentes técnicas como Hz, LQG/LTR, Hoo, e Posicionamento de 
Autoestrutura. 
Em [39] os autores empregaram técnicas de Posicionamento de Autoestrutura na síntese 
do controlador realimentado para um modelo de helicóptero em baixa velocidade. O prefiltro 
estático foi determinado mediante simples técnicas de mínimos quadrados. O controlador obtido 
garante determinados tipos de respostas desejadas nos diferentes canais, e assegura um excelente 
desacoplamento entre os mesmos para o modelo nominal. Porém, não aparece muito clara a 
possibilidade de incorporar especificações de robustez a este tipo de projeto. 
Para utilizar técnicas de controle ótimo em 'Hz ou HW para o projeto do prefiltro é 
necessário montar uma estrutura de interconexao apropriada. Consideremos a figura 4.4 a qual 
exibe uma estrutura conhecida como ”model following” [21, 23, 49].
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Figura 4.4: Esquema de ”Model Following” 
Gp denota a planta, K o controlador de dois graus de liberdade, e M o modelo de 
referência que expressa a resposta a comandos desejada. O bloco W pondera, no domínio da 
freqüência, o erro em relação ao modelo M. Para a síntese do prefiltro, é necessario ter obtido 
previamente o controlador realimentado que assegure a estabilidade do sistema e algum tipo 
de desempenho relativo aos problemas ”tipo regulador”. O prefiltro P é determinado de tal 
forma que minimize esse erro ponderado, no sentido da norma 'Hz ou HCO. possível, a partir 
do diagrama da figura 4.4 expressar o problema de síntese de maneira standard na qual estão 
formulados os problemas 'Hz e 'H<×,. 
Para o projeto do controlador realimentado pode ser empregada uma estrutura clássica 
como a da figura 4.5 *[42, 46, 48, 49, 63]. Os pesos We, Wu e Wy ponderam respectivamente o 
zz 
T-› C' G y W 23 
_ 6 U P 2/ 
Figura 4.5: Estrutura de Interconexão Hoo (Hz) 
sinal de erro de seguimento e, a ação de controle u, e a saída y. Dadas as convenções adotadas 
na figura 4.2, o controlador realimentado F coincide com -C. 
Alternativamente, o prefiltro e o controlador realimentado podem ser sintetizados con- 
juntamente em um só passo, mediante a estrutura da figura 4.6, na qual estão ponderados 
simultaneamente todos os compromissos de controle dos esquemas anteriores [49]. Essa es- 
trutura foi utilizada em [23, 49] para o projeto de controladores robustos, mediante técnicas 
Hoo.
' 
Embora a síntese 7100 em dois passos explore melhor a independência de ambos os 
problemas de síntese, este procedimento leva a controladores de ordem muito alta. O prefiltro 
resultante vai ter uma ordem igual à da soma da planta, do controlador realimentado, e dos
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Figura 4.6: Síntese Hoo em um so' passo 
blocos de ponderação. A vantagem do esquema da figura 4.6 é a menor ordem resultante, ao 
preço de um desempenho potencialmente mais pobre. 
A conveniência ou não de usar a norma HCO como critério de desempenho para o 
projeto do prefiltro depende da caracterização das entradas de referência. Se essas entradas 
são em certo grau desconhecidas, e podem concentrar a sua energia em faixas de freqüências 
relativamente estreitas, as técnicas em Hoo podem ser as mais adequadas. Se, pelo contrário, 
os sinais de comando pertencem a um conjunto reduzido de sinais de teste, tais como degraus, 
rampas, etc., a melhor escolha é sem dúvida, Hz. Este último parece ser o caso mais comum 
com relaçao aos sinais de comando. 
Uma boa discussão acerca das diversas técnicas de projeto de controladores de dois 
graus de liberdade pode ser encontrada em [23]. Nessa «referência também é proposta a escolha 
de prefiltros estáticos para 0 caso, Hz e LQG/LTR, com o objetivo de obter uma resposta em 
regime permanente perfeitamente desacoplada e sem erro. 
4.4 Técnicas de Projeto em Hz e Hoo para uma Classe 
de Prefiltros V 
Embora as técnicas de projeto em um só passo citadas na seção anterior possam ser 
úteis em muitas aplicações, as naturezas diferentes dos tipos de problemas relacionados ao 
controlador de dois graus de liberdade motivam um interesse especial em técnicas de projeto 
separadas para 0 prefiltro P e o controlador realimentado F. Com relação a este último, já 
foram colocados vários métodos de síntese no capítulo 3. Embora esses métodos possam ser 
usados para o prefiltro, implicariam em uma ordem muito alta para este, dificultando sua 
implementação. -
j 
É importante, então, possuir metodologias de projeto de prefiltros ótimos em Hz e Hoo 
que não impliquem uma ordem dinâmica proibitiva. Essa é a motivação da presente seção.
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É assumido que já foi obtido, mediante alguma técnica, o controlador realimentado F, 
de tal maneira que a estabilidade em malha fechada é satisfeita. 
Considera-se, então, que o controlador F é dado, e pode ser escrito como: 
A B - 
F(5) = (43) 
A estrutura que vamos adotar para o controlador de dois graus de liberdade é aquela 
que, tendo como parte realimentada o próprio F, não implica em uma maior ordem dinâmica: 
AF BF BF» 
1‹(s) z (44) F F 
BF, e DF, expressam os graus de liberdade na síntese do prefiltro e constituem os parâmetros 
a serem determinados. O prefiltro resulta: 
A B ` 
P(s) z ' (4.5) F F 
Fica claro que P explora a dinâmica de F no processamento dos sinais de referência e comando. 
Os parâmetros livres BFT e DF, permitem modificar a resposta a comandos TST man- 
tendo para K a mesma dimensao dinâmica do controlador F. 
E interessante notar que, embora a ordem do sistema controlado seja a mesma com ou 
sem prefiltro, este não é estático. O prefiltro estático é um caso particular que é obtido fazendo 
BF, = 0 em (4.4). " 
Para a síntese do prefiltro vamos utilizar a estrutura dafigura 4.4. Essa estrutura 
admite uma representação padrão na forma da figura 4.7, onde a planta generalizada G tem 
uma estrutura particular: 
dc = A:c+B1r+B2u 
Z = C12Í+D11T+D1zU 
_ r _ r y U  021120 + D22vU 
onde G R", r(t) E Rdr, u(t) E Rd”, z(t) E Rd”, v E Rd”. 
Na notação standard: . 
A B1 B2 
G(8) : C1 D11 D12 
C2 D21 D22 
onde 
0 I 0 C2 * 
|: 
C2” 
:I 
7 D21 * 
[ 0 :I 
9 D22 * 
[ D22v :I
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Figura 4.7: Representação Standard para a Síntese do Prefiltro 
Por simplicidade vamos assumir Dm, = 0. 
O problema de síntese de prefiltros subótimos em Hoo que vamos abordar pode ser 
colocado da seguinte forma: dado 7 > 0, determinar um controlador K compatível com a 
estrutura (44), tal que ||Tz,||°o < fy. De forma similar, o problema de síntese em Hz consiste 
em determinar a lei de controle compatível com (4.4) que minimiza ||Tz,.||z. 
Consideremos o controlador K (5) dado na equação (4.4). Do sistema em malha fechada 
das figuras 4.4 e 4.7 resulta
_ 
Acl Bcl T” = . Ca 
l 
Dez l 
(4 7) 
A I _ A + BzDF@Ú2zz B2CF
} 
COIT1 
, 
BFv`C2v AF 
Bal : 
[ 
B1 +BÍ2DFT : Bcl0 "l` BcIrR 
CCI = 
[ 
C1 + D12DFzzC2«z D12C1‹¬
l 
Del = D11 + D12DFr = Dzlo + DCITR 
Por conveniência introduzimos as seguintes constantes
B 
Bcl0â[ 01}› Bclrâ[? 
VDWÊD11, Daê[0 D1z} (49) 
e a seguinte Variável que contém os parâmetros livres do prefiltro 
R â 
[ 
ÊF; 
1 
(4.1o) 
- F 
E conveniente notar que Ac; e CC; são constantes, isto é, não dependem dos parâmetros livres 
do prefiltro.
A
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4.4.1 Síntese do Prefiltro em Hoo 
Hipóteses: 
0 Dzzzz = Ú- 
o Acz é assintoticamente estável. 
Proposição 4.1 O problema de síntese do prefiltro subótimo em 'Hoo tem solução se e somente 
se existe uma matriz simétrica Y > O de dimensões (n + nk) × (n + nk), e R E R("'°+d“)×dT tais 
que:
H u 
' +_AcIY -BCIO + BCITR
I 
Bão + R'Bé¡T -')/I Dém + R'D2¿T < 0 (4.11) 
CCIY DclO 'i' DCITR _7I
~ Demonstraçao: 
Pelo ”Bounded Real Lemma” ( vide teorema 1.1 ) o problema formulado é equivalente à e- 
xistência de uma matriz simétrica XC; > 0 tal que: 
AQIXCI + XclAcI XclBcI Cá] 
B¿,XC, -71 Dg, <0 
Cel Dc! 
Chamemos Y = X51. Pre e Pós-multiplicando pela matriz definida positiva 
Y00 010 001 
e considerando as definições (4.8) e (4.9), após alguma manipulação algébrica obtemos a ex- 
pressão (411). Os parâmetros do prefiltro podem ser obtidos a partir de R pela equação (4.10). 
CI 
A expressão (4.11) envolve um problema de factibilidade de uma LMI nos parâmetros 
^y, Y and R, e é resolúvel de maneira muito eficiente [35]. 
A síntese do prefiltro ótimo em 'H<×, pode ser formulada, então, como um problema 
standard de minimização de um objetivo linear sujeito a uma restrição LMI. 
4.4.2 Síntese do Prefiltro em Hz ' 
Para o sistema em malha fechada (4.7), se Dc; = 0, temos 
|| Tzf ||2= T'"(BÉzL‹›B¢1)
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onde LO é o gramianode observabilidade. um fato conhecido que Lo satisfaz a equação de 
Lyapunov 
A;,L., + L.,Acz + CQC., = 0 (4.12) 
Note que Lo não depende dos parâmetros livres do prefiltro. 
Hipóteses: 
0 Dzzv = 0, D11 = 0, Diz = Ú- 
o Ac; é assintoticamente estável. 
o (CCI, ACI) é Completamente observável. 
o B2 tem posto completo. 
Proposição 4.2 Os parâmetros de projeto que minimizam TW ||z são dados por 
R = -(B;¡,.L0B,,¿,)`1B;¡,LOBc¡0 (413) 
onde o gramiano Lo e' a única solução da equação de Lyapunov (412). 
~ ` Demonstraçao: ' 
As primeiras duas hipóteses sao necessárias e suficientes para a existência da norma 2. O 
mínimo da forma quadrática Tr(Bé¡L0Bcz) é atingido para R tal que: -
d 
ãTri(BclO + BclrR)/Lo(Bcl0 + BclrR)l : 0 
o que da 
Bš[¢Lo(Bcl0 'i' BCITR) : 0 
e então, 
BclTL0BclrR : “BézTLoBclO 
Bczr tem posto completo, pois foi assumido que B2 tem posto completo ( vide (4.8) Além disso, 
0 gramiano Lo é_ definido positivo já que o sistema é observável. Então, a matriz Bé¿,,LoBCz, 
também é definida positiva, e sua inversa existe. A única solução é, então, a dada por (413).
Ú 
q 
Este resultado oferece uma ferramenta muito simples e facil de usar no projeto de 
prefiltros.
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uv 4.5 Conclusao 
Neste capítulo revisamos alguns problemas clássicos da Teoria de Controlee sua relação 
com a estrutura do controlador. 
O clássico esquema de controlador realimentado, adequado para atender problemas 
tais como estabilidade re`ei ão de erturba ões e robustez leva a desem enhos relativamente 7 7 
pobres frente a requisitos adicionais envolvendo a resposta a comandos. Nesses casos, resulta 
proveitosa a inclusao da açao ”feed-forward” na lei de controle. Este tipo de controladores é 
correntemente referido na literatura como ” Controladores de Dois Graus de Liberdade”. 
Foi discutido o compromisso entre ambos tipos de problemas e sua relação com a ordem 
dinâmica dos controladores. 
Na seção 4.3 são comentadas algumas metodologias de síntese de controladores de 
dois graus de liberdade. São discutidas as vantagens das diversas metodologias com relação ã 
ordem do controlador resultante, e a adequação dos critérios de desempenho para cada tipo de 
problema. Com base nessa análise, destacamos a utilidade das técnicas de síntese separadas 
para cada ação de controle, que permitam sintetizar o prefiltro independentemente da técnica 
utilizada para o controlador realimentado. . 
Na seção 4.4 foi proposta uma estrutura particular para o prefiltro que possui a van- 
tagem de não aumentar a ordem do controlador ao se inserir o prefiltro. Para essa estrutura 
foram derivadas técnicas de projeto ótimas com relação às normas 'Hz e HCO, que constituem 
uma contribuiçao do presente trabalho.
Capítulo 5 
Aplicação 
5.1 Introdução i 
Nos capítulos anteriores foi exposto um desenvolvimento teórico que nos permite 
analisar as propriedades de sistemas lineares incertos, assim como projetar controladores que 
garantam essas propriedades em malha fechada. Este capítulo visa, por um lado, ilustrar a 
utilização de algumas dessas técnicas amplamente conhecidas e, por outro lado, demonstrar a 
aplicabilidade das técnicas propostas no capítulo 4. 
Com esse propósito, vamos considerar o problema do controle de um helicóptero em 
vôo pairado. Trata-se de um sistema multivariável, com um acoplamento modal considerável, 
sujeito a variações paramétricas e com diversos elementos dinâmicos incertos. Nos últimos anos 
o controle de helicópteros tem merecido muita atenção e tem lhe sido aplicadas diversas técnicas 
de controle robusto [2, 3, 10, 39, 51, 59, 68]. 
Suas principais características dinâmicas são comentadas brevemente na seção seguinte. 
A seguir é apresentado o modelo que utilizaremos, incluindo a caracterização da dinâmica 
incerta, e é formulado o conjunto de especificações de desempenho que devem ser satisfeitas. 
Posteriormente são utilizadas técnicas de controle robusto visando obter um conjunto 
de requisitos de desempenho compatível com os padrões respectivos. Na seção 5.4 é projetado 
um controlador de dois graus de liberdade mediante técnicas de /1-síntese. Posteriormente a 
parte correspondente ao prefiltro é reprojetada mediante a técnica em 'Hz da seção 4.4. 
O desempenho é avaliado tanto para o sistema incerto, mediante as ferramentas do 
capítulo 3, quanto para o sistema nominal, mediante técnicas clássicas no domínio temporal e 
freqiiencial.
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5.2 Elementos da Dinâmica do Helicóptero 
O objetivo desta seção é apresentar as principais características dinâmicas de um 
helicóptero operando em vôo pairado. Para tal fim são apresentados brevemente os elementos 
constitutivos do helicóptero, a definição das coordenadas usadas na descrição de seu movimento 
e as açoes de controle. Uma discussao completa e abrangente destes tópicos pode ser encontrada 
em [19, 38, 52, 60]. 
A característica principal do helicóptero é a sua possibilidade de pouso e decolagem 
na vertical e de vôo pairado. Essa característica o diferencia claramente das aeronaves conven- 
cionais de asa fixa onde o empuxo de sustentação é obtido como conseqüência de um importante 
movimento translacional para frente. No caso do helicóptero, a sustentação é aportada pelo ro- 
tor principal. Além disso, o empuxo gerado pelo rotor principal pode ser direcionado lateral ou 
longitudinalrnente, afim de deslocar a aeronave. O rotor de cauda gera o empuxo necessario para 
a compensação do torque reativo causado pelo rotor principal, e para comandar o movimento de 
guinada do helicóptero. Além dos rotores, existem superfícies aerodinâmicas conhecidas como 
estabilizadores, as quais agem em função da velocidade de deslocamento e tendem alinhar a 
cauda com o eixo do movimento. 
O empuxo do rotor principal é o principal elemento de controle do movimento, e tem 
sua magnitude e direção controladas pelo ângulo ÕM de incidência das pas. Esse ângulo depende 
da posição instantânea § da pá na sua revolução [6()]: 
ÕM = ÕCOIM - Õ1zz¢C0S§ _ Õzzngsení 
O ângulo ‹$c,,¡M, chamado de passo coletivo do rotor principal, representa o valor médio de ‹5M 
em uma revolução e determina diretamente a magnitude do empuxo. Õzat e ôlong são conhecidos 
por passo cíclico lateral e longitudinal respectivamente, e determinam a direçao do empuxo. 
O movimento de guinada do helicóptero é controlado mediante o passo cíclico do rotor 
de cauda ÕCOIT. 
O movimento do helicóptero será descrito em função das coordenadas da figura 5.1 onde 
¢, 0 e tb são os ângulos de roll ( rolamento ), pitch ( arfagem ) e yaw ( guinada ) costumeiros 
em aeronáutical. 
-Ô A velocidade do centro de massas V9 e a velocidade angular U3' estão referidas ao sistema 
de eixos do corpo: 
-Ô 
Vi: : (“9›vy›w9) 
1Neste caso, e no do movimento vertical (heave), preferimos utilizar os termos ingleses, amplamente difun- 
didos neste tipo de aplicações.
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(F * D ~ 
.-"£'@f 
Figura 5.1: Sistema de Coordenadas 
03 = (P,‹1,r) 
Do ponto de vista dinâmico, o helicóptero é uma estrutura flexível sujeita a solicitaçoes 
aerodinâmicas, inerciais e ao próprio peso. Além disso, 0 rotor principal possui sua própria 
dinâmica associada aos movimentos de ”flapping” e ”lead-lag” das pás [60]. O helicóptero 
possui, portanto, uma dinâmica altamente não linear, com elementos difíceis de modelar como 
os fenômenos aerodinâmicos associados ao rotor principal e os modos flexíveis da fuselagem. 
Porém, essa dinâmica altamente incerta não é relevante no comportamento em baixas freqüên- 
cias onde o sistema pode ser modelado adequadamente como um corpo rígido. A falta de 
linearidade nao é contornavel facilmente, e se faz necessario analisar separadamente diferentes 
regimes de vôo. 
“ O regime de vôo de nosso interesse é o vôo pairado, conhecido na literatura inglesa 
como ”hover”. Neste regime, o helicóptero permanece quieto no ar, com velocidade nula. 
Como conseqüência disso, as superfícies estabilizadoras da cauda não agem, e a dinâmica está 
dominada pelos dois rotores. Tipicamente existe un forte acoplamento entre os diferentes 
modos de movimento, o que dificulta a ação do piloto, especialmente em condições de baixa 
visibilidade ou de tarefas simultâneas [39, 50, 601. Além disso, a resposta possui modos instáveis 
no movimento longitudinal e lateral [60]. 
i 
- Além das incertezas dinâmicas já mencionadas, o helicóptero está sujeito a variaçoes 
de determinados parâmetros associados a diferentes condições de vôo. O mais relevante para 
nossa análise é 0 peso total da aeronave, o qual varia apreciavelmente ao longo de uma missão.
l
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Essa variação é devida principalmente ao peso do combustível, que pode representar entre 15 e 
20 % do peso total dependendo do tipo de helicóptero {60]. 
5.3 Apresentação do Exemplo 
Vamos considerar o modelo de helicóptero operando em vôo pairado descrito em [39]. 
Esse modelo corresponde a um helicóptero militar de quatro pas e tem sido usado como exemplo 
na aplicação de várias técnicas de projeto [38, 39, 50]. O mesmo é de oitava ordem e inclui de 
uma forma residualizada a dinâmica do rotor principal. 
0 vetor de estado é composto pelas componentes da velocidade do centro de massa 17;, 
da velocidade angular LD' e pela atitude em roll e pitch: 
:C Z [uQ3vg7w§7p7 q? T7 ¢7 01, 
A açao de controle u é composta pelo passo coletivo do rotor principal, passo cíclico lateral, 
passo cíclico longitudinal e passo coletivo do rotor de cauda:
I U : [6colM› ôlaty ôlonga 6coITj 
As saídas medidas para realimentação são dadas por: 
v = [wma q, 1°, ¢, 91' 
Para facilitar o manuseio de um conjunto de grandezas de diferente significado físico, o modelo 
adotado é adimensionado. A representação no espaço de estados será, então, dada porz 
á: = Am + Bu 
{ C, tt 'ví 
O sistema em malha aberta tem seus modos fortemente acoplados, possui dois modos 
instáveis e exibe uma baixa largura de faixa na sua resposta a comandos [39]. 
5.3.1 Modelagem das Incertezas 
O modelo (5.1) representa o sistema nominal onde não estão consideradas as diversas 
fontes de incerteza presentes no sistema físico. Vamos considerar aqui três fontes de incerteza, 
que serão analisadas a seguir3: 
2As matrizes correspondentes estão detalhadas no apêndice E, assim como os fatores de escala utilizados. 30 objetivo deste capítulo é apenas ilustrar a utilização das técnicas estudadas; uma abordagem realista do 
controle do sistema físico sob consideração deveria incorporar o modelo não linear, incluir a análise de outras 
fontes de incerteza (modos flexíveis da fuselagem, variações da densidade do ar, erros estimados dos algoritmos 
de identificação, etc.), e uma quantificação experimental de suas grandezas.
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Incerteza paramétrica devida ao peso 
A dinâmica do helicóptero é influenciada pela variaçao do peso total, o qual está relacionado, 
entre outros fatores, ao consumo de combustível. As matrizes da representação de estados vão 
ter seus coeficientes dependentes do peso. Aproximando em forma linear essa dependência, 
vamos ter o seguinte modelo incerto: 
d i ÍÍ É/1+ 
AM” J' (B + BM 
õzz e ii, |õp| <1 <õ.2> 
As matrizes Ap e BP foram obtidas a partir de um conjunto de modelos calculados 
em diferentes condições de operação assumindo uma variação total de 15% em torno do peso 
nominal [44]. 
Incerteza nos atuadores 
Os atuadores possuem tipicamente uma dinâmica apreciavelmente mais rápida que a do helicóp- 
tero, e nao sera, portanto, incluída no modelo nominal. Porém, essa dinamica será. considerada 
no modelo incerto da seguinte forma: 
@@=U+m@m¿ gm 
0.15 
Wa(S) = 
`6a10 O O 
_ 0 ‹2zz 0 0. l . Aa- 
O O 6a O ,âm@c¿a¿<1 (an3 
0 0 06a., 
O perfil freqüêncial da incerteza, dado por W., reflete um modelo perfeitamente co- 
nhecido nas baixas freqüências, e parcialmente desconhecido em freqüências maiores. A estru- 
tura diagonal advém do fato de que os quatro atuadores são independentes, e suas incertezas 
nao estao correlacionadas. 
Incerteza nos sensores 
E assumida uma incerteza dinâmica de 10 % na medida 'dos sinais de realimentação: 
Qs(s) = [I + Ws(s)A,] (5.5) 
Ws(s) = 0.1] 
As = dz'ag{5s1, . . . ,5s6}; Ôsi E C, |5s¿| < 1 (5.6)
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O modelo do sistema incerto está descrito no diagrama em blocos da figura 5.2. O 
mesmo pode ser representado mais esquematicamente pela interconexão fracionãria linear indi- 
cada na figura 5.3. Gp denota a planta generalizada, produto da adição dos perfis de incerteza 
WS, Wa, Ap e B1, ao modelo nominal do helicótero. A saída s denota as saídas a serem contro- 
ladas, enquanto v representa o resultado da medição das mesmas com uma certa margem de 
incerteza, ponderada no modelo (5.5). 
A incerteza A, tem a seguinte estrutura: 
Aa 
A, = A, (51) 
ô,,1 
onde ôp, Aa, e As estão definidos em (52), (5.4) e (5.6) respectivamente, como os blocos 
associados ã incerteza nos diversos componentes do sistema. 
m W, As ” 1 E e (sf-A)-1 x 0 8 e ” 
E 6 
Figura.5.2: Modelo Incerto do Helicóptero 
Zz' w. 
' Gp s
u 
'v 
Figura 5.3: Modelo Incerto na Forma Canônica
~ 5.3.2 Especificaçoes de Desempenho 
Os requisitos de desempenho para helicópteros estão padronizados de acordo com a 
finalidade do mesmo ( militar, de transporte, de observação, etc.) e do regime de vôo sendo 
considerado [43, 69]. 
De acordo com as características do modelo adotado para vôo pairado, a seguir é listado 
0 conjunto de requisitos de desempenho que deseja-se atingir com o projeto:
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Tipo de resposta em pitch e roll: O sistema deve responder aos comandos do piloto com 
um deslocamento de latitude. Mais precisamente, a atitude da aeronave nesses eixos deve 
retornar a menos de 10 % do valor de pico dentro dos 10 segundos posteriores à aplicação 
de um impulso no comando correspondente. 
Tipo de resposta em heave e yaw: A resposta deve ser em velocidade, isto é, a atitude deve 
divergir após um comando em degrau por parte do piloto. 
Largura de faixa Devem ser respeitadas as seguintes larguras de faixa para cada movimento: 
pitch : wgw > 2.0 rad/s 
roll : wgw > 3.5 rad/s 
yaw : wgw > 3.5 rad/5 . 
Amortecimento Deve ser § > 0.35. 
Acoplamento pitch-roll O valor de pico em roll como resposta a um comando degrau em 
pitch, nao deve exceder do 25% do pico em pitch durante os primeiros 4 segundos. E 
vice-versa. '
_ 
Os conceitos de largura de faixa e amortecimento estão definidos nos padrões menciona- 
dos [39, 43, 69]. Deve-se notar que esses requisitos implicam restrições na resposta transitória 
( até 4 ou 10 segundos ) e não sobre a resposta em regime. Isto, embora possa parecer estranho 
ã primeira vista, é conseqüência de que a missão considerada é o vôo pairado. Qualquer co- 
mando do piloto de tipo degrau origina em regime um movimento que afasta-se obviamente da 
condição de vôo pairado. ' 
Por esses motivos, é costumeiro para os especialistas em aeronáutica, utilizar como 
sinal de teste um pulso de 4 ou 5 segundos de duração [lO, 39, 53, 69]. 
5.4 Projeto mediante ir-Síntese 
O controlador a ser projetado deve satisfazer os requisitos de desempenho acima, 
frente as incertezas e variações presentes no modelo. Dado que as especificações envolvem 
restrições sobre a resposta a comandos, é conveniente utilizar um controlador de dois graus de 
liberdade. Este tipo de controlador tem sido usado freqüentemente em controle de helicóteros 
[23, 39, 50, 701-. .
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Como primeiro passo no processo de síntese vamos obter um modelo de referência M 
que satisfaça as especificações de desempenho. A partir dos requisitos da seção 5.3.2 propomos 
um sistema de ordem 6, com seus modos completamente desacoplados, cuja resposta é dada 
por 
0 _ wgz _ ‹z$ _ w¢2 
06 sz -|- 2§w9s +<.ú92' (pc .S2 + 2§w¢s +w¢2 
1' _ ÀT _ w _ Àw 1"z_s+×\T'wz_s+Àw 
com os seguintes parâmetros: 
f = 0.707 ~ 
wg = wo; = \/šrad/.s 
ÀT = Àw = 4 md/s 
As larguras de faixa resultantes são de 5.46 rad/s para pitch e roll e de 4 rad/s para yaw e 
heave4. 
A estrutura de interconexão usada para a síntese é ilustrada na figura 5.4. No bloco 
W vamos ponderar mais fortemente a faixa na qual a resposta do sistema é significativa: 
W(S) = d2'‹1g{hw(S), 1, 1, hzzz(fi), hw(S), hw(S)} 
h (s)_<iÊ s2+\/ÍwzS+w§ w  wf s2+\/§o.›,,s+‹.z.›§ 
wz = 0.05 rad/s;n cup = 0.158 rad/s ' 
A resposta em freqüência do filtro de ponderação h,,,(s) pode ser vista na figura 5.9.b. 
Como resulta do exame da figura 5.9.b, na síntese foi ponderada fortemente' a faixa 
w > .1 rad/ s. O problema consiste em determinar um controlador que garanta a estabilidade 
robusta e minimize ||Tz,.H°o no pior caso do conjunto de incertezas A,-. Esse critério de de- 
sempenho pondera a diferença respeito do comportamento desejado na faixa de freqüências de 
nosso interesse, no sentido da norma HW. 
Como foi mostrado na seção 2.4.3, esse problema de desempenho robusto é equivalente 
ao de estabilidade robusta para o diagrama de interconexão da figura 5.5 em que o bloco incerto 
A possui a seguinte estrutura ampliada: 
A = 
[ 
Ad 
Ai 1 _ 
(ss) 
4Para sistemas de segunda ordem wgw é calculada como a freqüência na que a fase atinge 135 graus [43].
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Figura 5.4: Esquema de Interconexao para ,a-Síntese 
6×ô Ad E C representa o bloco de incerteza fictícia associada ao problema de desempenho; Ai 
está definida em (5.7). A planta generalizada G inclui, além do sistema Gp, os blocos M e W. 
Os sinais y, zt e wt definem-se como: 
~ 
y=lZl~»=lízl-z=lzš,l
§ 
U _, 
. Figura 5.5: Esquema de Interconexão Padrão para /1-Síntese 
Devemos determinar um controlador que minimize ||.7-`z(G, Ku, onde ,a deve ser cal- 
culado com relação a estrutura de incerteza dada por (5.8). O algoritmo de síntese escolhido 
é a iteração D-IC com scaling constante descrito na seção 3.3.2. Como foi mencionado ante- 
riormente, a utilização de scalíngs constantes pode ser potencialmente conservativa. Porém 
suas boas características do ponto de vista de cálculo e o fato de obter um controlador de 
ordem razoável o tornam atraente para nossa aplicação. Em geral, a sua conveniência como 
ferramenta de síntese dependerá da exata natureza das incertezas e perturbações agindo sobre 
o sistema. 
Foram suficientes três iterações para obter um controlador de desempenho aceitável, 
que chamaremos de K1. Usando uma notação similar à do capítulo 4, vamos considerar a
67 
representação no espaço de estados de K1: 
'_ AF. Blr BFU K1($) _ (5-9) 
O prefiltro e o controlador realimentado associados a K1 são dados por: 
P1(5) z [~l ; F1(.z) z {~l (õ.1o) 
5.4.1 Análise de Desempenho ' 
Vamos analisar o sistema controlado mediante o controlador K1 do ponto de vista de 
sua robustez e com relação ao desempenho do modelo nominal. 
Robustez 
V
P 
Dada a característica estruturada das incertezas, a ferramenta de análise de robustez é, natu- 
ralmente, p. A estrutura de incerteza compreende um bloco 5,,I, que representa uma variação 
paramétrica real, e não complexa. Porém, devido as dificuldades envolvidas no cálculo de M 
para esse tipo de problemas mistos a analise será feita considerando 6,, G C. Nesse sentido os 
resultados a seguir podem ser algo conservativos. 
Para o caso do desempenho robusto, foi calculado 
/wR(J'w) = #(7"1lG(íw)›K1(J`w)l) 
com relação à estrutura dada em (5.8). Na figura 5.7.a estão representados os limites superior 
e inferior, que no caso -são muito próximos, to que permite ter uma estimação de ,u muito boa. 
Pode se apreciar que o valor de pico é de aproximadamente “Í-'z[G, K1]||,, = 0.68. Isso 
é equivalente a garantir, com relação a figura 5.4: 
||T,,T||°<, < 0.68; V||A,~||oo <1/0.68 
Alternativamente, esses dados podem ser interpretados da seguinte maneira: se considerarmos 
apenas entradas de referência senoidais, a diferença entre o comportamento desejado e o de 
alguns membros da família de modelos para < 1/0.68 pode ser de até 68 %. 
Esse resultado pode ser satisfatório, devido a que a diferença entre o comportamento 
desejado e o obtido não é excessivo. 
Para a analise da estabilidade robusta deve-se considerar o sistema da figura 5.6, 
que não inclui os blocos de desempenho. A parcela de K1 correspondente ao prefiltro não influi
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Figura 5.6: Análise de Estabilidade Robusta 
na estabilidade robusta do sistema; esta dependerá unicamente do controlador realimentado 
F1. 
A análise da estabilidade robusta é feita através de 
, 
MERUW) = fl(7"1lGz›(J`w), F1(íw)l) 
calculado com relaçao à estrutura A,-. /¿ER(j‹.u) pode ser estimado a partir de seus limites 
indicados na figura 5.7.b.
_ 
Note-se o valor de pico de aproximadamente 0.2, o que garante a estabilide para toda 
perturbação tal que < 5. importante destacar que essa informação não poderia ter 
sido obtida a partir da figura 5.7.a. 
Desempenho Nominal . 
A figura 5.7.c ilustra a resposta em freqüência correspondente aos canais de pitch e roll, e na 
figura 5.7.d pode-se apreciar a resposta em yaw. Sobre os mesmos _grá,ficos podem ser apreciadas, 
em tracejado, as respostas do modelo de referência. 
Foram obtidas as respostas temporais ao degrau unitário nos canais roll e pitch. As 
mesmas estao mostradas nas figuras 5.7.e e 5.7.f respectivamente, e incluem as respostas em 
posição e em velocidade. A resposta ideal está representada em linha pontilhada. 
Da análise da figura 5.7.c, resulta um desempenho nominal insatisfatório, devido espe- 
cialmente, à pobre resposta em roll na década .1 md / s < cu < 1 rad/s. Isso também é observável 
nas respostas temporais das figuras 5.7.e e 5.7.f onde a resposta extingue-se rapidamente. A 
largura de faixa, porém, é aceitável; observe-se que o tempo de resposta é similar ao do modelo 
de referência. O acoplamento entre modos é de 15% aproximadamente. ' 
Sumariamente, pode-se dizer respeito do controlador K1, que possui uma aceitável 
robustez, especialmente em relação com a estabilidade, mas seu desempenho nominal é insa- 
tisfatório.
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,a-síntese via scalíng constante 
Como já foi discutido na seção 3.3.2, a potencial conservatividade dos scalings constantes como 
ferramentas de síntese está relacionada com a desigualdade 
.‹.'‹«›› < D¿;¿i,z¿,õ‹D‹â~›s[G‹â~›,K‹â‹»›1D'1‹â~›› < ¿¿.¿1,›,õ‹Dúfz.G‹â«››, 1‹‹.'‹zz›1D;1› 
A figura 5.8 mostra o segundo e o terceiro membro da desigualdade acima para 0 controlador K 
resultante do segundo passo na iteração 'D-IC, prévio de K1. A estrutura de incerteza associada 
é A, correspondente ao problema de desempenho robusto. O cálculo dos scalings D(jw,-) foi 
realizado em 25 pontos logaritmicamente espaçados. 
Neste caso, com relação ao valor máximo, a diferença entre ambos limites não ultrapassa 
5 %. Porém a diferença é muito importante em baixas freqüências. 
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Figura 5.8: Análise Comparativa do Cálculo de a via ”S'calíng” Constante 
5.5 Projeto do Prefiltro 
Enquanto as propriedades que envolvem unicamente a malha realimentada do contro- 
lador K1 ( especificamente, a estabilidade robusta ) satisfazem os requisitos, aquelas ligadas 
à ação do prefiltro não são satisfatórias. Isto se deve ao fato de se ter adotado como índice 
de desempenho a norma 7100 da diferença entre o comportamento desejado e o atingível pelo 
controlador. 
Com esse projeto estamos certos de que o comportamento no pior caso, é o melhor 
possível. Mas ao analisar a resposta restringimos nossa análise a entradas do tipo degrau.
71 
Percebemos, então, que neste caso, a abordagem pode ter sido em excesso pessimista. Como 
foi discutido no capítulo 4, quando as perturbações ( no nosso caso, entradas de referência ) 
pertencem a um conjunto restrito de sinais de teste, a norma 'Hz pode fornecer melhores resul- 
tados. 
Essa discussão fundamenta a necessidade de projetar o prefiltro mediante técnicas Hz, 
enquanto que seria desejável manter as propriedades robustas garantidas pela parcela realimen- 
tada de K1. Com estes fins, vamos utilizar a técnica respectiva apresentada na seção 4.4 para 
reprojetar as matrizes B1, e D1, do controlador K1 em (5.9). 
Vamos sintetizar, então, um novo controlador de dois graus de liberdade, que chamare- 
mos de K 2, que possui a mesma parcela realimentada de K1, com a estrutura seguinte: 
A B, B ,, 
onde Bz, e D2, são os parâmetros do controlador a serem determinados. 
Para construir 0 esquema de model following da figura 4.4 escolhemos os mesmos mo- 
delos M e W da p-síntese. Ao aplicar para essa estrutura de interconexão, a técnica de projeto 
em Hz da seção 4.4.2, estamos procurando aqueles parâmetros do prefiltro que minimizam 
a diferença com o comportamento desejado no sentido Hz, na faixa de freqüências de nosso 
interesse. 
5.5.1 Análise de Desempenho 
Excetuando a estabilidade robusta, que independe do prefiltro, foi realizada a mesma 
bateria de testes na análise das propriedades robustas e nominais. A figura 5.9 inclui os resul- 
tados obtidos. 
Da análise conjunta das figuras 5.7.a e 5.9.a pode-se observar que K 2 possui um melhor 
desempenho robusto do que K1. Isto não é um resultado previsível. Na síntese de K2 apenas 
são otimizados os parâmetros do prefiltro com relação ao desempenho nominal, utilizando a 
norma Hz. Porém, o resultado obtido simplesmente ressalta a subotimalidade do controlador 
projetado via scallngs constantes, especialmente com relação aos requisitos de desempenho. 
A resposta nominal nos canais roll, pitch e yaw , mostradas nas figuras 5.9.c-f exibe um 
comportamento muito próximo do desejado. Os acoplamentos entre modos não são observáveis. 
Logo, o controlador K 2 garante um desempenho satisfatório tanto em relação ao sistema 
nominal, quanto em relação à robustez.
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5.6 Conclusão 
Este capítulo apresentou a aplicação de várias das técnicas introduzidas anteriormente. 
Foi construído um modelo incerto descrito na sua formulaçao canônica, a partir das 
incertezas e variações individuais de seus componentes. O primeiro projeto do controlador de 
dois graus de liberdade foi realizada mediante a /z-síntese, e seus resultados analisados por 
meio do p com relação às duas estruturas de incerteza correspondentes à. estabilidade e ao 
desempenho robusto, respectivamente. 
Foi destacada a relação entre cada parcela do controlador e as respectivas propriedades 
estudadas na análise, elemento fundamental no projeto de controladores de dois graus de liber- 
dade. Foram ressaltadas as diferenças entre as normas 'Hz e 'Hoo no tratamento das entradas de 
referência e sua infiuência no desempenho obtido. Com base nessa discussão, foi fundamentada 
a utilidade das técnicas de projeto propostas originalmente no capítulo 4, a qual foi confirmada 
pela análise feita a posteriori. 
O modelo matemático dado pela equação (5.1), foi obtido mediante a linearização da 
dinâmica extremamente nao linear do helicóptero em torno de um ponto de operaçao. Portanto, 
esse modelo é apenas Válido nas vizinhanças do Vôo pairado. Ao mesmo tempo, a dependência 
da dinâmica do helicóptero com relação às variações do peso é levada em conta unicamente com 
0 objetivo de considera-la como outra fonte de incerteza. 
Porque então não considerarmos a velocidade de deslocamento e o peso total do helicóp- 
tero como parâmetros variantes no tempo, capazes de serem medidos continuamente? Nesse 
caso, seríamos capazes de assegurar um dado desempenho para uma regiao de operaçao mais 
ampla, e a medida desses parâmetros poderia ser utilizada para ” sintonizar” automaticamente 
o controlador durante a operaçao do mesmo. 
i A 
A resposta a essa pergunta é imediata: o sistema não seria linear e invariante no tempo, 
hipótese primeira de toda a teoria estudada. Porém, essa pergunta sugere uma linha de pesquisa 
em controle robusto de enorme interesse que está. se desenvolvendo atualmente: a extensão das 
técnicas de controle em 'HW para uma classe de sistemas não lineares ou variantes no tempo, 
conhecidos por sistemas LPV [5, 6, 7, 12, 13, 55, 65, 66, 67].
/
É Conclusao Geral 
O objetivo deste trabalho pode ser resumido nos seguintes pontos: 
0 estudo das bases matemáticas da teoria de controle robusto; 
o caracterização e modelagem de sistemas lineares incertos; 
o estudo das ferramentas de análise correspondentes; 
o estudo de metodologias de síntese de controladores robustos; ' 
o utilizaçao desses conceitos em um exemplo de aplicaçao. 
Com esse intuito, o primeiro capítulo trata das normas de sinais e de sistemas, e da 
modelagem de sistemas incertos. O conceito de norma é fundamental para a caracterização das 
perturbações e das incertezas presentes no sistema. Foi destacado o papel das normas 'Hz e 
'H00 como critério de desempenho e ferramenta de análise. Pôs-se ênfase sobre a relação entre 
ambas normas e a correspondente caracterização das perturbações. A incorporação explícita 
da incerteza no modelo do sistema constitui um dos principais aportes da teoria de controle 
robusto, e é a base de toda a teoria.
i 
O segundo capítulo trata da análise das propriedades dos sistemas incertos definidos 
no capítulo 1. Foi estudado o papel da norma 'H00 na analise do desempenho nominal e da 
estabilidade robusta frente a incertezas não estruturadas. No caso de incertezas estruturadas a 
ferramenta de analise mais adequada é o valor singular estruturado, p do qual estudamos suas 
principais propriedades e metodologias de cálculo. 
A síntese de controladores foi o tópico do capítulo 3. Foram abordados os problemas 
padrão de controle em 'Hz e 'H00 e a ,u-síntese. Enquanto os primeiros admitem uma solução 
analítica em função de duas equações de Riccati, o problema da ,u-síntese só pode ser resolvido 
de forma iterativa e aproximada. Discutimos duas técnicas de solução, relacionadas com a 
dependência freqiiêncial das matrizes de scaling respectivas. Destacou-se a possibilidade de
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expressar alguns destes problemas como LMIS, as quais podem ser resolvidas eficientemente 
mediante algoritmos de otimizaçao convexa. 
O capítulo 4 inclui "uma classificação dos requisitos de desempenho em duas categorias, 
cada uma relacionada com um tipo particular de ação de controle. Quando devem ser atendidos 
requisitos de ambas classes a estrutura do controlador mais adequada é aquela conhecida por 
” controlador de dois graus de liberdade”, que compreende a realimentação e a ação feed-forward 
do prefiltro. Foram discutidas várias técnicas de projeto sob diversos pontos de vista, tais 
como a complexidade do controlador, a possibilidade de projetar separadamente cada ação de 
controle, e o índice de desempenho utilizado em cada caso. Nesse contexto foram propostas duas 
metodologias de projeto para uma classe de controladores, que constituem uma contribuição 
do presente trabalho. 
Por último, algumas dessas técnicas foram aplicadas no capítulo 5 a um exemplo. 
O mesmo trata do -controle de um helicóptero em vôo pairado. O controlador foi projetado 
mediante ,u-síntese e a técnica em 'Hz proposta no capítulo 4. O desempenho do sistema 
resultante foi analisado usando ,u para o sistema incerto, e mediante técnicas clássicas para o 
sistema nominal. Foi destacada a correspondência entre cada ação de controle e as propriedades 
analisadas, discussão que fundamenta a utilidade das técnicas de projeto propostas. 
`Dos resultados obtidos com a presente dissertação desprendem-se algumas direções 
para futuras pesquisas. 
Uma delas está relacionada com a utilização de técnicas mistas 'Hz/'Hoo no projeto dos 
parâmetros do prefiltro. Tais técnicas são capazes de atingir um desempenho ótimo em Hz 
garantindo um nível dado de rejeição de distúrbios no sentido Hoo. ' 
O fato de que as técnicas estudadas ao longo deste trabalho tenham sido desenvolvidas 
para sistemas lineares é, ao mesmo tempo, uma fortaleza e uma debilidade. O primero aspecto 
foi ilustrado ao longo desta dissertação. O segundo insinuou-se ã hora de abordar o controle 
do helicóptero operando em um dado ponto de operação. Para contornar essa limitação é 
necessario obter um modelo não linear do helicóptero podendo ser aplicadas posteriormente 
técnicas de controle robusto para sistemas LPV . Esta constitui uma linha de pesquisa e uma 
proposta de trabalho futuro de singular importância.
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Apêndice A
À Equaçao de Riccati 
Apresentamos aqui a equação algébrica de Riccati, a qual cumpre um papel muito importante 
tanto no calculo da norma 7-(QO quanto nos Problemas Padrão de Controle em Hoo e 'Hz [30]. A 
equação algébrica de Riccati é definida como [47]: 
A'P + PA + PBR;1B'P - E'RzE = 0 (A.1) 
onde A, BRuB', E'RzE G §R"×“ são matrizes dadas e Ru, R, são matrizes reais simétricas. 
Definimos a matriz hamiltoniana associada ã equação (A.1) como: 
Hzv __E,RZE _Ã, 
:U 
(A.2) 
que possui a seguinte propriedade: 
[ 
A -BR-1B' 
Lema A.1 O espectro de autovalores A(H) da matriz hamiltoniana H é simétrico com relação 
. . . , . 
(LO 621110 t7Tl(1,_(]ZTt(l7"7z0. 
Vamos definir um conjunto de matrizes hamiltonianas de interesse na teoria de controle: 
aquele que garante que a equação de Riccati associada tem solução e que a matriz A - BK 
tenha seu espectro contido em C-, para K = R;1B'P. Consideremos a matriz X_ formada 
pelos autovetores de H associados aos autovalores À E C_ e a seguinte partição: 
X. z Ç' 
l 
é âR2“×“ (As) 
Definição A.1 Definimos o domínio da equação de Riccati, e o notamos Dom(Ric), como o 
conjunto de matrizes hamiltonianas H da forma que satisfazem: 
1. H não possui autovalores no eixo imaginário.
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2. A matrz`zX E 32"” definida em e' z'nve1¬sz'vel. 
O valor desta definição fica manifesto no seguinte lema: 
Lema A.2 Se H E Dom(Ric), a solução da equação de Riccati (/1.1) é P = Ric(H) = YX`1, 
e a matriz A - BK tem espectro C_ para K = R;1B'P.
~ Demonstraçao: 
A decomposição modal de H é dada pela expressão: 
Hlší Ê“H§§ ÊHÊ FA] 
X X 
_ 
€;› H 
[ Y l 
_ 
[ 
Y 
}
A 
Multiplicando pela direita por X '1 : 
I _ X _1 __ I _1 Hp/Xs1]_[Y}iX _[YX_1]XiX (Ai) 
Multiplicando pela esquerda pela matriz [ -YX'1 I ] obtemos a equação de Riccati: 
[-1/X-1 1 111 
[ 
Y;_1
l 
_ 
p I p _ =[-YX-1 1]iYX_1lXAX 1:0 
= A'P + PA + PBR;1B'P - E'RzE = 0 
para P = YX"1. Premultiplicando (A4) por [ I 0 ] obtemos: 
A - BR;1B'P = XAX`1 
cujo espectro coincide com o de A, estável por construção. EI 
O seguinte resultado mostra condições suficientes para verificar se um dado hamilto- 
niano pertence a Dom(Rz'c). 
Lema A.3 Dado o hamiltoniano (A.2), com (A,BRz1/2) estabilizável e (Ri/2E,A) detectdvel, 
então H E Dom(Rtc) e Rtc(H) 2 O. Se for (R2/ZE, A) observável, Rz'c(H) > 0. 
Este é um resultado conhecido da teoria de controle ótimo que pode ser consultado em 
[47].
Apêndice B 
Desigualdades Matriciais Lineares 
Uma Desigualdade Matricial Linear ( na seqüência, LMI ) é uma restrição do tipo: 
sobre o vetor ac = (xl, . . . , fvzv) E ÉRN, chamado de vetor de variáveis de decisão . As .Mi são 
matrizes simétricas dadas. Embora a expressão ~(B.l) represente a formulação canônica de uma 
LMI, não é a forma corrente em que este tipo de desigualdades apresentam-se em aplicações de 
controle. Para o nosso objetivo é mais útil considerar a formulação seguinte: 
/\/'L(X1, . . . QXK)/V 5 M'1z(X1, . . . ,XK)M (B2) 
` e X1,...,XK são as variáveis matriciais. Podem possuir uma dada estrutura: bloco 
diagonal, simétrica, etc. 
o ./V e .M sao matrizes constantes chamadas de fatores externos. 
0 Os fatores internos LÍ(X1,-. . . ,XK) e 'R(X1,. . . ,X¡ç) são matrizes simétricas com uma 
estrutura de blocos onde cada um destes tem uma dependência afim com as variáveis 
matriciais. 
A LMI da forma (B.2) pode ser expressa na forma (B.1) definindo un vetor de variáveis 
de decisão composto por todos os elementos significativos das variáveis matriciais. 
Na manipulação de LMIS tem-se revelado muito útil o seguinte lema: 
Lema B.1 (Complemento de Schur) Dadas as matrizes A EE §R””“”, C E §R1”×P, B G §R"×'”: 
AB' C' >0 H 
[B Cl” *ä {A-B'C-*B > 0 (B3) 
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As LMIs têm numerosas aplicaçoes na teoria de controle [l5, 17, 18, 36, 371. Muitas 
restrições de projeto podem ser expressas como LMIs envolvendo matrizes no espaço de estados 
do sistema ou do controlador [15]. ' 
Exemplos: 
o Análise de estabilidade de sistemas lineares. Pelo teorema de Lyapunov, a esta- 
bilidade do sistema :ic = Aa: é equivalente á existência de uma matriz simétrica X tal 
que: 
A'X+XA < o (B4) 
X > 0 
Essas condições podem ser escritas da maneira padrão (B2): 
A'X + X A 0 
[ O _ X l < 0 
onde os fatores externos são respectivamente ./V' = I, e .M = O e o fator interno LÊ exibe 
sua estrutura de blocos, neste caso, diagonal. A variável X possui uma estrutura dada 
pelo fato de ser simétrica. ~ 
o Cálculo da norma HW. Pelo teorema 1.1, a condição ||G'(s)||o<, < fy é equivalente ã 
existência de uma matriz X = X ' > 0 tal que ` ` 
,A'X + X A X B C” 
B'X -71 D' < O 
C D -7] 
Propriedade: ~ 
Uma LMI define um conjunto convexo no espaço §RN das variáveis de decisão: 
Dados mA, mB 6 ÊRN que satisfazem a LMI (B.1), sua combinação convexa x = axA + (1 - a):cB 
também satisfaz (B.l). ' 
Esse fato transforma as LMIs em problemas resolúveis eficientemente mediante a uti- 
lização de algoritmos de otimização convexa [35]. Podem ser considerados varios problemas 
standard de otimização envolvendo restrições LMI: 
o Factibilidade 
Determine, se existe, um conjunto X1, . . . ,XK tal que: 
/\f'L(X1, . . . ,XKW g M'1z(X1, . . . ,XR-)M (B5)
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o Minimização de um Objetivo Linear sujeito a restrições LMI. 
onde c E ÊRN é dado. 
Minimize c'x 
sujeito a : /\f'LÍ(m)J\f Ê ./\/l'R(ac)/Vl (B.6
Apêndice C 
Valores Singulares
I 
Definição C.1 Dada uma matriz A 6 C"°“" de posto r, definimos os valores singulares de A : 
az- Ê \/À¿(A*A) ,M i: 1,...,r 
Teorema C.1 (Decomposição em valores singulares.) Toda matriz A E C“×m de posto 1° 
pode se decompor da forma seguinte:
_ 
21,. O * ,tolo Olv 
sendo U E CM" e V E .Cmxm ambas unttdrtasl e 2,. = cltag[a1, . ..o',], 01 2 02 2 ...UT > 0. 
As colunas de U e V sao chamadas de vetores singulares esquerdos e direitos, respec- 
tivamente. 
Notação: 
ã = U1 é 0 maximo valor singular. 
Q = UT é o mínimo valor singular. 
Propriedades: 
1. U,-(A) _ õ(B) g 0,-(A + B) g ff,-(A) + õ(B). r 
2. õ(A) é a norma induzida pela norma euclidiana entre os espaços C" e Cm. Para verificar 
esta afirmação note que pela definição de norma induzida tem-se: 
:rt/l*A:v 
HAN = sup -1 = sup -T- 
||znz¢‹› H$||2 ||z||z¢<› W 1" 
' 1Uma matriz M é unitária se satisfaz M M * : I.
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Dado que M = A*A é uma matriz normal, que satisfaz MM' = M'M, pode-se adotar 
um conjunto ortonormal de autovetores de M. Expressando cz: nessa base de C” : 
ZX; mw? _ ~ "A" = 53;; ×Í 
= “W 
O máximo valor singular ã(A) expressa o máximo ganho em norma euclidiana que 
fornece a transformação linear y = Am. Esse ganho máximo se da na direção do vetor v1 E C”, 
o Vetor singular direito correspondente a 01. '
Apêndice D 
Trasformações Fracionárias Lineares 
Definição D.1 (Trasformações Fracionárias Lineares) Seja M uma matriz particionada 
na forma 
_ 
M21 M22 
e .sejam D1 C Cq1×p1 e D2 C Cq2×p2 dois conjuntos abertos. 
M 
[ 
M11 M12 
} 
6 c(1›1+112)×(‹11+qz)
~ Definimos as Trasformaçoes Fracionárias Lineares ( LF T ) como os mapas: .7-`¡(M, : 
D2 -› Cplxql e f'u(M,: D1 -› Cp2×'12 com 
HM, Az) -Ê Mu + M1zAz<I -`MzzAz)-1Mz1 
MM, Ai) ê Mzz + Mz1At(I - M11At)*M1z 
para todo Az G D2 e Au E D1, sempre que essas inversas existam. fz (fu) denota a Transfor- 
maçao Fracionária Linear inferior (superior). 
Exemplos: 
0 Sistemas dinâmicos lineares podem ser representados mediante uma LFT: 
Gn) z D + o($1 _ A)-1B = fuqâ glër) 
0 A transformação bilinear de Tustin: s = É = .7-`u([ xäš l ,z"1) 
. A nossa principal motivação em estudar este tipo de funções está ilustrada na figura 
D.1. Na figura D.1.a está representado um sistema de controle onde são separados a planta 
e o controlador, e é usualmente usado para síntese. Na figura D.1.b separa-se o sistema 
completo nominal de sua incerteza, interconexão que é utilizada para análise. Em forma 
`
89
\ 
w Z ~ l 90E 
I:
Ç 
(a) Z = .7-`¿(P,K) w (b) e = .7:u(P,A) v 
Figura D.1: Transformações Fracionárias Lineares 
alternativa, podem ser representados explicitamente os três principais componentes de um 
sistema de controle incerto: a planta, o controlador e a incerteza ( figura D.2 Para uma 
introdução ao álgebra das LFTS e uma discussão mais profunda de suas características pode-se 
consultar '[24, 32, 63]. A
H 
Figura D.2: Sistema Controlado Incerto
Apêndice E 
Exemplo 
Modelo nominal 
-.0199 -.0058 1-.0058 -.0151 
' 
.0232 
-.0452 -.0526 -.0061 -.0260 -.0155 
-.0788 -.0747 -.3803 .0008 -.0048 
A : .4557 -2.5943 -.1787 -2.9979 -.5308 
.3688 .1931 -.1753 .0710 -.5943 
1.0939 .7310 -.0358 .4058 .4069 -.4940 
0 0 0 1 
0 0 0 0 
1 -.0456 -.0083 .4735 -.0016 
-.0369 .2785 .0086 .3600 
-3.1126 -.0032 .0076 .0002 
2 4241 20 8327 1 0196 9 1903 
-.3205 .2538 -6.3329 -.0648 
5.7889 -2.6208 2.3832 -11.0904 
Fatores de escala 
u,v, 
T' 
0, ¢ 
6colM 
ôlat 
ôlong 
6colT 
ur : 1067 
: 20 
2 20 
: 9 
: 875 
: 15 
: 185 
91 
.0006 
.0148 
0420 
.4155 
0013 
.0005 -.0154 
.9994 .0343 
B: ía u n à C: 
0 0 0 0 
0 0 0 0 
ft/S 
graus/s 
graus 
graus 
graus 
graus 
graus 
©©©©©© ©©©©©© 
0 -.6652 
.6648 ~.0003 
.0228 .0102 
©©©©©›-I
0
0 
©©© 
©©©©›-*O 
©©©i-“G5 
©©›-*©©© 
0
0 
©©© 
CD›-^©©©© 
>--'©©©©©
~ Variaçoes paramétricas devidas ao peso 
-0.0020 -0.0007 0 -0.0007 0.0010 0 
-0.0053 0.0009 0 -0.0009 -0.0007 -0.0008 
0 0 0.0220 0 0 0 ' 
0.0449 -0.4598 0 -0.0729 -0.0130 0.0077 A,,= 0.0302 0.0169 -0.0022 0.0017 -0.0145 0.0002 
0 0.0135 -0.0032 0.0075 0 -0.0005 
0 0 0 0 0 0 
0 0 0 0 0 0 
BP 
Modelo de referência 
AM = 
©©©©© 
3?-*GG 
0.0012 -0.0004 0.0208 
0.0001 0.0122 0.0004 -0.0187 
0.1803
0 
0 0 0 
_ -0.1665 0.5083 0.0249 0.1690 
0.0002 0.0062 -0.1545 -0.0039 
0.2748 0 0 -0.2039 
0 0 0 0 
0 0 0 0
M 
-40
0 -4 
0 0 
1 0 
©©©© 
8 0 
__ AM BM 
I 0 
-4 0 0 0 0 0 
-4 0 0 - 
©©©©©|›J> 
©©©©O0© 
©©©OO©© 
©©©©©©©© 
©CD©©©©©©
Apêndice F
~ 
Transparências da Defesa
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Abstração 
V' 
/<ÍÉÊÊ\
A 
Abstração 
INTRODUÇÃQ 
Modelo 
He 
aIHEø> 
«»- 
EEe>
I >< 
Análise 
ntese 
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Estabilidade 
Desempenho 
Robustez 
Implementação 
\\ši¿/
1. NORMAS 
Norma de matrizes: 
A IIÁWII 
IIAII = m,g1><_* 
|I<12II 
N orma, 2 de sinais: 
V 
||zz(ú)|¡2 ê /_+;° |¡z,(ú)||2âú z Enzrgéa 
Norma 'Hz de sistemas: 
Ê ||h(t)||2 = Energia da Resposta Impulsional 
Norma HOO de sistemas: 
Ê maxw = Máximo da Resposta em Freqüência
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Critérios de Desempenho 
'LU 
fr' = r0(t) conhecido 
~ w G {w(f) I ¬I|'w(t)r|I2 < <><>} 
:> ||Te,.R0(s)H2 = Seguimento de sinais de referência 
:> HT yw(s)r||<×, = Rejeição de perturbações no Pior Caso
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2. MODELAGEM DE SISTEMAS INCERTOS 
Origem da Incerteza: 
o Desconhecimento parcial do processo físico 
o Complexidade
~ o Variaçoes paramétricas - 
Tipos de Incerteza: . 
o Incerteza Paramétrica 
o Incerteza Dinamica 
o Incerteza Estruturada E 
Compromissos na modelagem: 
o Simplicidade 
o Generalidade
~ o Exatidao 
o Pessimismo
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o Incerteza Dinâmica 
Q = G'+Í/VA; ||AHo<, <1 
H:
~ 
ãlífl 
i M 
o Incerteza Paramétrica \/ 
o Composição de elementos incertos
P l? Ê 1: 
L.. |-| _fL. ''''''''' ¬ _fÉ I_.I
~ 
_________ __
M 
- 100
Modelagem de Sistemas Incertos 
Sumárlo
A 
'LUA 
I ZAM 
T' 6 --› -›- 
IZA _ M11 Mlgš 'UJA 6 IMz1MzzH,« 
BA = {A : A estruturado, ||A||oo < 1} 
ze = .7:u(M, A)fr 
o Incerteza Dinâmica \/ 
o Incerteza Pararnétrica \/ 
0 Incerteza Estruturada \/ 
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3. ANÁLISE de SISTEMAS INCERTOS 
'LU 
7'
A 
A A M
6
Z 
ii- 2-)- 
e = .7:u(M, A)r 
BA = {A : A estruturado, ||A||oo < 1} 
Objetivos da análise: 
o Estabilidade Nominal 
o Desempenho Nominal: 
o Est abilidade Robusta: 
o Desempenho Robusto: 
~
« 
||7'"zz(M›0)||z×› = ||M22||‹×~› <1 
f ( 
lIfu( 
S2 
všš ¡> 
1> 
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) estável VA -E BA 
Ww<1VAeBA
I. Estabilidade Robusta
E
Ê 
Margem de Estabilidade 
~ Km(G(8)) ê m¿n{||A||OO z as e ci, d@z:[I + GA] z o} 
Margem de Incerteza Condição de 
Incerteza Estabilidade padronizada Estabilidade 
A u 
V Km Robusta 
Õ real Margem de ganho |6| < 1 
ejø Margem de fase |t9| < 1 
Km2_1 
A não 1 V aí* 
V A OO < 1 estruturada ||M11||oo 
A estruturada K m BA 
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-1 `HM'"Hco 
Í | z
/
/ 
. /
/
Z
/
/
/
/
/
/
/ 
/,
/ 
- 2 
'L 
1 M,¬uw1 
, 
Estabilidade Robusta não estruturada <=> < 1 11oo__ 
H 
. :> Desempenho H °° Estabfilzdade Robusta 
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Valor Singular Estruturado 
zz<G<â‹»>> Ê ~ 1 
- minA{ : 'det[Í+ G(jw)A] === 0} 
||G<s>||,z Ê m¿z×mG<â~>1 =É 
Í 
Estabilidade Robusta <==> ||M11||M É l| 
II. Desempenho Robusto
.
É ÉIHg 1° M e M M 
z||T@z~IIz×> <1\/A Estabilidade vAd,A Estabilidade Robusúa 
Ad
A 
\ 
Desempenho Robusto <=> fl Ê 1] 
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Sumário 
Análise de Sistemas Incertos -~
A 
QUA ZAM 
'Í' C 1» -› 
Incerteza Estabilidade Desempenho 
A = O 72e(À) < O ›||M22||<×, 51
~ A nao - 
estruturada ||M11I|°° S1 S1 
A . 
estruturada I|'M11||” S1. S1 
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~ 4. SÍNTESE DE CQNTROLADORES 
UIA ZA IU
M 
T' 6 7' 
ANÁLISE SÍNTESE
~ Problema de Síntese Padrao 
'LU Z 
G ¬ 
IIIÍHK
~ 
~ Oz 
1^r}%ní|A|TZw||a cx = 2, oo, M 
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'Síntese de Controladores 
ao Problema Padrao em Hz: 
o Equivalente a LQG 
o Rejeição de perturbações de forma conhecida 
o Duas equações algébricas de Riccati 
0 o(K) = o(G) 
Problema Padrão em HOO: 
o Rejeição de perturbações no pz`o'r caso 
o Estabilidade robusta não estruturada 
o Duas equações algébricas de Riccati + iteraçäo 
o o(K) = o(G) 
,u-Síntese: 
0 Estabilidade / desempenho robusto estruturado 
o Soluçao subótima V 
o o(K) 2 o(G) 
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5. CONTROLADORES de DOIS GRAUS DE LIBERDADE 
wi _ T6 C U 8 
Propriedades Propriedades 
Entrada / Saída da malha 
o Resposta za comandos 0 Rejeição de perturbações 
0 Desacoplamento 0 Alocação de pólos 
entre canais 0 Estabilidade 
o Seguimento 
í Tsr 
R 
0 Regulação 
o Robustez í Tsw V 
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f _ _ _ _ _ _ _ - _ - -_
~ 
L _ _ _ _ _ _ _ _ _ _ __ 
Q
fi~° _______ E. 'LU 8 'I ¬í>-J 
F :> Rejeição de perturbações. Estabilidade. Robustez 
P 2 Seguimento de sinais de referência. 
Técnicas de Projeto 
Síntese de F + 'Síntese de P Síntese de K 
Flexibilidade 
Desempenho 
0(K) 2 30(G¿,,) + . .. 0(K) 2 0(Gp) + . 
110 " `
Projeto em dois passos com ordem reduzida 
I. Síntese de F 
,Uz, Hz, 7100,... í>F 
II. Síntese de P 'tal que o(K) = o(F) 
Dado 
~ F<S>=í%Íí%§%} 
Aóøtamos 
=> P(8) z {;â£‹}%7¶F 
z.x;Bz~ vz- DJ 
o P ”aproveita,” a dinâmica de F u 
0 o(K) = 0(F) 
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K G UA V - P 'U 
T _ 
AÁ B0-Í-B172, ZT_ C D0-I-D1'R 
Problema 7100 
Existe IC* tal que ||TZ,.||oo < 7 
<:=> 
existem Q/ e R tais que 
3/A' + Ay B0 + B1R 3/C' 
~ B¿+R'B; _yI Dz,+12'D; <o 
CJ/ D0 + D1R -'yI 
Problema Hz 
*”%ik11||Tz,«||zz <=›› R z -(B§L‹,B1)"1B;L(,B0 
onde A'L,, + LOA + C"C' = O 
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6. EXEMPLQ de APLICAÇÃQ 
g 
(Í 
~
D
5 šíà-2 
iva I' 
ug, vg, wg 2 velocidade linear 
p, q, fr : velocidade angular 
qb, 9, 1/1 :atitude 
Açao de controle a 
_ 
: 6colM _ ôlatcosg _ ólongsenš 
ÕT : '6colT 
í U' : [6colM› ôlatv ôlongá ôcolT], 
113. 
1:|¡-fl. 
CDÍ
Modelo do sistema incerto 
“ 
.(91 E (S1.-A)-1” c ~ 8 U
o 
AP E 6 
Dinâmica do helicóptero 
{ú;~=[A+A¡,6,,]:z+[B+B,,6,,]zz; 
Iôpl <1 s=C':1: - 
5 : [wg›p› qa 'r› Çbv 91/
i 
Atuadores Sensores 
§‹z(8) = [Í + W‹z(8)A‹z] 948) = [Í + Ws(S)A8] 
Was) z gg-561 WS) z 0.11 
Aa = dz`ag{õa1,. . . ,6a4} As = d'¿ag{Õ81,.. . , 686 
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Ú
tAZ'~ 
Zz' 
rw. 
Z 
É XV' 8 uib XD- 'U 
Aa 
Ai z As 
ôpl 
av Especificaçoes de desempenho 
o Resposta em atitude em pitch e roll 
o Resposta em velocidade em heave e yaw 
o Larguras de faixa: 
_
V 
pitch : wBW > 2.0 rad/s 
roll : wgw > 3.5 rad/s 
yaw: wBW > 3.5 rad/s 
o Amortecimento: 5 > 0.35 
o Acoplamento < 25 % 
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PROJETO 
I. ,Ló-Síntese de K
É
É "G 
“IE
I 
Q 
V, 
ea
d 
Modelo de referência M: 
9 cb w2
M 
'fl 
06 ébc s2+2€wns+‹»ä 
rw_À 
rc wc s + À 
p-Síntese => K1(s 
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7. CONCLUSÕES e PERSPECTIVAS 
Controle Robusto 
o Sistemas Multivariáveis Lineares Incertos 
0 Hipóteses realistas ' 
0 Normas 
o Condições fortes e calculáveis 
Controladores de Dois Graus de Liberdade 
D 1 " o uas ci asses de especificaçoes de desempenho 
Q Síntese independiente 
0 Técnicas de projeto de ordem reduzida 
Exemplo 
o Problema multivariável 
o Modelagem + Síntese + Análise
_ 
Perspectivas 
o Extensão das técnicas de projeto de prefiltros 
0 Controle Robusto para Sistemas LPV 
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