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Joe Kramer-Miller
Abstract
The purpose of this article is to prove a “Newton over Hodge” result for finite charac-
ters on curves. LetX be a smooth proper curve over a finite field Fq of characteristic p ≥ 3
and let V ⊂ X be an affine curve. Consider a nontrivial finite character ρ : πet
1
(V )→ C×.
In this article, we prove a lower bound on the Newton polygon of the L-function L(ρ, s).
The estimate depends on monodromy invariants of ρ: the Swan conductor and the local
exponents. Under certain nondegeneracy assumptions this lower bound agrees with the
irregular Hodge filtration introduced by Deligne. In particular, our result further demon-
strates Deligne’s prediction that the irregular Hodge filtration would force p-adic bounds
on L-functions. As a corollary, we obtain estimates on the Newton polygon of a curve
with a cyclic action in terms of monodromy invariants.
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1 Introduction
Let p be a prime with p ≥ 3 and let q = pa. LetX be a smooth proper geometrically connected
curve of genus g with function field K(X). We define GX to be the absolute Galois group
of K(X). Let ρ : GX → C× be a continuous character. The L-function associated to ρ is
defined by
L(ρ, s) =
∏ 1
1− ρ(Frobx)sdeg(x)
, (1)
where the product is taken over all closed points x ∈ X where ρ is unramified. By the Weil
conjectures for curves (see [28]) we know that
L(ρ, s) =
d∏
i=1
(1− αis) ∈ Z[s].
3It is then natural to ask what we can say about the algebraic integers αi. The Riemann
hypothesis for curves tell us that |αi|∞ = √q for each Archimedean place. Deligne’s work on
the Weil conjectures tells us further that the αi are ℓ-adic unit for any prime ℓ 6= p (see [6]).
This leaves us with the question: what are the p-adic valuations of the αi?
The purpose of this article is to study the p-adic properties of L(ρ, s). We prove a
“Newton over Hodge” result. This is in the vein of a celebrated theorem of Mazur (see
[17]), which compares the Newton and Hodge polygons of an algebraic variety over Fq. Our
result differs from Mazur’s, in that we study cohomology with coefficients in a local system.
Our Hodge bound is defined using two monodromy invariants: the Swan conductor and the
tame exponents. The representation ρ is analogous to a rank one differential equation on a
Riemann surface with regular singularities twisted by an exponential differential equations
(i.e. a weight zero twisted Hodge module in the language of Esnault-Yu in [8]). In this
context one may define an irregular Hodge polygon (see [7] or [8]). The irregular Hodge
polygon agrees with the Hodge polygon we define under certain nondegeneracy hypotheses.
Our result thus gives further credence to the philosophy that characteristic zero Hodge-type
phenomena force p-adic bounds on lisse sheaves in characteristic p.
1.1 Statement of main results
To state our main result, we first introduce some monodromy invariants. The character ρ
factors as ρ = ρwild ⊗ χ, where |ρwild| = pn and |χ| = N with gcd(N, p) = 1.
1. (local) Let Q ∈ X be a closed point. After increasing q we may assume that Q is an
Fq-point. Let tQ be a local parameter at Q. Then ρ pulls back to a local representation
ρQ : GQ → C×, where GQ is the absolute Galois group of Fq((tQ)). We let ρwildQ (resp.
χQ) denote the pullback of ρ
wild (resp. χ) along Q.
(a) (Swan conductors) Let IQ ⊂ GQ be the inertia subgroup at Q. There is a decreas-
ing filtration of subgroups IsQ on IQ, indexed by real numbers s ≥ 0. The Swan
conductor at Q is the infimum of all s such that IsQ ⊂ ker(ρQ) (see [11, Chapter
1]). We denote the Swan conductor by sQ. Note that sQ = 0 if and only if ρ
wild
Q
is unramified.
(b) (Tame exponents) After increasing q we may assume χQ is totally ramified at Q.
There exists eQ ∈ 1q−1Z such that GQ acts on t
eQ
Q by χQ. Note that eQ is unique
up to addition by an integer.
• The exponent of χ at Q is the equivalence class eQ of eQ in 1q−1Z/Z.
• We define ǫQ to be the unique integer between 0 and q−2 such that ǫQq−1 ∈ eQ.
• Write ǫQ = eQ,0 + eQ,1p + . . . eQ,a−1pa−1, where 0 ≤ eQ,i ≤ p − 1. We define
ωQ =
∑
eQ,i, the sum of the p-adic digits of ǫQ. Note that ωQ = 0 if and only
if χQ is unramified.
We refer to the tupleRQ = (sQ, eQ, ǫQ, ωQ) as a ramification datum and TQ = (eQ, ǫQ, ωQ)
4as a tame ramification datum. We define the sets
SQ =

∅ sQ = 0{
1
sQ
, . . . ,
sQ−1
sQ
}
sQ 6= 0 and ωQ = 0{
1
sQ
− ωQasQ(p−1) , . . . ,
sQ
sQ
− ωQasQ(p−1)
}
sQ 6= 0 and ωQ 6= 0
.
2. (global) Let τ1, . . . , τm ∈ X be the points at which ρ ramifies and let n ≤ m be such
that τ1, . . . , τn are the points at which χ ramifies. We define
Ωρ =
1
q − 1
m∑
i=1
ωτi .
This is a global invariant, built up from the p-adic properties of the local exponents.
One can show that Ωρ ∈ Z≥0 (see §5.3.2).
We may now introduce our main result.
Theorem 1.1. The polygon NPq(L(ρ, s)) lies above the polygon whose slopes are
{
0, . . . , 0︸ ︷︷ ︸
g−1+m−Ωρ
} ⊔ { 1, . . . , 1︸ ︷︷ ︸
g−1+m−n+Ωρ
} ⊔ ( m⊔
i=1
Sτi
)
,
where ⊔ denotes a disjoint union.
Remark 1.2. When ρ factors through an Artin-Schreier cover, Theorem 1.1 is due to previous
work of the author (see [13]).
Remark 1.3. The only other case where parts of Theorem 1.1 were previously known is
when X = P1 and ρ is unramified outside of Gm. Work of Adolphson-Sperber (see [1] and [2])
studies the case where |Im(ρ)| = pN and gcd(p,N) = 1. We note that the work of Adolphson
and Sperber treats the case of higher dimensional tori as well. These groundbreaking methods
were applied to the case when ρ is totally wild by Liu and Wei in [16], introducing ideas from
Artin-Schreier-Witt theory. For ρ with arbitrary image there are some results by Liu (see
[15]), under some strict conditions on the wild part of ρ (this case corresponds to Heilbronn
sums).
To the best of our knowledge, Theorem 1.1 was completely unknown outside of the situ-
ations described in Remark 1.2 and Remark 1.3.
1.1.1 Newton polygons of abelian covers of curves
Theorem 1.1 also has interesting consequences for Newton polygons of cyclic covers of curves.
Let G = Z/NpnZ, where N is coprime to p. Let f : C → X be a G-cover ramified over
τ1, . . . , τm. We let H
1
cris(X) (resp. H
1
cris(C)) be the crystalline cohomology of X (resp.
C). For a character ρ of G, we let H1cris(C)
ρ be the ρ-isotypical subspace for the action
of G on H1cris(C). Let NPC (resp. NPX and NP
ρ
C) denote the q-adic Newton polygon
of det(1 − sF|H1cris(C)) (resp. det(1 − sF|H1cris(X)) and det(1 − sF|H1cris(C)ρ)). We are
5interested in the following question: to what extent can we determine NPC from NPX and
the ramification invariants of f? The most basic result is the Riemann-Hurwitz formula,
which determines the dimension of H1cris(C) from H
1
cris(X) and the ramification invariants.
When N = 1, there is also the Deuring-Shafarevich formula (see [5]), which determines the
number of slope zero segments in NPC . In general, however, a precise formula for the slopes
of NPC seems impossible. Instead, the best we may hope for are estimates. To connect this
problem to Theorem 1.1, recall the decomposition:
det(1− sF|H1cris(C)) = det(1− sF|H1cris(X))
∏
ρ
det(1− sF|H1cris(C)ρ), (2)
where ρ varies over the nontrivial characters Z/NpnZ→ C×. By the Lefschetz trace formula
we know L(ρ, s) = det(1 − sF|H1cris(C)ρ). Thus Theorem 1.1 gives lower bounds for NPC
using (2).
Consider the case where N = 1, so that G = Z/pnZ. Let ri be the ramification index of
a point of C above τi and define
Ω =
m∑
i=1
pn−ri(pri − 1)
For j = 1, . . . , n, let Cj be the cover of X corresponding to the subgroup p
jZ/pnZ ⊂ G. Fix
a point xi(j) ∈ Cj above τi; this gives a local field extension of Fq((tτi)). We let sτi(j) denote
the largest upper numbering ramification break of this extension.
Corollary 1.4. The Newton polygon NPC lies above the polygon whose slopes are the mul-
tiset:
NPX ⊔
{
0, . . . , 0︸ ︷︷ ︸
(pn−1)(g−1)+Ω
, 1, . . . , 1︸ ︷︷ ︸
(pn−1)(g−1)+Ω
⊔
(
m⊔
i=1
n⊔
j=1
pj−1(p − 1)×
{
1
sτi(j)
, . . . ,
sτi(j)− 1
sτi(j)
})
,
where we take { 1sτi (j) , . . . ,
sτi(j)−1
sτi(j)
} to be the empty set when sτi(j) = 0.
Remark 1.5. When N > 1, we can obtain a complicated bound for NPC from Theorem
1.1 and (2). Alternatively, we can replace X with the intermediate curve Xtame satisfying
Gal(C/Xtame) = Z/pnZ and then apply Corollary 1.4 to the cover C → Xtame to obtain a
bound. Both bounds are the same.
1.2 Outline of proof
The classical approach to studying p-adic properties of exponential sums on tori no longer
work when one considers more general curves. Instead, we have to expand on the methods
developed in earlier work of the author on exponential sums on curves (see [13]). We use the
Monsky trace formula (see §7.1). This trace formula allows us to compute L(ρ, s) by studying
Fredholm determinants of certain operators. More precisely, let V = X−{τ1, . . . , τm} and let
B be the coordinate ring of V . Let L be a finite extension of Qp whose residue field is Fq such
that the image of ρ is contained in L×. Let B† be the ring of integral overconvergent functions
on a formal lifting of B over OL (see §3). For example, if V = A1, then B† = OL〈t〉† (i.e. B†
6is the ring of power series with integral coefficients that converge beyond the closed unit disc).
Choose an endomorphism σ of B† → B† that lifts the q-power Frobenius of B. Using σ we
define an operator Uq : B
† → B†, which is the composition of a trace map Tr : B† → σ(B†)
with 1qσ
−1.
The Galois representation ρ corresponds to a unit-root overconvergent F -crystal of rank
one. This is a B†-module M = B†e0 and a B
†-linear isomorphism ϕ : M ⊗σ B† →M . Note
that this F -isocrystal is determined entirely by α ∈ B† satisfying ϕ(e0⊗1) = αe0. We refer to
α as the Frobenius structure of M . In our specific setup (see §3), the Monsky trace formula
can be written as follows:
L(ρ, s) =
det(1− sUq ◦ α|B†)
det(1− sqUq ◦ α|B†) ,
where we regard α as the “multiplication by α” map on B†. Thus, we need to understand
the operator Uq ◦ α. Let us outline how we study this operator.
Lifting the Frobenius endomorphism. Both Uq and α depend on the choice of Frobenius
endomorphism σ. When V = Gm, the natural choice is t 7→ tq. However, no such natural
choice exists for higher genus curves. Our approach is to pick a convenient mapping η :
X → P1 and then pull back the Frobenius t 7→ tq along η. We take η to be a tamely
ramified map that is e`tale outside of {0, 1,∞}. We may further assume that η(τi) ∈ {0,∞}
and the ramification index of every point in η−1(1) is p − 1 (see Lemma 3.1). This leaves
us with two types of local Frobenius endomorphisms. For Q ∈ X with η(Q) ∈ {0,∞},
we may take the local parameter at Q to look like uQ = t
± 1
d , where d is the ramification
index at Q. In particular, the Frobenius endomorphism sends uQ 7→ uqQ. If η(Q) = 1, we
take the local parameter to look like uQ = (t − 1)
1
p−1 . Thus, the Frobenius endomorphism
sends uQ 7→ p−1
√
(uQ + 1)p−1 − 1. In §4 we study Uq for both types of local Frobenius
endomorphisms and in §5.2 we study the local versions of the Frobenius structure α.
The problem of a-th roots of Uq◦α. To obtain the correct estimates of det(1−sUq◦α|B†),
it is necessary to work with an a-th root of Uq ◦ α. That is, we need an element α0 ∈ B†
and a Up operator (this is analogous to the Uq operator, but for liftings of the p-power
endomorphism) such that (Up ◦ α0)a = Uq ◦ α. However, this a-th root is only guaranteed to
exist if the order of Im(χ) divides p− 1 (see §5.1). This presents a major technical obstacle.
The solution is to consider
a−1⊕
i=0
ρwild ⊗ χ⊗pi , which is a restriction of scalars of ρ. The L-
functions of each summand are Galois conjugate, and thus have the same Newton polygon.
We can then study an operator Up ◦N , where N is the Frobenius structure of the F -crystal
associated to
a−1⊕
i=0
ρwild ⊗ χ⊗pi . This is similar to the idea used in Adolphson and Sperber’s
study of twisted exponential sums on tori (see [1]). They present it in an ad-hoc manner,
but the underlying idea is that they are studying
a−1⊕
i=0
ρwild ⊗ χ⊗pi in lieu of ρ.
Global to local computations. When V is Gm or A
1, the ring B† is just OL〈t〉† or
OL〈t, t−1〉†. In both cases, it is relatively easy to study operators on B†. The situation is
7more complex for higher genus curves. Our approach to make sense of B† is to “expand”
each function around the τi (and some other auxiliary points). Namely, let ti ∈ B† be a
function whose reduction in B has a simple zero at τi. We let OE†i be the ring of integral
Laurent series in ti that converge on an annulus r < |ti|p < 1 (i.e. the bounded Robba ring).
Any f ∈ B† has a Laurent expansion in ti, and our overconvergence condition implies this
expansion lies in O
E†i
. We obtain an injection:
B† →֒
⊕
i=1
O
E†i
. (3)
The operator Up ◦N extends to an operator on each summand. By carefully keeping track of
the image of B†, we are able to compute on each summand (see §7.2). This lets us compute
Up ◦ N on the bounded Robba ring, which ostensibly looks like a ring of functions on Gm.
We are thus able to compute Up ◦ N by studying local Frobenius structures and local Up
operators.
Local and Global Frobenius structures and Ωρ. In §5.2 we study local Frobenius
structures and in §3.4 we study the global Frobenius structure. A major technical obstacle
is comparing the two (see §5.3.3). The presence of tame ramification gives rise to difficulties
not present in previous work. In particular, when comparing local and global Frobenius
structures we end up having to “twist” the image of (3). This process explains the invariant
Ωρ occurring in Theorem 1.1– it arises by “averaging” the local exponents for each ρ
wild⊗χ⊗pi.
This invariant is essentially absent in the work of Adolphson-Sperber, since Ωρ = 1 if V = Gm.
1.3 Further remarks
The question of pinning down the exact Newton polygon of a covering of a curve, as well the
Newton polygon of the isotypical constituents, is a fascinating question. A general answer
seems impossible, but one can certainly hope for results that hold generically. If the genus
of X and the monodromy invariants from §1.1 are specified, what is the Newton polygon
for a generic character? We believe the bound from Theorem 1.1 should only be generically
attained if N |p− 1 and there are some congruence relations between p and the Swan conduc-
tors. When ρ factors through an Artin-Schreier cover, this is known by combining work of
the author (see [13]) together with work of Booher-Pries (see [3]). The next step would be
to study the case arising from a cyclic cover whose degree divides p(p− 1) (or even allowing
higher powers of p). When N ∤ p− 1, the bound from Theorem 1.1 has too many slope zero
segments. The issue is that a generic tame cyclic cover of degree N is not ordinary, even if
X is ordinary (see [4]). Even when X = P1, the study of Newton polygons for tame cyclic
covers is already a complicated topic (see e.g. [14]). The author plans to return to these
questions in a later time.
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82 Notation
2.1 Conventions
The following conventions will be used throughout the article. We let Fq be an extension of
Fp with a = [Fq : Fp]. It is enough to prove Theorem 1.1 after replacing q with a larger power
of p. In particular, we increase q throughout the article if it simplifies arguments. We will
frequently have families of things indexed by i = 0, . . . , a− 1 (e.g. the p-adic digits eQ,i of ǫQ
from §1.1). It will be convenient to have the indices “wrap around” modulo a. That is, we
take eQ,a to be eQ,0, eQ,a+1 to be eQ,1, and so forth.
Let L0 be the unramified extension of Qp whose residue field is Fq. Let E be a totally
ramified finite Galois extension of Qp of degree e and set L = E⊗Qp L0. We define OL (resp.
OE) to be the ring of integers of L (resp. E) and let m be the maximal ideal of OL. We let
π◦ be a uniformizing elemenet of E. Fix π = (−p)
1
p−1 and for any positive rational number s
we set πs = π
1
s . We will assume that E is large enough to contain πsτi for each i = 1, . . . ,m.
We also assume that E is large enough to contain the image of ρwild (i.e. E contains enough
p-th power roots of unity). Define ν to be the enodmorphism id ⊗ Frob of L, where Frob
is the p-Frobenius automorphism of L0, and let σ = ν
a. For any E-algebra R and x ∈ R,
we obtain an operator R → R sending r 7→ xr. By abuse of notation, we will refer to this
operator as x. For any ring R with valuation v : R→ R and any x ∈ R with v(x) > 0, we let
vx(·) denote the normalization of v satisfying vx(x) = 1.
2.2 Frobenius endomorphisms
Let A be an Fq-algebra, let A be an OL-algebra with A⊗OL Fq = A, and let A = A⊗OL L. A
p-Frobenius endomorphism (resp. q-Frobenius endomorphism) of A is a ring endomorphism
ν : A → A (resp. σ : A → A) that extends the map ν (resp. σ) on OL defined in §2.1 and
reduces to the p-th power map (resp. q-th power map) of A. Note that ν (resp. σ) extends
to a map ν : A → A (resp. σ : A → A), which we refer to as a p-Frobenius endomorphism
(resp. q-Frobenius endomorphism) of A.
2.3 Definitions of local rings
We begin by defining some rings and modules, which will be used throughout this article.
We define L-algebras:
E =
{
∞∑
−∞
ant
n
∣∣∣∣∣ We have an ∈ L, limn→−∞ vp(an) =∞,and vp(an) is bounded below.
}
,
E† =
{
∞∑
−∞
ant
n ∈ E
∣∣∣∣∣ There exists m > 0 such thatvp(an) ≥ −mn for n≪ 0
}
.
We refer to E as the Amice ring over L with parameter t. Note that E† and E are local fields
with residue field Fq((t)). The valuation vp on L extends to the Gauss valuation on each of
these fields. We define OE (resp. OE†) to be the subring of E (resp. E†) consisting of Laurent
9series with coefficients in OL. Note that if ν : E → E is any p-Frobenius endomorphism, we
have Eν=1 = E. For m ∈ Z, we define the L-vector space of truncated Laurent series:
E≤m =
{
∞∑
−∞
ant
n ∈ E
∣∣∣∣∣ an = 0 for all n > m
}
.
The space E≤0 is a ring and E≤m is an E≤0-module. There is a natural projection E → E≤m,
given by truncating the Laurent series. Finally, we define the OL-algebra OmE by
OmE =
{
∞∑
−∞
ant
n ∈ OE†
∣∣∣∣∣ For all n < 0 we havevp(an) ≥ − 1mn
}
.
These are bounded analytic functions on the annulus 0 < vp(t) <
1
m . For any c0, . . . , ca−1 ∈ E ,
we define the a× a matrices:
diag(c0, . . . , ca−1) =
c0 . . .
ca−1
 ,
cyc(c0, . . . , ca−1) =

c0
. . .
ca−2
ca−1
 ,
tcyc(c0, . . . , ca−1) = cyc(c0, . . . , ca−1)
T .
3 Global setup
We now introduce the global setup, which closely follows [13, §3]. We adopt the notation
from §1.1.
3.1 Mapping to P1
Lemma 3.1. After increasing q, there exists a tamely ramified morphism η : X → P1Fq ,
ramified only above 0, 1, and ∞, such that τ1, . . . , τm ∈ η−1({0,∞}) and each P ∈ η−1(1)
has ramification index p− 1.
Proof. This is [13, Lemma 3.1].
3.2 Basic setup
Write P1Fq = Proj(Fq[x1, x2]) and let t =
x1
x2
be a parameter at 0. Fix a morphism η as in
Lemma 3.1. For ∗ ∈ {0, 1,∞} we let {P∗,1, . . . , P∗,r∗} = η−1(∗) and set W = η−1({0, 1,∞}).
Again, we will increase q so that each P∗,i is defined over Fq. Fix Q = P∗,i ∈ W . We define
eQ to be the ramification index of Q over ∗. From Lemma 3.1, if ∗ = 1 we have eQ = p − 1
for 1 ≤ i ≤ r1, so that r1(p − 1) = deg(η). Also, by the Riemann-Hurwitz formula
(g − 1) + (r0 + r1 + r∞) = deg(η) − g + 1, (4)
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where g denotes the genus of X. Let U = P1Fq−{0, 1,∞} and V = X−W . Then η : V → U is
a finite e`tale map of degree deg(η). Let B (resp. A) be the Fq-algebra such that V = Spec(B)
(resp. U = Spec(A)).
Let P1OL be the projective line over Spec(OL) and let P1OL be the formal projective line
over Spf(OL). Let t be a global parameter of P1OL lifting t. By the deformation theory of
tame coverings (see [9, Theorem 4.3.2]) there exists a tame cover X → P1OL whose special
fiber is η and by formal GAGA (see [23, Tag 09ZT]) there exists a morphism of smooth curves
X → P1OL whose formal completion is X → P1OL . There exists local parameters t∗ and uQ,
which yield the diagram:
ÔX,Q ∼= OL[[uQ]] ÔX,Q ∼= Fq[[uQ]]
Ô
P1
OL
,∗
∼= OL[[t∗]] ÔP1
Fq
,∗
∼= Fq[[t∗]].
Our assumptions on the branching of η allows us to choose uQ such that u
eQ
Q = t∗. We obtain
an OL-point of P1OL (resp. X) by evaluating at t∗ = 0 (resp. uQ = 0):
X Spec(OL[[uQ]]) Spec(OL)
P1OL Spec(OL[[t∗]]) Spec(OL)
We denote the OL-point of P1OL (resp. X) by [∗] (resp. [Q]). After applying an automorphism
of P1OL we may assume that [0] = 0 and [∞] = ∞ and [1] = 1. Thus we may take t0 = t,
t∞ =
1
t and t1 = t− 1.
Let U = P1OL − {[0], [1], [∞]} and V = X − {[R]}R∈W , so that η : V → U is e`tale. We
define U = P1OL − {0, 1,∞} and V = X − {R}R∈W . Note that U (resp. V) is the formal
completion of U (resp. V). Finally, we let Urig (resp. Vrig) be the rigid analytic fiber of U
(resp. V).
3.3 Local parameters and overconvergent rings
Let A (resp. Â and Â) be the ring of functions OU(U) (resp. OU(U) and OUrig(Urig)) and
let B (resp. B̂ and B̂) be the ring of functions OV(V) (resp. OV(V) and OVrig(Vrig)). Let E∗
(resp. EQ) be the Amice ring over L with parameter t∗ (resp. uQ). By expanding functions
in terms of the t∗ and uQ, we obtain the following diagrams:
B̂
⊕
R∈W
OER B̂
⊕
R∈W
ER
Â
⊕
∗∈{0,1,∞}
OE∗ Â
⊕
∗∈{0,1,∞}
E∗.
(5)
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We let A† (resp. B†) be the subring of Â (resp. B̂) consisting of functions that are overcon-
vergent in the tube ] ∗ [ for each ∗ ∈ {0, 1,∞} (resp. ]R[ for all R ∈ W ). In particular, B†
fits into the following Cartesian diagram:
B†
⊕
R∈W
O†EW
B̂
⊕
R∈W
OEW .
(6)
Note that A† (resp. B†) is the weak completion of A (resp. B) in the sense of [20, §2]. In
particular, we have A† = OL
〈
t, t−1, 1t−1
〉†
and B† is an finite e´tale A†-algebra. Finally, we
define A† (resp. B†) to be A† ⊗ Qp (resp. B† ⊗ Qp). Then A† (resp. B†) is equal to the
functions in Â (resp. B̂) that are overconvergent in the tube ] ∗ [ for each ∗ ∈ {0, 1,∞} (resp.
]R[ for all R ∈W ).
3.4 Global Frobenius and Up operators
Let ν : A† → A† be the p-Frobenius endomorphism that restricts to ν on L and sends t to tp.
Let σ = νa. For ∗ ∈ {0, 1,∞}, we may extend ν to a p-Frobenius endomorphism of E†∗ , which
we refer to as ν∗. In terms of the parameters t∗, these endomorphisms are given as follows:
t0 7→ tp0, t∞ 7→ tp∞, and t1 7→ (t1 + 1)p − 1.
Since the map Â → B̂ is e´tale and both rings are p-adically complete, we may extend
both σ and ν to maps σ, ν : B̂ → B̂. This in turn gives p-Frobenius endomorphisms νQ of EQ,
which make the diagrams in (5) p-Frobenius equivariant. Furthermore, since νQ extends ν∗,
we know that νQ induces a p-Frobenius endomorphism of E†Q. It follows from (6) that σ and
ν restrict to endomorphisms σ, ν : B† → B†. In terms of the parameters uQ, the p-Frobenius
endomorphisms νQ can be described as follows:
1. When ∗ is 0 or ∞, have uνQQ = upQ, since tν∗∗ = tp∗ and u
eQ
Q = t∗.
2. When ∗ = 1, we have uνQQ = p−1
√
(up−1Q + 1)
p − 1, since tν11 = (t1+1)p−1 and up−1Q = t1.
Following [25, §3], there is a trace map Tr0 : B† → ν(B†) (resp. Tr : B† → σ(B†)). We may
define the Up operator on B†:
Up : B† → B†
x 7→ 1
p
ν−1(Tr0(x)).
Similarly, we define Uq =
1
qσ
−1 ◦ Tr, so that Uap = Uq. Note that Up is E-linear and Uq is L-
linear. Both Up and Uq extend to operators on E†Q, which makes the diagram (5) equivariant.
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4 Local Up operators
Let ν be any p-Frobenius endomorphism of E† (see §2.2). We define Up to be the map:
1
p
ν−1 ◦TrE†/ν(E†) : E† → E†.
Note that Up is ν
−1-semilinear (i.e. Up(y
νx) = yUp(x) for all y ∈ E†). In this section, we will
study the growth of Up for the p-Frobenius endomorphisms of E† that appeared in §3.4.
4.1 Type 1: t 7→ tp
First consider the p-Frobenius endomorphism ν : E† → E† sending t to tp. We see that
Up(t
i) = 0 if p ∤ i and Up(t
i) = t
i
p if p | i. Thus, for s ≥ 0 we have:
Up(OsE ) ⊂ O
s
p
E , and Up(OLJπst−1K) ⊂ OLJπpst−1K. (7)
4.1.1 Local estimates
Let R = (s, e, ǫ, ω) be a ramification datum and let e0, . . . , ea−1 be the p-adic digits of ǫ as
in §1.1. For j = 0, . . . , a− 1 we define
q(e, j) = −
a−1∑
i=0
(i+ 1)ei+j .
Note that
q(e, j) − q(e, j + 1) = aej − ω. (8)
Let tni ∈
a−1⊕
j=0
E† denote the element that has tn in the i-th coordinate and zero in the other
coordinates. We then define the spaces
A(j)e,s = πq(e,j)as πps t−1j OLJπpst−1j K⊕OLJtjK
Ae,s =
a−1⊕
j=0
A(j)e,s ⊂
a−1⊕
j=0
E†.
We know −q(e, i) ≤ a(p− 1), which implies πq(e,j)as πps ∈ OL. In particular,
Ae,s ⊂
a−1⊕
j=0
OE† .
Proposition 4.1. Let ν be the p-Frobenius endomorphism that sends t 7→ tp. Let α ∈
OLJπst−1K and set A = tcyc(αt−e0 , . . . , αt−ea−1). Then:
Up ◦ A(Ae,s) ⊂ Ae,s, (9)
Up ◦ A(πq(e,j)as πnps t−nj ) ⊂ πn(p−1)s π−ωas Ae,s, (10)
for n ≥ 1 and 0 ≤ j ≤ a− 1
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Proof. For n ≥ 1 we have A(t−nj ) = αt−n−ej+1j+1 . Then from (8) we have:
A(πq(e,j)as π
pn
s t
−n
j ) = π
q(e,j)
as π
pn
s t
−n−ej+1
j+1 α
= πq(e,j+1)as π
n(p−1)
s π
−ω
as · (πn+ej+1s t−n−ej+1j+1 α).
Note that π
n+ej+1
s t
−n−ej+1
j+1 α ∈ OLJπst−1j+1K. Then (10) follows from (7). To prove (9), we
need to make sure Up ◦A(tnj ) ∈ Ae,s for n ≥ 0, which can be done by a similar argument.
4.2 Type 2: t 7→ p−1√(tp−1 + 1)p − 1
Next, consider the p-Frobenius endomorphism ν : E† → E† that sends t to p−1√(tp−1 + 1)p − 1.
Let u = tp−1 and let E0 be the Amice ring with parameter u. Then E is a Galois extension
of E0 with Gal(E/E0) ∼= Z/(p− 1)Z. Each summand of the decomposition
E =
p−1⊕
i=1
t−iE0 (11)
is a χ-eigenspace for some χ : Gal(E/E0) → µp−1. Note that ν commutes with Gal(E/E0).
Thus, the decomposition (11) is preserved by ν and Up. Define B = E0 ∩ Op−1E , so that
B =
{
∞∑
−∞
anu
n
∣∣∣∣∣an ∈ OL and vp(an) ≥ max{0,−n}
}
.
We then define the space
A =
p−1⊕
i=1
t−iB. (12)
We may describe an OL-basis of A as follows: consider the sequence
a(n) =
⌊n− 1
p− 1
⌋
for n ≥ 1.
Then {. . . , t2, t1, 1, pa(1)t−1, pa(2)t−2, . . . } is an OL-basis of A.
Proposition 4.2. Let ν be the p-Frobenius endomorphism of E† that sends t to p−1√(tp−1 + 1)p − 1.
For all n ∈ Z≥0 and 0 ≤ k ≤ p− 1, we have
Up(p
a(k+np)t−(k+np)) ∈ pnA,
Up(A) ⊂ A.
Proof. See [13, Proposition 4.4].
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5 Unit-root F -crystals
5.1 F -crystals and p-adic representations
Let S be either Spec(Fq((t))) or a smooth, reduced, irreducible affine Fq-scheme Spec(R). We
let S = Spec(R) be a flat OL-scheme whose special fiber is S and assume that R is p-adically
complete (if S = Spec(Fq((t))) then we may take R = OE ). Fix a p-Frobenius endomorphism
ν on R (as in §2.2). Then σ = νa is a q-Frobenius endomorphism.
Definition 5.1. A ϕ-module for σ over R is a locally free R-module M equipped with a
σ-semilinear endomorphism ϕ : M →M . That is, we have ϕ(cm) = σ(c)ϕ(m) for c ∈ R.
Definition 5.2. A unit-root F -crystalM over S is a ϕ-module such that σ∗ϕ : R⊗σM →M
is an isomorphism. The rank of M is defined as the rank of the underlying R-module.
Theorem 5.3 (Katz, see §4 in [10]). There is an equivalence of categories
{rank d unit-root F -crystals over S} ←→ {continuous representations ψ : πet1 (S)→ GLd(OL)}.
Let us describe a certain case of this correspondence. Let S1 → S be a finite e`tale cover
and assume that ψ comes from a map ψ0 : Gal(S1/S)→ GLd(OE). This cover deforms into a
finite e`tale map of affine formal schemes S1 = Spec(R1)→ S. Both ν and σ extend to R1 and
commute with the action of Gal(S1/S) (see e.g. [24, §2.6]). Let V0 be a free OE-module of
rank d on which Gal(S1/S) acts on via ψ0, and let V = V0⊗OE OL. The unit-root F -crystal
associated to is ψ is Mψ = (R1 ⊗OL V )Gal(S1/S) with ϕ = σ ⊗OL id. There is a map
(S1 ⊗OE V0)→ (S1 ⊗OL V ),
which is Galois equivariant. In particular, the map ϕ has an a-th root ϕ0 = ν ⊗OE id.
Now make the additional assumption that Mψ is free as an R-module. Let e1, . . . , ed be
a basis of Mψ as an R-module and let e = [e1, . . . , ed]. Then ϕ(e) = αe (resp. ϕ0(e) = α0e),
where α,α0 ∈ GLd(R). We refer to the matrix α (resp. α0) as a Frobenius structure (resp.
p-Frobenius structure) of M and to the matrix αT (resp. αT0 ) as a dual Frobenius structure
(resp. dual p-Frobenius structure) of M . We have the relation αT = (αT0 )
νa−1+···+ν+1. If
e′ = be and ϕ(e′) = α′e′ (resp. ϕ(e1) = α
′
0e1) with α
′, α′0, b ∈ GLd(R), then we have
(α′)T = (bσ)TαT (b−1)T (resp. (α′0)
T = (bν)TαT0 (b
−1)T ). In particular, a dual Frobenius
structure (resp. dual p-Frobenius structure) of M is unique up to σ-skew-conjugation (resp.
ν-skew-conjugation) by b ∈ GLd(R). We remark that if Mψ has rank one, then p-Frobenius
structures (resp. Frobenius structures) are also dual p-Frobenius structures (resp. dual
Frobenius structures).
5.2 Local Frobenius structures
We now restrict ourselves to the case where S = Spec(Fq((t))), so that unit-root F -crystals
over S correspond to representations of GFq((t)), the absolute Galois group of Fq((t)). We let
R = OE . Since OE is a local ring, all locally free modules are free.
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5.2.1 Unramified Artin-Schreier-Witt characters
Proposition 5.4. Let ν be any p-Frobenius endomorphism of OE and let σ = νa. Let
ψ : GFq((t)) → O×L and letMψ be the corresponding unit-root F -crystal. Assume that Im(ψ) ∼=
Z/pnZ and that ψ is unramified. There exists a p-Frobenius structure α0 of Mψ with α0 ∈
1 + m (recall m is the maximal ideal of OL). Furthermore, if c ∈ 1 + mOE is another p-
Frobenius structure of Mψ, there exists b ∈ 1 +mOE with α0 = bνb c.
Proof. This is essentially the same as [13, Proposition 5.4].
5.2.2 Wild Artin-Schreier-Witt characters
The following result is commonplace in the literature, but not exactly presented in this form
(see e.g. [27, §4.1] for the exponential sum situation or [16]).
Proposition 5.5. Let ν be the p-Frobenius endomorphism sending t to tp and let σ = νa.
Let ψ : GFq((t)) → O×L and assume Im(ψ) ∼= Z/pnZ. Let K be the fixed field of ψ−1(1) and
let s be the Swan conductor of ψ. Then there exists a p-Frobenius structure Er of ψ such that
Er ∈ OLJπst−1K and Er ≡ 1 mod m. Furthermore, if c ∈ 1 + mOE is another p-Frobenius
structure, there exists b ∈ 1 +mOE with Er = bνb c.
Proof. The extension of K/Fq((t)) corresponds to an equivalence class of Wn(Fq((t)))/(Fr−
1)Wn(Fq((t))) (here Wn(Fq((t))) is the n-th truncated Witt vectors Fr is the Frobnius map).
Following [12, Proposition 3.3], we may represent this equivalence class with
r(t) =
n∑
i=1
si∑
j=0
[ri,jt
−j]pi, such that,
s =
n
min
i=1
{pn−isi},
where ri,j ∈ Fq. Since r ∈ Wn(Fq[t−1]), the extension K/F extends to finite e`tale Fq[t−1]-
algebra B that fits into a commutative diagram:
Spec(K) Spec(B)
Spec(Fq((t))) P
1 − {0} = Spec(Fq[t−1]).
In particular, ψ extends to a representation ψext : Gal(B/Fq[t
−1]) → O×L . This extension is
uniquely defined by the following property: for k ≥ 1 and x ∈ P1(Fqk)− {0} we have
ψext(Frobx) = ζ
TrWn(Fqk )/Wn(Fp)
(r([x]))
pn , (13)
where [x] denotes the Teichmuller lift of x inWn(Fqk) and ζpn is a primitive p
n-th root of unity.
Let OL〈t−1〉 ⊂ OE be the Tate algebra in t−1 with coefficients in OL. Note that ν restricts to a
p-Frobenius endomorphism of OL〈t−1〉. All projective modules over OL〈t−1〉 are free, so that
Mψext is isomorphic to OL〈t−1〉 as a OL〈t−1〉-module. We see that Mψ =Mψext ⊗OL〈t−1〉OE .
In particular, any p-Frobenius structure of Mψext is a p-Frobenius structure of Mψ.
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A series α0 ∈ OL〈t−1〉 is a p-Frobenius structure for Mψext if for every x ∈ P1(Fqk)− {0}
we have
ak−1∏
i=0
α0([x])
νi = ψext(Frobx).
We let E(x) denote the Artin-Hasse exponential and let γi be an element of Zp[ζpn ] with
E(γn) = ζ
pn−i
pn . Note that vp(γi) =
1
pi−1(p−1)
. Thus, we see from (13) that
Er =
n∏
i=1
si∏
j=0
E([ri,j ]t
−jγn−i)
is a p-Frobenius structure of Mψext . Since E(x) ∈ Zp[[x]], it is clear that Er ∈ Zp[[πst−1]].
5.2.3 Tame characters
Let ψ : GFq((t)) → O×L be a totally ramified tame character and let T = (e, ǫ, ω) be the
corresponding tame ramification datum (see §1.1). Write ǫ = e0 + · · · + ea−1pa−1 and define
ǫj =
∑a−1
i=0 ei+jp
i.
Proposition 5.6. The following hold:
1. The matrix C = diag(t−ǫ0 , . . . , t−ǫa−1) (resp. C0 = tcyc(t
−e0 , . . . , t−ea−1)) is a dual
Frobenius structure (resp. dual p-Frobenius structure) of
⊕a−1
j=0 ψ
⊗pj and C = Cν
a−1+···+ν+1
0 .
2. Let A = diag(x0, . . . , xa−1) (resp. A0 = tcyc(y0, . . . , ya−1)) be another dual Frobenius
structure (resp. dual p-Frobenius structure) of
⊕a−1
j=0 ψ
⊗pj with A = Aν
a−1+···+ν+1
0 .
Then vT (xj) = −ǫj + nj(q − 1) for some nj ∈ Z (here xj is the image of xj in
Fq((t))). Furthermore, there exists B = diag(y0, . . . , ya−1) with vT (yj) = nj such
that BσAB−1 = C (resp. BνA0B
−1 = C0).
Proof. Let GFq((t)) act on L =
⊕a−1
j=0 vjOL via
⊕a−1
j=0 ψ
⊗pj . Let u = t
1
q−1 and let E ′ be the
Amice ring over L with parameter u. The F -crystal associated to
⊕a−1
j=0 ψ
⊗pj is (OE ′ ⊗
L)GFq((t)) . In particular, we see that {u−ǫj ⊗ vj} is a basis of (OE ′ ⊗L)GFq((t)) . The first part
of the proposition follows by considering the action of ν and σ on this basis. To deduce the
second part of the proposition, just observe what happens when skew-conjugating C and C0
by a diagonal matrix.
5.3 The F -crystal associated to ρ
We now continue with ρ from §1.1 and the setup from §3.
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5.3.1 The Frobenius structure of ρwild
Let L be a rank one OL-module on which πet1 (V ) acts through ρwild. Let f : C → X be
the Z/pnZ-cover that trivializes ρwild. Let R be the B-algebra with C ×X V = Spec(R).
We may deform B → R to a finite e`tale map B̂ → R̂. The F -crystal corresponding to ρ is
the B̂-module M = (R̂ ⊗ L)Gal(C/X). For each Q ∈ W and P ∈ f−1(Q), we obtain a finite
extension E†P of E†Q (recall from §3.2 that W = η−1({0, 1,∞}). As in §3.3, we may consider
the ring of overconvergent functions, which make the following diagram commutative:
R†
⊕
P∈f−1(W )
O†EP
R̂
⊕
P∈f−1(W )
OEP .
Since the action of Gal(C/X) (resp. ν) on
⊕
P∈f−1(Q)OEP preserves
⊕
P∈f−1(Q)OE†P , we see
that Gal(C/X) (resp. ν) acts on R† (see, e.g. [24, §2]). This gives:
Proposition 5.7. Let M † = (R†⊗L)Gal(C/X). The map M †⊗B† B̂ →M is a ν-equivariant
isomorphism.
Lemma 5.8. The module M † (resp. M) is a free B† (resp. B̂-module). Furthermore, M
has a p-Frobenius structure α0 contained in 1 +mB
†.
Proof. The proof of this is identical to [13, Lemma 5.9].
5.3.2 The Frobenius structure of
a−1⊕
i=0
χ⊗p
i
By Kummer theory, there exists f ∈ B× such that χ factors through the e`tale Z/(q − 1)Z-
cover Spec(B[h])→ Spec(B), where h = q−1
√
f . Let f ∈ B† be a lift of and set h = q−1√f , so
that Spec(B†[h])→ Spec(B†) is an e`tale Z/(q−1)Z-cover whose special fiber is Spec(B[g])→
Spec(B). There exists 0 ≤ Γ < q − 1 such that χ(g) = (hΓ)g
hΓ
for all g ∈ πet1 (V ). Write the
p-adic expansion Γ = γ0 + · · ·+ γa−1pa−1 and define
Γj =
a−1∑
i=0
γi+jp
i.
Note that χ⊗p
j
(g) =
(hΓj )
g
hΓj
for each j. This gives the following proposition.
Proposition 5.9. The matrix N = diag(f−Γ0 , . . . , f−Γa−1) (resp. N0 = tcyc(f
−γ0 , . . . , f−γa−1))
is a dual Frobenius structure (resp. dual p-Frobenius structure) of
a−1⊕
i=0
χ⊗p
i
and N = Nν
a−1+···+1
0 .
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Let Q ∈ W . Recall from §1.1 that we associate a tame ramification datum TQ =
(eQ, ǫQ, ωQ) to Q. The exponent of χ
⊗pi at Q ∈W is
ǫQ,j
q − 1 mod Z, where
ǫQ,j =
a−1∑
i=0
eQ,i+jp
i.
By definition we have
−Div(fΓj) =
∑
Q∈W
(−ǫQ,j + (q − 1)nQ,j)[Q],
where nQ,j ∈ Z. Since 0 ≤ ǫQ,j ≤ q − 2 and
∑
nQ,j =
∑
ǫQ,j
q−1 we know∑
Q∈W
nQ,j ≤m ≤ r0 + r∞, (14)
where we recall that m is the number of points where ρ is ramified. We also have
a−1∑
j=0
∑
Q∈W
nQ,j =
1
q − 1
∑
Q∈W
a−1∑
j=0
ǫQ,j
= aΩρ,
(15)
where Ωρ is the monodromy invariant introduced in §1.1.
5.3.3 Comparing local and global Frobenius structures
We fix α0 as in Lemma 5.8 and set α =
a−1∏
i=0
αν
i
0 . We also let N and N0 be as in Proposition
5.6. In particular, αN (resp. α0N0) is a dual Frobenius structure (resp. dual p-Frobenius
structure) of ρwild ⊗
a−1⊕
j=0
χ⊗p
j
. Let Q ∈ W with Q = P∗,i. There is a map B → Fq((uQ)),
where we expand each function on V in terms of the parameter uQ. This gives a point
Spec(Fq((uQ))) → V . By pulling back ρ along this point we obtain a local representation
ρQ : GFq((uQ)) → O×L , where GFq((uQ)) is the absolute Galois group of Fq((uQ)). We will
compare α0N0 to the local dual p-Frobenius structures from §5.2.
There are three cases we need to consider. The first case is when ∗ = 1. In this case
ρQ and χQ are both unramified. This is because ρ is only ramified at the points τ1, . . . , τm
and by Lemma 3.1 we have η(τi) ∈ {0,∞}. The second case is when ∗ ∈ {0,∞} and ρwildQ
is unramified. The last case is when ∗ ∈ {0,∞} and ρwildQ is ramified. In each case, we will
describe a dual p-Frobenius structure CQ of ρQ ⊗
a−1⊕
j=0
χ⊗p
j
Q , an element bQ ∈ O†EQ , and a
diagonal matrix MQ ∈ GLa(OE†) satisfying:
(bQMQ)
να0N0(bQMQ)
−1 = CQ
(bQMQ)
σαN(bQMQ)
−1 = Cν
a−1+νa−2+···+1
Q .
(16)
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The dual p-Frobenius structure CQ will be closely related to the dual p-Frobenius structures
studied in §5.2. It is helpful for us to introduce the following rings:
RQ =
a−1⊕
j=0
EQ, ORQ =
a−1⊕
j=0
OE ,
R†Q =
a−1⊕
j=0
E†Q, OR†Q = R
†
Q ∩ ORQ .
We define uQ,j ∈ RQ to have uQ in the j-th coordinate and zero in the other coordinates.
I. If ∗ = 1, then , then νQ sends uQ 7→ p−1
√
(up−1Q + 1)
p − 1 (see the end of §3.4).
(wild) As ρQ is unramified, we know from Proposition 5.4 there exists bQ ∈ 1 + mO†EQ
such that the dual p-Frobenius structure cQ =
bνQ
bQ
α0 of ρ
wild
Q lies in 1 +m.
(tame) By Proposition 5.6, there exists MQ = diag(mQ,0, . . . ,mQ,a−1) with vuQ(mQ,j) =
nQ,j such that M
σ
QNM
−1
Q = diag(1, . . . , 1) and M
ν
QN0M
−1
Q = tcyc(1, . . . , 1).
(both) We see that CQ = tcyc(cQ, . . . , cQ) is a dual p-Frobenious structure of ρ
wild
Q ⊗
a−1⊕
i=0
χ⊗p
i
Q and that (16) holds. Define MQ ⊂ R†Q to be
a−1⊕
i=0
A viewed as a subspace
of RQ (see (12) for the definition of A). From Proposition 4.2 we have
Up ◦ CQ(pa(k+pn)u−(k+pn)Q,j ) ∈ pnMQ,
Up ◦ CQ(MQ) ⊂MQ.
(17)
II. Next, consider the case where ∗ is 0 or ∞ and ρwildQ is unramified. Then νQ sends
uQ 7→ upQ. We choose sQ ∈ Q such that the following hold:
πsQ ∈ OE ,
1
sQ
− ωQ
asQ(p − 1) ≥ 1.
(18)
(wild) From Proposition 5.4, there exists bQ ∈ 1+mO†EQ such that cQ =
bνQ
bQ
α0 ∈ 1+m is
a dual p-Frobenius structure of ρwildQ .
(tame) By Proposition 5.6, there exists MQ = diag(mQ,0, . . . ,mQ,a−1) with vuQ(mQ,j) =
nQ,j such thatM
σ
QNM
−1
Q = diag(u
−ǫQ,0
Q , . . . , u
−ǫQ,a−1
Q ) andM
ν
QNM
−1
Q = tcyc(u
−eQ,0
Q , . . . , u
−eQ,a−1
Q ).
(both) We see that CQ = tcyc(cQu
−eQ,0
Q , . . . , cQu
−eQ,a−1
Q ) is a dual p-Frobenious structure
of ρwildQ ⊗
a−1⊕
j=0
χ⊗p
j
Q and that (16) holds. We define MQ to be a copy of AeQ,sQ in
R†Q (recall the definition of Ae,s from §4.1.1). From Proposition 4.1 we have
Up ◦ CQ(πq(eQ,j)asQ πpnsQu−nQ,j) ∈ π
n(p−1)
sQ
π
−ωQ
asQ MQ,
Up ◦ CQ(MQ) ⊂MQ.
(19)
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III. Finally, we consider the case where ∗ is 0 or ∞ and ρwildQ is ramified. Then νQ sends
uQ 7→ upQ.
(wild) By Proposition 5.5, there is bQ ∈ 1 + mO†EQ such that cQ =
bνQ
bQ
α0 ∈ OLJπsu−1Q K is
a dual p-Frobenius structure of ρwildQ (recall sQ is the Swan conductor of ρ at Q).
(tame) By Proposition 5.6, there exists MQ = diag(mQ,0, . . . ,mQ,a−1) with vuQ(mQ,j) =
nQ,j such thatM
σ
QNM
−1
Q = diag(u
−ǫQ,0
Q , . . . , u
−ǫQ,a−1
Q ) andM
ν
QNM
−1
Q = tcyc(u
−eQ,0
Q , . . . , u
−eQ,a−1
Q ).
(both together) We see that CQ = tcyc(cQu
−eQ,0
Q , . . . , cQu
−eQ,a−1
Q ) is a dual p-Frobenious structure
of ρwildQ ⊗
a−1⊕
j=0
χ⊗p
j
Q and that (16) holds. We define MQ to be a copy of AeQ,sQ in
R†Q. From Proposition 4.1 we see that
Up ◦ CQ(πq(eQ ,j)asQ πpnsQu−nQ,j) ∈ π(p−1)nsQ π
−ωQ
as MQ,
Up ◦ CQ(MQ) ⊂MQ.
(20)
5.3.4 Comparing global and semi-local Frobenius structures
We define the following spaces:
R =
⊕
Q∈W
RQ, R† =
⊕
Q∈W
R†Q,
SQ =

a−1⊕
i=0
E≤−1Q η(Q) = 0,∞
a−1⊕
i=0
E≤−pQ η(Q) = 1,
S =
⊕
Q∈W
SQ, S† = S ∩ R†,
W =
⊕
Q∈W
MQ ⊂ R†.
Define OR to be
⊕
Q∈W ORQ and define OR† (resp. OS and OS†) to be R† ∩ OR (resp.
S ∩OR and S† ∩OR). There is a projection map pr : R→ S, which is the direct sum of the
projection maps described in §2.3. By the definition of each summand of W we see that
ker(pr) ∩ OR ⊂ W. (21)
We may view
⊕a
i=0 B̂ (resp.
⊕a
i=0 B†) as a subspace of R (resp. R†) from (6). Let C (resp.
M and b) denote the endomorphism of R that acts on the Q-coordinate by CQ (resp. MQ
and diag(bQ, . . . , bQ)). This gives an operator Up ◦ C : R† → R†. From (17), (19), and (20)
we have
Up ◦ C(W) ⊂ W. (22)
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Also, by (16) know
(bM)ναN(bM)−1 = C
(bM)σαN(bM)−1 = Cν
a−1+νa−2+···+1.
(23)
For each Q we have
bQ ≡ 1 mod m,
MQ ≡ diag(unQ,0Q,0 ∗, . . . , u
nQ,a−1
Q,a−1 ∗) mod m,
(24)
with ∗ ∈ Fq[[t]]×.
6 Normed vector spaces and Newton polygons
Let V be a vector space over L with a norm | · | compatible with the p-adic norm | · |p on L.
We will assume that for every x ∈ V , the norm |x| lies in |L|p, the norm group of L. We say
V is a Banach space if it is also complete. Let V0 ⊂ V denote the subset consisting of x ∈ V
satisfying |x| ≤ 1 and let V = V0/mV0. If W is a subspace of V , we will automatically give
W the subspace norm.
Definition 6.1. Let I be a set. We let s(I) denote the set of families x = (xi)i∈I , with
xi ∈ L, such that |x| = sup
i∈I
|xi|p <∞. Then s(I) is a Banach space with the norm | · |. We let
c(I) ⊂ s(I) denote the subspace of families x with lim
i∈I
xi = 0. It is convenient to represent
x as a sum x =
∑
i∈I
xiei where ei is the family with 1 in the i-coordinate and 0 in the other
coordinates.
Definition 6.2. An integral basis of V is a subset B(I) = {ei}i∈I ⊂ V such that every x ∈ V
can be written uniquely as x =
∑
i∈I
xiei with |x| = sup
i∈I
|xi|p. We regard V as a subspace of
s(I).
Definition 6.3. An orthonormal basis of V is an integral basis B(I) = {ei}i∈I ⊂ V such
that for each x =
∑
i∈I xiei ∈ V we have limi∈I xi = 0. In particular, we may regard V ⊆ c(I).
This inclusion is equality if V is a Banach space. By [22, Proposition I], every Banach space
over L has an orthonormal basis. Thus, every Banach space is of the form c(I).
Example 6.4. Let V be the Banach space OL[[t]]⊗Qp. Then {tn}n∈Z≥0 is an integral basis
of V and there is an isomorphism V ∼= s(Z≥0). By [22, Lemme I] any orthonormal basis of
V reduces to an Fq-basis of V = Fq[[t]], and thus must be uncountable. The Tate algebra
L〈t〉 ⊂ V is a Banach space, which we may identify with c(Z≥0). The ring of overconvergent
functions L〈t〉† has {tn}n∈Z≥0 as an orthonormal basis, but is not a Banach space as it is not
complete.
Definition 6.5. Let b = (bi)i∈I ∈ c(I). We let s(I, b) ⊂ s(I) be the subspace of families
(xibi)i∈I where sup
i∈I
|xi|p < ∞. Define c(I, b) ⊂ s(I, b) as the subspace of families (xibi)i∈I
where lim
i∈I
xi = 0. Note that B(I, b) = {biei}i∈I is an integral (resp. orthonormal) basis of
s(I, b) (resp. c(I, b)).
22
Definition 6.6. We define a partial ordering on c(I) as follows: for x = (xi)i∈I , y = (yi)i∈I ∈
c(I) we have x > y if lim
i∈I
vp(yi) − vp(xi) = ∞. Note that if x > y we have c(I, y) ⊂ c(I, x)
and s(I, y) ⊂ s(I, x).
Example 6.7. We continue with Example 6.4. Let m be a rational number such that
πm ∈ OL. Consider y = (πnm)n∈Z≥0 ∈ c(Z≥0). Then c(Z≥0, y) (resp. s(Z≥0, y)) is L〈πmt〉
(resp. L[[πmt]]). These are analytic functions on the disc vp(x) ≥ − 1m(p−1) (resp. bounded
analytic functions on the disc vp(x) > − 1m(p−1)).
6.0.1 Restriction of scalars to E
Let I be a set. Assume that V ⊂ s(I) has B(I) as an integral basis. We may regard V as
a vector space over E. Let ζ1 = 1, ζ2, . . . , ζa ∈ OL be elements that reduce to a basis of Fq
over Fp modulo π◦ and set IE = I × {1, . . . , a}. We define
B(IE) = {ζjei}(i,j)∈IE .
Note that B(IE) is an integral basis of V over E. We let s(IE) (resp. c(IE)) denote the
set of families x = (x(i,j))(i,j)∈IE , with x(i,j) ∈ E, such that |x| = sup
(i,j)∈IE
|x(i,j)| < ∞ (resp.
lim
(i,j)∈IE
x(i,j) = 0). For x ∈ c(IE), we define c(IE , x) and s(IE , x) analogous to Definition
6.5 and we define the partial ordering on c(IE) analogous to Definition 6.6. Note that s(IE)
(resp. c(IE)) can be naturally identified with s(I) (resp. c(IE)) as normed vector spaces
over E. This identification respects the two partial orderings. It will be helpful to start with
x ∈ c(I) and then consider c(IE , x) using this identification.
6.1 Generalities about Newton polygons
Let α ∈ α ∈ Z≥0∪∞. A polygonal segment P of length α is a graph of points (x, f(x)) where
x ∈ [0, α] and f : [0, α] → R is a continuous piecewise linear function. A polygonal segment
P is a Newton polygon if f satisfies:
1. f(0) = 0.
2. For any integer i ∈ [0, α), the function f(x) is linear on the domain x ∈ [i, i + 1] with
slope mi ≥ 0.
3. The mi are nondecreasing, i.e., mi+1 ≥ mi for 0 ≤ i < α.
4. If α =∞, then the mi are unbounded, i.e. lim
i→∞
mi =∞.
We refer to the multiset {mi}i∈I as the slope-set of P . Note that the slope-set of a Newton
polygon P determine P entirely. In particular, let I be a countable set and let N = {ni} be
a multiset of nonnegative numbers indexed by I. Assume that for any r > 0, the subset
Nr = {n ∈ N | n < r}
is finite. Then there exists a unique Newton polygon PN with slope-set N .
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If P and P ′ are Newton polygons whose slope-sets are N and N ′, define the concatenation
of P and P ′ to be
P ⊔ P ′ = PN⊔N ′ .
Next, let r > 0. We define the r-truncation P<r of P to be the Newton polygon whose
slope-set is Nr. By definition P<r has finite length. Let c =
a
b , where a and b are coprime
natural numbers. We define
cP = {(cx, cy) ∈ R2 | (x, y) ∈ P}.
Note that cP is only a polygonal segment in general. It is a Newton polygon if and only if
the multiplicity of every slope of P is a multiple of b.
We may compare two polygonal segments as follows. For i = 1, 2, let Pi be a polygonal
segment of length αi determined by the function fi : [0, αi]→ R. We write
P1  P2
if f1(x) ≥ f2(x) for all 0 ≤ x ≤ min(α1, α2). If P2 is a Newton polygon with slope-set N , it
will be convenient to write P1  N instead of P1  P2.
Finally, we introduce the Newton polygon associated to a power serie. Let Q(s) =
∞∑
n=0
ans
n ∈ OL[[s]]× with lim vp(an) = ∞. Let α = deg(Q) if Q is a polynomial and ∞
otherwise. Then for ∗ equal to p or q, define NP∗(Q(s)) to be the length α Newton polygon
that is the lower convex hull of the points (n, v∗(an)). The following relations are immediate:
NP∗(Q(s
a)) = {(ax, y) | (x, y) ∈ NP∗(Q(s))}
NPp(Q(s)) = {(x, ay) | (x, y) ∈ NPq(Q(s))}.
(25)
6.2 Nuclear operators, completely continuous operators, and characteris-
tic series
6.2.1 Nuclear operators
Let V be a vector space over L and let u : V → V (resp. v : V → V ) be an L-linear (resp.
E-linear) operator. The definition of a nuclear operator is slightly involved. Since we won’t
use the definition, we content ourselves with an informal description (see [19, §1]):
Definition 6.8. An operator is nuclear if for any r ∈ R, there are only finitely many
generalized eigenvalues, counting multiplicity appropriately, with p-adic valuation less than
r.
Assume that u (resp. v) are nuclear operators. Monsky associates an entire power series
P (u, s) (resp. P (v, s)) contained in 1+K[[s]] to u (resp. v). The zeros of this power series are
the reciprocal generalized eigenvalues of u (resp. v) counted with multiplicity. In particular,
P (u, s) and P (v, s) act as a “characteristic series” of u and v. Note that if V is finite, then
u (resp. v) is nuclear and P (u, s) = det(1− su) (resp. P (v, s) = det(1− sv)).
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6.2.2 Completely continuous operators and tight operators
Let V be a vector space over L with norm | · |. Let B(I) = {ei}i∈I be an integral basis of V .
We assume that I is a countable set. Let u : V → V (resp. v : V → V ) be an L-linear (resp.
E-linear) operator. Let (ni,j) be the matrix of u with respect to the basis B(I).
Definition 6.9. For i ∈ I, we define rowi(u,B(I)) = inf
j∈I
vp(ni,j) and coli(u,B(I)) =
inf
j∈I
vp(nj,i). That is, rowi(u,B(I)) (resp. coli(u,B(I))) is the smallest p-adic valuation that
occurs in the i-th row (resp. column) of the matrix of u. Note that coli(u,B(I)) = logp |u(ei)|.
Definition 6.10. Assume that V = c(I). We say that u is completely continuous if it
is the p-adic limit of L-linear operators whose image is finite dimensional. Equivalently, u
is completely continuous if lim
i∈I
rowi(u,B(I)) = ∞ (see [18, Theorem 6.2]). We make the
analogous definition for v.
Definition 6.11. Assume that V = s(I). We say that u is tight if lim
i∈I
coli(u,B(I)) = ∞.
We make the analogous definition for v.
Lemma 6.12. Let x, y ∈ c(I) with x > y. If u(c(I, x)) ⊂ s(I, y), then u restricts to a
completely continuous operator on c(I, x).
Proof. This follows from Definition 6.6 and Definition 6.10.
6.2.3 Newton polygons of operators
Assume u : V → V (resp. v : V → V ) is nuclear. We define the Newton polygon of u (resp.
v) to be NP (u) = NP (P (u, s)) (resp. NP (v) = NP (P (v, s))). We obtain estimates for
NP (v) by estimating the columns of the matrix representing v.
Lemma 6.13. Let S be a set and let {xm}m∈S be a family of elements in c(I). Assume
that V = ∪m∈Sc(IE , xm) and that v restricts to a completely continuous operator on each
c(IE , xm). We also assume there exists x ∈ c(I) such that lim
i∈I
col(i,1)(v,B(IE , x)) =∞. If v
is ν−1-semilinear, the operator v is tight and we have
NP (v)  {col(i,1)(v,B(IE , x))}×ai∈I .
Proof. This is [13, Lemma 6.17 and Remark 6.18].
6.3 Dwork operators
We now introduce a class of operators known as Dwork operators. These operators were
studied by Monsky in [19], although in a slightly different setting.
6.3.1 Semi-local Dwork operators
Recall the spaces R = ⊕
Q∈W
RQ and R† =
⊕
Q∈W
R†Q introduced in §5.3.4. We may regard R
(resp. R†Q) as a free module over
⊕
Q∈W
EQ (resp.
⊕
Q∈W
E†Q). We give R a norm by giving each
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summand the Gauss norm on EQ. In particular, R0 = OR. Define OmR ⊂ OR by
OmR =
⊕
Q∈W
a−1⊕
j=0
OmEQ .
Let V be a subspace contained in R† and endow V with the subspace norm.
Definition 6.14. Let ν be a p-Frobenius endomorphism of
⊕
Q∈W
E†Q and let σ = νa. We say
that an L-linear operator u : R† → R† (resp. E-linear operator v : R† → R†) is a q-Dwork
operator (resp. p-Dwork operator) if it is σ−1-semilinear (resp. ν−1-semilinear). That is, we
have u(yσx) = yu(x) (resp. v(yνx) = yv(x)) for all y ∈ ⊕
Q∈W
E†Q and x ∈ R†.
Lemma 6.15. Let v : R† → R† be a p-Dwork operator for the p-Frobenius endomorphism ν.
For m sufficiently large, v restricts to a map
v : OmR ⊗Qp → O
m
p
R ⊗Qp.
Proof. Let m be large enough such that for each Q ∈W , j = 0, . . . , a−1, and i = 0, . . . , p−1
we have uνQ,j ∈ OmR and v(uiQ,j) ∈ O
m
p
R ⊗Qp. The result follows from [13, Lemma 4.2].
6.3.2 Dwork operators are nuclear
Recall the definitions of S, S†, andW from §5.3.4, as well as the projection map pr : R → S.
We assume V satisfies the following condition:
We have pr(V0) = OS† and ker(pr : V → S†) has finite dimension. (26)
This implies that V surjects onto S†. We prove Dwork operators on V are nuclear and become
completely continuous when restricted to a small enough annulus around each Q ∈ W . The
first step is to choose a nice orthonormal basis of V . Define µ :W → N by
µ(P∗,i) =
{
1 ∗ = 0,∞
p ∗ = 1.
Then define J ⊂ N×W × {1, . . . , a} by
J = {(n,Q, j) | n ≥ µ(Q), j ∈ {1, . . . , a}}. (27)
The set {u−nQ,j}(n,Q,i)∈J is an orthonormal basis for S† (recall that u−nQ,j is the element of R
with uQ in the (Q, j)-coordinate and zeros in the other coordinates). Let K be a set with
dimL(kerL(pr|V )) elements and set I = J ⊔ K. For i = (n,Q, j) ∈ J , choose an element
ei ∈ V0 with pr(ei) = u−nQ,j. This exists by (26). We also choose an orthonormal basis
{ei}i∈K ∈ V0 of kerL(pr|V ) indexed by K. Then B(I) = {ei}i∈I is an orthonormal basis of
V . By (21) there exists ci ∈ W for each i ∈ I with
ei =
{
u−nQ,j + ci i = (n,Q, j) ∈ J
ci i ∈ K.
(28)
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Definition 6.16. Form > 0, define a family (bm,n)n∈N ⊂ OL such that {. . . , t2, t1, 1, bm,1t−1, bm,2t−2, . . . }
is an integral basis of OmE ⊗ Qp (e.g. if m = p − 1 we take bm,n = πn). We then define
xm = {xm,i}i∈I ∈ c(I) by
xm,i =
{
1 i ∈ K
bm,n i = (n,Q, j) ∈ J,
and we set Vm = c(I, xm). Note that Vm consists of the elements of V whose (Q, j)-th
coordinate are bounded analytic functions on the annulus 0 < vp(uQ,j) ≤ 1m .
Lemma 6.17. The following hold:
i. For m2 > m1, we have Vm1 ⊂ Vm2 .
ii. For each m > 0 we have s(I, xm) = V ∩ (OmR ⊗Qp).
iii. We have V =
⋃
m>0
s(I, xm) =
⋃
m>0
Vm.
Proof. This follows from the definition of Vm.
Proposition 6.18. Let V be a subspace of R† and assume that V satisfies condition (26).
Let v : V → V be a p-Dwork operator and let u = va. For m sufficiently large, v and u
restrict to completely continuous operators on the Banach space Vm. In particular, v and u
are nuclear operators on V .
Proof. By Lemma 6.15 and Lemma 6.17 there exists m with v(Vm) ⊂ s(I, xm
p
) and u(Vm) ⊂
s(I, xm
p
). As xm > xm
p
it follows from Lemma 6.12 that u and v are completely continuous
when restricted to Vm. The result follows from [19, Theorem 1.6] and Lemma 6.17.
6.3.3 Computing Newton polygons using a-th roots
When estimating NPq(u) for a q-Dwork operator u on V , it is convenient to work with a
p-Dwork operator v that is an a-th root of u. The reason is that we can translate p-adic
bounds on P (v, s) to q-adic bounds on P (u, s) with the following Lemma.
Lemma 6.19. Assume that V satisfies condition (26). Let v be a p-Dwork operator on V
and let u = va. We further assume that P (u, s) has coefficients in E (a priori its coefficients
could lie in L). Then NPq(u) =
1
aNPp(v).
Proof. The same proof works from [13, Lemma 6.25].
7 Finishing the proof of Theorem 1.1
7.1 The Monsky trace formula
We now give a brief overview of the Monsky trace formula for curves. For a complete treat-
ment, see [19] or [26, §10]. Let Ωi
B†
denote the space of i-forms of B† (see [19, §4]). The map
σ induces a map σi : Ω
i
B†
→ Ωi
B†
sending xdy to xσd(yσ). As in [25, §3], there exist trace
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maps Tri : Ω
i
B†
→ σ(Ωi
B†
). We let Θi denote the map σ
−1
i ◦ Tri. For ω ∈ Ω1B† and x ∈ B† we
have
Θ1(xω
σ) = Θ0(x)ω. (29)
Consider the L-function
L(ρwild ⊗ χ⊗pi , V, s) =
∏
x∈V
1
1− ρwild ⊗ χ⊗pi(Frobx)sdeg(x)
, (30)
which is a slight modification of (1). The Monsky trace formula states
L(ρwild ⊗ χ⊗pi , V, s) = P (Θ1 ◦ αf
−Γi , s)
P (Θ0 ◦ αf−Γi , s) , (31)
where α, f , and Γi are as in §5.3.2. Thus, we may estimate L(ρwild⊗χ⊗pi, V, s) by estimating
operators on the space of 1-forms and 0-forms.
In our situation we may simplify (31). The ring homomorphism A† → B† is e`tale, which
implies ΩB† = π
∗ΩA† . Since ΩA† = A† dTT , we see that ΩB† = B† dTT . Also, since dTT = 1q (dTT )σ
we know by (29) that Θ1
(
xdTT
)
= 1qΘ0(x)
dT
T . Thus, Θ1 = Uq and Θ0 = qUq. Therefore (31)
becomes
L(ρwild ⊗ χ⊗pi , V, s) = P (Uq ◦ αf
−Γi , s)
P (Uq ◦ αf−Γi , qs) . (32)
As P (Uq ◦αf−Γi , s) ∈ 1+ sOL[[s]], we know 1P (Uq◦αf−Γi ,qs) lies in 1+ qsOL[[qs]]. This means
each slope of NPq
(
1
P (Uq◦αf−Γi ,qs)
)
is at least one. In particular, we have
NPq(L(ρ
wild ⊗ χ⊗pi , V, s))<1 = NPq(Uq ◦ αf−Γi)<1. (33)
As ρ and ρwild ⊗ χ⊗pi are Galois conjugates, we know L(ρ, V, s) and L(ρwild ⊗ χ⊗pi , V, s) are
Galois conjugates. In particular, we have
NP (L(ρ, V, s))<1 =
1
a
NP (L(ρwild ⊗
a−1⊕
i=0
χ⊗p
i
, V, s))<1
=
1
a
NP (Uq ◦ αN)<1,
(34)
where N is the dual Frobenius structure from Proposition 5.9.
7.2 Estimating NPq(Uq ◦ αN)
We now estimate the q-adic Newton polygon of Uq ◦ αN acting on
a−1⊕
j=0
B†.
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Proposition 7.1. The operator Uq ◦ αN is nuclear on
a−1⊕
j=0
B† and
(
1
a
NPq(Uq ◦ αN))<1 
{
0, . . . , 0︸ ︷︷ ︸
g−1+r0+r1+r∞−Ωρ
}⊔( m⊔
i=1
Sτi
)
,
where Sτi is the slope-set defined in §1.1 and r∗ is the cardinality of η−1(∗) defined in §3.2.
The proof is broken into several steps. The main idea is to embed
a−1⊕
j=0
B† into R†, twist the
space in some sense, and then estimate the columns of the a-th root of Uq ◦ αN on a smaller
subspace using the computations in §5.3.3.
The twisted space and the a-th root. We view
a−1⊕
j=0
B† as a subspace of R† by expanding
each function f ∈ B† in terms of each parameter uQ. However, the global Frobenius struc-
ture αN will not have the nice growth properties that the local p-Frobenius structures we
computed in §5.1 have. The workaround is to “twist” the space and then consider the a-th
root of a twisted operator. From (23), we know that Uq ◦ Cνa−1+···+1 and Up ◦ C act on the
space bM(
a−1⊕
j=0
B†). Since Uq ◦ Cνa−1+···+1 = (Up ◦ C)a, Lemma 6.19 tells us that
NPq(Uq ◦ αN) = NPq(Uq ◦ Cνa−1+···+1)
=
1
a
NPp(Up ◦ C),
(35)
where Uq ◦ Cνa−1+···+1 and Up ◦ C are viewed as operators on bM
( a−1⊕
j=0
B†
)
.
Proposition 7.2. Let Ŵ (resp. W †) be the space bM
( a−1⊕
j=0
B̂
)
(resp. bM
( a−1⊕
j=0
B†
)
). The
following hold:
1. We have pr(W †0 ) = OS† and pr(Ŵ ) = OS .
2. Both ker(pr :W † → S†) and ker(pr : Ŵ → S) have dimension a(g−1+r0+r1+r∞−Ωρ)
as vector spaces over L.
To prove Proposition 7.2 we need the following lemma:
Lemma 7.3. Let f : A → V be a continuous map of Banach spaces such that f(A0) ⊂ V0.
If f : A→ V is surjective, then f is surjective and f(A0) = V0. Furthermore,
ker(f) = ker(f). (36)
Proof. This is proven by approximating the image and kernel of f . Alternatively, see [13,
Lemma 7.3].
29
Proof. (of Proposition 7.2) Let us first consider Ŵ . Let M be the reduction of M modulo m.
By Lemma 7.3 and (24) we may prove the corresponding result for the map
pr :M
( a−1⊕
j=0
B
)
→ S =
⊕
Q∈W
a−1⊕
j=0
u
−µ(Q)
Q,j Fq[[u
−1
Q,j]], (37)
where µ :W → N is the map defined in §6.3.2. Define the divisor
Dj =
r1∑
i=1
(p− 1)[P1,i]−
∑
Q∈W
nQ,j[Q].
By (23) we know the kernel of (37) is
a−1⊕
j=0
H0(X,OX (Dj)).
Since (p−1)r1 = deg(η) we know from (14) that deg(Di) ≥ deg(η)− r0− r∞. By (4) and the
Riemann-Roch theorem, we see H0(X,OX (Dj)) has dimension g−1+ r0+ r1+ r∞−
∑
nQ,j.
Then from (15), the kernel of (37) has dimension a(g− 1+ r0+ r1+ r∞−Ωρ) as a Fq-vector
space. To prove the results for W †, first note that ker(pr : R → S) ⊂ R†, since this kernel
consists of functions with finite order poles. Thus ker(pr : W † → S†) = ker(pr : Ŵ → S).
Surjectivity follows from the fact that (6) is Cartesian.
Choosing a basis and subspace. For the remainder of this section, we let V = bM
( a−1⊕
j=0
B̂†
)
and set v = Up ◦ ~C. From Proposition 7.2 we know condition (26) is satisfied. We let I and
B(I) be as in §6.3.2. We will estimate P (v, s) by estimating a Fredholm determinant on a
subspace of V . The first step is to describe x = (xi)i∈I ∈ c(I) such that s(I, x)0 = V ∩W.
We break up the definition of xi into four cases: the first case is when i ∈ K and the other
three cases correspond to the three types of points Q ∈W described in §5.3.3.
xi =

1 i ∈ K
π
q(eQ,j)
asQ π
pn
sQ
i = (n,Q, j), ν(Q) = 0,∞ and ρwildQ is unramified
π
q(eQ,j)
asQ π
pn
sQ i = (n,Q, j), ν(Q) = 0,∞ and ρwildQ is ramified
pa(n) i = (n,Q, j) and ν(Q) = 1.
(38)
From the definition of W we see that s(I, x)0 = V ∩ W. Indeed, we just selected the xi
appropriately for each summand in the definition of W.
Estimating the column vectors. We now estimate col(i,1)(v,B(IE , x)) for each i ∈ I.
We break this up into the four cases used when defining xi.
(I) For i ∈ K, we have xiei = ei. We know from (28) that ei ∈ W. By (22) we know
v(W) ⊂ W, which means v(ei) ∈ s(I, x)0. Thus, col(i,1)(v,B(IE , x)) ≥ 0 and
PK = {col(i,1)(v,B(IE , x))}i∈K  { 0, 0, . . . , 0︸ ︷︷ ︸
a(g−1+r0+r1+r∞−Ωρ)
}.
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(II) Fix Q with η(Q) = 1 and let i = (n,Q, j) ∈ J . By (27), we only consider tuples (Q,n, j)
with n ≥ p. Recall from (38) that xi = pa(n) and from (28) that ei = u−nQ,j + ci with
ci ∈ W. Write n = k+ pm, where 0 ≤ k < p. By (22) we have v(xici) ∈ pa(n)W and by
(17) we have v(xiu
−n
Q,j) ⊂ pmW. From the definition of a(n) in §4.2, we know a(n) ≥ m,
which implies v(xiei) ∈ pmW. Thus, we have col(i,1)(v,B(IE , x)) ≥ m. This gives:
PQ = {col((n,Q,j),1)(v,B(IE , x))} n≥p
0≤j<a
 {1, 2, 3, . . . }×ap.
(III) Fix Q ∈ W such that η(Q) = 0,∞ and ρwildQ is unramified. Consider i = (n,Q, j) ∈ J .
By (27), we only consider tuples (n,Q, j) where n ≥ 1. Recall from (38) that xi =
π
q(eQ,j)
asQ π
pn
sQ
and from (28) that ei = u
−n
Q,j + ci with ci ∈ W. Then by (19) and (22), we
see that v(xiei) ∈ πn(p−1)sQ π−ωQasQ W. This gives:
PQ = {col((n,Q,j),1)(v,B(IE , x))} n≥1
0≤j<a

{
1
sQ
− ωQ
asQ(p− 1) ,
2
sQ
− ωQ
asQ(p− 1) , . . .
}×a
.
(IV) Finally, fix Q ∈W such that η(Q) = 0,∞ and ρwildQ is ramified. Repeating the argument
from (III) gives:
PQ = {col((n,Q,j),1)(v,B(IE , x))} n≥1
0≤j<a

{
1
sQ
− ωQ
asQ(p− 1) ,
2
sQ
− ωQ
asQ(p− 1) , . . .
}×a
.
We put everything together to get:
{col(i,1)(v,B(IE , x))}i∈I  { 0, 0, . . . , 0︸ ︷︷ ︸
g−1+r0+r1+r∞−Ωρ
}×a
⊔( ⊔
Q∈W
PQ
)
.
Since v is a p-Dwork operator and (26) is satisfied. Then by Lemma 6.15 we know that v is
nuclear on V . Thus, from Lemma 6.13 we have
1
a
NPp(Up ◦ C)  { 0, 0, . . . , 0︸ ︷︷ ︸
g−1+r0+r1+r∞−Ωρ
}×a
⊔( ⊔
Q∈W
PQ
)
.
When Q is from case (II) each slope in PQ is at least one. Also, when Q is from case (III),
we know from (18) that each slope in PQ is at least one. This gives
1
a
NPp(Up ◦ C)<1 
{
0, . . . , 0︸ ︷︷ ︸
g−1+r0+r1+r∞−Ωρ
}×a⊔( m⊔
i=1
S×aτi
)
.
Proposition 7.1 the follows from (35).
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7.3 Finishing the proof
We now finish the proof of Theorem 1.1. From (34) and Proposition 7.1 we know
NPq(L(ρ, V, s))<1 
{
0, . . . , 0︸ ︷︷ ︸
g−1+r0+r1+r∞−Ωρ
}⊔( m⊔
i=1
Sτi
)
.
Comparing (1) with (30) gives
L(ρ, V, s) = L(ρ, s) ·
∏
Q∈W
Q 6=τi
(1− ρ(FrobQ)s).
This product has r0 + r1 + r∞ −m terms, each accounting for a slope zero segment. Thus,
NPq(L(ρ, s))<1 
{
0, . . . , 0︸ ︷︷ ︸
g−1+m−Ωρ
}⊔( m⊔
i=1
Sτi
)
.
From the Euler-Poincare formula (see e.g. [21]) we know L(ρ, s) has degree 2(g − 1 +m) +∑
(sτi − 1). This accounts for the remaining slope one segments. This completes the proof.
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