In this paper we study a generalization of the Donoho-Johnstone denoising model for the case of the translation invariant wavelet transform. Instead of soft-thresholding coe cients of the classical orthogonal discrete wavelet transform, we study soft-thresholding of the coe cients of the translation invariant discrete wavelet transform. This latter transform is not an orthogonal transformation. As a rst step we construct a level-dependent threshold to remove all the noise in the wavelet domain. Subsequently, we use the theory of interpolating wavelet transforms to characterize the smoothness of an estimated denoised function. Based on the fact that the inverse of the translation invariant discrete transform includes averaging over all shifts, we use smoother autocorrelation functions in the representation of the estimated denoised function in place of Daubechies scaling functions.
Introduction
During the last decade, wavelet analysis has become a powerful tool in the analysis of functions and applications in signal processing. Via the wavelet transform, characteristics of a function are separated into wavelet coe cients at several scales. The manipulation and analysis of wavelet coe cients yields the desired compression, edge localization or denoising e ects.
The theoretical basis for denoising was introduced by Donoho and Johnstone 13, 14] under the assumption of underlying Gaussian White Noise. In several papers, Donoho, together with his co-authors, developed a complete theory on denoising via orthogonal wavelet transforms, including di erent thresholding techniques and especially results concerning the smoothness of the estimated function as well as optimality properties of the presented estimators. For a list of references see 12] and the discussion in 4]. Inspired by this work several wavelet-based techniques were developed for di erent models, e.g. for Poisson 28] or Cauchy distributed noise 15] or using statistical methods such as hidden Markov models 8] .
Based on the original work done by Donoho and Johnstone, the principle of translation invariant denoising was introduced in 7, 22, 23] . It was shown in many experiments that thresholding of the coe cients of the translation invariant wavelet transform yields better results in terms of mean-squared-error and signal-to-noise-ratio. From the experimental work in 7, 22, 23] several questions have arisen: Why do we have to choose in the invariant case a higher threshold than the famous p 2 log N in the orthogonal situation? Why do the results get \smoother"? For the orthogonal case the problem of how to nd a proper threshold and the problem of characterizing the smoothness of the estimated function has been solved 13, 14] . But a similar theory for the translation invariant wavelet transform was still missing. In this paper, we want to close that gap and present a denoising model similar to that in 13, 14] , but adapted to the translation invariant wavelet transform. This paper is organized as follows. In Section 2 we give a brief review of the theory of orthonormal wavelet systems and introduce the required de nitions. Characteristic properties of continuous translation invariant wavelet transforms and their relations to autocorrelation functions are presented in Section 3. The discrete translation invariant wavelet transform is introduced in Section 4. We summarize the matrix representation of this redundant wavelet transform and state relations to a-trous lters and the undecimated a-trous algorithm. A relation between discrete wavelet coe cients of sample values and theoretical wavelet coe cients is given by Donoho in 11] . In Section 5, we summarize the main theorems from 11] regarding interpolating and hybrid wavelet transforms and their signi cance in the characterization of smoothness in Besov and Triebel spaces. Section 6 contains the stochastical model for the translation invariant denoising. In contrast to the orthogonal situation, we have to consider correlations between the redundant wavelet coe cients. From these correlations we derive a level dependent threshold which also depends on the chosen wavelet. Combining all the results from the previous sections, we formulate and prove a generalization of the Donoho smoothness estimate for denoising via soft-thresholding for the translation invariant wavelet transform. Section 7 demonstrates the presented results in some numerical experiments. Finally, concluding remarks follow in Section 8.
De nition and properties of orthogonal wavelet systems
An orthogonal wavelet system consists of a scaling function and a wavelet function , such that satis es the scaling equation with scaling lter h = fh k : k 2 Zg and wavelet lter g = fg k : k 2 Zg. In this paper, we focus on the compactly supported Daubechies wavelet systems ( 9] ). In that case the scaling function is compactly supported in 0; 2D?1]. A collection of formal sums P j;k 2 j=2 (2 j x?k) contains all polynomials of degree less than D. Under these conditions we say the wavelet system or is of degree D ? 1. The coe cients h k and g k are linked by g k = (?1) k h 1?k . Since we will have to compute the fast discrete wavelet transform in other parts of this paper we choose the normalization X h k = p 2:
We de ne j;k (x) = 2 j=2 (2 j x ? k) and j;k (x) = 2 j=2 (2 j x ? k). Then Using the scaling function , the function f can be split into a projection P j f = P k h j;k ; fi j;k onto the subspace V j and projections Q m f = P k h m;k ; fi m;k onto the subspaces W m ; m j,
From this expansion it follows that the rst D moments of the wavelet function vanish. When wavelet coe cients at one scale j 0 are given, then the wavelet coe cients at coarser scales can be computed via a pyramid transform algorithm, the discrete wavelet transform (DWT) ( 5, 25] ).
If the DWT is applied to a sequence of N sampled data, the computational complexity of this algorithm is O(N). It follows from the de nition of the projection that P j f is at least as smooth as the scaling function . Since the regularity of increases with D (see e.g. 9]) the corresponding projections get also smoother. With Reg( ) 2 N 0 we denote the highest order of continuous di erentiability of , i.e. 2 C Reg( ) ; 6 2 C Reg( )+1 . The approximation property of P j f to the function f is bounded by the number of vanishing moments of the wavelet function and is given by the following well known theorem (see e.g. 29]). Theorem 2.1 Let P j be the projection based on the Daubechies scaling function of degree D?1.
Further suppose that f is in C n ; 1 n D and has compact support. Then k f ? P j f k L 2 C2 ?jn :
3 The continuous translation invariant wavelet transform One disadvantage of the classical orthogonal wavelet transform from the previous section is that it is not translation invariant. To eliminate this fact we consider all shifted versions of the orthogonal transform and average over all those shifts. The result is a transform that is not orthogonal anymore and, moreover, contains redundant information. For the discrete situation (see Section 4) this idea was introduced independently in 2, 20, 26, 31] . Some aspects of the continuous case were studied in 7] . In the following we show how the redundancy a ects characteristics of projections such as vanishing moments, smoothness and approximation order. 
We call this representation the continuous translation invariant wavelet transform or the autocorrelation transform of f with respect to . They are also known as \a-trous" lters ( 20] ). This is one possible way to include redundant information into the wavelet transforms. Other approaches are, e.g., wavelet packets or best basis representations 6]. The TIDWT was studied independently by many authors. For a discussion we refer to 4]. In the context of denoising the TIDWT was rst studied in 7, 18, 23] . We follow 18, 23] and de ne the TIDWT and its inverse in a matrix representation setting.
The TIDWT is given by a (L + 1)N N matrix M L , where L is the maximal level of decomposition. If we denote by R j the N N matrix which yields the wavelet coe cients at scale j, i.e. R j (x) = d (j) , and by S j the matrix which produces the scaling coe cients at scale j, i.e. S j (x) = c (j) , then
It has been shown that the TIDWT has the computational complexity of order O(N log N). Since M L is not an orthogonal matrix anymore as in the decimated case, the inverse transform is not simply given by the transposed matrix. 
The matrix M y L has the form ( 18] )
Now we want to analyze if there exists, similar to the continuous situation, a relation to a \discrete" autocorrelation transform. In Section 3, we showed that the autocorrelation functions and satisfy a scaling equation with coe cients a k and (?1) k a k . These coe cients are also known as a-trous lters ( 20, 31] ). We denote the transform which produces the scaling coe cients computed by the undecimated a-trous-algorithm at scale j by T j and the transform for the wavelet coe cients by Q j . If we denote the elements of x by x i and the elements of 
We observe the following relations between the matrices T j ; S j and Q j ; R j :
2 ?j S T j S j = T j and 2 ?j R T j R j = Q j :
Therefore, we call T j (x) the discrete translation invariant projection at scale j and remember the following equality:
T j (x) = M y j (0; : : :; 0; S T j ) T (x): (11) Setting whole scales of the TIDWT to zero can therefore be interpreted as a kind of lifting step, because we get a representation of the approximized sequence as the output of a ltering algorithm using not the Daubechies coe cients h k , but the the a-trous lter coe cients a k . Figure 1 shows the discrete projections for the non-redundant and the redundant case.
Donoho's interpolating wavelet transform theory
One of the properties of wavelet coe cients that makes wavelet transforms such a successful tool for describing smoothness of functions is their characterization of Besov and Triebel spaces ( 16, 27, 36] ). These function spaces contain H older (-Zygmund) and Sobolev spaces. Given the representation of f in scaling and wavelet functions from Eq. (2) of scaling coe cients j 0 ;k = hf; j 0 ;k i and wavelet coe cients j;k = hf; j;k i for j j 0 : (12) It is shown in 16, 27] In 11], Donoho pointed out that the extension of a nite sequence of wavelet coe cients of a function f, produced by the pyramid transform algorithm, by in nite many zeros shrinks the norm k : k b p;q (k : k f p;q ) and makes the function, which corresponds to the in nite sequence, smoother than f in the sense of the considered norm.
The projection P k~ j 0 ;k j 0 ;k of the interpolating wavelet transform has an approximation property similar to the one in Theorem 2.1, but the parameter n is bounded by 2D instead of D. This property is responsible for the di erent ranges of the parameter for interpolating and hybrid wavelet transforms. In the rst case, is bounded by the regularity properties of the autocorrelation function , in the hybrid wavelet transform by the less regular function . This will be the basis for the smoothness characterization of the denoised function in the following section.
6 Denoising by shrinkage of redundant wavelet coe cients The class S is de ned as the scale of all spaces B p;q , F p;q which embed continuously in C 0; 1], so that 1=p < < min(Reg( ); D).
The functionf is constructed in the way that the thresholded coe cients t N W(d) are the leading coe cients of the hybrid wavelet transform off. In the remaining part of this section we follow the presented steps from 13] to transfer the model to the TIDWT.
The rst di erence compared to the decimated situation is that the TIDWT of z produces not N, but 
Proof:
From the orthogonality conditions on the scaling vectors h and g it follows that several of the correlations r i;j are zero. Particularly, for 1 i < j (L + 1)N we obtain The proofs for the other correlation functions follow in a similar way and are left to the reader.
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At this point we want to mention that there are not many results on the structure of the correlation functions between scaling and wavelet functions. In 17], the number of zeros of those functions is studied. But to our knowledge, no general sharp estimations on upper bounds of the correlation functions are known.
Remark: From the results of the two previous lemmata it follows that the threshold in Eq. (24) is not only level dependent, but also wavelet dependent. The threshold for the orthogonal situation is, neglecting the boundary corrections, neither level nor wavelet dependent. Then there exists a smooth interpolation g of the sequence fg i g on 0; 1] which is, with probability tending to 1, at least as smooth as f. In particular, Pfk g k F C 2 k f k F 8F 2 Sg ! 1 for N ! 1 (27) where the constant C 2 = C( ; p) depends only on and p, but not on f or N. The class S is de ned as the scale of all spaces B p;q , F p;q which embed continuously in C 0; 1], so that 1=p < < min(Reg( ); D ? 1).
If t LN R j (d) = 0 for j = 1; : : :L; (28) where R j is the matrix that yields the redundant wavelet coe cients as scale j from Eq.(6), then Pfk g k F C L k f k F 8F 2 Sg ! 1 for N ! 1: (29) where S is the scale of all spaces B p;q , F p;q which embed continuously in C 0; 1], so that 1=p < < min(Reg( ); 2D ? 1). The constant C L = C( ; p; L) depends on ; p and L, but not on f or N.
Proof: Combining Theorem 6.3 with Lemma 6.1, 6.2 and 6.2 we know that
Because the TIDWT consist of all shifts of the orthogonal DWT,the result in Eq. (27) follows from the same arguments used in the proof of Theorem 6.2.
Now we consider the special case that
Furthermore, we de ne S y L is the pseudo inverse of S L . That means that
is the discrete translation invariant projection from Eq.(11). In the classical orthogonal situation we could obtain only discrete orthogonal projections. Now we show that this \jump" to the discrete translation invariant projections in uences the smoothness of the interpolating function g . We derive the following estimations for k g k l p:
follows where the constant C 7 depends on ; p and L. In a similar way the result for Triebel spaces is proven.
We want to give a heuristic interpretation of the above theorem. Aside from the thresholds t N and t (L+1)N , the di erence between the orthogonal and the translation invariant denoising techniques is contained in the \jump" possibility in the latter case. If we assume that the result of soft-tresholding of the orthogonal wavelet coe cients is a discrete orthogonal projection as in Figure 1 and apply Theorem 6.2, the smoothness of the estimated function always depends on the function . Therefore, the range of the smoothness parameter is bounded by min(Reg( ); D?
1). The averaging process in the translation invariant case makes it possible to extend the range of the smoothness parameter to max(Reg( ); 2D ? 1). Going back to Theorem 6.3 we know that we threshold the wavelet coe cients \a bit more than necessary" when applying the threshold t (L+1)N = p 2(1 + L ) log((L + 1)N) because the threshold p 2 log((L + 1)N) would already be su cient for the case of (L+1)N independent random variables. Usually, the wavelet coe cients of a function f are small in smooth and large in singular parts of f. Therefore, it is likely that thresholding the wavelet coe cients with t (L+1)N results in the situation from Eq. (28) for wavelet coe cients coming from subintervals of 0; 1], where f is smooth. That means we make the transition to the interpolation by the smoother autocorrelation functions. In singular parts of f the transition becomes more unlikely.
Numerical experiments
In this section we show in some numerical examples the results of translation invariant denoising via soft-thresholding with the level-dependent threshold t (L+1)N . In the applications we do not threshold the scaling coe cients, but only the wavelet coe cients. The parameter l is computed for each level l L. Therefore the chosen threshold in the soft-threshold operator is t lN for the wavelet coe cients at scale l. The experiments were done using the Rice Wavelet Toolbox for Matlab . The increasing smoothness in the middle part of the interval compared to the corresponding orthogonal situation is visible.
Concluding remarks
The reader will have noticed that we did not study the the second denoising result in 13, 14] which is a statement on the optimality of the soft-thresholding technique in the eld of minimax/risk estimators, in the translation invariant setting. In 18, 23] , an analysis of the risk estimation for the TIDWT is done not for soft-thresholding, but for hard-thresholding. The softthresholding case for the TIDWT will be part of our future work. It is demonstrated in many examples that hard-thresholding of the coe cients of the TIDWT yields better denoising results in terms of mean-square-error and signal-to-noise-ratio as soft-thresholding ( 7, 23] ). We have not studied hard-thresholding in this paper, because we wanted to focus on the characterization of the smoothness of the estimated function. This can not be done with the technique of wavelet shrinkage presented in this paper when replacing soft-by hard-thresholding. 
