Gain graphs are graphs in which each edge has a gain (a label from a group, say ?, so that reversing the direction, inverses the gain). In this paper we take a generalized view of gain graphs in which the label of an edge is related to the label of the reverse edge by an involution.
Introduction
Gain graphs are graphs in which each edge has a gain (a label from a group so that reversing the direction, inverses the gain), see Zaslavsky in 11] . In this paper we take a generalized view of gain graphs in which the label of an edge is related to the label of the reverse edge by an involution, i.e., an anti-automorphism of order at most two.
In the special case when the group equals Z 2 , the gain graphs are known as signed graphs the study of which was originated by Harary 5] . For further results on signed graphs, we refer to papers by Zaslavsky, 9] and 10].
The present work is mainly motivated by the study of labeled 2-structures of Ehrenfeucht and Rozenberg 2] .
Let ? be a nite group. We shall that a function : ? ! ? is an involution, if it is an anti-automorphism of order at most two, that is, for all x; y 2 ?, (xy) = (y) (x) and 2 (x) = x. We write (?; ) for a group ? with a given involution .
Let D be a nite set, and denote by E 2 (D) = f(u; v) j u; v 2 D; u 6 = vg the set of all nonre exive ordered pairs of D. For a pair e = (u; v) 2 E 2 (D), we denote by e ?1 its reverse pair (v; u).
We consider graphs G = (D; E) where the set of edges E E 2 (D) satis es the condition: if e 2 E then also e ?1 2 E. Such graphs can be considered as undirected graphs where the edges have been given a two-way orientation.
Let G = (D; E) be a graph and (?; ) a nite group with involution. A mapping g : E ! (?; ) into the group ? is called a (?; )-gain graph (on G) (or a graph with skew gains), if it satis es the condition g(e ?1 ) = (g(e)) (1) for all e 2 E. The class of (?; )-gain graphs on G will be denoted by L G (?; ) or simply by L G .
For each function : D ! ?, called a selector, we associate with g a new (?; )-gain graph g on G = (D; E) by letting for each (u; v) 2 E, g (u; v) = (u) g(u; v) ( (v We shall now give a short account of the results of later sections.
The main part of this paper is devoted to an investigation of the sizes of the switching classes G of the graphs with skew gains. We shall rst study this problem for complete graphs, i.e., the case where g : E 2 (D) ! (?; ). In the last section we reduce the general case, where g is not bipartite, to the complete case { the bipartite case is solved di erently.
If g is complete, it turns out that, when (?; ) is abelian, the sizes are the same for each switching class G with a given domain D, while in the nonabelian case the size of each G depends (only) on the content number c(G), which is counted using the set of elements of ? that appear in an h 2 G for which h(u; v) = 1 ? for all v 2 D ? fug. Such an h exists, and c(G) turns out be independent of the choice of h and u. The formula will then read jGj = k n?1 k=c(G) ; where k is the order of the group ? and n is the number of elements of the domain D. In above, the content number c(G) always divides the order k of the group ?.
We conclude this section with some comments on the origin of the problem area. In 3] switching classes are called dynamic labeled 2-structures. This name comes from an interpretation of a group labeled 2-structure as a network, and a switching class G as an evolutionary history of this network, when the evolution is carried out by selectors.
In the case, where ? = Z 2 is the cyclic group of order 2, g can be interpreted as an ordinary undirected graph so that g(u; v) = 1 means that (u; v) is an edge of g, and g(u; v) = 0 means that (u; v) is not an edge of g. Note also that the identity mapping is the only involution of Z 2 . In this case, the class g] is called switchings of the graph g. We refer to 7] and 8] for their connections to two-graphs and other combinatorial objects. In switching a selector : D ! Z 2 can be identi ed with the subset S = fu j u 2 D; (u) = 1g, and therefore g is obtained from the graph g by omitting the edges that enter S, and adding all nonedges that enter S, and leaving the edges and nonedges inside S and D ? S intact. 
Preliminaries
In this paper D denotes always a nite set, ? a nite group and one of its involutions.
The identity of ? is denoted by 1 ? .
In the above, g is well de ned, that is, it satis es the reversibility condition (1).
Indeed, The following results that were developed in, e.g., 10] will be used extensively in our paper. (2) It is easy to see that u is a horizon in g a .
In fact, a more general result can be shown to hold, see Zaslavsky 9] . Lemma 2.1 For every switching class G on a graph G = (D; E) and an acyclic graph F = (D; A) such that A E, there is a (?; )-gain graph h 2 G such that for all edges e 2 A, h(e) = 1 ? .
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We continue now with some basic results on involutions.
A function is an involution of ? if and only if the function de ned for all a 2 ? by (a) = (a) ?1 is an automorphism of ? of order at most two. From this we can conclude that for a group ?, its inverse function is an involution and also that ? is abelian if and only if the identity function is an involution of ?.
The next lemma says that each involution , that is not the identity nor the inverse function, possesses a nontrivial xed point, (a) = a, and a nontrivial`inverse point', (b) = b ?1 .
Lemma 2.2
Let be an involution of a nite group ?.
i. Either there exists an element a 6 = 1 ? such that (a) = a, or is the inverse function of ? and ? is of odd order.
ii. Either there exists an element a 6 = 1 ? such that (a) = a ?1 , or is the identity function and ? is an abelian group of odd order.
Proof: For (i), assume that has no nontrivial xed points. We note that for all a 2 ?, (a (a)) = a (a), and hence each a (a) is a xed point of . By assumption a (a) = 1 ? for all a; hence (a) = a ?1 , and hence is the inverse function. In this case, the order of ? is odd, because if ? has an element x of order 2, x 2 = 1 ? then (x) = x ?1 = x (and, by Cauchy's theorem, every group of even order has an element of order 2). Proof: By a straightforward computation we obtain that for all x 2 Z(?) and y 2 ?, (x)y = ( (y)x) = (x (y)) = y (x), which shows that also (x) 2 Z(?). Hence, if is an involution of ?, then is an involution of Z(?). The second claim follows from Lemma 2.2.
3 Complete graphs with skew gains
It is technically convenient to assume that the domains of our switching classes contain at least three nodes. We therefore rst treat the case in which the size is either one or two. The following simple result holds for all groups.
Lemma 3.1 Let a set D be such that 1 jDj 2 and let G be any graph on D. For all groups ?, involutions on ?, and g 2 L G (?; ), we have g] = L G (?; ).
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In the remainder of this section assume that jDj 3.
Recall from group theory, see e.g. 6] , that since S acts on L G , then for all g 2 L G , jSj = jStab(g)j j g]j ; (3) where Stab(g) = f 2 S j g = gg is the stabilizer of g 2 S, and g] is the orbit containing g. If k = j?j, equation (3) can be rewritten as k n = jf j g = g gj j g]j : (4) Note that (4) is independent of the chosen generator g of the switching class.
We are interested in determining the size of the stabilizer Stab(g), because this determines by (4) the remaining unknown, the size of the switching class.
Throughout this section the underlying graph will be complete, meaning that E = E 2 (D). In the last section of this paper we give a general formula for counting the sizes of the switching classes G of (?; )-gain graphs. Let L K = L K (?; ) where K is the complete graph on D.
To determine directly the size of the stabilizer of an arbitrary g seems to be a rather complicated task. Fortunately we can, by Lemma 2.1, reduce this problem to counting the size of Stab(g) for a generator of the switching class that has a horizon. The horizons allow us also to reduce the problem further to the -centralizers of the labels (?; )-gain graphs g with a horizon, and in this way the problem is simply to determine the order of a certain subgroup of the group ? of labels.
We adopt rst some notations. Let g be a (?; )-gain graph on K with a horizon u,
We denote by A u (g) = fa 2 ? j g(e) = a for some e 2 E 2 (D ? fug)g the set of labels that occur in the substructure of g, when the horizon u is removed.
For any given a 2 ?, the -centralizer of a is de ned as the set C a = fx 2 ? j (x)a = ax ?1 g : It is plain that C a is a subgroup of ? and it is also easy to show that for each a 2 ? C a = C (a) and C a ?1 = f (x) j x 2 C a g. 
Assume that g = g, and a 2 A u (g). Let (v; w) 2 E 2 (D ? fug) be such that g(v; w) = a. We have g (u; v) = (u) ( (v)) = 1 ? , and hence is a constant below u. Also, g(v; w) = g (v; w), and thus a = (v)a ( (w)) yielding, by the rst part of the claim, that a = ( (u)) ?1 a (u) ?1 . The second claim follows from this.
The converse is easily veri ed in the same lines as in the above, and we omit it. 2 Theorem 3.3
Let g be a (?; )-gain graph with a horizon u. Then C u (g) = Stab(g).
Proof:
The function : Stab(g) ! C u (g), de ned by ( ) = (u) is easily seen to be a homomorphism, and it is bijective by Lemma 3.2.
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It follows from this result that if g and h are two complete (?; )-gain graphs with horizons u and v respectively, then g] = h] implies that C u (g) = C v (h), since the stabilizers Stab(g) and Stab(h) are isomorphic. In particular, for G = g], the integer c(G) = jC u (g)j ; called the content number of G, is independent of the choice of g 2 G having a horizon u.
We now have by (4) In particular, the size of every switching class is a multiple of the order of the group.
Also, the content number c(G) is partly independent of G in the sense that it becomes determined by the size of the sets A u (g) of labels (where g 2 G has a horizon u). Moreover, since c(G) is independent of the choice of g and u, we get the following result. We conclude this section with some details of the switching classes.
For u 2 D, the u-subclass generated by a (?; )-gain graph h is hhi = fh j (u) = 1 ? g. 2
Note that the selectors that select 1 ? in a xed node u form a subgroup of S. Hence, they induce a partition of the switching classes into u-subclasses. The selectors a , as de ned in the previous theorem, then take us from one u-subclass to another. g ?1 ) ). In particular, j g]j = j g ?1 ]j. Proof:
Because C a = (C a ?1 ), and is a bijection, the claim follows from the de nition of C u (g) and the fact that g ?1 has u as its horizon. 2 4 Improvements in some special cases Throughout this section we let ? be a group of order k, G = g] a switching class where g is a (?; )-gain graph on a complete, has a horizon u and a domain D of size n. 
In particular, for an abelian group ?, C u (g) = I (?) and thus the size of the switching class does not depend on the labels of g.
For the case when is the inverse function of the group ?, we can be more speci c. and it can be also considered as the symmetry group of a triangle, where a corresponds to a rotation of 60 degrees, and b corresponds to one of the re ection. Thus S 3 is a 6-element group, S 3 = f1; a; a 2 ; b; ab; a 2 bg.
(1) Suppose rst that the involution of S 3 is the group inverse.
We can determine that C 1 = S 3 ; C a = f1; a; a 2 g = C a 2 ; C b = f1; bg; C ab = f1; abg; C a 2 b = f1; a 2 bg : In particular, if the domain D has three elements and g has a horizon u, then and thus the size of the switching class is reduced to the sizes of switching subclasses generated by the connected components.
Suppose now that g is connected, and let T be one of its spanning trees. By Lemma 2.1 there exists a g T 2 g] such that g T (e) = 1 ? for all e 2 T.
Let u 2 D and let T = (D; A) be a tree. We say that a node v 2 D is odd (even) with respect to u if the distance of u and v is odd (even) in the tree T.
A simple induction on the length of the paths in a tree from a root u proves the following lemma. Proof: Let T be a spanning tree of G, and u 2 D. Since G is not bipartite, there is an edge e 0 = (u 0 ; v 0 ) 2 E that connects either two odd nodes or two even nodes with respect to u. We can assume that the former case holds; otherwise we change the xed node u to one of its neighbours in T. Such a change changes the parity of the nodes. Denote a = g T (e 0 ). We de neĝ as follows. For each e 2 E, putĝ(e) = g T (e). For each e = 2 E, if the endpoints of e are of di erent parity, then putĝ(e) = 1 ? , both odd, then putĝ(e) = a andĝ(e ?1 ) = (a), both even, then putĝ(e) = a ?1 andĝ(e ?1 ) = (a) ?1 , (in the last two cases the choice of priority between e and e ?1 is arbitrary). Since, g T is a subgraph ofĝ (that respects the gains ofĝ), it follows that Stab(ĝ) Stab(g T ).
In the other direction, assume that 2 Stab(g T ), and let e = (v; w) 2 E 2 (D) be any edge ofĝ. If e 2 E thenĝ(e) = g T (e), and therefore alsoĝ (e) =ĝ(e). Suppose that e = 2 E. If v and w are of opposite parity (with respect to u), say v is even and w is odd, thenĝ(e) = 1 ? , and (v) = (u), (w) = ( (u)) ?1 by Lemma 5.1. Now alsoĝ (e) = (u)ĝ(e) (u) ?1 = 1 ? .
If both v and w are odd, thenĝ(e) = a orĝ(e) = (a). In this case, (v) = (u 0 ) = (v 0 ) = (w). Now, ifĝ(e) = a (= g T (e 0 )) thenĝ (e) = (v)ĝ(e) ( (w)) = (u 0 )g T (e 0 ) ( (v 0 )) = g T (e 0 ) = g T (e 0 ) =ĝ(e); and ifĝ(e) = (a), thenĝ (e) = (v 0 )ĝ(e) ( (u 0 )) = ( (u 0 )g T (e 0 ) ( (v 0 ))) = (g T (e 0 )) = (g T (e 0 )) =ĝ(e) as required.
The case where both v and w are even is proved similarly. This shows that 2 Stab(ĝ). Again, Stab(g T ) = Stab(g), and hence the proof is completed. 
