ABSTRACT Wideband direction-of-arrival (DOA) estimation is a key part in array signal processing. The existing algorithms for the wideband DOA estimation are often studied in the situation of uniformly distributed energy. In addition, all the frequency bins are weighted equally in these algorithms. However, these algorithms perform unsatisfactorily when encountering wideband colored signals with nonuniform energy spectrum. To improve the performance of DOA estimation for wideband colored signals, we proposed two weighting methods, which are based on the perturbed subspace theory and random matrix theory, respectively. The two methods weight the space spectrum from all the frequency bins according to the mean square error of DOA estimation in each frequency bin. The numerical results show that the random matrix theory based method performs well, due to the inference premise that the dimensions of matrices increase at the same rate. The perturbed subspace-based method, which is concise in calculating the weights, shows high accuracy only at high-signal-to-noise ratio and with adequate snapshots. The effectiveness of the two algorithms are also demonstrated by comparing them to various existing algorithms and the Cramér-Rao bound.
I. INTRODUCTION
Arrays have been widely used in radar and communication systems, and provide an invaluable tool in smart cities [1] , [2] . In array signal processing, direction-ofarrival (DOA) estimation is an important part [3] , [4] . The array signal model of narrowband sources can be simplified from the straightforward correlation between the DOA and the phase shift [5] - [7] . Methods for DOA estimation of narrowband sources have been presented in literatures, such as the maximum likelihood (ML) method [8] , the multiple signal classification (MUSIC) algorithm [6] , and the estimation of signal parameters via rotational invariance techniques (ESPRIT) [9] .
However, DOA estimation of wideband sources has not been widely investigated. Different from narrowband sensor arrays, the phase shift between sensor outputs of wideband arrays not only relies on the DOA, but also on the temporal frequency, which varies in a large scope. Therefore, methods for narrowband DOA estimation cannot be applied to wideband circumstances directly.
One intuitive way for wideband DOA estimation is to decompose the wideband signal into a number of narrowband components, and then take advantage of the narrowband covariance matrices to obtain better estimation performance than using narrowband methods directly [10] . One of such methods is known as coherent signal subspace method (CSSM), which transforms the narrowband covariance matrices from all the subbands into a single frequency via focusing matrices, and then the narrowband DOA estimation is performed on the focusing frequency [11] . Two general forms for calculating signal subspace transformation matrices have been presented [12] . These transformation matrices are well known for their optimality in terms of preserving signal to noise ratio (SNR) after focusing different frequencies. Another method known as weighted average of signal subspaces (WAVES) combines focusing matrices and the weighted subspace fitting to improve the robustness of CSSM [13] . Initial DOA values are necessary to construct the focusing matrices in both CSSM and WAVES. The estimation accuracy of the two methods are sensitive to the initial values of DOA.
An interpolation technique, constructing a virtual array for each frequency to obtain the same array manifold [14] , and the array manifold interpolation applied into two dimensional arrays with known arbitrary geometries [15] have been presented. For DOA estimation on wideband signals without preprocessing initial values, a test of orthogonality of projected subspaces (TOPS) method has been proposed [16] . The TOPS estimates DOAs by measuring the orthogonal relation between the signal and the noise subspaces of multiple frequency components of the sources. This method formulates a test in which the rank of a matrix decreases when the assumed angle in the test equals to one of the DOAs, and well performs in mid SNR ranges. The incoherent signal subspace method (ISSM) decomposes the wideband signal into narrowband components, and carries out the computation in each narrowband [17] , [18] . ISSM requires no initial DOA value, whereas it suffers when the SNR at each frequency bin varies, because the DOA estimate at some frequencies may show poor performance [16] .
The ML method can also be used for wideband DOA estimation. The relationship between ML of the deterministic model and ML of the Gaussian model in wideband DOA estimation has been examined in [19] . ESPRIT algorithm was extended from narrowband signals to wideband signals in [20] . Recent development of compressive sensing inspires researchers to study wideband DOA estimation from the view of sparse representation [21] - [23] . These sparse representation methods explore the sparsity of sources in the spatial space, and estimate DOAs by 1 norm minimisation.
Most of these methods for wideband DOA estimation assume that the SNRs of all frequency bins keep the same. While the SNR at different frequency bins usually vary because of the inherent nonuniform power spectrum of the wideband sources or the fluctuating amplitude-frequency characteristic of the sensors in array. This means that we need to handle wideband colored signals, where the power spectral density is not flat throughout the frequency spectrum. In this work, we calculate the weight for each frequency bin of wideband colored signals to improve the accuracy of the ISSM. The proposed algorithm performs well and does not need any initial value.
The rest of the paper is organized as follows. The studied problem is formulated in Section II. In Section III, we study the performance of DOA estimation for narrow band signals in a couple of different approaches, the perturbed subspace based approach and the random matrix theory based approach. The methods for weighting the space spectrum are proposed in Section IV. The numerical results based on Monte Carlo simulations are shown in Section V. Section VI completes the paper with concluding remarks.
II. PROBLEM FORMULATION
Consider Q wideband source signals from the far-field directions θ = [θ 1 , . . . , θ Q ] T impinging on a uniform linear array with N sensors, which are spaced d apart, where (·) T denotes the transpose. Each sensor signal is time sampled and partitioned into M segments (frequency snapshots). K complex subband components are generated by applying the discrete Fourier transform (DFT) to each segment, such that each subband snapshot can be modeled as [23] (1) where 
×Q is the steering matrix at the frequency bin f k with steering vector
where c is the propagation speed and (·) H denotes the conjugate transpose. Due to the power variation among frequency bins of the transmitted signal and the fluctuations of frequency responses for the array sensors, the power of each source signal may be distributed nonuniformly among frequency bins. This means the array may receive wideband colored signals. The additive noises within different frequency bins are assumed to be complex Gaussian distributed, and independent of each other [18] , [23] . Consider the sensors have equal noise power within the same frequency bin. The variance of the noise within the kth frequency bin is denoted as σ 2 k . The received snapshot vectors within each frequency bin are stacked in a data matrix,
where
is the matrix of the source signals, and
The singular values of X k are sorted decreasingly.û k is the left singular vector corresponding to the largest singular value and the corresponding right singular vector isv k .Û ⊥ k consists of all the vectors in U k exceptû k .
We first consider the situation with only one source signal from direction θ 1 . Denote the signal of the kth frequency bin in the mth segment as s m (f k ). Equation (1) can be rewritten as
is the average power of source signal at frequency f k , SNR k = NE k /σ 2 k is the array SNR, and
k are independently, zero mean, and normally distributed with variance 1/M . The normalized noise, u k (θ 1 ) and v k will be utilized by the perturbed subspace theory and random matrix theory in Section III-A and III-B.
In the ISSM, the space spectrum is calculated by combining the resulting measurements for all the frequency bins VOLUME 7, 2019 FIGURE 1. Block diagram of the weighted incoherent signal subspace method.
equally [17] , [18] . However, the SNR within each frequency bin of the wideband colored signal is different. The precision of DOA estimation from the data matrix changes from one frequency bin to another. We improve the ISSM by assigning optimal weights to different frequency bins and estimate the DOA asθ
where w k is normalized such that
N is the normalized steering vector. All the weights w k , k ∈ [K ] are chosen to be the same in the ISSM. We will deduce a method to compute the weights according to the parameters of each frequency bin in this paper.
The block diagram of the weighted incoherent signal subspace method is shown in Fig. 1 . The signal from each sensor is partitioned and each partition is transformed to the frequency domain by DFT. The data at the same frequency from all the sensors are stacked in a subband snapshot vector. All the snapshot vectors at the same frequency are then stacked in a data matrix. The SVD is applied to each data matrix and the space spectrum of each frequency bin is obtained. The combined space spectrum is computed by weighting and accumulating the space spectrum of all the frequency bins. The DOA is estimated by locating the peak of the combined space spectrum.
III. PERFORMANCE OF DOA ESTIMATION FOR NARROWBAND SIGNALS
The mean square error (MSE) of DOA estimation is used to calculate the optimal weight. We will study two approaches to evaluate the DOA estimation for narrowband signals, one is the perturbed subspace based approach [24] , [25] , the other is the random matrix theory based approach [26] . The derivations of the two approaches are sketched here under the weighted multiple frequencies situation.
A. PERTURBED SUBSPACE BASED APPROACH
The perturbed subspace based approach handlesÛ
where U ⊥ k is stacked by the left singular vectors of A k S k associated with the zero singular values, and U ⊥ k is the perturbation in the estimated orthogonal subspace. Also, U ⊥ k is the orthogonal complement of the steering vector, i.e.,
It is obtained by the perturbed subspace method that [24] 
where · = means equal up to the first order terms. The performance of DOA estimation is evaluated using the approximation of the perturbed subspace U ⊥ k . The derivative of the objective function following the first equal sign in (5) should be zero at the estimate angleθ PS .
Denote θ PS =θ PS −θ 1 as the estimation error. Expanding k (θ PS ) around the real direction θ 1 using Taylor Series, we obtain 
whereψ (1) k (θ 1 ) indicates the first derivative ofψ k (θ 1 ), ψ Neglecting the o( θ PS ) terms, we obtain
Evaluating the derivatives at θ 1 by differentiatingψ k (θ ) with respect to θ, we havê
and
where Re[·] is the function of taking the real part of a complex number, and · the 2 norm of a vector. Substituting (6) into (12a) and keeping (7) in mind, we havê
where only the first order perturbation in U ⊥ k is kept. The the first order perturbation ofÛ ⊥ k in U ⊥ k is neglected when approximatingψ (2) k (θ 1 ), so that only the first order perturbation ofÛ ⊥ k remains in θ PS . Then we havê
Substituting (8) into (13), we obtain
k (θ 1 ). Substituting (15) and (14) into (11) and considering u
Considering the zero mean and independence of N k , we get the expectation E[ θ PS ] = 0, and the MSE
denotes taking the variance.
B. RANDOM MATRIX THEORY BASED APPROACH
Most estimation methods rely on the asymptotic statistics that the number of snapshots grows large relative to the sensor size, i.e., M /N tends to ∞. However, on encountering extremely large systems or systems requiring fast dynamics, which appear more and more frequently in modern signal processing, the M /N may not be large [27] . An effective tool to handle this arising problem is the large dimensional random matrix theory [28] . Large dimensional random matrix theory usually adopts a new asymptotic statistics that M , N → ∞, and N /M → t ∈ (0, ∞) [29] , [30] . For the asymptotic results, in theory, the infinite size of the matrix is required, which is infeasible in practice. However, the results are remarkably accurate, even for relatively moderate matrix sizes [31] . The new asymptotic statistics implies that the number of snapshots and the number of the sensors are of the same magnitude, which is much close to the practical situations, thus the result from the random theory is applicable more generally than that from the perturbed subspace theory.
The random matrix theory based approach calculates the MSE of DOA estimation by evaluating the inner product of the steering vector and the signal subspace in the regime that the dimensions of matrices increase at the same rate. In the random matrix theory, as M ,
where a.s.
−→ means almost sure convergence [32] . This phase transition phenomenon is an important result in large dimensional random matrix theory dealing with the spiked model. Equation (18) states that the sample singular vector is an informative estimate of the normalized steering vector only in the regime when the SNR is greater than some threshold. Furthermore, in this regime, the sample singular vector lies on a cone around the normalized steering vector, and the angle of the cone is determined by the array SNR and the constant t.
The inner product û k , u k (θ 1 ) appears in the objective function in (5) in the form of û k , u k (θ 1 ) 2 , which depends only on the magnitude of û k , u k (θ 1 ) and is invariant to its phase. Therefore, the performance may be carried out assuming û k , u k (θ 1 ) ∈ R [26] . Then we have the approximation
The results in (18) and (19) is about the inner product of the steering vector and the signal subspace. The objective function following the third equal sign in (5) is employed to leverage results from the random matrix theory. Differentiating the objective function with respect to θ and let the result VOLUME 7, 2019 be zero at the estimatedθ RMT , we get
where θ RMT =θ RMT − θ 1 .
Evaluating the derivatives at θ 1 by differentiatingφ k with respect to θ , we havê
Decomposing the derivatives of steering vector in the signal subspace and orthogonal to it, we have
where u k (θ 1 ) ⊥ is a basis vector of the subspace orthogonal to the signal subspace which makes δ 1,k and δ 2,k real numbers. Then
Similar to the inner product in (18) , it is given by random matrix theory [26] 
Note that the basis vector u ⊥ k (θ 1 ) is usually different in (22a) and (22b), however, E Re
remains the same for every basis vector in the subspace orthogonal to the signal subspace [26] . Therefore, the same symbol u ⊥ k (θ 1 ) is utilized for simplicity.
The vector u k (θ 1 ) is normalized, then u H k (θ 1 )u k (θ 1 ) = 1. Differentiating both sides of this equation with respect to θ 1 , we get
Differentiating (25) again with respect to θ 1 , we obtain
Substituting (23b) and (23c) gives
Substituting (22a) into (21a) and applying (19) and (25), we obtain
Squaring (28) and taking expectation, we obtain
Similarly,
Substituting (30) and (31) into (21b) and retaining only the dominant part, we obtain [26] (27) is used.
Considering the first order approximation ofû H k around u H k as in [24] and the orthogonality between u H k and u ⊥ k (θ 1 ), we have E φ (1) k (θ 1 ) ≈ 0 in the light of (28) . The noises within each frequency bin is independent of each other. As a function of the noise within the kth frequency bin only, φ
, is also independent of each other. By applying (32) and (29), we obtain
IV. METHODS FOR WEIGHTING SPACE SPECTRUM
The MSE of DOA estimation for wideband signals is a function of the weight for each frequency bin. The weight can be computed by minimizing the MSE. Leveraging the deduced MSE, we have following two theorems.
Theorem 1:
The weight minimizing the estimation MSE deduced by the perturbed subspace based approach iŝ
The derivation of Theorem 1 can be found in APPENDIX A.
Theorem 2: The weight minimizing the estimation MSE deduced by the random matrix theory based approach iŝ
The derivation of Theorem 2 can be found in APPENDIX B.
As the SNR k approaches t 1/2 from above, the limit of α 2 k is 0. Therefore, α 2 k is continuous as a function of SNR k . It should be noted that, if SNR k ≤ t 1/2 , then α 2 k = 0, and
RMT ] tends to infinity. For SNR k = t 1/2 + with being any positive number, α 2 k > 0. The weight minimizing the MSE derived from the random matrix theory based approach is calculated by 1/(1−α 2 k ) followed by normalization according to Theorem 2. When α 2 k approaches 0, we can also use 1/(1 − α 2 k ) as the weight before normalization. Therefore, we leverage (35) as the weight for any SNR k . If the array SNR for the kth frequency bin is less than t 1/2 , α 2 k equals to zero, then 1/(1 − α 2 k ) constantly equals to 1. This means that the optimal weight of a frequency bin does not change with SNR if the SNR of the frequency bin is less than a certain threshold. This is different from most conventional methods, in which the weight will continuously vary with respect to some parameters, such as the SNR.
It can be seen from (18) thatŵ PS k approximately equals toŵ RMT k when the array SNR is high and the ratio between the number of snapshots and the number of array sensors is large. The comparison between the perturbed subspace based method and the random matrix theory based method will be further studied in Section V.
As for the situation of multiple sources, we can focus on each source respectively. The weighting method can be applied to each source and then the DOA of the source can be calculated as the approach for the situation with single source. This process is repeated until all the DOAs are estimated. However, this method is subjected to heavy computational loading and requires preliminary knowledge of DOAs. As an alternative, the optimal weighting can be applied to each direction, since there is usually at most one source at each direction. We calculate weights for each frequency bin and accumulate them at each hypothesized DOA to obtain the space spectrum function, then estimate DOAs by locating the peaks of the space spectrum function. This method does not require preliminary knowledge for DOAs.
When calculating the weights at each direction, we need the array SNR at certain direction, which can be calculated by the signal after beamforming at this direction. For example, the array SNR at direction θ within the kth frequency bin can be estimated as
k is the noise power within the kth frequency bin predicted from the received data without any source signal.
The steps of the scheme is described as follows. 1) Divide the sensor signal into M segments and compute the temporal DFT of each segment.
2) Form X k , k ∈ [K ] and apply SVD to X k . Sort the singular values of X k in decreasing order.
3) For each hypothesized DOA θ , calculate the array SNR according to (36), and the optimal weightŵ k (θ ) of each frequency bin according to (34) or (35). Then the spectrum function is obtained:
whereû k,q is the left singular vector corresponding to the qth singular value of X k . 4) Estimate DOAs by locating the peaks of P(θ ).
V. NUMERICAL RESULTS
We test the proposed weighted incoherent signal subspace method (WISSM) using Monte Carlo simulations. A uniform linear array composes of 30 sensors received the signals radiated by two far-field independent Gaussian sources located at 11 • and 17 • respectively. The frequency of the sources ranged from 95MHz to 105MHz. The sensor spacing was half the wavelength corresponding to the highest frequency. The DFT was performed using 10 frequency bins. The variance of the noise within all the frequency bins was set to 1. The weighted incoherent signal subspace method using the weight in (34) was denoted as WISSM-PS and the algorithm leveraging the weight in (35) was denoted as WISSM-RMT. The sensor SNR was uniformly distributed from −10dB to 10dB. Fig.2 shows the root mean square error (RMSE) of the WISSM-RMT, the WISSM-PS, and the ISSM with respect to the number of snapshots. The Cramér-Rao bound (CRB) [23] is also shown. The RMSE is defined as VOLUME 7, 2019 where I is the number of trials andθ i q denotes the estimate of θ q in the ith trial. The senor SNR is defined by SNR k,q = 10 log[E k,q /σ 2 k ], which is the SNR of each source signal at a single sensor, with log representing the logarithm to base 10 in this paper. The sensor SNR was uniformly distributed from −10dB to 10dB in Fig. 2 . Each RMSE in Fig. 2 was evaluated by 10000 trials.
It can be seen from Fig.2 that the WISSM-RMT performs better than the ISSM. At small number of snapshots, the RMSE of the WISSM-RMT is smaller than that of the WISSM-PS. The superiority of the WISSM-RMT comes from the usage of the results from random matrix theory. As the number of snapshots increases, the RMSEs of the WISSM-RMT and the WISSM-PS tend to close to each other. The reason is that the weights of the WISSM-RMT are approximately equal to the weights of the WISSM-PS while the number of snapshots is large. The weights of the WISSM-PS will fail under the condition at low SNR and with few snapshots, which does not agree with the approximation condition of the perturbed subspace method. The performance comparison among the WISSM-RMT, the WISSM-PS, and the ISSM under the condition at low SNR and with few snapshots is demonstrated in Fig. 3 , where the simulation conditions were the same as that in Fig. 2 , except the sensor SNR uniformly distributed from −20dB to 0dB. It can be seen from Fig. 3 that the WISSM-PS even performs worse than the ISSM at small number of snapshots. While the WISSM-RMT works well under both the conditions set in Fig. 2 and Fig. 3 . The reason is that the random matrix theory adopting the regime that the number of snapshots and the number of sensors are comparable in magnitude, which is more general and more consistent with the actual situation than the regime adopted by the perturbed subspace theory, so that the the random matrix theory is more extensively applicable. Equation (35) and (18) reveal that those frequency bins with SNR less than some threshold are weighted equally according to the random matrix theory. Therefore, the ISSM with equal weights performs better than the WISSM-PS with weights proportional to SNR under the condition at low SNR and with few snapshots.
To further reveal the algorithm performance, an example run of the normalized spacial spectrum for the WISSM-RMT, the WISSM-PS, and the ISSM is shown in Fig. 4 , where the sensor SNR was uniformly distributed from −20dB to 0dB and the number of snapshots was fixed to 2. The two vertical lines indicate the directions of the two far-field sources. The WISSM-RMT and the ISSM can distinguish the two sources successfully. Whereas The peak of the space spectrum around 17 • for the WISSM-PS locates at a bias angle. The amplitude of the peaks locate away from the source direction are also quite high, which can be even larger than the amplitude of true peaks at high risk. Considering the superiority of the WISSM-RMT to the WISSM-PS, we only compare the WISSM-RMT with other algorithms for wideband DOA estimation, which is shown in Fig. 5 . The simulation conditions are the same as that shown in Fig. 2 . In the simulations of WAVES, the initial value was generated from perturbations of the true DOAs by adding zero mean Gaussian random noise, the variance of which equaled to the CRB. Fig. 5 also demonstrates that all the methods perform better as the number of snapshots increases. The TOPS is more sensitive to the number of snapshots, and is applicable to scenarios where there is considerable number of snapshots. The initial values show as an important factor that impacts the performance of WAVES. When the number of snapshots is small, the error of the initial values increases, which degrades the performance of the WAVES. The WISSM-RMT approaches the CRB well, and shows better performance than the other algorithms, especially in the regime of relative few snapshots.
VI. CONCLUSION
This paper presents two methods which are used for DOA estimation on wideband colored signals. The perturbed subspace based method is concise in computing the weights and performs well at high SNR and with adequate snapshots. The random matrix theory based method shows better estimation precision than the perturbed subspace based method, especially in the regime at low SNR and with few snapshots. The performance of the random matrix theory based method is guaranteed by using insights from the large dimensional random matrix theory. The proposed methods do not need initial values and is competent to the DOA estimation on wideband colored signals. 
