Abstract-In this paper, we study the generalized phase retrieval problem: to recover a signal x ∈ C n from the measurements yr = | ar, x | 2 , r = 1, 2, . . . , m. The problem can be reformulated as a least-squares minimization problem. Although the cost function is nonconvex, the global convergence of gradient descent algorithm from a random initialization is studied, when m is large enough. We improve the known result of the local convergence from a spectral initialization. When the signal x is real-valued, we prove that the cost function is local convex near the solution {±x}. To accelerate the gradient descent, we apply several efficient line search methods. We also perform a comparative numerical study of the line search methods and the alternative projection method. Numerical simulations demonstrate the superior ability of LBFGS algorithm than other algorithms.
I. INTRODUCTION
Phase retrieval is to recover a complex signal from its Fourier intensity. This problem arises in many engineering and science applications, such as X-ray crystallography, electron microscopy, X-ray diffraction imaging, optics and astronomy, just to name a few. In these applications, one often has recorded the Fourier transform intensity of a complex signal, while the phase information is infeasible. It has been proved that the one-dimensional phase retrieval problem suffers from essential nonuniqueness, and the multi-dimensional case is usually less prone to multiple solutions [1] , [2] . However, these theories did not lead efficient recovery algorithms.
The most widely-used algorithms are based on the method of alternating projections, that are the error reduction (ER) and its variants, such as HIO [3] , HPR [4] and RAAR [5] . These iterative projection methods have combined the oversampling method [6] and additional constraints to increase the probability of finding a solution. They are identified as the counterparts of iterative projection methods for convex-set feasible problem [7] . Since the intensity constraints in Fourier space is not convex, so the algorithms do not have theoretical guarantees.
Recently there has been a renewed interest in phase retrieval due to technological advances in measurement systems and theoretical developments in structured signal recovery, see literature [8] and references therein. The premise of the multiple measurements approach is that, by carefully redesigning the measurement process, one can potentially resolve the phase ambiguity for phase retrieval. Another advantage of this approach is that the analysis and developed algorithms are independent of the dimension of the signal, as opposed to the alternative projection methods. Mathematically, we consider the generalized phase retrieval problem. It is to find a vector z ∈ C n , given that
where a r ∈ C n are known sampling vectors, and y r ∈ R are the intensity measurements. For the recent progress on the generalized phase problem, we refer the reader to the survey papers [9] , [10] .
The problem (1) can be reformulated as an NP-hard matrix rank minimization problem by lifting a vector to a rank-one matrix. Semi-definite programs (SDP), such as PhaseLift [8] , [11] and PhaseCut [12] , [13] , are used to solve its convex relaxation problem based on two different formulations. While in principle SDP-based methods offer tractable solution, they become computationally prohibitive as the dimension of the signal increases. So recently, authors of [14] reformulated (1) as a least-squares problem. A solution to the problem (1) is any solution to the optimization problem
The fixed-stepsize gradient descent algorithm (called Wirtinger Flow in their paper) is applied to solve (2) in literature [14] . The local convergence to a global minimizer is also shown if the initialization is near the global minimizer.
In this paper, we prove the global convergence of gradient descent algorithm with an appropriate stepsize from a random initialization instead of a good spectral initialization proposed in literature [14] . We find that the algorithm converges to a global minimizer from a random initialization when m is large enough (with the complexity n log n for Gaussian model and n log 3 n for CDP model) and that all local minimizers of (2) are global minimizers with high probability. In addition, if the signal is real-valued, the local convexity of the leastsquares cost function in (2) is proved. For numerical algorithm, to accelerate the convergence rate, more efficient line search methods for minimizing function of complex variables, such as nonlinear conjugate gradient (NCG) and Limited-memory BFGS (LBFGS), are considered.
II. GRADIENT DESCENT AND OTHER FIRST-ORDER ALGORITHMS
We focus on the common least squares cost objective function to measure the misfit between the observed data and predicted data. Recall equation (1)
where |·| is the componentwise absolute value, and y = [y 1 , y 2 , . . . , y m ] T .
A. Gradient and Hessian
We derive the gradient and Hessian's analytical expressions of the function f (z) defined by (2) in this subsection. Note that the decision variable z is complex and f (z) is realvalued, so the terminologies, gradient and Hessian, can be viewed from the perspective of Wirtinger derivatives [14, see Section 6] or C − R calculus [15] .
Function f (z) (see (3)) can be recognized as an operator defined from Hilbert space C n to R. Its Fréchet derivative at point z is
In a similar way, the Hessian operator (Hessian-vector multiplication) can be derived. According to the Taylor expansion, the gradient and Hessian operator are
From the definition of Hessian, the Hessian matrix is given by
B. Algorithms: Gradient Descent and Accelerating Strategies
Since we have deduced the expression of gradient, we can construct iterative algorithms which are only based on the gradient information. Common optimization algorithms are constructed for real-valued function of real variables. Since the cost function (2) is real-valued of complex variables, the optimization is usually carried out with respect to the real and imaginary part of these variables. Here we consider the straightforward extension of optimization of function of complex variables.
Line search methods construct a sequence
The basic idea is first to choose a descent direction d k ∈ C n , then to refine the iteration with some line search scheme to choose the appropriate step length α k ∈ R at kth iteration. The most simple iteration (a.k.a gradient descent) is stated as following: start with an initialization z 0 = 0, and inductively update
where α k is the stepsize and g k = ∇f (z k ), i.e., taking descent direction
To accelerate the rate of convergence, nonlinear conjugate gradient (NCG) method is widely used. The conjugate gradient direction d k is generated by the recurrence relation
where d 0 = 0. There are a variety of options to choose parameter β k for nonlinear problem [16] . In this paper, we take the Hestenes-Stiefel form.
Although Newton algorithm has two-order convergence rate near the minimizer, it is not suit for large scale problem, since solving the Newton equation at each iteration is required. We consider the famous LBFGS method, which is appropriate for large-scale problem, and the descent direction d k can be obtained by the easy two-loop recursion [17] .
With holding global convergence to local minimizer, step length α k is not arbitrary. For the steepest gradient descent, we strictly characterize the choice strategy of stepsize α k , which will lead to global convergence. For optimization algorithms, there is usually a chosen strategy of α k , which are known as Wolfe conditions [18] . We call gradient descent with stepsize α k by Wolfe conditions steepest gradient (SD) algorithm.
Our theoretical results about global convergence is only applied to the simple gradient descent algorithm. But as we will see in Section IV, the numerical performance of NCG and LBFGS is superior than the steepest descent (a.k.a, gradient descent with line search scheme by Wolfe conditions), even the gradient descent we consider here.
III. THEORETICAL RESULTS
We assume that the sampling vectors of the model setup are in the Gaussian [11] or coded diffraction pattern (CDP) [19] , [14] models, which are defined below. Gaussian model has more theoretical interests than CDP, but the latter is a more physical realizable model.
If a r ∈ C n are drawn from N (0, I/2) + iN (0, I/2), we say that sampling vectors follow the Gaussian model. In CDP model, we collect multiple diffraction patterns with different masks b l ∈ C n . Each entry of mask b l samples from a distribution b. Assume the entry b = b 1 b 2 , where b 1 and b 2 are independent and distributed as: b 1 is sampled from {−1, 1, −i, i} with equal probability 1/4, and b 2 from { √ 2/2, √ 3} with probability 4/5 and 1/5 respectively. This pattern is called octanary in paper [14] .
We present the main results in this section and refer the interested reader to paper [17] for the proofs and technical lemmas in a more comprehensive way.
A. Global Convergence of Gradient Descent Definition 1. Let x ∈ C n be any solution to the phase retrieval problem (1). For each z ∈ C n , define
then the distance of z to the solution set χ = {xe
For real case,
It is not difficult to see that Im(h * xe iφ(z) ) = 0 and This means that the number of samples obeys m ≥ c(δ)n log n in the Gaussian model and the number of patterns obeys L ≥ c(δ) log 3 n in the CDP model. Then
holds with probability at least 1 − 10e −γn − 8/n 2 and 1 − (2L + 1)/n 3 for the Gaussian and CDP models respectively.
Theorem III.2 (Global Convergence
. Let x be a solution to the generalized phase retrieval problem (1) and the number of samples m obeys m ≥ c 1 (δ)n log n in Gaussian model or the number of patterns obeys L ≥ c 2 (δ) log 3 n in the CDP model, where c 1 , c 2 are sufficiently large numerical constants. For the following gradient descent updating scheme (z 0 = 0)
holds with probability at least 1 − 20e −γm − 4m/n 4 in Gaussian model and 1 − (4L + 2)/n 3 in CDP model, if the stepsize α k satisfies
Furthermore, we denote the intersection of the polynomial of degree three P 1 (t)
It is inconvenient to determine α k by finding a root of function, we can relax the α k in two cases.
Remark. 1) Theorem III.2 tells us that the gradient descent algorithm with appropriate stepsize converges to a solution of (1) when given enough many measurements.
It is an extension of the local convergence of gradient descent method, see [14, Theorem 3.3] . Our proof is more geometrical than the proof in literature [14] . 2) As opposed to Wirtinger Flow (WF) algorithm, we do iterate from a random initialization without a careful choice of initialization. The algorithm looses at most a logarithmic factor in the sampling complexity as the WF.
It is an open question whether the complexity can be proportional to n.
B. Local Convexity with Real-Valued Signal
We assume the target signal x ∈ R n and the sampling vectors a r are drawn from the Gaussian model. The gradient and Hessian of objective f have the following form (up to a scale factor 1/2):
Re |a * r z| 2 − y r (a * r z)a r ,
Re 2|a * r z| 2 − y r a r a * r + (a * r z) 2 a r a T r .
(8b)
Theorem III.4 (Convexity on Expectation (Asymptotic Convexity)). Let z ∈ R n be a fixed vector independent of the sampling vectors, we have that E[f (z)] is convex in the ellipse dist(z, x) ≤ x /12.
In this proof, we use the following fact that the eigenvalues of matrix (x T w)I + xw
Theorem III.5 (Strong Convex). In the setup of Theorem III.2, for all z ∈ R n in the ellipse around x, more specified, dist(z, x) ≤ x /24, the following
holds uniformly with probability 1 − e −αn (α depends on m), where w ∈ R n such that w = 1.
From the analysis above, we find that the randomness assumption is useful for theoretical analysis. Theorems III.4 and III.5 state the convexity of the expectation of f (z) and the strong convexity of function f (z) when z is around a solution of the phase retrieval problem. These results imply the numerical algorithms will perform well in the neighborhood of a solution. And the local geometrical convergence rate is followed from the convex optimization.
IV. NUMERICAL SIMULATIONS
This section introduces numerical simulations to illustrate the empirical sampling complexity to ensure the convergence to a solution of the optimization approach and study the effectiveness of line search methods, especially the LBFGS method. Since gradient descent with stepsize α k from Theorem III.2 takes more iterations than that with stepsize α k from Wolfe conditions. For comparison, we only consider the steepest gradient descent algorithm.
A. Relative Error and Termination Condition
We denote the solution to the problem (1) as x, and z is the returned solution by the line search method, the relative error is defined as
where c is to get rid of the effect of the constant phase shift of phase problem. We consider a vector to be successfully recovered if the relative error is below 10 −5 .
In line search methods, for stop criteria, we take the three options: the number of iterations is 600, the tolerances for relative change of objective function and relative change of variable during one iteration both are 10 −12 . The number of stored vector pairs for LBFGS method s = 2.
B. Recovery Rate
We begin by examining the empirical recovery rate of the line search method (LBFGS is used) for recovering random Gaussian signal x ∈ R n or C n under the Gaussian and CDP models with octanary pattern. In the one dimensional simulations, we consider signals with length n = 512, 1014.
For two
n . The algorithm is tested for 17 values of m = δn, where δ = 2, 2.5, . . . , 9.5, 10 for Gaussian model. In CDP model, algorithm is tested for 9 values of L from 2 to 10. We report the empirical probability of success in the two models in Figure 1 . The empirical probability of success is an average over 1000 trials, we generate 10 different test signals and corresponding random sampling matrix A in Gaussian model or random masks in CDP model and begin the algorithm from 100 random initials for a fixed random sampling matrix.
No matter what the sampling vectors are, in Gaussian model or CDP model, for a signal with length n = 1024, the optimization method can successfully recover the signal when m = 7n, see Figure 1a . Note that m is the order n log n, which matches our analysis. This empirical sampling complexity is greater than that of WF with spectral initialization, WF can recover the signal when m = 4n [14] . It is not surprising for this fact, the need for more sampling vectors is at the price of beginning from a random initialization. For comparison, we also apply the alternative projection algorithm to phase retrieval problem [8] , [17] . The alternative projection method converges geometrically to a solution of problem (1) under the Gaussian model with large enough measurements, this fact is proven in literature [20] . If we apply it from a random initialization, its overall performance is worse than optimization approach.
C. Performance for the CDP Model
The test images is a complex-valued image of size 512×512, whose pixel values correspond to the complex transmission coefficients of a collection of gold balls embedded in a medium. Its magnitude is shown in Figure 2a . We only consider the CDP model, the stylized setup of coded diffraction pattern, which one encounters in X-ray crystallography and many other imaging sciences.
1) Noise-free and Noisy Measurements: In the first experiment, we demonstrate the recovery of the image from noiseless measurements. We consider two different types of illuminations. The first type uses ten octanary masks. The reconstruction is shown in Figure 2b , It is visually indistinguishable from the original image. Since they are both complex-valued, we display only the magnitude. We also achieve successful recovery with eight octanary masks.
In the second set of experiments we consider the same test image but with noisy measurements. Ten octanary masks as before are used. Since the main noise yields Poisson distribution resulting from the photon counting in practice, we add random Poisson noise to the measurements for ten different SNR levels, ranging from 10dB to 55dB. Figure 3 shows the average relative error in dB versus the SNR. The error curves shows clearly the linear behavior between SNR and relative error, it implies the stability of the generalized phase retrieval problem [11] .
2) Performance Comparison of Different Algorithms: We study the performance of different line search method Table I . The LBFGS algorithm need the fewest computations. So the LBFGS performs best for the problem.
It is shown that optimization approach is more robust than alternative projection, where in 10 runs, AP fails for one run (the average is excluded this run). 3) Performance for Real-valued Signal: With the aid of the constraint of real-valuedness, the phase retrieval problem needs fewer diffraction patterns. The original test image is the standard cameraman. Table II list the iterations that algorithm returns the solution when given different number of masks. With the real assumption, the more masks are provided, the fewer iterations are needed. Even three masks can recover the solution. If without the real assumption, six illuminations are needed and the number of iterations is over 1300. V. CONCLUSION AND DISCUSSION
The generalized phase retrieval is solved by minimizing a nonconvex least squares cost function with the advantage of better practice for two dimensional problem. We deduced the expressions of gradient and Hessian of the cost function by Fréchet derivative instead of Wirtinger derivative used in literature [14] . We proved the global convergence of the proposed gradient decent algorithms, with arbitrary random instead of special spectral initialization, under the assumption that the sample vectors are drawn from complex Gaussian and the sampling complexity m is large enough (O(n log n) for Gaussian model and O(n log 3 n) for CDP model).
As demonstrated in this paper, a priori knowledge of the real-valuedness of the signal can mitigate the phase retrieval problem. For real-valued signal, the local convexity of the least squares cost function in the neighborhood of the solution is also proved. It is may be a hinder to obtain the appropriate stepsize in the gradient descent method. For practical implementation and more rapidly convergence rate, we apply other line search methods. The study of the performance of different line search methods shows that LBFGS algorithm can efficiently and robustly solve the generalized phase retrieval problem. The nonconvexity of the cost function is not so scary is due to the premise that all local minimizers associated with the cost function are global minimizers with high probability.
