Abstract. We provide a partial result on Taylor's modularity conjecture, and several related problems. Namely, we show that the interpretability join of two idempotent varieties that are not congruence modular is not congruence modular either, and we prove an analogue for idempotent varieties with a cube term. Also, similar results are proved for linear varieties and the properties of congruence modularity, having a cube term, congruence n-permutability for a fixed n, and satisfying a non-trivial congruence identity.
Introduction
An interpretation I of a variety V in a variety W is a mapping that maps basic operations of V to terms of W of the same arity such that for every algebra A ∈ W, the algebra (A, (I(f ) A ) f ∈σ ) (where σ is the signature of V) is an algebra in V. We say that a variety V is interpretable in a variety W if there exist an interpretation of V in W. The lattice of interpretability types of varieties (see [16, 7] ) is then constructed by quasi-ordering all varieties by interpretability, and factoring out varieties that are interpretable in each other. This gives a partially ordered class such that every set has a join and a meet.
The lattice of interpretability types of varieties is a suitable object for expressing properties of Mal'cev conditions (for a formal definition see [19] ): The varieties that satisfy a given Mal'cev condition form a filter in this lattice, thus, e.g. implications among Mal'cev conditions translate into inclusions among the corresponding filters.
In this paper, we contribute to the line of research whose aim is to understand which of the important Mal'cev conditions are indecomposable in the following strong sense: if two sets of identities in disjoint languages together imply the Mal'cev condition, then one of the sets already do. An equivalent formulation using the interpretability lattice is especially simple: which of the important Mal'cev conditions determine a prime filter?
Some of the Mal'cev conditions with this property have been described in the monograph by Garcia and Taylor [7] , e.g. having group terms, or having cyclic terms of given prime arity. Taylor and Garcia conjectured that the filters of congruence permutable varieties and the filter of congruence modular varieties are prime. For congruence permutability, this was confirmed in [20] . Unfortunately, Tschantz's proof has never been published. The congruence modular case is still open: Conjecture 1.1 (Taylor's modularity conjecture). The filter of congruence modular varieties is prime, that is, if V and W are two varieties such that V ∨ W is congruence modular, then either V or W is congruence modular.
In [3] , Bentz and Sequeira proved that this is true if V and W are idempotent varieties that can be defined by linear identities (such varieties are called linear idempotent varieties), and later in [2] , Barto, Pinsker, and the author generalized their result to linear varieties that do not need to be idempotent. In this paper we generalize Bentz and Sequeira's result in a different direction. Theorem 1.2. If V, W are two idempotent varieties such that V ∨W is congruence modular then either V, or W is congruence modular.
Other filters whose primeness was studied in [3] are the filters of n-permutable varieties and the filter of varieties satisfying some non-trivial congruence identity. Bentz and Sequeira proved analogous results for these filters as for the filter of congruence modular varieties, i.e., they proved that if a join of two linear idempotent varieties fall into one of these filters then one of the two varieties is in the filter. An analogue of Theorem 1.2 for these filters follow from a result of Valeriote and Willard [21] , who proved that every idempotent variety that is not n-permutable for any n is interpretable in the variety of distributive lattices, and Kearnes and Kiss [10] , who proved that any idempotent variety which does not satisfy a non-trivial congruence identity is interpretable in the variety of semilattices.
We add one more Mal'cev condition to the list of the conditions whose filters might be prime-the Mal'cev condition of having a cube term. Using a recent result of Kearnes and Szendrei [12] about idempotent varieties and cube term blockers, we prove an analogue of Theorem 1.2 for cube terms. Theorem 1.3. Suppose that n ≥ 2, and let V and W be two idempotent varieties such that V ∨ W has an n-cube term. Then so does either V or W.
Finally, for all these filters we also give similar results for linear varieties. These are based on a notion of coloring of terms by a relational structure (see Definition 2.2) which is a reformulation and generalization of Sequeira's notion of 'compatibility of projections' [18] . Our results are based on the theory developed in [2] . In addition to the result of [2] about congruence modularity, we establish the following. Theorem 1.4. Let V and W be two linear varieties, and n ≥ 2.
• If V ∨ W is congruence n-permutable, then so is either V or W;
• if V ∨ W satisfies a non-trivial congruence identity, then so does either V or W; • if V ∨ W has an n-cube term, then so does either V or W.
A weaker version of the first item, if V ∨ W is congruence n-permutable then either V or W is congruence k-permutable for some k, was already proven in [2] by the same method. The presented results puts the state-of-the-art knowledge about the primeness of these filters on the same level, with one exception: the filters of varieties that are congruence n-permutable for a fixed n. We are not able to answer the following question. Problem 1.5. Given n ≥ 2 and two idempotent varieties V and W such that V ∨W is n-permutable. Is it always true that either V or W is n-permutable?
The result of Valeriote and Willard [21] only gives us that one of the two varieties has to be congruence k-permutable for some k which might be bigger than n.
Preliminaries and notation
Algebras are denoted by bold letters, i.e., A, B, etc.; relational structures by blackboard bold, i.e., A, B; function clones by caligraphic letters, A , B, etc. In all the cases, the corresponding underlying set is denoted by the same letter, i.e., A is an algebra with the underlying set A, B is a relational structure with the underlying set B, and C is a function clone on the set C. If B is a relational structure, then B will always denote the clone of its polymorphisms. For a term f in the language of an algebra A, the symbol f A will denote the corresponding term operation in A. Finally, if V is a variety of algebras, we will denote F V (x 1 , . . . , x n ) its free algebra that is freely generated by the set {x 1 , . . . , x n }.
The lattice of the interpretability types can be also introduced as the lattice of function clones ordered by existence of a clone homomorphism. A mapping h : A → B between two function clones A and B is a clone homomorphism if it preserves composition and projections. The lattice is then constructed by taking the class of all clones, quasi-ordering it by an existence of a clone homomorphism, and factoring out the homomorphically equivalent clones. Given a variety V, its corresponding clone is the clone of all term functions of the countably generated free algebra in V, and given a function clone C , its corresponding variety is the variety generated by the algebra (C, (f ) f ∈C ); we will call this variety, the variety generated by C . These two mappings are order-preserving and mutually inverse up to equi-interpretability of varieties and homomorphical equivalence of function clones, hence they provide an isomorphism of the two lattices.
It will be useful to have the following alternative description of the situation when a variety interprets into the variety generated by the polymorphism clone of a relational structure. Lemma 2.1. A variety V is interpretable in the variety generated by the polymorphism clone of a relational structure B if and only if there is an algebra A in V with A = B such that all relations of B are compatible with the operations of A.
Proof. Suppose that σ is signature of V, let B denote the algebra (B, (f ) f ∈B ), and let I denote the interpretation of V in the variety generated by B. From the definition of an interpretation, we have that (C, (I(f ) C ) f ∈σ ) is an algebra in V for any C in the variety generated by B, in particular for B itself. We claim that A = (B, (I(f ) B ) f ∈σ ) has the required properties. Indeed, for any f ∈ τ , the term operation I(f )
B is a polymorphism of B, since B is closed under composition. For the other implication, suppose that A is the algebra in V with A = B whose all basic operations are polymorphisms of B. We define an interpretation from V to the variety generated by B by I(f ) = f A , where f A is understood as a name of a basic operation of B. This is an interpretation since clearly for any C in the variety generated by B, the algebra (C, ((f A ) C ) f ∈σ ) satisfies all the identities defining V since (B, (f A ) f ∈σ ) does.
The following definition from [2] generalizes Sequeira's notion of compatibility with projections. Definition 2.2. Given a variety V and a relational structure B on a set B. Let F denote the free algebra freely generated by the set {x b : b ∈ B}, and for a relation R of B let R V denote the smallest compatible relation of F containing all tuples (x b1 , . . . , x bn ) for (b 1 , . . . , b n ) ∈ R. A mapping c : F → B is called a coloring of terms of V by B if for any (f 1 , . . . , f n ) ∈ R V we get (c(f 1 ), . . . , c(f n )) ∈ R. A coloring is strong if it in addition satisfies c(x b ) = b for every b ∈ B. We say that a variety has (strongly) B-colorable terms if and only if there is a (strong) coloring of its terms by B.
(If all relations of B are equivalences, B-colorability is equivalent to Sequeira's compatibility with projections.)
We get to a refinement of Lemma 2.1 for linear varieties. It is a direct consequence of Propositions 7.4 and 7.5 of [2] .
Lemma 2.3 ([2]).
A linear variety V is interpretable in the variety generated by the polymorphism clone of a relational structure B if and only if its terms are strongly B-colorable.
3.
Congruence n-permutability, congruence identities, and cube terms
For each of the followings filters:
• the filter of congruence n-permutable varieties for a fixed n,
• the filter of varieties that are congruence n-permutable for some n,
• the filter of varieties satisfying a non-trivial congruence identity,
• the filter of varieties with a cube term, and • the filter of varieties with an n-cube term for a fixed n we find a relational structure B such that a variety is not in the filter if and only it it has strongly B-colorable terms. We will describe these structures in the corresponding subsections. The existence of such structures together with the following theorem from [2] imply the results for linear varieties formulated in Theorem 1.4.
Theorem 3.1 ([2]
). Let B be a relational structure, V and W two linear varieties that both have strongly B-colorable terms. Then V ∨ W also has strongly B-colorable terms.
Proof. Since V and W are both linear, we can apply Lemma 2.3 to get that both of the varieties are interpretable in the variety generated by B. But this immediately gives that also their join is interpretable in the same variety, and consequently using the same lemma, we get that V ∨ W has strongly B-colorable terms.
For the idempotent varieties, our strategy is as follows: For each of the filters we find a chain of varieties which is co-finite in the complement of the filter, i.e., a chain of varieties such that any idempotent variety outside of the filter is interpretable in one of the varieties from the chain. If this is the case, we will immediately get that the complement of the filter is closed under joins of idempotent varieties, since any two varieties would be interpretable to a common variety from the chain. Of course, it would be especially nice if the chain would have only one element, and this is actually true for the filter of varieties that are not congruence n-permutable for any n and the filter of varieties that do not satisfy any non-trivial congruence identity. For the filters of varieties without a cube term and varieties that are not congruence modular, there is no such a single variety.
The varieties in the constructed chains are generated by polymorphism clones of relational structures which are similar to the relational structures B used for the description of these filters using colorings. This fact allows us to connect the results about idempotent and linear varieties.
3.1. Having n-permutable congruences for a fixed n. Recall that a variety is said to have n-permutable congruences if every two congruences α, β of a single algebra satisfy α • n β = β • n α. This has two well-known Mal'cev characterizations, the original (n + 1)-ary terms by Schmidt [17] and ternary terms by Hagemann and Mitschke [8] .
Theorem 3.2. The following is equivalent for any variety V and every positive integer n.
(1) V is n-permutable; (2) there are (n + 1)-ary V-terms s 0 , . . . , s n such that the identities
for odd i, and
are satisfied in V; (3) there are ternary V-terms p 0 , . . . , p n such that the identities p 0 (x, y, z) ≈ x, p n (x, y, z) ≈ z, and
The primeness of these strong Mal'cev conditions was studied by Sequeira [18] . One of his results is a characterization by means of compatibility with projections. This is translated to the language of colorings as the strong coloring by the relational structure N n = ({0, 1, . . . , n}; α, β) where α and β are equivalences generated by partitions 01|23| . . . and 0|12|3 . . . , respectively. Proposition 3.3. Let n ≥ 2. A variety is not congruence n-permutable if and only if has strongly N n -colorable terms.
Proof. First, we observe that if we color by a relational structure B whose relations are congruences, we can change the occurrence of η V to η V , the smallest congruence on the free algebra freely generated by the set {x b : b ∈ B} containing {(x a , x b ) : (a, b) ∈ η} with no impact on the notion of coloring. The congruence η V is the transitive closure of η V (η V is already symmetric and reflexive). The new definition is stronger than the former one, and if c is a coloring in the older sense and (f, g) ∈ η V , i.e., there are f 0 , . . . , f k such that f 0 = f , f k = g, and (f i , f i+1 ) ∈ η V , then (c(f i ), c(f i+1 )) ∈ η, and consequently (c(f ), c(g)) ∈ η, since η is transitive.
Observe that for two terms f, g we have that (f
is satisfied in V. This follows from the fact that (x 2i , x 2i+1 ) ∈ α V for any i, and consequently, for any term t, (t
is satisfied in V. This shows that a variety has Schmidt terms if and only if (x 0 , x n ) ∈ β V • n α V , and consequently Schmidt terms are not N n -colorable because any such coloring c would satisfy (c(x 0 ), c(x n )) ∈ β • n α which is not possible. For the other implication, suppose that a variety V does not have Schmidt terms, and define a coloring by c(f ) = min{i :
• n α V which would imply the existence of Schmidt terms. Therefore, c(x i ) = i. Finally, c is a valid coloring since if (f, g) ∈ α V then by the definition, c(f ) and c(g) are either identical, or they differ by 1, where the second is possible only if the smaller color is even, hence (c(f ), c(g)) ∈ α. The argument for compatibility of coloring with β is similar.
As a corollary of the previous proposition and Theorem 3.1 we get the following.
Corollary 3.4. Let n > 2 be arbitrary. If V and W are two linear varieties such that V ∨ W is n-permutable, then either V, or W is n-permutable.
3.2.
Having n-permutable congruences for some n. We now focus on the filter of varieties that are n permutable for some n. There are two results about the primeness of this filter-a result of Valeriote and Willard [21] for idempotent varieties, and a result of Barto, Pinsker, and the author [2] for linear varieties. The key steps for the two results are the following two propositions.
Theorem 3.5 ([21]
). An idempotent variety is not n-permutable for any n if and only if it is interpretable in the variety of distributive lattices.
Proposition 3.6 ([2]).
A variety is not n-permutable for any n if and only if it has strongly ({0, 1}, ≤)-colorable terms.
Here, we connect these two results, and prove the following. Theorem 3.7. Suppose that V and W are two varieties such that each of them is either linear, or idempotent, and V ∨ W is n-permutable for some n. Then either V, or W is n-permutable for some n.
Proof. First, observe that the idempotent reduct of the polymorphism clone of ({0, 1}, ≤) is identical to the clone of term functions of the two element lattice with the underlying set {0, 1}. Therefore, Theorem 3.5 gives that an idempotent variety that is not n-permutable for any n is interpretable in the variety generated by the polymorphism clone of ({0, 1}, ≤)-the same we know for linear varieties that are not n-permutable for any n by Proposition 3.6 and Lemma 2.3.
Therefore, if neither V nor W is n-permutable, we get that both of them are interpretable in the variety generated by the polymorphism clone of ({0, 1}, ≤). Consequently, we get that their join is interpretable in the variety generated by the polymorphism clone of ({0, 1}, ≤) which is clearly not n-permutable for any n.
3.3.
Satisfying a non-trivial congruence identity. There are a few Mal'cev characterizations of varieties that satisfy some non-trivial congruence identity. An older one, called a Hobby-McKenzie term (for the definition we refer to [9] , or [10] ), and a recent by Kearnes and Kiss [10] . The following is a corollary of Theorems 5.28 and 7.15 of [10] . (1) V satisfies a non-trivial congruence identity, (2) V satisfies an idempotent Mal'cev condition that fails in the variety of semilattices, (3) there exists 4-ary terms t 0 , . . . , t n such that the identities t 0 (x, y, z, w) ≈ x and t n (x, y, z, w) ≈ w,
We will refer to the terms in item (4) as to Kearnes-Kiss terms. Also note that as a byproduct of this characterization, Kearnes and Kiss proved that an idempotent variety satisfies a non-trivial congruence identity if and only if it is not interpretable in the variety of semilattices (this follows from the equivalence of (1) and (2) in the above theorem). Further, we will provide a characterization of varieties that do not satisfy a non-trivial congruence identity by a coloring, and by a very similar method as in the previous subsection, prove the following.
Theorem 3.9. Suppose that V and W are two varieties that are each either idempotent or linear, and V ∨ W satisfies a non-trivial congruence identity. Then so does either V or W.
In their proof, Kearnes and Kiss first proved that item (1) of Theorem 3.8 implies that the variety contains an algebra A with a compatible (sometimes called commuting) semilattice operation, i.e., there is a semilattice operation ∨ on A such that its graph-the relation {(a, b, a ∨ b) : a, b ∈ A} is a compatible relation. This suggests a relational structure to be used in the coloring description of this Mal'cev condition: the graph of a semilattice operation on a two element set. Therefore, let S denote the relational structure on {0, 1} with one ternary relation J = {(x, y, x ∨ y) : x, y ∈ {0, 1}}. Note that the idempotent reduct of S is the same as the clone of term operations of the semilattice ({0, 1}, ∨) (for details of the proof see [10, Lemma 5 .25]). Lemma 3.10. A variety does not satisfy a non-trivial congruence identity if and only if it has strongly S-colorable terms.
Proof. The fact that Kearnes-Kiss terms are not colorable by S can be argued using the arguments of [10] , since it is an idempotent linear Mal'cev condition that is not satisfiable in the variety of semilattices. Alternatively, one can show this directly by observing that, for any variety V, the relation J V consists of triples (r(x 0 , x 1 ), s(x 0 , x 1 ), t(x 0 , x 1 )) such that there exists a 4-ary term f satisfying f (x, x, y, y) ≈ r(x, y), f (x, y, x, y) ≈ s(x, y), and f (x, y, y, y) ≈ t(x, y). By the definition of coloring and the relation J we can deduce that for every triple (r, s, t) ∈ J V if c(r) = 0 and c(s) = 0 then also c(t) = 0, and similarly if c(t) = 0 then both c(r) and c(s) are also 0. By combining these two observations, one can prove by induction on i that for an operation t i from Kearnes-Kiss chain we have that c(t i (x 0 , x 0 , x 1 , x 1 )) = 0, c(t i (x 0 , x 1 , x 0 , x 1 )) = 0, and c(t i (x 0 , x 1 , x 1 , x 1 )) = 0. This shows that any coloring c has to satisfy c(x 1 ) = 0, hence the contradiction.
For the other implication, suppose that a variety does not have Kearnes-Kiss terms, and define a coloring c in such a way that c(t) = 0 if and only if this fact is forced by the argument in the previous paragraph. That is, there exists tuples (s i , t i , r i ) ∈ J V , i = 1, . . . , n such that s 0 = t 0 = x 0 , r i = r i+1 for even i, s i = s i+1 and t i = t i+1 for odd i, and t = r n for n odd, or t ∈ {s n , t n } for n even. Now, since the clone does not contain Kearnes-Kiss operations we get that c(x 1 ) = 1. The rest is to check that c is a valid coloring. Indeed, if c(t) = 0 and (r, s, t) ∈ J V for some r, s ∈ F , then also c(r) = c(s) = 0 by the definition, and if c(t) = 1 and (r, s, t) ∈ J V then either c(r) = 1 or c(s) = 1, otherwise we would have defined c(t) = 0. In either case, we have c(s) ∨ c(r) = c(t) which is what we wanted to prove.
Finally, we get back to the proof of Theorem 3.9.
Proof of Theorem 3.9. If an idempotent variety does not satisfy a non-trivial congruence identity, it is interpretable in the variety of semilattices. Hence, there is an algebra in the variety whose all operations are term operations of the semilattice ({0, 1}, ∨), and therefore compatible with J. Which concludes that the variety is interpretable in the variety generated by S by Lemma 2.1. Similarly, if a linear variety does not satisfy a non-trivial congruence identity, we know from Lemmata 3.10 and 2.3 that it is interpretable in the variety generated by S .
Altogether, we get that if both V and W do not satisfy a congruence identity and each of them is either linear or idempotent, then both are interpretable in the variety generated by S . Therefore, so is their join. Finally, this variety does not satisfy a non-trivial congruence identity which gives that the join does not satisfy one either.
3.4.
Having a cube term. Cube terms describe finite algebras with few subpowers (i.e., with a polynomial bound in n on the number of generators of subalgebras of n-th power). This result and many more interesting properties of algebras with cube terms can be found in [4] , [1] , and [11] . There are several Mal'cev conditions equivalent to having a cube term, e.g. having an edge term, or having a parallelogram term. For our purpose, the most useful of these equivalent conditions is the cube term itself.
Fix a variety, and let F be an algebra that is freely generated by the set {x, y}. An n-cube term is a (2 n − 1)-ary term c such that
where x 1 , . . . , x 2 n −1 are all the n-tuples of x's and y's containing at least one y. For example, a Mal'cev term q is a 2-cube term since it satisfies q F 2 ((x, y), (y, y), (y, x)) = (x, x). The order of variables in cube terms will not play any role for us.
Again, our goal is to provide a description of the complement of the filter(s) using a coloring, and prove the following theorem.
Theorem 3.11. Let n ≥ 2, and suppose that V and W are two varieties such that each of them is either linear or idempotent, and V ∨ W has an n-cube term. Then so does either V or W.
For the case of linear varieties, the method remains the same. We will provide a coloring characterization. For idempotent varieties, the situation is more complicated then in the previous subsections-in particular there is no largest idempotent element in the complement of the filter of all varieties without a cube term. Hence we will construct a chain of function clones which will be co-finite (with respect to idempotent varieties) in the complement. Both this chain and the relational structure used for coloring are based on so-called 'cube term blockers'. We say that U is a cube term blocker in an algebra A if U is a proper subset, i.e., ∅ = U ⊆ A, and A n \ (A \ U ) n is a subuniverse of A n for every n ∈ N. Cube term blockers have been introduced by Marković, Maróti, and McKenzie [14] who proved that a finite idempotent algebra has a cube term if and only if none of its subalgebras has a cube term blocker. This theorem was recently generalized to infinite algebras by Kearnes and Szendrei [12] . They also proved a similar characterization for cube terms of fixed arity using crosses, that is, relations of the form
Note that U is a cube term blocker if and only if U is a proper subset of A and Cross(U, . . . , U ) is a subuniverse of A n for any n. The theorem of Kearnes and Szendrei can be then formulated as follows.
Theorem 3.12 ([12]
). Suppose that V is an idempotent variety, F denotes the free algebra freely generated by the set {x, y}, and n ∈ N.
• V does not have an n-cube term if and only if there exist U 1 , . . . , U n ⊂ F such that x ∈ U i , y / ∈ U i for all i, and Cross(U 1 , . . . , U n ) is a subuniverse of F n .
• V does not have a cube term if and only if there exist a cube term blocker
The above result on n-cube terms for a fixed n is essentially multi-sorted, i.e., taking a product of n different algebras rather then the n-th power of F. We will say that an n-tuple U 1 , . . . , U n of proper subsets of respective A i 's is a cube term blocking tuple in
is a subuniverse of A 1 × · · · × A n . The following is a consequence of the above theorem.
Corollary 3.13. Fix n ≥ 2. An idempotent variety does not have a n-cube term if and only if it contains algebras A 1 , . . . , A n such that A 1 × · · · × A n has a cube term blocking tuple.
Proof. If an idempotent variety does not have a cube term then we get a cube term blocking tuple in the n-th power of the two generated free algebra from Theorem 3.12. The other implication holds for any variety. Suppose that the variety has an n-cube term t and U 1 , . . . , U n are subuniverses of A 1 , . . . , A n , respectively, and let a i ∈ A i \ U i and u i ∈ U i . Then since t is a cube term, we have t A1×···×An (a 1 , . . . , a 2 n−1 ) = (a 1 , . . . , a n ) for some enumerating a 1 , . . . , a 2 n −1 of the tuples in {a 1 , u 1 } × · · · × {a n , u n } \ {(a 1 , . . . , a n )}.
This shows that U 1 , . . . , U n is not a cube term blocking tuple in the product, and concludes the proof.
For the coloring characterization, we will use a relational structure encoding a cube term blocker of the smallest possible size. We provide such characterizations both for the Mal'cev condition of having a cube term of some arity and the strong Mal'cev conditions of having an n-cube term. Define C as the relational structure ({0, 1}; (R n ) n≥2 ) with R n being the n-ary relations containing all tuples except the tuple (0, . . . , 0). Further, for any n ≥ 2, let C n denote the structure ({0, 1}; R n ).
Proposition 3.14. The following is true for every variety V and all n ≥ 2.
• V does not have an n-cube term if and only if it has strongly C n -colorable terms.
• V does not have a cube term if and only if it has strongly C-colorable terms.
Proof. For the first item, observe that tuples in R V n are exactly those tuples that can be the result of applying some term f coordinatewise to all tuples of x 0 's and x 1 's except the tuple (x 0 , . . . , x 0 ). Therefore, whenever we have an n-cube term t, the terms of V are not strongly C n -colorable since (x 0 , . . . , x 0 ) = t(x 1 , . . . , x 2 n −1 ) ∈ R V n where x i 's are all tuples of x 0 's and x 1 's except the tuple (x 0 , . . . , x 0 ). For the other direction, suppose that V does not have an n-cube term and define a coloring c by c(x 0 ) = 0 and c(t(x 0 , x 1 )) = 1 if t(x, y) ≈ x is not satisfied in V. To check that this is a strong coloring, suppose that (t 1 , . . . , t n ) ∈ R V n , i.e., there is a term t such that this tuple is obtained by applying t to all tuples of x 0 's and x 1 's except the tuple (x 0 , . . . , x 0 ). Since t is not a cube term, we have that t i = x 0 for some i, but this implies that c(t i ) = 1, and consequently, (c(t 1 ), . . . , c(t n )) ∈ R n .
The second item can be proven by repeating the above arguments for all n.
Although for the main result for cube terms, we only need to study the corresponding strong Mal'cev conditions, we will continue to formulate all results for the Mal'cev condition of having a cube term of some arity. There are two reasons for that. First, the methods and construction are very similar, so the general condition helps better understanding the strong conditions. Second, we believe that the byproducts can be interesting on their own.
For the construction of the co-finite chain of clones, we will use the relational structures encoding cube term blockers of increasing sizes. For the strong Mal'cev conditions we will use a multi-sorted variant of thereof. The multi-sorted algebra is encoded in the relational structure in such a way that we enforce the underlying algebra to be a product by adding kernels of all projections as relations. Definition 3.15. For a cardinal κ fix U κ ⊆ κ with |U κ | = |κ \ U κ | = κ and define C κ as the relational structure (κ; (R n ) n∈N ) where R n = κ n \(κ\U κ ) n . Moreover, for a positive integer n define C n,κ to be the relational structure (κ n ; α 1 , . . . , α n , R ′ n ) where α i is the kernel of the i-th projection, and
In order to prove that a variety which contains an algebra with a cube term blocker is interpretable in the variety generated by C κ for some κ, we need to find an algebra in the variety with underlying set κ with a cube term blocker U κ (see Lemma 2.1). An algebra isomorphic to such is constructed in the following proposition.
Proposition 3.16. Let A be an algebra with a cube term blocker U . Then for every cardinal κ ≥ max{|A|, ℵ 0 } there is an algebra B of size κ in the variety generated by A with a cube term blocker V such that |V | = |B \ V | = κ.
Proof. This proof is based on a transfinite construction by Tarski that appeared in [5] . Put A 0 = A and U 0 = U . Then for an ordinal λ define A λ+1 to be the algebra isomorphic to A 2 λ via an isomorphism f : A 2 λ → A λ+1 such that f (a, a) = a, in particular A λ ⊆ A λ+1 , also let U λ+1 = f (A λ × U λ ). For a limit ordinal λ, put A λ = α<λ A α and U λ = α<λ U α . Finally, observe that by induction on λ, U λ is a cube term blocker in A λ . For a successor ordinal λ, we need to prove that U λ × A λ is a cube term blocker in A 2 λ , but this is true since everything interesting happens on the first coordinate and U λ is a cube term blocker in A. For a limit ordinal λ, we have that
n is a subuniverse of A n λ , since it is a union of the chain of subuniverses
n . Further, for every λ ≥ ω 0 we have |A λ | = max{|A|, |λ|}, and the analogues for U λ and its complement. Therefore, B = A κ and V = U κ have the requested properties.
Similarly, for varieties with cube term blocking tuples, we want to prove that they are interpretable in the variety generated by C n,κ for some κ. To do that, we need to find an algebra in the variety which is a product of n algebras with underlying sets κ such that the n-tuple U κ , . . . , U κ is a cube term blocking tuple in the product. This is again achieved by finding algebras B 1 , . . . , B n whose product is isomorphic to this algebra. Proposition 3.17. Let A 1 , . . . , A n be algebras with a common signature such that their product has a cube term blocking tuple U 1 , . . . , U n . Then for every cardinal κ ≥ max{|A 1 |, . . . , |A n |, ℵ 0 } there are algebras B 1 ,. . . ,B n of size κ in the varieties generated by the respective A i 's such that their product has a cube term blocking tuple V 1 , . . . , V n with
Proof. We repeat the same transfinite construction as in the previous proof for all algebras A i with subsets U i . Let A i,λ and U i,λ be the algebra, and the set constructed from A i and U i in λ steps. We can repeat the argument from the previous proof to obtain that |A i,λ | = max{|A i |, |λ|} for every i and λ ≥ ω 0 , and the analogue for U i,λ and its complement. Finally, observe that U 1,λ , . . . , U n,λ is a cube blocking tuple in A 1,λ × · · · × A n,λ . This follows from a similar induction argument as before. Therefore, algebras B i = A i,κ and sets V i = U i,κ have the requested properties.
Directly from these two propositions, we get the following. Corollary 3.18. Let V be a variety.
• If V contains an algebra A with a cube term blocker, then it is interpretable in the variety generated by C κ for all κ ≥ max{|A|, ℵ 0 }. • Similarly, if V contains an algebra A 1 × · · · × A n with a cube term blocking tuple then it is interpretable in the variety generated by C n,κ for all κ ≥ max{|A 1 |, . . . , |A n |, ℵ 0 }.
Proof. From Lemma 2.1 we know that to prove the first item, it suffices to find an algebra C κ in V with C κ = κ such that all the relations are compatible with the basic operations of C κ , or in other words, U κ is a cube term blocker in C κ . So, let V contain an algebra A with a cube term blocker, and κ ≥ max{|A|, ℵ 0 }, then from Proposition 3.16, we get an algebra B with a cube term blocker V with |B| = |V | = |B \ V | = κ. Then the algebra C κ is given by renaming the elements of B by a bijection b : B → κ which maps V onto U κ . The second item is proven similarly, we want to find an algebra C n,κ with C n,κ = κ n such that all relations of C n,κ are compatible with the basic operations of C n,κ , i.e., C n,κ is a direct product of algebras with underlying sets all equal to κ which has a cube term blocking n-tuple U κ , . . . , U κ . So, let V contains algebras A 1 , . . . , A n such that their product has a cube term blocking tuple, and κ ≤ max{ℵ 0 , |A 1 |, . . . , |A n |}. Then from Proposition 3.17, we know that V contains algebras B 1 , . . . , B n with a cube term blocking tuple V 1 , . . . , V n such that |B i | = |V i | = |B i \ V i | = κ for every i. Finally, C n,κ is given by renaming the elements of B 1 × · · · × B n by a bijection which works coordinatewise and maps each V i onto U κ .
Finally, we can prove Theorem 3.11.
Proof of Theorem 3.11. We will show that for any two varieties V, W that do not have an n-cube term, and both are either linear or idempotent, there is κ such that both varieties are interpretable in the variety generated by C n,κ . This will immediately give the theorem, since the variety generated by C n,κ does not have an n-cube term (see the proof of Corollary 3.13).
In the case V is linear, we get that V is interpretable in the variety generated by C n by Proposition 3.14 and Lemma 2.1. Consequently, there is an algebra A ∈ V with A = {0, 1} that have R n as a subuniverse. But this means that the n-tuple {1}, . . . , {1} is a cube term blocking tuple in A n . Also, we get a cube term blocking n-tuple in any idempotent variety without an n-cube term. Suppose then that both A 1 × · · · × A n ∈ V and B 1 × · · · × B n ∈ W have cube term blocking tuples. From Proposition 3.18 we get that both V and W are interpretable in the variety generated by C n,κ for any κ ≥ max{ℵ 0 , |A 1 |, . . . , |A n |, |B 1 |, . . . , |B n |}.
Even though we got an analogous result as for the filters of varieties satisfying a non-trivial congruence identity and varieties that are n-permutable for some n, in this case there is no largest (in the sense of interpretability) idempotent variety that does not have a cube term. This follows from the following. Proof. We will show that the idempotent reducts of C κ form a chain by proving that the varieties generated by these clones form a chain in the interpretability lattice which is an equivalent statement. For that we will use Corollary 3.18. Indeed, the variety generated by the idempotent reduct of C κ contains an algebra C κ with the underlying set κ and a cube term blocker U κ , hence by the mentioned corollary, it is interpretable in all the varieties generated by C λ for all λ ≥ κ, and in fact we can restrict to idempotent operations since an image of an idempotent operation by any interpretation is again idempotent.
To prove that this chain is strictly increasing, we will describe an idempotent set of identities that are satisfiable by idempotent polymorphisms of C κ but not by polymorphisms of C λ for any λ < κ. Since any clone homomorphism has to preserve such identities, this would imply the claim. The identities use κ binary symbols f i , i ∈ κ and ternary symbols p i,j , q i,j , i, j ∈ κ:
x ≈ p i,j (x, f j (x, y), y),
for all i = j, and f i (x, x) ≈ x for all i.
First, observe that these identities are not satisfiable on any set of size smaller than κ except a one-element set. , f j (a, b), b) = q i,j (a, f i (a, b) , b) = b. Therefore, the set {f i (a, b) : i ∈ κ} has cardinality κ. On the other hand, C κ has polymorphisms satisfying these equations, for example fix c ∈ U κ and put f i (x, y) = i for x = y, f i (x, x) = x, and p i,j (x, y, z) = x if y = f j (x, z) and p i,j (x, y, z) = c otherwise. Similarly, q i,j (x, y, z) = z if y = f i (x, z) and q i,j (x, y, z) = c otherwise. It is easy to check that these operations are well-defined and satisfy the identities. Also they are compatible with C κ . To prove that, observe that any operation t which has a coordinate i such that t(x 1 , . . . , x n ) ∈ U κ whenever x i ∈ U κ is a polymorphism of C κ . This is a simple generalization of the well-known description of polymorphisms of C. The corresponding coordinates for our functions are: the first for p's, the last for q's, and arbitrary for f 's. Proof. Suppose the contrary, i.e., V is the strongest idempotent variety without a cube term. Then by Theorem 3.12 and Corollary 3.18 V is interpretable in the variety generated by C κ for some κ. But since it is the strongest idempotent variety without a cube term, then the varieties generated by the idempotent reducts of C λ 's are interpretable in V for all λ. Therefore, the idempotent reducts of C λ have a clone homomorphism to the idempotent reduct of C κ for all λ which is a contradiction with the previous proposition.
Taylor's modularity conjecture
Finally, we get to Taylor's modularity conjecture itself. There are several notable partial results. In [3] , authors proved that the conjecture is true if we restrict to linear idempotent varieties. This result was further generalized in [2] to linear varieties that do have to be idempotent. We will describe the details of the proof, and provide another partial result; that the conjecture is true if we restrict to idempotent varieties. In fact, we will prove the following common generalization of the two results.
Theorem 4.1. Suppose that V and W are two varieties such that each of them is either linear or idempotent, and V ∨ W is congruence modular. Then so is either V or W.
The method is very similar to the one we used for cube terms. First, we give a description of the complement of the filter of congruence modular varieties using a coloring by some relational structure (this is based on Sequeira's description using 'compatibility with projections' [18] ). For the idempotent varieties, we will use a construction that generalizes one of McGarry [15] , who constructed a special congruence in a product of two algebras in any locally finite idempotent variety that is not congruence modular (we will call such situation 'a modularity blocker'). One of McGarry's question was also whether this construction can be generalized to idempotent varieties with infinite two-generated free algebra. We give an affirmative answer to this question. Similarly as for cube term blockers, this will allow us to define a chain of varieties such that any idempotent (or linear) variety that is not congruence modular is interpretable to some variety from this chain.
We will use the well-known Mal'cev characterization of modular varieties by means of Day terms [6] .
The coloring description uses a relational structure D on a four-element set with three relations that are equivalences that do not satisfying the modular law. In detail, D = (D; α, β, γ) where D = {0, 1, 2, 3}, and α, β, and γ are equivalences defined by partitions 01|23, 03|12, and 0|12|3, respectively. Suppose that V does not have Day terms, and define a coloring c by
and 2 otherwise.
The idea behind this definition is that we assign f the color that is forced by the definition of coloring, and otherwise, we put c(f ) = 2. To prove that the mapping is well-defined, we need to show that no f satisfies both the second and the third row of the definition. That is true since if for some g we have (f, g) ∈ α V and
Observe that c(f ) ∈ {0, 3} if and only if (f, x 0 ) ∈ β, hence if (f, g) ∈ β we have (c(f ), c(g)) ∈ β. Similarly, c(f ) ∈ {0, 1} if and only if there is some g such that (f, g) ∈ α and (g, x 0 ) ∈ (α V ∧ β V ) ∨ γ V , again this implies that (c(f ), c(g)) ∈ α for any (f, g) ∈ α V . Finally, if (f, g) ∈ γ V then since γ V ⊆ β V , we already know that (c(f ), c(g)) ∈ β. The only case for c(f ) and c(g) in which we would get (c(f ), c(g)) /
∈ γ is when one is 0 and the other is 1, but this is not possible due to the first row of the definition.
Next we prove that c(x i ) = i for i = 0, 1, 2, 3. For x 0 , we get this immediately. For x 3 , we know that c(x 3 ) ∈ {0, 3} since c is compatible with β, but c(x 3 ) = 0 since this would imply existence of Day terms, hence c(x 3 ) = 3. For c(x 1 ) and c(x 2 ), we know that c(x 1 ) ∈ {0, 1} (since (x 1 , x 0 ) ∈ α V ) and c(x 2 ) ∈ {2, 3} (since (x 2 , x 3 ) ∈ α V ). The only possible combination, which satisfy (c(x 1 ), c(x 2 )) ∈ γ, is c(x 1 ) = 1 and c(x 2 ) = 2. This concludes that c is a valid coloring. b 1 ), (a, b 2 )) ∈ γ}. We say that γ is a modularity blocker in A × B if γ is smaller then the kernel of the first projection, and there is an equivalence η = 1 B on B such that for all a ∈ A either γ a = 1 B , or γ a = η where each of the cases apply to at least one a ∈ A. A modularity blocker is special if the above is satisfied for η = 0 B .
Note that a special modularity blocker γ is uniquely determined by the set U γ = {a ∈ A : γ a = 1 B }. This allows us to define an equivalence on A × B which, if compatible with the operations, would be a special modularity blocker. We will (with some abuse of the notation) call this equivalence the special modularity blocker defined by U . The motivation of the above definition is a theorem of McGarry [15] which can be rephrased as follows. We will prove a generalization of the above theorem for idempotent varieties that do not need to be locally finite. The first step of the proof coincides with McGarry's proof. Nevertheless, we present an alternative proof for completeness. Lemma 4.6. Let V be an idempotent variety, and F = F V (x, y). Then V is congruence modular if and only if ((y, x), (y, y)) ∈ Cg F×F {((x, x), (x, y))}.
Proof. It is easy to show that in any congruence modular variety the lower is true. To show that it also implies modularity suppose that V is idempotent and not congruence modular. From the standard proof of Day's result we know that in the four-generated free algebra F V (x, y, z, w) the congruences α = Cg{(x, y), (z, w)}, β = Cg{(x, w), (y, z)}, and γ = Cg{(y, z)} do not satisfy the modularity law, in particular (x, w) / ∈ γ ∨ (β ∧ α). The idea of the proof is to shift this property to the second power of the two-generated free algebra. To do that, consider the mapping h : F V (x, y, z, w) → F × F defined on the generators by h(x) = (x, x), h(y) = (y, x), h(z) = (y, y), and h(w) = (x, y). If V is idempotent then h is onto, since for every two binary idempotent terms t, s we have h(t(s(x, w), s(y, z))) = (t(x, y), s(x, y)). Finally, since the kernel of h is α ∧ β we get that
and consequently ((x, x), (x, y)) = (h(x), h(w)) / ∈ Cg F×F {((y, x), (y, y))}.
Theorem 4.7. Let V be an idempotent variety which is not congruence modular, and F = F V (x, y). Then there is a modularity blocker γ in F × F such that ((x, x), (x, y)) ∈ γ and ((y, x), (y, y)) / ∈ γ,
Proof. The idea of the proof is to use a trick similar to one which appeared in the proof of Lemma 2.8 of [13] . We start with γ 0 = Cg F×F {((x, x), (x, y))}. From the previous lemma, we know that ((y, x), (y, y)) / ∈ γ 0 . We will expand γ 0 to get a modularity blocker. For that take η to be a maximal equivalence on F such that
Such equivalence exists from Zorn's lemma. First, observe that γ p ≥ η for each p ∈ F. This is true since it is satisfied for p = x and p = y, and {x, y} generates F. Second, suppose that γ p > γ y for some p ∈ F . Let e ′ : F → F be the homomorphism defined by x → x and y → p, and let e = e ′ × 1 F . Now, consider the congruence γ 1 = e −1 (γ). From the fact that γ p > γ y we get that γ y 1 > γ y since for any (a, b) ∈ γ p we have that (e(y, a), e(y, b)) = ((p, a), (p, b)) ∈ γ, hence ((y, a), (y, b)) ∈ γ 1 . From this and the maximality of η we get that (x, y) ∈ γ y 1 , and consequently ((p, x), (p, y)) = (e(y, x), e(y, y)) ∈ γ which shows that γ p = 1 F and concludes the proof.
Next, we define the relational structures that will be used to define the co-finite chain. They will be algebras with a special modularity blocker of increasing sizes. First, for every cardinal κ, fix a subset U κ ⊆ κ with |U κ | = |κ \ U κ | = κ. Then define D κ to be the relational structure with D κ = κ × κ, and three relations, α κ , β κ , and γ κ , where the first two are the kernels of the projections to the first and the second coordinate, respectively, and γ κ is the special modularity blocker defined by U κ . We want to prove that every linear or idempotent variety is interpretable in the variety generated by D κ for some κ.
We know, that every idempotent variety has a modularity blocker γ in some A×B. A special modularity blocker can be constructed from γ by taking A×(B/γ a ) for a ∈ A with γ a < 1 B instead of A×B-from the idempotence of A we know that γ a is a congruence of B. The special modularity blocker is then the corresponding factor of the modularity blocker γ. Also, if a variety is linear and not congruence modular, we get a special modularity blocker from Proposition 4.3 and Lemma 2.1. The next step is to show that we can increase the size of any algebras with a special modularity blocker to get bigger algebras which will still have a special modularity blocker. First, we need the following observation.
Lemma 4.8. Let A and B be two algebras of the same signature τ , let U be a proper subset of A, and let γ be the special modularity blocker defined by U .
Then γ is a congruence of A × B if and only if for every symbol f ∈ τ we have that if f A (a 1 , . . . , a n ) / ∈ U for some a 1 , . . . , a n ∈ A then f B does not depend on any coordinate i such that a i ∈ U .
Proof. It is enough to show that an operation f A×B is compatible with γ if and only if it has the above property. First observe that ((a, b) , (a ′ , b ′ )) ∈ γ if and only if a = a ′ and either a ∈ U , or b = b ′ . Therefore, if f A×B is compatible with γ and f  A (a 1 , . . . , a n ) / ∈ U then
This exactly means that f B does not depend on any coordinate i with a i ∈ U . The other implication is given by reversing this argument.
Proposition 4.9. Let A and B be two algebras of the same signature, and let γ be a special modularity blocker in A×B. Then for every cardinal κ ≥ min{|A|, |B|, ℵ 0 } there exist algebras A ′ , B ′ with a special modularity blocker γ ′ such that
Proof. We will use the identical construction as in the proof of Proposition 3.16 to increase the size of B. Let B λ denote the algebra obtained from B by Tarski's construction after λ steps. From the previous lemma, it is easy to see that U is modularity blocker in A × B λ for every lambda. Finally, we take B ′ = B κ , A ′ = A × B ′ and U ′ = U × B ′ . Again, this gives a compatible special modularity blocker γ ′ defined by U ′ in A ′ × B ′ of the required size.
Directly from this proposition, we get the following.
Corollary 4.10. If V contains two algebras A, B such that A × B has a special modularity blocker, then it is interpretable in the variety generated by D κ for all κ ≥ max{|A|, |B|, ℵ 0 }.
Proof. From Lemma 2.1, it suffices to find an algebra D κ in V which is a product of two algebras with underlying sets both equal to κ, and the special modularity blocker defined by U γ is a compatible relation of D κ . From the above proposition, we get two algebras A ′ , B ′ such that A ′ × B ′ has a special modularity blocker γ ′ with |U γ ′ | = |A ′ | = |A ′ \ U γ ′ | = κ. Therefore, D κ is given by renaming elements of A ′ × B ′ by a bijection which works coordinatewise and maps U γ ′ onto U κ .
Finally, we can complete the proof of Theorem 4.1.
Proof of Theorem 4.1. In the case V is linear and not congruence modular, we know that it is interpretable in the variety generated by D which implies that it contains an algebra D with the congruences α, β, and γ. Therefore, D is a product of algebras D/α and D/β with a special modularity blocker γ. Also, if V is idempotent and not congruence modular, we get two algebras in V with a special modularity blocker by Theorem 4.7 and the note below it. Therefore, if V and W are not congruence modular, and both are either linear or idempotent, we have algebras A 1 , B 1 ∈ V, and A 2 , B 2 ∈ W such that both A 1 × B 1 and A 1 × B 1 have a special modularity blocker. From the previous proposition, we get that both varieties are interpretable in the variety generated by D κ for all κ ≥ max{|A 1 |, |B 1 |, |A 2 |, |B 2 |, ℵ 0 } which is not congruence modular since α κ , β κ satisfy the modularity law.
Similarly as for the cube term blockers, we can show that there is no strongest idempotent non-modular variety. This is achieved by the following. Proof. The varieties generated by the idempotent reducts of D κ form a chain in the interpretability lattice, since a variety generated by the idempotent reduct of D κ contains an algebra D κ which is a product A × B with A = B = κ with a special modularity blocker, and hence it is interpretable in the variety generated by D λ for all λ ≥ κ. This interpretation can be restricted to an interpretation to an idempotent reduct of the later variety since an image of any idempotent operation is again idempotent. From this we immediately get that the clones form a chain in the lattice of clones.
To prove that this chain is strictly increasing, we will use similar identities as in the proof of Proposition 3.19. They use κ-binary symbols f i , i ∈ κ and ternary symbols p i,j , q i,j , r i,j , i, j ∈ κ:
x ≈ p i,j (x, f j (x, y), y), p i,j (x, f i (x, y), y) ≈ q i,j (x, f j (x, y), y), q i,j (x, f i (x, y), y) ≈ r i,j (x, f j (x, y), y), r i,j (x, f i (x, y), y) ≈ y for all i = j, and f i (x, x) ≈ x for all i.
Similarly as before, we get that these identities are not satisfiable in any algebra of size strictly smaller than κ. We also claim that they are satisfiable by idempotent polymorphisms of D κ . Let f i (x, y) be idempotent and constantly c i ∈ U κ × B for x = y with choosing different constants for different i's. Now fix c ∈ U κ and c ′ ∈ B, and define p A i,j (x, y, z) to be x if y = f j (x, z) and c otherwise, similarly q A i,j (x, y, z) = x if x = y = z and it is c otherwise, finally p A i,j (x, y, z) = z if y = f i (x, z) and it is constantly c otherwise. For B-parts of the operations, we take p B i,j to be the first projection, r B i,j is the third projection, and we put q B i,j (x, y, z) to be x if y = f j (x, z), z if y = f i (x, z), and constantly c ′ otherwise. It is easy to check that these functions satisfy the identities. They are also compatible with α and β since they are defined as operations of the product algebra. To check that they are also compatible with γ is an easy application of Lemma 4.8.
By essentially identical proof as Corollary 3.20 we get the following. 
