In this article, we develop a test for multivariate location parameter in elliptical model based on the forward search estimator for a specified scatter matrix. Here, we study the asymptotic power of the test under contiguous alternatives based on the asymptotic distribution of the test statistics under such alternatives. Moreover, the performances of the test have been carried out for different simulated data and real data, and compared the performances with more classical ones.
Introduction
The multivariate forward search method that is mainly concerned with detecting outliers and determining their effect on models fitted to data. To be precise, the method is the idea of fitting a model containing outliers to subsets of an increasing size. In this article, a test for multivariate location parameter in elliptical distribution for a specified scatter matrix is constructed, where the location parameter is estimated by multivariate forward search method. In this context, we would like to mention that though the multivariate forward search estimator of location parameter is known concept in the literature (see Johansen and Nielsen (2010)), we here briefly describe that estimator for a sake of completeness. In the construction of the estimator, it is defined at step γ ∈ (0, 1) aṡ
where η i,γ,n = I(M d . We would here like to emphasize that µ 0 will be considered as the initial estimator for this forward search methodology at any step since µ 0 is specified to us. After having this estimator of the location parameter µ, one can now formulate the test statistic T and Ng (1989)). Our objective here is to propose a test for the location parameter µ using the test statistic based on the multivariate forward search location estimator. In addition, as a toolkit, to measure the performance of the test, we study the performance of the test under contiguous (or local) alternatives. Non-technically speaking, the distribution associated with contiguous alternatives converge to the distribution under null hypothesis as the sample size tends to infinity. Section 3 describes this concept elaborately.
Note that the asymptotic distribution of the test based on the sample mean is consistent only when the variance of the random variable associated with the marginal distribution is finite, and for the test based on co-ordinate wise median, one needs to assume a condition that the marginal density function is positive in the neighbourhood of the population median.
However, unlike the test based on the mean and the co-ordinate wise median, one does not need to assume any moment based condition or any condition on the feature of the density function to apply the test based on the forward search estimator, and that is one of the significant advantage to constitute the test based on the forward search method. Also, note that the sample mean has asymptotic breakdown point = 0, and the co-ordinate wise median achieves the highest asymptotic breakdown point = 1/2. In this context, we would like to emphasize that the choice of γ (= 1/2) also allows the highest possible value of asymptotic breakdown point (= 1/2) of the multivariate forward search estimator of location parameter (see Property 1 in Appendix B). This is also a reason to develop the test based on forward search estimator.
The rest of the article is organized as follows. In Section 2, we formulate the test statistics based on the multivariate forward search estimator and other classical estimators of location parameter. In that section, we study the consistency properties of the tests along with their finite sample performances. Section 3 investigates the asymptotic powers of the tests under contiguous alternatives. Some concluding remarks are discussed in Section 4. All technical details of the tests are provided in Appendix A, and Appendix B contains a few properties of multivariate forward search estimator of location parameter. will have a nice form of weighted chi-squared distribution in view of the fact that the forward search location estimator converges to a multivariate normal distribution (see Lemma 1) . This fact can be derived by an application of well-known orthogonal decomposition of multivariate normal distribution. Beside this mathematical tractability, this formulation ensures that the test statistic is invariant under rotational transformation. In other words, for a given data
, where Y = {Ax 1 , . . . , Ax n }, and A is an orthogonal matrix.
We now state a theorem describing the asymptotic behaviour of the test based on T 1 n .
Theorem 2.1. Let c α be the (1 − α)-th (0 < α < 1) quantile of the distribution of
where λ i s are the eigen values of Further, such a test will be a consistent test in the sense that, when H 1 is true, the asymptotic power of the test will be one.
To implement this test, one needs to compute the eigen values of Σ 1 , which is straightforward since Σ 1 is known to us, and then in principle, one has to compute the (1 − α)-th quantile of the weighted chi-squared distribution, where weights are the eigen values of Σ 1 .
However, the exact computation of a specified quantile from the weighted chi-squared distribution may not be easily tractable. To overcome this problem, one may generate a large sample from the weighted chi-squared distribution and empirically estimate the specified quantile. To compute the power also, one may generate a large sample repeatedly from the weighted non-central chi-squared distribution, and the proportion of T 1 n >ĉ α will be the estimated power, whereĉ α is the estimated critical value.
Consistency Properties of Other Three Tests
As we have already seen that the test based on forward search estimator is consistent, it is now of interest to study the consistency properties of the test based on other three well-known estimators. Since the sample mean, the co-ordinate wise median and the Hodges-Lehmann estimator are the most well-known estimators of multivariate location parameter, we here formulate three test statistics based on those estimators. Let us denoteμ SM ,μ CM andμ HL be the sample mean, the co-ordinate wise median and the Hodges-Lehmann estimator, respectively. The test statistics for the sample mean, the co-ordinate wise median and HodgesLehmann estimator based tests are
respectively, where µ 0 is specified in the null hypothesis as we mentioned earlier. In the following propositions, the asymptotic behaviour of the tests based on
n and T 4 n will be described. For notational convenience, we denote σ , and σ Hodges and Lehmann (1963) ), where g 1 (.) is the marginal density function of the first component of the random vector, whose probability density function is f (.). Note that σ such a test will be a consistent test in the sense that, when H 1 is true, the asymptotic power of the test will be one. 
, and consequently, in this case, lim
and e 3 (d) = , and consequently, in this case, lim
, and consequently, in this
Remark 2.2. Theorem 2.2. indicates that why one can use forward search estimator for high dimensional data when the data is obtained from a heavy tailed distribution. We would here like to mention that the data generated from a heavy tailed distribution are more likely to have outliers, and hence, it is expected that forward search estimator is robust against the outliers even for high dimensional data obtained from a heavy tailed distribution. Moreover, for a "very light-tailed" distribution like Spherical distribution with g(x) = e −x 100 , the forward search estimator performs best in terms of efficiency among all four estimators. Although in case of Gaussian distribution, the sample mean posses better efficiency, and this fact indicates that one may use the sample mean to develop different methodologies in statistical inference even in high dimensional space if the data is obtained from a Gaussian distribution.
Though the assertion in Theorem 2.2. indicates that forward search estimator posses better efficiency for high dimensional data when the data is obtained from a heavy tailed distribution or very light tailed distribution, it is our interest to see how the tests based oṅ µ γ,n ,μ SM ,μ CM andμ HL perform for finite sample and finite dimension, which is studied in next subsection.
Finite Sample Level and Power Study
As we indicated at the end of the Section 2. Let us now consider three distributions, namely, d-dimensional Standard Gaussian distribution, d-dimensional Standard Cauchy distribution with probability density function (i.e., "very light-tailed" distribution), respectively.
When β = 0, the estimated power is close to the pre-specified size of the test = 0.05 in all the cases since (1 − β)F + βG coincides with F , i.e., the distribution under the null hypothesis. The figures in Table 1 and Figure 1 indicate that the test based on T 
Real Data Analysis
Boston Housing Data: This data set consists of 14 variables with size 506, and for details of the variables, we refer the readers at https://archive.ics.uci.edu/ml/datasets/Housing. In order to check the location parameter µ = 0 (i.e., when H 0 is true) or not (i.e., when H 0 is not true), we carry out a bootstrap tests based on T This real data analysis again establish the fact that the forward search estimator is robust against the outliers.alternatives (see, e.g., Hajek, Sidak and Sen (1999)). Recently, the concept of contiguity has been described in Dhar, Dassios and Bergsma (2016); however, we again explain this concept here for sake of completeness. Precisely, the sequence of probability measures Q n is contiguous with respect to the sequence of probability measures
0 for every sequence of measurable sets A n , where (Ω n , A n ) is the sequence of measurable spaces, and P n and Q n are two probability measures defined on (Ω n , A n ). Le Cam's first lemma (see, e.g., Hajek, Sidak and Sen (1999)) characterizes the contiguity based on the asymptotic distribution of the likelihood ratios between P n and Q n . He established that the sequence Q n will be contiguous with respect to the sequence P n if log Suppose that we now want to test H 0 : µ = µ 0 against a sequence of alternatives H 1n :
The contiguity of the distribution associated with H 1n relative to the distribution associated with H 0 under certain condition has been stated in the following theorem.
Theorem 3.1. Let Y be a random vector associated with a distribution function F (., µ) having probability density function f (., µ). The probability density function f (., µ) is assumed to be twice continuously differentiable with respect to µ. Now, the sequence of distributions associated with H 1n with respect to the distributions associated with H 0 will be contiguous when E ∂ 2 ∂µ i ∂µ j log f (y, µ) < ∞, where µ i and µ j are the i-th and the j-th components of µ, i, j = 1 . . . n.
Note that the condition E ∂ 2 ∂µ i ∂µ j log f (y, µ) < ∞ will be satisfied for most of the well-known multivariate distribution functions. One can verify that this condition holds when data follow multivariate Gaussian and Cauchy distributions. In fact, the term E when the data is obtained from multivariate Cauchy distribution (see Table 2 ).
The asymptotic power of the tests based on T n is given by P δ
where c α is such that 
, where c * (α), c * * (α) and c * * * (α) are such that P δ=0
In order to compute the asymptotic power under the contiguous alternatives H 1n , one first needs to compute the critical value. It follows from the assertion in Corollary 3.1.
that the critical value is essentially the (1 − α)-th quantile of a certain weighted central chi-squared distribution. The exact computation of a certain quantile of the weighted chisquared distribution is cumbersome. To avoid the direct computation, one may generate a large sample from the weighted central chi-squared distribution and empirically estimate the specified quantile. Next, we try to compute a i , a * i , a * * i and a * * * i since these terms are involved in the expressions of the asymptotic power. In this step, for i = 1, . . . , d, we estimate the expectations involved in a i , a * i , a * * i and a * * * i by the corresponding sample averages.
Finally, to estimate the asymptotic power of the tests, we generate a large sample from the specified weighted non-central chi-squared distribution associated with the respective test and compute the proportion of the observations exceeding the corresponding estimated critical value. That proportion gives us the estimated asymptotic power.
In Table 2 , we provide the asymptotic power of the tests based on T g(x) = e −x 100 (for the expression of the probability density functions, see in Section 2.2.). To make the presentation concise, we assume that the components of δ, i.e., δ 1 , δ 2 , δ 3 and δ 4
are equal.
It is evident by the figures in Table 2 that the test based on the forward search estimator (i.e., the test based on T n fails to perform as we said above. In fact, as we stated in Remark 3.1., it is appropriate to emphasize that for the test based on T 2 n , the asymptotic power = 0 in this case. As it was expected, in the case of Gaussian distribution, the test based on T 2 n (i.e., the test based on the sample mean) performs better than the tests based on T 1 n (i.e., the test based on the forward search estimator) and T n under H 1n when data generated from 4-dimensional standard Gaussian (denote it as N 4 (., .)), Cauchy (denote it as C 4 (., .)) and Spherical with g(x) = e −x 100 (denote it as S 4 (., .)) distributions for different choices of ||δ|| (i.e., δ 1 , δ 2 , δ 3 and δ 4 ). Here the level of significance = 5%. 
Appendix A: Proofs
In this section, we present the proofs of the theorems and some related lemmas.
normal distribution with the location parameter = 0 and the scatter parameter Σ 1 , where
Proof of Lemma 1:
A straightforward application of polar transformation for an elliptical distribution and the construction ofμ γ,n along with the central limit theorem and Slutsky's theorem (see, e.g., Billingsley (1999)), it follows that √ n(μ γ,n − µ 0 ) converges weakly to d-dimensional Gaussian distribution with mean = 0 and variance-covariance ma-
Proof of Theorem 2.1.: To test H 0 : µ = µ 0 against H 1 : µ = µ 0 , the power of the test based on T under H 1 , and we now consider
The last implication follows from the fact that √ n(μ γ,n − µ 1 ) 2 converges weakly to
This fact leads to the result. and we now have
The last implication follows from the fact that || √ n(μ SM − µ 1 )|| 2 converges weakly to
This completes the proof. n is α Further, we denote that µ = µ 1 ( = µ 0 ) under H 1 , and we then have
The last implication follows from the fact that || √ n(μ CM − µ 1 )|| 2 converges weakly to the same distribution as described in the statement of the proposition, and c * * n is α Further, we denote that µ = µ 1 ( = µ 0 ) under H 1 , and we then have
The last implication follows from the fact that || √ n(μ HL − µ 1 )|| 2 converges weakly to the same distribution as described in the statement of the proposition, and c * * *
converges to −∞ as n → ∞. This completes the proof.
Proof of Theorem 2.2.: At first, one needs to know the form of g(x) in the expressions of e 1 (d) and e 2 (d) that provided in the first paragraph in Section 2.2. Note that for a
, and for the given d-dimensional Spherical distribution, g(x) = e −x 100 . Now, using the form of g(x), we have
and e 3 (d) = . In order to investigate the limiting properties of e 2 (d), we consider
. Next, using Stirling's approximation formula: Γ(n + 1) = √ 2πe −n n n+1/2 when n is an integer and n → ∞, we have
This implies that lim Furthermore, for d-dimensional Spherical distribution with g(x) = e −x 100 , we have
+1))
. In order to investigate the limiting properties of e 1 (d) the repeated use of Stirling's approximation formula leads to 
where ζ n is any point lying on the straight line joining µ 0 and µ 0 + δ √ n , (.) denotes the gradient vector of (.), and H(.) denotes the Hessian matrix of (.). Note that ζ n → µ 0 as n → ∞.
It now follows from the central limit theorem that 
e.g., Shao (2003) ). Hence, the asymptotic normality of
{h (y i , µ 0 )} holds when mean vector = 0 and variance-covariance matrix = Diag(λ 1 , . . . , λ d ), where λ i is the i-th eigenvalue of
dx Σ, and consequently, as A is an orthogonal matrix, i.e.,
variables. This fact directly imply that under H n and condition assumed in Theorem 3.1.,
Similarly, based on the Bahadur expansion of the median (see, e.g., Serfling (1980) ), the Hodges-Lehmann estimator (see, e.g., Lehmann (2006) ) and the definition of the sample mean vector, one can conclude that under Remark 6.1. We would like to discuss on the breakdown point ofμ γ,n . Note that (1 − γ)
is essentially the trimming proportion of the observations in the forward search estimator, and for that reason, it is expected that this estimator cannot be breaking down even in the presence of (1−γ) proportion outliers in the data. It indicates that γ controls the breakdown point ofμ γ,n . For instance, the breakdown point ofμ γ,n will achieve the highest possible value = 1/2 when γ = 1/2, and on the other hand, when γ = 1 ⇔ m = n, the breakdown point of the forward search estimator will be = 0. Overall, the robustness behaviour of the forward search estimator is similar to any other trimming based estimator, e.g., the trimmed mean (see, e.g., Tukey (1948) , Bickel (1965) ).
(Property 2) Finite Sample Efficiency ofμ γ,n :
We here investigate the finite sample efficiency ofμ γ,n relative to the sample mean, T i n . In this simulation study, we consider m = 1000, and n = 10 and 100, and the results are summarized in Table 3 .
Here,μ γ,n performs well in term of finite sample efficiency for Cauchy distribution. The
Hodges-Lehmann estimator also has better efficiency than the co-ordinate wise median for like Cauchy distribution. For normal distribution, the sample mean performs best although it fails to perform well for Cauchy distribution. The Hodges-Lehmann estimator is nearly as efficient as the sample mean for the normal distribution. For Spherical distribution with with g(x) = e −x 100 ,μ γ,n performs best compared to other three estimators. g(x) = e −x 100 to carry out this study. The asymptotic efficiencies ofμ γ,n relative to the sample mean, the co-ordinate wise median and the Hodges-Lehmann estimator for the aforementioned distributions are reported in Table 4 . It is evident from the figures in Table 4 thatμ γ,n performs well in term of asymptotic efficiency for Cauchy distribution. For Spherical distribution with g(x) = e −x 100 , it performs best among all the estimators. As expected, the sample mean performs best for normal distribution since it is the maximum likelihood estimator of location parameter in the normal distribution. The Hodges-Lehmann estimator is nearly as efficient as the sample mean for the normal distribution. On the other hand, the sample mean was outperformed byμ γ,n , co-ordinate wise median and Hodges-Lehmann estimator for Cauchy distribution since the sample mean does not have finite second moment when data follow Cauchy distribution.
