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Number partitioning is a classical problem from combinatorial optimisation. In physical terms it corresponds
to a long range anti-ferromagnetic Ising spin glass. It has been rigorously proven that the low lying energies of
number partitioning behave like uncorrelated random variables. We claim that neighbouring energy levels are
uncorrelated almost everywhere on the energy axis, and that energetically adjacent configurations are uncorre-
lated, too. Apparently there is no relation between geometry (configuration) and energy that could be exploited
by an optimization algorithm. This “local random energy” picture of number partitioning is corroborated by
numerical simulations and heuristic arguments.
PACS numbers: 64.60.Cn, 02.60.Pn, 02.50.Ng
1. Introduction
In disordered systems the energy levels E(σ) are quenched
random variables with distribution induced by the random
couplings between the dynamical variables σ . In general the
energy levels are correlated, but under certain conditions these
correlations can be neglected. A well known example is the p-
spin generalisation of the Sherrington-Kirkpatrick model [1],
where the correlations decrease with increasing p [2, 3]. In the
large p limit, the energy levels can be treated as independent
random variables, the corresponding model is called random
energy model or REM [2]. In a REM the role of the dynamical
variables σ is reduced to that of indices in a table of uncorre-
lated random energy values.
Considered as an optimisation problem, the REM is as hard
as it can get. Locating the minimum in a disordered table ob-
viously requires to search the whole table. In the REM that
emerges from the p-spin model the size of the table grows ex-
ponentially with the number N of spins. Heuristic algorithms
that yield near optimal solutions by considering only a poly-
nomial number of configurations usually rely on correlations
between configurations and energies, but in a REM no such
correlations exist. The large p limit of the p-spin model is no
prominent problem in combinatorial optimisation, but there
is a classical optimisation problem that comes very close to
a REM: The number partitioning problem (NPP), which we
will introduce in the next section. The REM-like nature of the
NPP has been heuristically motivated and used as an ansatz to
derive the statistics of the optimal and suboptimal configura-
tions [4]. The validity of this approach has been questioned
[5], although its predictions have been confirmed rigorously
[6]. Apparently there is a need for a more profound discus-
sion of the REM nature of the NPP, and this what we will do
in this contribution.
We start with a definition of the NPP and a brief discus-
sion of some of its properties. Section 3 describes the REM
approach to the NPP and what has been proven rigorously.
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In section 4 we discuss the scope of the REM approach to
NPP. Numerical simulations corroborate a conjecture which
basically says that any finite number of neighbouring energies
becomes uncorrelated in the thermodynamic limit. In section
5 we show that energetically adjacent configurations are un-
correlated, too. The NPP has a natural generalisation called
the multiprocessor scheduling problem, and our REM conjec-
ture holds for this generalised problem, too, as we will see in
section 6.
2. The number partitioning problem
The number partitioning problem is a classic problem from
combinatorial optimisation: Given N positive integer numbers
{a1,a2, . . . ,aN}, we seek a partition of these numbers into two
subsets such that the sum of numbers in one subset is as close
as possible to the sum of numbers in the other subset. The par-
tition can be encoded by Ising spin variables σi =±1, where
σi = 1 if ai is put in one subset and σi =−1 if ai is put in the
other subset. The cost function to be minimised then reads
E(σ) =
1√
N
∣∣∣∣∣
N
∑
i=1
aiσi
∣∣∣∣∣ , (1)
where we have deliberately inserted a factor 1/
√
N to simplify
the equations in the rest of the paper.
Number partitioning is of considerable importance, both
practically and theoretically. Its practical applications range
from task scheduling and the minimisation of VLSI circuit
size and delay [7, 8] over public key cryptography [9, 10] to
choosing up sides in a ball game [11]. Number partitioning is
also one of Garey and Johnson’s six basic NP-hard problems
that lie at the heart of the theory of NP-completeness [12, 13],
and in fact it is the only one of these problems that actually
deals with numbers. Hence it is often chosen as a base for
NP-completeness proofs of other problems involving num-
bers, like bin packing, multiprocessor scheduling, quadratic
programming or knapsack problems [14]. In physical terms,
the optimal partitions can be considered as the ground states
of an infinite range, anti-ferromagnetic Ising spin system with
2Mattis-like couplings Ji j =−aia j defined by the Hamiltonian
H(σ) = E2(σ) =
1
N ∑i j aia jσiσ j =:−
1
N ∑i j Ji jσiσ j . (2)
The statistical mechanics of this model has been discussed by
several authors [15, 16, 17, 18].
The computational complexity of the NPP depends on the
type of input numbers {a1,a2, . . . ,aN}. Consider the case that
the ai are positive integers bound by a constant A. Then E(σ)
can take on at most NA different values, i.e. the size of the
search space is NA instead of 2N and it is straightforward to
devise an algorithm that explores this reduced search space in
time polynomial in NA [12]. The NPP is NP-hard only for in-
put numbers of size exponentially large in N or, after division
by the maximal input number, of sufficiently high precision.
Setting A = 2κN for some κ > 0 and choosing the ai randomly
and independently from {1,2, . . . ,A}, the typical properties
of a random instance depend on the value of κ : For κ < 1
the ground state entropy per spin is positive, for κ > 1 it is
zero. This phase transition in NPP has been studied numer-
ically [19], analytically within a statistical mechanics frame-
work [17] and finally it was analysed rigorously [6]. Similar
phase transitions have been observed in many other NP-hard
problems. Their study forms the base of an emerging inter-
disciplinary field of research that joints computer scientists,
mathematicians and physicists [20, 21].
3. REM approach
For the rest of the paper we consider the NPP with ai being
real numbers, chosen independently and uniformly at random
from the interval (0,1], i.e. we consider the “infinite precision
limit” or κ  1. We sort the 2N−1 different values of the en-
ergy E(σ) in ascending order,
0≤ E1 ≤ E2 ≤ . . .≤ E2N−1 . (3)
Borgs, Chayes and Pittel (BCP) proved a remarkable theorem
on the statistics of the low lying energies [6, Theorem 2.8]:
For any fixed `≥ 1, the `-tuple
(ε1(N),ε2(N), . . . ,ε`(N)) :=
√
6
pi
2N−1 (E1,E2, . . . ,E`) (4)
converges in distribution to (w1,w1 + w2, . . . ,w1 + · · ·+ w`),
where wi are independent, identically distributed random vari-
ables with exponential probability-density
p(w) = exp(−w) . (5)
The BCP-Theorem implies that the scaled energies
εk = limN→∞ εk(N) (6)
(k = 1,2, . . . , `) are random variables with densities
pk(εk) =
εk−1k
Γ(k) e
−εk (7)
each. Note that (7) had first been derived by a random energy
approach [4]. For this approach one assumes that energies of
the NPP are drawn independently from the density of states,
g(E) :=
1
2N ∑σ
〈
δ
(
E− 1√
N
|∑
j
a jσ j |
)〉
(8)
'
√
6
pi
exp
(
−3E
2
2
)
Θ(E) ,
where 〈·〉 denotes the average over {a1,a2, . . . ,aN} and the
right hand side follows from the central limit theorem. Now
assume that we draw M independent numbers from the dis-
tribution g(E). We sort these numbers into ascending or-
der (3) and ask for the probability pk(E,W )dE dW to have
Ek ∈ [E,E +dE] and Ek+1−Ek ∈ [W,W +dW ]. With G(E) =∫ E
0 g(E ′)dE ′ we get
pk(E,W ) =
(
M
k
)
kg(E) [G(E)]k−1 ·
(M− k)g(E +W) [1−G(E +W)]M−k−1 .
(9)
For large values of M, pk(E,W ) is concentrated at small val-
ues of E and W . Introducing the scaled variables
ε := M g(0)E and w := M g(0)W (10)
we get
pk(E,W )dE dW ' ε
(k−1)
Γ(k) e
−ε−w dε dw (11)
for large M. Integration over ε gives (5) and integration over
w gives (7). The REM ansatz leads to the BCP-Theorem pro-
vided
M g(0) =
√
6
pi
2N−1 . (12)
A naive interpretation of this last equation is M = 2N−1, mean-
ing that all energy levels of the NPP are statistically indepen-
dent. There is no need to run elaborate simulations [5] to see
that this assumption of global independency is invalid: Con-
figurations with high energies are highly correlated. Consider
the configuration with maximum energy (all spins equal). Its
nearest neighbour on the energy axis is reached by flipping the
spin with the smallest weight. The next nearest neighbours
can be reached by only flipping spins with small weights. The
spacings of these correlated energy levels are polynomial in
1/
√
N, but we are considering levels with spacing O
(
2−N
)
here. Instead of global independency we only need a frac-
tion f of low energy levels to be statistically independent in
order to derive the BCP-Theorem. Then M = f 2N−1 and
g(0) 7→ g(0)/ f due to the renormalisation of the underlying
probability distribution, and f cancels in (12). The fraction
f may depend on N, the REM derivation is valid as long as
limN→∞ f 2N−1 = ∞. The REM that is hidden in random NPP
is local: Only neighbouring energy levels are statistically in-
dependent.
34. Local random energy model
The REM-like nature of the NPP is counter intuitive at first
sight and in fact people have disputed it [5]. The basic mech-
anism behind the local REM is not hard to understand, how-
ever. The ground state energy E1 is O
(
2−N
)
, i.e. its leading N
bits are zero. For typical samples this can always be achieved
by a careful adjustment of σ , but the precise value of E1 on
the scale O
(
2−N
)
is determined by the less significant bits of
the a j, and this value cannot be controlled by σ . On a scale
∆E = O
(
2−N
)
, the noise in the a j “shines through”. Obvi-
ously the ground state and its neighbours are not special, and
a generalised BCP-Theorem should hold everywhere on the
energy axis where the level spacing is O
(
2−N
)
. This is def-
initely the case for all energies O (1), which brings us to our
local REM conjecture for random NPP: Let 0≤EN,1 ≤EN,2 ≤
. . . ≤ EN,2N−1 denote the sorted list of energies of an instance
of the NPP. For convenience we define EN,0 =−1. Let α ≥ 0
be an arbitrary, fixed real number, and let r such that
EN,r < α ≤ EN,r+1 , (13)
i.e. EN,r is the largest energy smaller than α . Then our claim
is that for any fixed `≥ 1, the `-tuple√
6
pi
e−
3α2
2 2N−1
(
(EN,r+1,EN,r+2, . . . ,EN,r+`)−α
) (14)
converges in distribution to (w1,w1 + w2, . . . ,w1 + · · ·+ w`),
where wi are i.i.d. random variables, each distributed expo-
nentially (5). Note that this conjecture is equivalent to a local
random energy ansatz: The finite sized neighbourhood of each
O (1)-energy level consists of statistically independent energy
values. Corresponding to (6) we define the scaled energies
εr,i(N) =
√
6
pi
e−
3α2
2 2N−1 (EN,r+i−α) (15)
for i = 1,2, . . . , `. Our conjecture implies that
εr,i = lim
N→∞
εr,i(N) (16)
are random variables with densities pi(εr,i) (7), and this is con-
firmed by numerical simulations (figure 1).
With a modification of the Horowitz-Sahni algorithm [22],
the values εr,i(N) can be found in time O
(
N 2N/2
)
and space
O
(
2N/2
)
. This limits the accessible system sizes to N < 45,
but luckily the REM scenario can be seen for fairly small val-
ues of N. Note that the local REM seems to be violated for
larger values of α , see figure 2. This is a finite size effect: The
maximum energy EN,2N−1 is
√
N/2 on average, and α must be
much smaller than this to sample energies with level spac-
ing O
(
2−N
)
. Asymptotically, the level spacing is O
(
2−N
)
for all energies o(
√
N), hence we could extend our local ran-
dom energy hypothesis to energies that increase with N, like
E ∝
√
N/ logN for example, but due to the computational lim-
itations and strong finite size effects we could not check this
extended claim by numerical simulations.
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Figure 1: Distribution of the scaled energies εr,i(N) for α = 0.43. Nu-
merical simulations for N = 24 (symbols) and the predictions of the
local random energy conjecture, (7) (lines). Each data point repre-
sents an average over 25 000 random instances.
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Figure 2: Mean εr,1(N) as a function of the parameter α for different
system sizes N. Each data point represents an average over 25 000
random instances.
5. Configurations and local REM
So far we have concentrated on the energies, but what about
the corresponding configurations? In Derrida’s random en-
ergy model, configurations and energies are completely dis-
connected. The same is true in the NPP, at least in a local
sense: Energetically adjacent configurations are uncorrelated.
The intuitive explanation is this: Imagine that you sit on a
configuration σ with energy E(σ). You know that the nearest
level is O
(
2−N
)
away, but how do you get there in configu-
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Figure 3: Distribution of the overlap q between the ground state and
the the first excited state of the NPP with N = 32. The experimental
data is based upon 10 000 random samples, the theoretical distribu-
tion is given by (18).
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Figure 4: Distribution of the overlap q of two energetically adjacent
configurations at energy ≈ α with α = 0.433 (left) and α = 1.15
(right) and N = 32 averaged over 10 000 random samples. The theo-
retical distribution is given by (18).
ration space? If you flip a single spin, the energy will change
typically by O
(
N−1/2
)
and minimally by O
(
N−3/2
)
. In any
case your step size is far too large, and the same holds for
each fixed number of subsequent spin flips as N goes to in-
finity. Reaching your nearest neighbour on the energy axis
requires the coordinated flip of O (N) spins, but the precise
set of spins to be flipped depends on the less significant bits in
the a j. Again the randomness in the a j “shines through”.
A simple numerical experiment that corroborates this intu-
itive picture is to measure the overlap
q(σ ,σ ′) =
1
N
∣∣∣∣∣
N
∑
j=1
σ jσ ′j
∣∣∣∣∣ (17)
between two configurations σ and σ ′ that are neighbours on
the energy axis. Performing this measurement for many ran-
dom instances we get a distribution p(q). If σ and σ ′ are un-
correlated, p(q) should be given by the “heads-minus-tails”
distribution, the distribution of the absolute difference in the
number of heads and tails if a coin is tossed N times,
p(q) =


1
2N
(
N
N(1−q)/2
)
for q = 0 ,
2
2N
(
N
N(1−q)/2
)
for q > 0 .
(18)
Figure 3 shows that this is precisely what happens for σ be-
ing the ground state and σ ′ the first excitation. According to
our local REM hypothesis, (18) should not only hold for the
ground state and the first excitation but for all configurations
with level spacing O
(
2−N
)
. If we repeat the experiment with
configurations that correspond to energies EN,r < α ≤ EN,r+1,
we find the same distribution if α is not too large, see fig-
ure 4. Again the deviations for large values of α are finite size
effects. Note that the configurations with the two largest ener-
gies are separated by a single spin flip only and typical values
of these energies are
√
N/2. So for finite systems the REM
has to become invalid for large α .
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Figure 5: Minimum energy Eq(σ) that can be found among config-
urations that have a fixed overlap q with a reference configuration
σ . Symbols represent averages over 10 000 random samples of size
N = 30, the solid line is given by (21).
Another experiment [23, 24] that supports the REM nature
of the NPP is to calculate the minimum energy Eq(σ) that can
be found among all configurations that have a given overlap q
with a reference configuration σ ,
Eq(σ) = min
σ ′
{E(σ ′) |q(σ ,σ ′) = q} . (19)
According to our local REM hypothesis we expect Eq to de-
crease with the number M(q) of feasible configurations,
M(q) =
(
1− δq,0
2
)(
N
N 1−q2
)
, (20)
or more precisely Eq(σ) should be given by the minimum out
of M(q) independent random numbers drawn from g(E),
5Eq = M(q)
√
6
pi
∫
∞
0
dE E exp
(
−3E
2
2
) [
1− erf
(√
3
2
E
)]M(q)−1
(21)
'
√
pi
6
1
M(q)
.
As you can see in figure 5 this behaviour is confirmed by nu-
merical simulations. As reference configuration we have cho-
sen the true ground state, a random configuration or a config-
uration given by a polynomial time algorithm like the greedy
approximation or the Karmarkar-Karp differencing heuristics
[25]. The reference energies for these configurations are
Eq=1(ground state) = O
(
2−N
)
,
Eq=1(Karmarkar-Karp) = O
(
N−1/2−0.83logN
)
,
Eq=1(greedy) = O
(
N−3/2
)
and
Eq=1(random) =
√
2
3pi .
All except the random configuration are local minima, hence
the very first spin flip increases the energy, but from then on
Eq closely follows (21). Apparently a single spin flip out of
a local minimum immediately lets the system forget where it
came from. This fits nicely with the observation that the NPP
behaves like a Trap model under Metropolis dynamics [26].
The deviations observed for random reference configurations
are due to the correlations among high energy configurations.
A single spin flip can change the energy at most by 2/
√
N,
but the energy of a random configuration is much larger. The
system needs O
(√
N
)
of steepest descent moves (flip the spin
with the largest decrease in energy) before it has forgotten its
reference level. According to this considerations the largest
value q up to which Eq(random) agrees with the REM predic-
tion (21) should scale like 1−O (N−1/2), and this is supported
by extended simulations up to N = 44.
6. Multiprocessor scheduling problem
The NPP has a natural generalisation: Divide a set
{a1,a2, . . . ,aN} of positive numbers into q subsets such that
the sums in all q subsets are as equal as possible. This is
known as multiway partitioning or multiprocessor scheduling
problem (MSP). The latter name refers to the problem of dis-
tributing N tasks with running times {a1,a2, . . . ,aN} on q pro-
cessors of a parallel computer such that the overall running
time is minimised.
As for q = 2 we assume the weights ai to be real valued,
i.i.d. random numbers from (0,1]. The cost function
E(~σ) =
1√
N
∣∣∣∣∣
N
∑
i=1
ai~σi
∣∣∣∣∣ (22)
of the MSP is formulated in terms of (q− 1)-dimensional
Potts-vectors~e j ( j = 1, . . . ,q). ~σi =~e j means weight ai is in
subset j, see [27] for details. Note that for q = 2 (22) reduces
to (1).
Generalising the REM ansatz to MSP we assume that the
energies of the MSP are drawn independently from the density
of states
g(E) := q−N ∑
~σ
〈
δ
(
E− 1√
N
|∑
j
a j~σ j|
)〉
'
(
3(q−1)
2
) q−1
2 q−1
Γ
(
q+1
2
)Eq−2 exp(−3(q−1)E2
2
)
Θ(E) , (23)
where the last line follows from the central limit theorem.
Note that even systems of moderate size are well described
by this limiting distribution, see figure 6. Note also the dif-
ference between the cases q = 2 and q > 2: For q > 2 the
maximum of g(E) is shifted from zero to a value greater than
zero, and g(0) = 0. This effect has a simple geometric origin
[27], but it affects the statistics of the ground states.
It is intuitively clear that the statistics of the ground state is
governed by the behaviour of g(E) as E → 0. The rigorous
variant of this intuition can be found in any text book on ex-
treme order statistics [28]. It tells us that the distribution of the
i-th smallest out of M random numbers, drawn independently
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Figure 6: Distribution of the scaled energies E of the MSP with
q = 2,3,4 for finite system sizes. Each histogram was calculated
by choosing 100 random instances. Full lines are theoretical distribu-
tions (23).
from a distribution p(x) with
p(x) =
{
0 x < 0
p0xν−1 +O (xν ) x & 0 ,
(24)
becomes a limiting distribution as M → ∞ that depends only
on p0 and ν (ν ≥ 1). To be more precise: The distribution of
the i-th smallest rescaled variable
y =
(
M
p0
ν
)1/ν
x (25)
converges to
pi(y) =
νe−y
ν yνi−1
Γ(i)
(26)
as M → ∞. For i = 1 this distribution is called Weibull dis-
tribution, which for q = 2 reduces to the simple exponential
distribution. To use this result in our REM ansatz for the MSP
we note that
ν = q−1 and p0 =
(
3(q−1)
2
) q−1
2 q−1
Γ
(
q+1
2
) . (27)
The number M of energy levels is given by
M =
q
∑
k=1
{
N
k
}
' q
N
q!
, (28)
where
{
N
k
}
denotes the number of ways to partition N ele-
ments in k non-empty subsets, a quantity usually referred to
as Stirling number of the second kind [29].
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Figure 7: Distribution of the scaled energies ε0,1(N) of the MSP with
q = 3. Each histogram was calculated by choosing 5 000 random
instances. Solid line is the distribution (30).
Like in the case q = 2 we introduce the ordered list 0 ≤
EN,1 ≤ EN,2 ≤ . . . of energies and their scaled counterpart
ε0,i(N) =
(
∑qj=1
{
N
j
}
Γ
(
q+1
2
)
) 1
q−1 √
3(q−1)
2 EN,i , (29)
and (26) yields
pi(ε0,i) =
(q−1)ε (q−1)i−10,i
Γ(i)
exp
(
−εq−10,i
)
(30)
as the asymptotic distribution of these scaled energies, pro-
vided the REM-assumption of independent energy levels is
true. Figure 7 shows the distribution of ε0,1(N) for different
values of N and q = 3 as measured by exact numerical solution
of small systems. The deviations from (30) are obvious, but
the tendency in the numerical data to approach (30) as N gets
larger is also clearly visible. The strong finite size effects for
q > 2 compared to q = 2 are related to the different behaviour
of g(0) in both cases. This can be seen if one considers the
REM hypothesis at energies α > 0 which are more populated
than those at α = 0.
Again we define r for given α > 0 by (13), i.e. EN,r is the
largest energy smaller than α . Then, for any fixed `≥ 1, the
sequence
εr,i(N) = Mg(α)(EN,r+i−α) i = 1,2, . . . , ` (31)
of subsequent energies or rather their limit
εr,i = limN→∞ εr,i(N) (32)
should become independent random variables with densities
pi(εr,i) (7). Note that for any α > 0 the limiting distribution
is indeed given by (7), whereas (30) only holds for α = 0. In
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Figure 8: Distribution of the scaled energies for εr,i(N) for α = 0.433
and q = 3. Numerical simulations for N = 20 (symbols) and the pre-
dictions of the local random energy conjecture, (7) (lines). Each data
point represents an average over 25 000 random instances.
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Figure 9: Mean εr,1(N) as a function of the parameter α for different
system sizes N for MSP with q = 3.
contrast to the NPP for the MSP with q > 2 the bound α has
to be strictly larger than zero because g′(0) = 0 for q > 2.
Figure 8 shows the numerical distribution of εr,i(N) for
q = 3 compared to the predictions of the local random energy
conjecture. As in the case q = 2 the agreement is very good,
and the strong finite size effects observed for α = 0 are gone.
If α gets too large (for finite N), more and more atypical con-
figurations are sampled and deviations from the REM appear,
see figure 9. This scenario too is very similar to the NPP with
q = 2.
7. Conclusions and outlook
The first result of this paper is to reveal the local random en-
ergy scenario that is present in the energy spectrum of random
number partitioning. We have given numerical evidence that
adjacent energy levels and their corresponding configurations
are uncorrelated. For the ground state energy and the first ex-
citations this has been proven rigorously by Borgs, Chayes
and Pittel [6]. It should be feasible to extent their proof to
all but the largest energies, as formulated in our local REM
conjecture in section 4. Generalising the BCP-Theorem to
multiprocessor scheduling should also be doable. A mathe-
matical analysis seems to be the only way to answer some of
the questions our numerical approach has left open, like the
question of the precise size of the neighbourhood in which
energy levels are uncorrelated.
The second result is the missing correlation between en-
ergy and configurations that can be deduced from figure 5.
As soon as one reaches energies smaller than 2/
√
N, the cost
function is essentially random, giving you no clue how to pro-
ceed to reach energies on the ground state scale O
(
2−N
)
. It is
this REM nature of the NPP that accounts for the poor perfor-
mance of heuristic algorithms [30, 31].
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