ABSTRACT. We present some open problems and describe briefly some possible research directions in the emerging theory of Hardy spaces of Dirichlet series and their intimate counterparts, Hardy spaces on the infinite-dimensional torus. Links to number theory are emphasized throughout the paper.
INTRODUCTION
We have in recent years seen a notable growth of interest in certain functional analytic aspects of the theory of ordinary Dirichlet series ∞ n=1 a n n −s .
Contemporary research in this field owes much to the following fundamental observation of H. Bohr [20] : By the transformation z j = p −s j (here p j is the j th prime number) and the fundamental theorem of arithmetic, an ordinary Dirichlet series may be thought of as a function of infinitely many complex variables z 1 , z 2 , .... More precisely, in the Bohr correspondence, and we identify a ν with the corresponding coefficient a n , and N ∞ fin stands for the finite sequences of positive indices. By a classical approximation theorem of Kronecker, this is much more than just a formal transformation: If, say, only a finite number of the coefficients a n are nonzero (so that questions about convergence of the series are avoided), the supremum of the Dirichlet polynomial a n n −s in the half-plane Re s > 0 equals the supremum of the corresponding polynomial on the infinite-dimensional polydisc D ∞ . In a groundbreaking work of Bohnenblust and Hille [19] , it was later shown that homogeneous polynomials-the basic building blocks of functions analytic on polydiscs-may, via the method of polarization, be transformed into symmetric multilinear forms. Bohnenblust and Hille used this insight to solve a long-standing problem in the field: Bohr had shown that the width of the strip in which a Dirichlet series converges uniformly but not absolutely is 2000 Mathematics Subject Classification. 11C08,11C20, 11M06, 11N60, 32A05, 30B50, 42B30, 46B09, 46B30, 46G25, 47B35, 60G15, 60G70.
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In retrospect, one may in the work of Bohr and Bohnenblust-Hille see the seeds of a theory of Hardy H p spaces of Dirichlet series. However, this research took place before the modern interplay between function theory and functional analysis, as well as the advent of the field of several complex variables, and the area was in many ways dormant until the late 1990s.
One of the main goals of the 1997 paper of Hedenmalm, Lindqvist, and Seip [48] was to initiate a systematic study of Dirichlet series from the point of view of modern operator-related function theory and harmonic analysis. Independently, at the same time, a paper of Boas and Khavinson [18] attracted renewed attention, in the context of several complex variables, to the original work of Bohr.
The main object of study in [48] is the Hilbert space of Dirichlet series n a n n −s with square summable coefficients a n . This Hilbert space H 2 consists of functions analytic in the halfplane Re s > 1/2. Its reproducing kernel at s is k s (w) = ζ(s + w), where ζ is the Riemann zeta function. By the Bohr correspondence, H 2 may be thought of as the Hardy space H 2 on the infinite-dimensional torus T ∞ . Bayart [10] extended the definition to any p > 0 by defining H p as the closure of Dirichlet polynomials F (s) = N n=1 a n n −s under the norm
By ergodicity (or see [79] for an elementary argument), the Bohr correspondence yields the identity
where m ∞ stands for the Haar measure on the distinguished boundary T ∞ , i.e., for the product of countably many copies of normalized Lebesgue measure on the circle T. Since the Hardy spaces on the infinite dimensional torus H p (T ∞ ) may be defined as the closure of analytic polynomials in the L p -norm on T ∞ , it follows that the Bohr correspondence provides an isomorphism between the spaces H p (T ∞ ) and H p . This linear isomorphism is both isometric and multiplicative. The classical theory of Hardy spaces and the operators that act on them serves as an important source of incitement for the field of Dirichlet series that has evolved after 1997. Two distinct features should however be noted. First, a number of new phenomena, typically crossing existing disciplines, appear that are not present in the classical situation. Second, many of the classical objects change radically and require new viewpoints and methods in order to be properly understood and analyzed.
In the following sections, we sketch briefly some research directions and list several open problems (thus updating [47] ). In our selection of problems, we have followed our own interests and made no effort to compile a comprehensive list. As a consequence, several interesting recent developments such as for instance [13] or [67] will not be accounted for and discussed. The reader should also notice that the difficulty of the problems may vary considerably. It seems likely that for some of the problems mentioned below, further progress will require novel and unconventional combinations of tools from harmonic, functional, and complex analysis, as well as from analytic number theory. [50] , the partial sum operator [50] is uniformly bounded on H p for 1 < p < ∞ (see [4] for an alternative treatment), and hence the functions n −s for n ≥ 1 form a basis for H p for these exponents p. The following questions stated in [4] seem to be open: The last two problems are equivalent to corresponding statements for H p (T ∞ ). There are also natural and interesting questions that are specific for function theory in infinite dimensions. In [5] (see [79] [73] . This leads us to ask if a reasonable replacement can be found and, more generally, how the different roles and interpretations of BMO (the space of functions of bounded mean oscillation) manifest themselves in our infinite-dimensional setting. This and similar operator theoretic problems may be approached along several different paths. In [29] , a natural analogue of the classical Hilbert matrix was identified and studied. This matrix was referred to as the multiplicative Hilbert matrix because its entries a m,n := ( mn log(mn)) −1 depend on the product m · n. This matrix represents a bounded Hankel form on H 
It is interesting to notice that a positive answer to Problem 2.1 for p = 1 would yield a positive answer to this question, via an argument involving Carleson measures. We refer to [29] for details.
The beautiful pioneering contribution of Gordon and Hedenmalm [42] and a growing number of other papers have established the study of composition operators on Hardy spaces of Dirichlet series as an active research area in the interface of one and several complex variables. In the series of papers [77, 16, 12] 
MOMENTS OF SUMS OF RANDOM MULTIPLICATIVE FUNCTIONS
There has during the last few years been an interesting interplay between the study of sums of random multiplicative functions and problems and methods coming from Hardy spaces. This topic has a long history, beginning with an import paper of Wintner [84] . One of the links to Hardy spaces comes from Problem 4.1 (Helson's problem [52] ). Is it true that
This intriguing open problem arose from Helson's study of Hankel forms and a comparison with the one-dimensional Dirichlet kernel. However, it seems to be more fruitful to think of the problem in probabilistic terms, viewing the functions p −s j as independent Steinhaus variables. Resorting to a decomposition into homogeneous polynomials and using well known estimates for the arithmetic function Ω(n), it was shown in [26] that
−0.05616 . This was later improved by Harper, Nikeghbali, and Radziwiłł [45] who, using methods from [44] , found the lower bound N (log log N ) −3+o (1) . In a recent preprint [46] , Heap and Lindqvist made a prediction based on random matrix theory that Helson's conjecture is false.
The preprint [26] also gave a precise answer to the question of for which m the homogeneous Dirichlet polynomials Ω(n)=m,n≤N n −s have comparable L 4 and L 2 norms. Indeed, this happens if and only m is, in a precise sense, strictly smaller that 1 2 loglog N . An interesting problem coming from analytic number theory and the work of Hough [54] , is to extend this result to higher moments. Cancellations in the partial sums of the Riemann zeta function on the critical line can be studied through a similar problem concerning H p norms.
Problem 4.3. Determine the asymptotic behavior of
An interesting modification of this problem is the following.
Problem 4.4. Determine the precise asymptotic growth of
A more general problem is to do the same for polynomials with coefficients represented by multiplicative functions satisfying appropriate growth conditions. [22] established the inequality
valid for f (s) = N n=1 a n n −s and 0 < p ≤ 2, where µ(n) is the Möbius function. This inequality, which should be recognized as an L p -analogue of an inequality of Helson [50] , yields the lower bound (4)
for all 0 < p < ∞. An estimate in the opposite direction in the range 1 < p < ∞ follows by applying Helson's theorem on the L p boundedness of the partial sum operator [50] on suitably truncated Euler product. When p = 1 the same method yields that an additional factor log log N appears on the right-hand side when ≫ is replaced by ≪ in (4) ∞ n=1 a n n −s → N n=1 a n n −s when N → ∞ for p = 1 (or more generally, for p ≤ 1 or p = ∞).
In the case p = 1, a trivial one dimensional estimate yields a lower bound of order loglog N , whereas [24] gives an upper bound of order log N / log log N , so that presently there is a large gap between the known bounds.
We finish this section by recalling a pointwise version of the analogue of Helson's problem on the torus. Thus, for primes p let χ(p) : we i.i.d random variables with uniform distribution on T and define
Problem 4.6. Determine the almost sure growth rate (in N ) of the character sum
This problem stems from Wintner, and is listed by Erdős, although in the original version instead χ(p):s are Rademacher variables. Deep results on the problem were provided by Halasz [43] in the 1980s, and recently Harper [44] obtained remarkable improvements for the lower bound. But the original problem remains open.
ESTIMATES FOR GCD SUMS AND THE RIEMANN ZETA FUNCTION
The study of greatest common divisor (GCD) sums of the form
for α > 0 was initiated by Erdős who inspired Gál [40] to solve a prize problem of the Wiskundig Genootschap in Amsterdam concerning the case α = 1. Gál proved that when α = 1, the optimal upper bound for (5) is C N (loglog N ) 2 , with C an absolute constant independent of N and the distinct positive integers n 1 , ..., n N . The problem solved by Gál had been posed by Koksma in the 1930s, based on the observation that such bounds would have implications for the uniform distribution of sequences (n k x) mod 1 for almost all x.
Using the several complex variables perspective of Bohr and seeds found in [61] , Aistleitner, Berkes and Seip [2] proved sharp upper bounds for (5) in the range 1/2 < α < 1 and a much improved estimate for α = 1/2, solving in particular a problem of Dyer and Harman [34] . The method of proof was based on identifying (5) as a certain Poisson integral on D ∞ . The acquired bounds were also used to establish a Carleson-Hunt-type inequality for systems of dilated functions of bounded variation or belonging to Lip 1/2 , a result that in turn settled two longstanding problems on the almost everywhere behavior of systems of dilated functions. The Carleson-Hunt inequality and the original inequality of Gál (see (6) below) were later optimized by Lewko and Radziwiłł [60] .
Additional techniques were introduced by Bondarenko and Seip [25, 26] to deal with the limiting case α = 1/2, and finally the range 0 < α < 1/2 was clarified in [22] . Writing
we may summarize the state of affairs as follows:
where in (6), γ denotes Euler's constant; these estimates remain the same if we replace Γ α (N ) by the possibly larger quantity
where the vector c = (c 1 , c 2 , ..., c N ) consists of nonnegative numbers and c 2 := c Aistleitner [1] made the important observation that such estimates can be used to obtain Ω-results for the Riemann zeta function. Indeed, using Hilberdink's version of the resonance method [44] , he found a new proof of Montgomery's Ω-results for ζ(α + i t ) in the range 1/2 < α < 1 [64] . In turn, Bondarenko and Seip applied the particular set {n 1 , n 2 , ..., n N } yielding the lower bound for Λ 1/2 (N ) in combination with the resonance method of Soundararajan [83] to obtain (unconditionally) the following: given c < 1/ 2, there exists a β, 0 < β < 1, such that for every sufficiently large T (7) sup
This gives an improvement by a power of loglog log T compared with previously known estimates [7, 83] . We list two rather general questions pertaining to these recent developments. in the Bohnenblust-Hille inequality was not sufficiently accurate to reach the desired level of precision in various applications. Based on a re-examination of the original proof, a sophisticated version of Hölder's inequality due to Blei [17] , and a Khinchin-type inequality of Bayart [10] , Defant, Frerick, Ounaïes, Ortega-Cerdà, and Seip established in [31] that C (m) grows at most exponentially in m. This was recently improved further by Bayart, Pellegrino, and Seoane-Sepúlveda [15] who were able to show, by taking a new approach to Blei's inequality, that C (m) grows at most as exp c m log m for some constant c.
The most important application of the improved version of the Bohnenblust-Hille inequality was to the compute the Sidon constant S(N ) which is defined as the supremum of the ratio between |a 1 | + · · · + |a N | and sup t∈R a 1 + a 2 2 i t + · · · + a N N i t , with the supremum taken over all possible choices of nonzero vectors (a 1 , ..., a N ) in C N . The following remarkably precise asymptotic result holds [31] :
This formula has a long history and relies on the contribution of many researchers, most notably Queffélec and Konyagin [58] and de la Bretèche [28] . The proof involves an unconventional blend of techniques from function theory on polydiscs (the Bohnenblust-Hille inequality), analytic number theory (the Dickman function), and probability (the Salem-Zygmund inequality).
There is a striking resemblance between the formula for the Sidon constant S(N ) and the following conjecture from [35] , based on arguments from random matrix theory, conjectures for moments of L-functions, and also by assuming a random model for the primes [35] :
It is natural to ask if this resemblance is more than just a coincidence.
RANDOM DIRICHLET SERIES
A classical result due to Selberg states that the distribution of the Riemann zeta function on the critical line is asymptotically Gaussian, after suitable renormalisation. More precisely, the distribution of 1 2 log log(T ) −1/2 log |ζ(1/2 + i t )| : t ∈ [0, T ] tends to that of a standard normal variable N (0, 1) as T → ∞. Recently, Fyodorov, Keating and Hiary computed heuristically the covariance of the translations of the zeta function and observed that in the first approximation a logarithmic correlation structure emerges. Similar covariance structure is exhibited by (the one-dimensional) restriction of the Gaussian free field (GFF), a fundamental probabilistic object that figures prominently in e.g. Liouville quantum gravity, SLE and random matrix theory. Based on the classical (after Montgomery) heuristic connection between ζ(1/2 + i t ) and random matrices, and the conjectured behaviour of random matrices they proposed the following The GFF heuristics of the zeta-function over the critical line has been useful also in connection with the Helson conjecture [45] . Many fascinating questions remain to be studied in this general domain of probabilistic behaviour of the zeta function and related models. For many random Gaussian fields (taking values in generalised functions) one may construct the corresponding multiplicative Gaussian chaos measure see e.g. [57] , [32] , [9] ). Naturally, after Selberg's result one may inquire if one could produce a gaussian chaos as a suitable scaling limit of the Riemann zeta function on the critical line. An easier task would be to consider Problem 6.2. [39] Let the field X be defined as in (8) . Study the properties non-Gaussian chaos "exp(βX (x))".
Some very early steps in this direction are contained in [80] .
