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The exact controllability and observability for a heat equation with
hyperbolic memory kernel in anisotropic and nonhomogeneous
media are considered. Due to the appearance of such a kind
of memory, the speed of propagation for solutions to the heat
equation is ﬁnite and the corresponding controllability property
has a certain nature similar to hyperbolic equations, and is
signiﬁcantly different from that of the usual parabolic equations. By
means of Carleman estimate, we establish a positive controllability
and observability result under some geometric condition. On the
other hand, by a careful construction of highly concentrated
approximate solutions to hyperbolic equations with memory, we
present a negative controllability and observability result when the
geometric condition is not satisﬁed.
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1. Introduction
Given T > 0 and a bounded domain Ω of Rn (n ∈ N) with a C2 boundary Γ ≡ ∂Ω . Set Q =
(0, T ) × Ω and Σ = (0, T ) × Γ . Let ω ⊆ Ω be open and nonempty. Denote by χω the characteristic
✩ This work was partially supported by the NSFC under grants 10525105, 10831007 and 60821091, the NSF under grant DMS-
0604309, the Chunhui program (State Education Ministry of China) under grant Z007-1-61006, and the project MTM2008-03541
of the Spanish Ministry of Science and Innovation.
* Corresponding author at: Key Laboratory of Systems and Control, Academy of Mathematics and Systems Sciences, Chinese
Academy of Sciences, Beijing 100190, China.
E-mail addresses: rj_xy@163.com (X. Fu), jyong@mail.ucf.edu (J. Yong), xuzhang@amss.ac.cn (X. Zhang).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.07.026
2396 X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439function of ω, i.e., χω(x) = 1 if x ∈ ω, and χω(x) = 0 if x /∈ ω. Throughout this paper, we denote∑n
i, j=1 and
∑n
i=1 simply by
∑
i, j and
∑
i , respectively; and denote the transpose of a vector (or
matrix) x by x . In this paper, vector x always means a column one.
To begin with, we recall the controllability theory for the classical heat equation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
yt −
∑
i, j
(
aij(x)yxi
)
x j
= uχω in Q ,
y = 0 on Σ,
y(0) = y0 in Ω,
(1.1)
where x = (x1, . . . , xn) , (aij)n×n is a given uniformly positive deﬁnite matrix, which represents the
thermal conductivity of the material occupying Ω , y = y(t, x) is the state variable, u = u(t, x) is the
control variable. In system (1.1), the state space is chosen to be L2(Ω), and the control space to be L2(ω)
(which is an abbreviation of {u ∈ L2(Ω) | suppu ⊆ ω}). It is well-known (see for example [12]) that for
any given T > 0 and any given nonempty open subset ω of Ω , system (1.1) is null controllable (resp.
approximately controllable) in L2(Ω), i.e., for any given y0 ∈ L2(Ω) (resp. for any given ε > 0, and
y0, y1 ∈ L2(Ω)), one can ﬁnd a control u ∈ L2((0, T )×ω) (which is an abbreviation of {u ∈ L2((0, T )×
Ω)| suppu ⊆ (0, T ) × ω}) such that the weak solution y(·) ∈ C([0, T ]; L2(Ω)) ∩ C((0, T ]; H10(Ω)) of
(1.1) satisﬁes y(T ) = 0 (resp. |y(T ) − y1|L2(Ω)  ε). On the other hand, due to the smoothing effect of
solutions to the heat equation, exact controllability for (1.1) is impossible, i.e., the above ε may not
be taken to be zero.
It is notable that in the above, the controllability time T and the controller ω can be chosen as
small as one likes. This is due to the fact that the classical heat equation admits an inﬁnite speed of
propagation for a ﬁnite heat pulse. However, it has been known (e.g. [3,4]) for quite a long time that
the property of instantaneous propagation for the heat equation is not really physical! To eliminate
this paradox, a modiﬁed Fourier’s law was introduced [8], which results in a heat equation with
memory. We refer to [27] for an updated analysis on the well-posedness and the propagation speed
of the heat equation with memory derived from a general modiﬁed Fourier’s law. Among other things,
it was shown in [27] that, under certain conditions, the heat equation with a memory kernel admits a
ﬁnite speed of propagation for ﬁnite heat pulses. Hence, heat equations with memory is more realistic
for heat conduction.
Following [27], instead of (1.1), we consider the following controlled system:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
yt −
∑
i, j
(
aij(x)
t∫
0
b(t − s, x)yxi (s, x)ds
)
x j
= uχω in Q ,
y = 0 on Σ,
y(0) = y0 in Ω,
(1.2)
with b being referred to as a hyperbolic memory kernel. The same as in system (1.1), y = y(t, x) and
u = u(t, x) are the state and control variables of system (1.2), and we choose its state space and the
control space to be L2(Ω) and L2((0, T ) × ω), respectively. We refer to [27] for the well-posedness
of (1.2).
The ﬁrst purpose of this paper is to study the (instantaneous) exact controllability of (1.2), which
means that, for any given y0, y1 ∈ L2(Ω), there is a control u ∈ L2((0, T ) × ω) such that the corre-
sponding solution y ∈ C([0, T ]; L2(Ω)) of (1.2) satisﬁes
y(T ) = y1 in Ω. (1.3)
As we shall see later, the hyperbolic nature of system (1.2) allows us to show its exact controllability
under suitable conditions on the waiting time T and the controller ω.
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to the establishment of an observability estimate for its dual system:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
pt +
∑
i, j
(
aij(x)
T∫
t
b(s − t, x)pxi (s, x)ds
)
x j
= 0 in Q ,
p = 0 on Σ,
p(T ) = p0 in Ω,
(1.4)
by which, we mean to ﬁnd a constant C > 0, independent of p0, such that the solution p of (1.4)
satisﬁes
|p0|L2(Ω)  C |p|L2((0,T )×ω), ∀p0 ∈ L2(Ω). (1.5)
There are numerous studies on observability estimate for partial differential equations (PDEs, for
short), mainly for those without memory or at most with “small” memory (see [28] and the rich
references cited therein). The techniques that have been developed so far to obtain such estimates
depend heavily on the nature of the equations. In the context of hyperbolic equations, one may use
multipliers [15] or microlocal analysis [2]; while, in the context of parabolic equations, one uses
Carleman inequalities [6]. Carleman inequalities can also be used to obtain observability inequalities
for hyperbolic equations [7]. However, the usual Carleman estimates do not seem to work directly for
the observability problem of general parabolic and/or hyperbolic equations with large memory.
We refer to [5,10,11,13,18,24,25] for some previous controllability and/or observability results for
inﬁnite-dimensional systems with memory. It is worthy of mentioning that, based on Laplace trans-
form and cosine operator approach, respectively, [1] and [20] studied the controllability problem
for (1.2) when (aij)n×n = I , the identity matrix, and the memory kernel b does not depend on x. On
the other hand, by means of Carleman estimate, exact controllability result for (1.2) with (aij)n×n = I
was given in [26]. Recently, further related results have been presented in [9,21], especially an inter-
esting negative controllability result can be found in [9].
The key observation in [26] is that, due to the special structure of system (1.4) with (aij)n×n = I ,
a modiﬁed Carleman inequality can be employed to derive the observability estimate for it. By com-
bining and modifying carefully the Carleman estimate developed in [26] and [7], the ﬁrst concern
of this paper is to establish the observability estimate (1.5) for system (1.4) with general thermal
conductivity matrix (aij)n×n under some further assumptions on the controller/observer ω and the
waiting time T .
Note that, due to the ﬁnite propagation speed of solutions to system (1.4) (see [27]), it is clear that
estimate (1.5) is impossible unless T is large enough. On the other hand, we recall that, for the clas-
sical hyperbolic equations (without memory), one has to introduce some geometric conditions on ω
and T , otherwise the expected observability inequality may fail to be true even if T is large [2]. These
conditions show that the “position” rather than the “size” of ω is crucial for the desired observability
estimate. We shall show that the same phenomenon happens for the present nonlocal observability
and controllability problems. This is exactly our second concern in this paper.
More precisely, the second goal of this paper is devoted to showing that, in view of its underlying
hyperbolic nature, the observability estimate (1.5) for system (1.4) fails for the case that T and ω do
not satisfy a Geometric Optics Condition (see Assumption 2.1 in Section 2). For this purpose, we adapt
the Gaussian Beam Method developed in [17,22,23] to construct a sequence of approximate solutions
to (1.4), with energies localized in Ω \ω. To the best of our knowledge, this might be the ﬁrst time to
analyze directly the lack of observability of PDEs with memory. There are two diﬃculties in treating
this problem for system (1.4). The ﬁrst one comes from the memory term. To overcome this diﬃculty,
one needs to introduce more “corrected” terms into the usual Gaussian Beam approximate solutions
(for the classical hyperbolic equations) to recover an accurate description. The second diﬃculty comes
from the fact that system (1.4) is equivalent to some hyperbolic equations with memory and with
given null initial displacement (see system (4.9)). This information is the key point that we shall use
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means that we have to show a negative result under a more restrictive assumption. To overcome this
diﬃculty, we need to superpose suitably two approximate solutions of the hyperbolic equations with
memory which are concentrated in a neighborhood of a given generalized ray (see Deﬁnition 2.2), one
of which is evolved forward and the other backward (see (7.10)). The key point is that, we need to
use a reﬁned localization technique (see (5.34) and Theorem 5.2) to construct carefully the desired
backward approximate solutions so that their energies are concentrated near t = 0.
The rest of this paper is organized as follows. In Section 2, we state our main results. Some pre-
liminary results are collected in Section 3. We will prove our positive controllability and observability
result in Section 4. Sections 5–6 are devoted respectively to the constructions of highly concentrated
approximate solutions for hyperbolic equations with memory in the whole space Rn and in any
bounded domain Ω , which have their independent interest. In Section 7, we shall construct suit-
able localized (exact) solutions for hyperbolic equations with memory in bounded domains (which
also has its independent interest), and via which we give a proof of our negative controllability and
observability result. Finally, Appendix A is devoted to the proofs of some technical results that are
used in the paper.
2. Statement of the main results
In the sequel, for any set M ⊆ Rm (m ∈ N), point z0 ∈ Rm and δ > 0, we deﬁne
Oδ(M) =
{
x ∈ Rm ∣∣ |x− x′| < δ for some x′ ∈ M}, Oδ(z0) = Oδ({z0}). (2.1)
Throughout this paper, we will use C to denote a generic positive constant which may be different
from line to line.
First of all, we assume that the coeﬃcients of systems (1.2) and (1.4) satisfy the following:⎧⎪⎨⎪⎩
aij(·) ∈ C1(Ω), aij(x) = a ji(x), ∀x ∈ Ω, i, j = 1,2, . . . ,n,
1
C
|ξ |2 
∑
i, j
ai j(x)ξiξ j  C |ξ |2, ∀x ∈ Ω, ξ ≡ (ξ1, . . . , ξn) ∈ Rn, (2.2)
and {
b(·,·) ∈ C3([0,+∞) × Ω),
b(0, x) ≡ 1, ∀x ∈ Ω.
(2.3)
Note that the second condition in (2.3) can be replaced by
1
C
 b(0, x) C, ∀x ∈ Ω. (2.4)
In fact, if (2.4) is assumed, by putting
a˜i j(x) aij(x)b(0, x), i, j = 1,2, . . . ,n, b˜(t, x) = b(t, x)
b(0, x)
, (2.5)
we see that a˜i j(·) and b˜(·,·) satisfy (2.2)–(2.3). In what follows, we will keep (2.2)–(2.3) for simplicity
of presentation. Next, suppose that there is a function d(·) ∈ C2(Ω) satisfying
r0 min
∣∣∇d(x)∣∣> 0, (2.6)x∈Ω
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∑
i, j
{∑
i′, j′
[
2aij
′(
ai
′ jdxi′
)
x j′
− (aij)x j′ai′ j′dxi′ ]
}
ξiξ j μ0
∑
i, j
ai jξiξ j, ∀(x, ξ) ∈ Ω × Rn. (2.7)
We refer to [7] for nontrivial examples satisfying conditions (2.6)–(2.7).
For the above function d = d(·) and a given (small) δ0 > 0, we introduce
Γ0 
{
x ∈ Γ
∣∣∣∑
i, j
ai jνidx j > 0
}
, ω = Oδ0(Γ0) ∩ Ω, (2.8)
where ν = ν(x) = (ν1, ν2, . . . , νn) is the outward normal vector of Ω at x ∈ Γ so that∑
i, j
ai j(x)νiν j = 1. (2.9)
One can check that, if d(·) ∈ C2(Ω) satisﬁes (2.7), then for any given constants a1  1 and a2 ∈ R, the
function
dˆ(x) a1d(x) + a2 (2.10)
(scaling and translating d(·)) still satisﬁes (2.7) with μ0 replaced by a1μ0; meanwhile, the scaling
and translating d(·) do not change the set Γ0. Hence, by scaling and translating d(·), if necessary, we
may assume, without loss of generality, that⎧⎪⎨⎪⎩
(2.7) holds with μ0  4,
1
4
∑
i, j
ai j(x)dxi (x)dx j (x)max
x∈Ω
d(x)min
x∈Ω
d(x) > 0, ∀x ∈ Ω. (2.11)
In what follows, we put⎧⎪⎨⎪⎩
R1 max
x∈Ω
√
d(x), R0 min
x∈Ω
√
d(x),
T0  inf
{
R1
∣∣ d(·) satisﬁes (2.11)}≡ inf{max
x∈Ω
√
d(x)
∣∣ d(·) satisﬁes (2.11)}. (2.12)
We have the following positive result of observability/controllability.
Theorem 2.1. Let (2.2), (2.3), and (2.11) hold, ω and T0 be given respectively by (2.8) and (2.12), and
T > T0 . Then
(i) There exists a constant C > 0, independent of p0 , such that the solution p of system (1.4) satisﬁes (1.5);
(ii) System (1.2) is exactly controllable in L2(Ω) at time T by means of control u ∈ L2((0, T ) ×ω).
The proof of Theorem 2.1 will be given in Section 4.
In order to state our negative controllability/observability result, we need to introduce some no-
tions. First, put
A(x) = (aij(x))1i, jn, g(x, ξ)∑
i, j
ai j(x)ξiξ j = ξA(x)ξ, ξ = (ξ1, . . . , ξn). (2.13)
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of partial derivatives) the matrix-valued function A(x) deﬁned on Ω (by (2.2)), to the whole Rn . To
simplify the notation, we still denote the extension by A(x). Note however that the “new” A(x) may
fail to satisfy the elliptic condition in (2.2) in the whole Rn . Therefore, we need to make a further
modiﬁcation. Noting that A(x) satisﬁes the elliptic condition on Ω , we may choose a small δ1 > 0 and
a cut-off function
ρ ∈ C∞0
(
R
n), supp⊆ Oδ1(Ω), satisfying ρ ≡ 1 on Ω, 0 ρ  1 in Rn, (2.14)
so that the matrix ρA(x) + (1 − ρ)I satisﬁes the elliptic condition in the whole Rn . Hence, without
loss of generality, we assume that
1
C
|ξ |2  ξA(x)ξ  C |ξ |2, ∀x ∈ Rn, ξ ∈ Rn, (2.15)
i.e., the matrix A(x) is uniformly positive deﬁnite and bounded in Rn .
For the above extended (and corrected) functions aij ∈ C1(Rn), we deﬁne a formal differential
operator on Rn as follows:
W = ∂tt −
∑
i, j
ai j(x)∂xi∂x j . (2.16)
We then introduce the following notions.
Deﬁnition 2.1. A null bicharacteristic of operator W is deﬁned to be a solution of the following (gen-
erally nonlinear) ordinary differential equations:⎧⎪⎨⎪⎩
x˙(t) = ∇ξ g
(
x(t), ξ(t)
) (≡ 2A(x(t))ξ(t)),
ξ˙ (t) = −∇xg
(
x(t), ξ(t)
)
,
x(0) = x0, ξ(0) = ξ0,
(2.17)
where the initial data x0 and ξ0 are chosen such that g(x0, ξ0) = 1/4 (here x˙= dxdt ). The projection of
the null bicharacteristic to the physical time–space, (t, x(t)), (which traces a curve in R1+n), is called
a ray of operator W . Sometimes, one also refers to (t, x(t), ξ(t)) as a ray (starting from x0 with initial
direction ξ0).
In the above, the choice of 1/4 is only for convenience. Indeed, by scaling, one may replace it by
any other nonzero real number. It is easy to check that
g
(
x(t), ξ(t)
)= 1
4
, ∀t ∈ R. (2.18)
When the matrix A(x) is independent of x, say A(x) ≡ I , by (2.17) we see that rays of operator W in
R
n are simply straight lines. In this case, ξ(t) ≡ ξ0 (for all t ∈ R) is the direction of the ray.
Remark 2.1. The global existence of solutions to nonlinear system (2.17) is guaranteed by assump-
tion (2.15). We refer to Proposition 3.2 (in Section 3) for a slightly more general existence result.
Remark 2.2. By (2.17), one can check that if (t, x(t), ξ(t)) is a ray of operator W starting from x0
with initial direction ξ0, then (t, x(−t),−ξ(−t)) is also a ray of operator W starting from x0 but with
opposite initial direction −ξ0.
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system (2.17) admits a solution (x(t), ξ(t)) in (T1, T2) for some T1 < 0 and T2 > 0, then (x(·), ξ(·)) ∈
Ck+1((T1, T2);Rn) × Ck((T1, T2);Rn) provided that (aij)n×n ∈ Ck(Rn) for some integer k 1.
With the above (corrected) A(x), we have deﬁned the rays for operator W in Deﬁnition 2.1. A ray
(t, x(t), ξ(t)) of operator W is said to start from Ω at time t = 0 if x(0) ∈ Ω . When there exists a
(minimal) ﬁnite time t0 such that the ray reaches the boundary of Ω at time t = t0, i.e., x(t0) ∈ Γ , we
say that the ray exits Ω in ﬁnite time. Note that, since the ray (t, x(t), ξ(t)) is determined by (2.17),
the above corrections on A(x) (outside Ω) does not affect the section {(t, x(t), ξ(t)) | 0 t < t0} of the
ray (t, x(t), ξ(t)) in Ω . This leads to the following notion.
Deﬁnition 2.2. A parametric curve: [0, T ]  t → (x(t), ξ(t)) ∈ Ω × Rn , with x(0) ∈ Ω and x(T ) ∈ Ω , is
called a generalized ray of operator W in Ω if there exists a ﬁnite partition 0= s0 < s1 < · · · < sm = T
(m ∈ N), such that each (t, x(t), ξ(t))|sitsi+1 ≡ (t, xi(t), ξ i(t)) is a ray of operator W (restricted to
the time interval [si, si+1], i = 0,1,2, . . . ,m − 1), which reaches Γ at time t = si+1, and is reﬂected
by (t, x(t), ξ(t))|si+1tsi+2 ≡ (t, xi+1(t), ξ i+1(t)), following the law of geometric optics whenever i ∈{0,1,2, . . . ,m− 2}, i.e.,
ξ i+1(si+1) = ξ i(si+1) − 2
[
ν
(
xi(si+1)
)
A
(
xi(si+1)
)
ξ i(si+1)
]
ν
(
xi(si+1)
)
. (2.19)
In the sequel, we shall denote this generalized ray by {(t, xi(t), ξ i(t)) | t ∈ [si, si+1]}m−1i=0 , and call sk
the k-th reﬂection instant of this generalized ray (k = 1, . . . ,m− 1).
Remark 2.4. In view of Remark 2.1, (xi(t), ξ i(t)) is well-deﬁned for any t ∈ R (i = 0,1,2, . . . ,m−1). In
the above deﬁnition, we need only to use the restriction of (xi(t), ξ i(t)) on the time interval [si, si+1].
However, when we construct approximate solutions with energies concentrated along the generalized
ray {(t, xi(t), ξ i(t)) | t ∈ [si, si+1]}m−1i=0 , we will need to use the information of (xi(t), ξ i(t)) for any t ∈[−T , T ]. On the other hand, we regard any ray {(t, x(t), ξ(t)) | t ∈ [0, T ]} (with x(0) ∈ Ω and x(T ) ∈ Ω)
of operator W in Ω to be a (special) generalized ray of operator W in Ω . Note that, in some situation,
there may exist a ray (t, x(t), ξ(t)) of W starting from Ω but never arrives at its boundary Γ , i.e.,
x(t) ∈ Ω for each t  0 (e.g. [2]).
Remark 2.5. Since (t, xi(t), ξ i(t)) satisﬁes system (2.17) and noting that matrix A(x) is invertible, one
can check that (2.19) is equivalent to
x˙i+1(si+1) = x˙i(si+1) − 2
[
ν
(
xi(si+1)
)
x˙i(si+1)
]
A
(
xi(si+1)
)
ν
(
xi(si+1)
)
. (2.20)
This means that the direction x˙i+1(si+1) of xi+1(t) at t = si+1 is obtained from that of the previ-
ous one, x˙i(si+1), by reﬂecting it with respect to ν(xi(si+1)) (under the metric induced by g(x, ·),
see (2.13)). When A(x) ≡ I , formula (2.20) gives the classical law of geometric optics (see Fig. 1).
We introduce the following geometric assumption on the triple (T ,Ω,ω).
Assumption 2.1. There is a generalized ray: {(t, xi(t), ξ i(t)) | t ∈ [si, si+1]}m−1i=0 of operator W in Ω such that
x0(0) ∈ Ω , xm(T ) ∈ Ω , and xi(t) /∈ ω for all t ∈ [si, si+1], i = 0,1,2, . . . ,m− 1.
Remark 2.6. For some domain Ω and controller ω, the above geometric assumption may hold for any
T > 0, see Fig. 2. In this case, we say that the ray is trapped.
We have the following negative result of observability and controllability.
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Fig. 2. A generalized ray in Ω never touching the controller ω.
Theorem 2.2. Let Ω be a bounded domain with boundary Γ ∈ C3 , (2.2)–(2.3) hold, and aij ∈ C3(Ω) (i, j =
1,2, . . . ,n). Let (Ω,ω, T ) satisfy Assumption 2.1. Then
(i) There is no constant C > 0, independent of p0 , such that the solution of system (1.4) satisﬁes (1.5);
(ii) System (1.2) is not exactly controllable in L2(Ω) at time T by means of control u ∈ L2((0, T ) ×ω).
The proof of Theorem 2.2 will be given in Section 7.
Remark 2.7. Similar to [19], one can show that conditions of Theorems 2.1 and 2.2 contradict each
other. On the other hand, we recall that [2], (Ω,ω, T ) is said to satisfy the Geometric Control Con-
dition (GCC for short) if ∂Ω is C∞ with no contact of inﬁnite order with its tangent, and any
generalized ray {(t, xi(t), ξ i(t)) | t ∈ [si, si+1]}m−1i=0 of operator W in Ω with x0(0) ∈ Ω and xm(T ) ∈ Ω
satisﬁes xi(t) ∈ ω for some i ∈ {0,1,2, . . . ,m − 1} and some t ∈ [si, si+1]. Clearly, GCC contradicts
Assumption 2.1. It is shown in [2] that GCC is a suﬃcient condition for the observability estimate
for time-independent hyperbolic equations without memory. It would be quite interesting to extend
this result to the present nonlocal case, i.e. system (1.4) with large memory. The main diﬃculty, as
we shall see later, is that system (1.4) is equivalent to system (4.9), which is a hyperbolic equation
with both memory and time-dependent coeﬃcients. Indeed, as far as we know, it is a longstanding
open problem to extend the results in [2] to the case of hyperbolic equations with time-dependent
coeﬃcients, which is unsolved even for the case without memory.
3. Some preliminaries
In this section, we present some preliminary results.
First of all, similar to [7, Corollary 4.1], we have the following result.
X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439 2403Lemma 3.1. Let bi j(·) = b ji(·) ∈ C1(Rn) (i, j = 1,2, . . . ,n) and w(·,·) ∈ C2(R×Rn). For any λ,ε, δ > 0, set⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ = φ(t, x) d(x) − δ
2
t2,
Ψ  λ
[∑
i, j
(
bijdxi
)
x j
− δ − ε
]
,
 λφ, v  θw, θ  e.
(3.1)
Then
θ2
∣∣∣∣wtt −∑
i, j
(
bijwxi
)
x j
∣∣∣∣2
+ 2
[
t
(
v2t +
∑
i, j
bi j vxi vx j
)
− 2
∑
i, j
bi jxi vx j vt − Ψ vvt +
(
(A + Ψ )t
)
v2
]
t
+ 2
∑
j
{
2
∑
i,i′, j′
bijbi
′ j′xi′ vxi vx j′ −
∑
i,i′, j′
bijbi
′ j′xi vxi′ vx j′ + Ψ v
∑
i
bi j vxi
− 2t vt
∑
i
bi j vxi +
∑
i
bi jxi v
2
t −
∑
i
bi j
[
(A + Ψ )xi +
Ψxi
2
]
v2
}
x j
 2λεv2t + 2λ
∑
i, j
{∑
i′, j′
[
2bij
′(
bi
′ jdxi′
)
x j′
− (bij)x j′bi′ j′dxi′ ]− bij(2δ + ε)
}
vxi vx j + Bv2, (3.2)
where⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A = λ2
(
δ2t2 −
∑
i, j
bi jdxidx j
)
+ λ(2δ + ε),
B = 2λ3
[
(2δ + ε)
∑
i, j
bi jdxidx j +
∑
i, j
bi jdxi
(∑
i′, j′
bi
′ j′dxi′dx j′
)
x j
− (3δ + ε)δ2t2
]
+ O (λ2).(3.3)
Next, using the standard theory on Volterra integral equations, one can show the following result.
Lemma 3.2. Let b(·,·) ∈ Cm(Q ) for somem 1. Then for any w(·,·) ∈ C([0, T ]; L2(Ω)), there exists a unique
solution z(·,·) ∈ C([0, T ]; L2(Ω)) to the following equation:
z(t, x) = w(t, x) +
t∫
0
b(t − s, x)z(s, x)ds, a.e. (t, x) ∈ Q . (3.4)
Moreover, there exists a β(·,·) ∈ Cm(Q ), such that the solution z(·,·) of (3.4) admits the following representa-
tion:
z(t, x) = w(t, x) +
t∫
0
β(t − s, x)w(s, x)ds, ∀(t, x) ∈ Q . (3.5)
2404 X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439Further, we recall the following known result [7, Lemma 3.2].
Lemma 3.3. Let bi j = b ji ∈ C1(Rnx) (i, j = 1,2, . . . ,n), and h (h1, . . . ,hn) : Rt ×Rnx → Rn be a vector ﬁled
of class C1 . Then for any q(·,·) ∈ C2(Rt × Rnx), it holds
−
∑
j
[
2(h · ∇q)
∑
i
bi jqxi + h j
(
q2t −
∑
i,k
bikqxi qxk
)]
x j
= 2
[(
qtt −
∑
i, j
(
bijqxi
)
x j
)
h · ∇q − (qth · ∇q)t + qtht · ∇q −
∑
i, j,k
bi jqxi qxk
∂hk
∂x j
]
− (∇ · h)q2t +
∑
i, j
qxi qx j∇ ·
(
bijq
)
. (3.6)
The following technical lemma can be found in [17].
Lemma 3.4. Let b(·) ∈ L∞(Rn) be a function satisfying |· − x0|−αb(·) ∈ L∞(Rn) for some x0 ∈ Rn and some
α  0. Let H be a symmetric, positive deﬁnite, real (n × n) matrix. Then there exists a constant C > 0, inde-
pendent of ε > 0 such that ∫
Rn
∣∣b(x)e−xHx/ε∣∣2 dx Cε n2+α.
Further, we show the following simple result.
Proposition 3.1. Let b(·) ∈ C(Ω ) and x0 ∈ Rn. Then, for any symmetric, positive deﬁnite, real (n × n) ma-
trix H, it holds
lim
ε→0+
1
εn/2
∫
Ω
∣∣b(x)e−(x−x0)H(x−x0)/ε∣∣2 dx=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
|b(x0)|2
(det H)
1
2
(
π
2
) n
2
, if x0 ∈ Ω,
|b(x0)|2
2(det H)
1
2
(
π
2
) n
2
, if x0 ∈ Γ,
0, if x0 /∈ Ω.
Proof. The case x0 ∈ Rn \Ω is obvious because of the exponential decay of the integrand with respect
to ε. We now consider the case x0 ∈ Ω . Let δ ∈ (0,1) be small enough so that Oδ(x0) ⊆ Ω (recall (2.1)
for the deﬁnition of Oδ(x0)). For any such a ﬁxed δ > 0, we have
lim
ε→0+
1
εn/2
∫
Ω\Oδ(x0)
∣∣b(x)e−(x−x0)H(x−x0)/ε∣∣2 dx= 0. (3.7)
Also, by the continuity of b(·), one has
1
εn/2
∫
Oδ(x0)
∣∣[b(x) − b(x0)]e−(x−x0)H(x−x0)/ε∣∣2 dx
 max
x∈Oδ(x0)
∣∣b(x) − b(x0)∣∣2 1
εn/2
∫
n
e−2xHx/ε dx
R
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x∈Oδ(x0)
∣∣b(x) − b(x0)∣∣2 1
εn/2
1
(det H)
1
2
(
πε
2
) n
2
= max
x∈Oδ(x0)
∣∣b(x) − b(x0)∣∣2 1
(det H)
1
2
(
π
2
) n
2
→ 0, (3.8)
as δ → 0, uniformly in ε > 0. Finally, for any ﬁxed δ > 0,
1
εn/2
∫
Oδ(x0)
∣∣e−(x−x0)H(x−x0)/ε∣∣2 dx= 1
εn/2
∫
Oδ(0)
∣∣e−xHx/ε∣∣2 dx
= 1
εn/2
{∫
Rn
e−2xHx/ε dx−
∫
Rn\Oδ(0)
e−2xHx/ε dx
}
→ 1
(det H)
1
2
(
π
2
) n
2
, as ε → 0. (3.9)
Here, we use the fact that the integrand in the integral “
∫
Rn\Oδ (0) e
−2xHx/εdx” decays exponentially
in ε. Combining (3.7), (3.8) and (3.9), we obtain the desired conclusion for the case x0 ∈ Ω .
Finally, we consider the case x0 ∈ Γ . For any γ > 0, put
G+γ 
{
xˆ= (xˆ1, . . . , xˆn) ∈ Rn
∣∣ |xˆ| < γ , xˆn  0}.
Since Γ ∈ C2, there exist a neighborhood O(x0) of x0 and an C2-diffeomorphism from G+1 ontoO(x0) ∩ Ω such that σ(0) = 0. Similar to the case x0 ∈ Ω , it suﬃces to show that
lim
ε→0
1
εn/2
∫
O(x0)∩Ω
∣∣e−(x−x0)H(x−x0)/ε∣∣2 dx= 1
2(det H)
1
2
(
π
2
) n
2
. (3.10)
We now show (3.10). First of all, for any ﬁxed γ ∈ (0,1], it follows that
lim
ε→0
1
εn/2
∫
O(x0)∩Ω
∣∣e−(x−x0)H(x−x0)/ε∣∣2 dx= lim
ε→0
1
εn/2
∫
G+1
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2∣∣∣∣det ∂σ∂ xˆ
∣∣∣∣dxˆ
= lim
ε→0
1
εn/2
∫
G+γ
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2∣∣∣∣det ∂σ∂ xˆ
∣∣∣∣dxˆ. (3.11)
Here, we use the fact that the integrand in the integral “
∫
G+1 \G+γ |e
−σ(xˆ)Hσ(xˆ)/ε|2|det ∂σ
∂ xˆ
|dxˆ” decays
exponentially with respect to ε. Next, putting H˜  ∂σ
∂ xˆ
|xˆ=0, similar to (3.8), we conclude that
lim
ε→0
1
εn/2
∫
G+γ
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2∣∣∣∣det ∂σ∂ xˆ
∣∣∣∣dxˆ= |det H˜| limε→0 1εn/2
∫
G+γ
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2 dxˆ. (3.12)
It remains to compute the limit in the right hand side of (3.12). For this purpose, using Taylor’s
formula and noting σ(0) = 0, for suﬃciently small γ ∈ (0,1), one has
σ(xˆ) = H˜ xˆ+ O (|xˆ|2), ∀xˆ satisfying |xˆ| < γ .
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(1− β)(H˜ xˆ)H H˜xˆ σ(xˆ)Hσ(xˆ) (1+ β)(H˜ xˆ)H H˜xˆ, ∀xˆ ∈ G+γ .
Therefore,∫
G+γ
∣∣e−(1−β)x H˜H H˜x/ε∣∣2 dx ∫
G+γ
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2 dxˆ ∫
G+γ
∣∣e−(1+β)x H˜H H˜x/ε∣∣2 dx. (3.13)
However, by (3.9) (recall (2.1) for the deﬁnition of Oγ (0)),
1
εn/2
∫
G+γ
∣∣e−(1±β)x H˜H H˜x/ε∣∣2 dx = 1
2εn/2
∫
Oγ (0)
∣∣e−(1±β)x H˜H H˜x/ε∣∣2 dx
→ 1
2((1± β)n det(H˜H H˜)) 12
(
π
2
) n
2
, as ε → 0. (3.14)
Noting the arbitrariness of β , combining (3.13) and (3.14), we end up with
lim
ε→0
1
εn/2
∫
G+γ
∣∣e−σ (xˆ)Hσ (xˆ)/ε∣∣2 dxˆ= 1
2(det(H˜H H˜)) 12
(
π
2
) n
2
. (3.15)
Combining (3.11)–(3.12) and (3.15), and noting |det H˜|
(det(H˜H H˜))1/2 = 1(det H)1/2 , we arrive at (3.10). Hence,
the desired conclusion for the case x0 ∈ Γ follows. This completes the proof of Proposition 3.1. 
Finally, we show the following technical result on the global existence of solutions to system (2.17),
which is crucial for the deﬁnition of the ray of operator W given by (2.16).
Proposition 3.2. System (2.17) admits a global solution for any initial data, provided that A(x) grows linearly
at inﬁnity, i.e., ∣∣A(x)∣∣ C(1+ |x|), ∀x ∈ Rn. (3.16)
Proof. By (2.18) and the strictly positive deﬁnite condition of A(x), we deduce that∣∣ξ(t)∣∣ C, ∀t ∈ R. (3.17)
Now, the ﬁrst equation in (2.17) along with (3.16)–(3.17) yields
d
dt
∣∣x(t)∣∣2 = 2x˙(t) · x(t) = 4(A(x(t))ξ(t)) · x(t) C(1+ ∣∣x(t)∣∣2), ∀t ∈ R. (3.18)
Hence, ∣∣x(t)∣∣ (1+ |x0|)eC |t|, ∀t ∈ R. (3.19)
Now, (3.17) and (3.19) gives the global existence of solution to (2.17). 
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This section is devoted to a proof of our positive observability/controllability result for heat equa-
tions with hyperbolic memory kernel, i.e., Theorem 2.1. By the standard duality argument [14,15], it
suﬃces to show the ﬁrst assertion in Theorem 2.1. We borrow some ideas from [7] and [26]. The
proof is divided into several steps.
Step 1. First, put
z(t, x) p(T − t, x), (4.1)
where p solves system (1.4). Then, by (1.4), we see that z satisﬁes⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
zt(t, x) −
∑
i, j
(
aij(x)
t∫
0
b(t − s, x)zxi (s, x)ds
)
x j
= 0 in Q ,
z = 0 on Σ,
z(0) = z0  p0 in Ω.
(4.2)
One can easily see that inequality (1.5) is equivalent to the following:
∫
Ω
∣∣z0(x)∣∣2 dx C T∫
0
∫
ω
∣∣z(t, x)∣∣2 dt dx. (4.3)
(Moreover, system (1.4) is equivalent to system (4.2).)
Next, set
q(t, x)
t∫
0
b(t − s, x)z(s, x)ds, (t, x) ∈ Q . (4.4)
Hence, by the condition b(0, x) ≡ 1 in (2.3), we see that
qt(t, x) = z(t, x) +
t∫
0
bt(t − s, x)z(s, x)ds, (t, x) ∈ Q . (4.5)
By the second conclusion in Lemma 3.2 and noting q(0, x) ≡ 0, one can ﬁnd a function β ∈ C1(Q )
such that
z(t, x) = qt(t, x) +
t∫
0
β(t − s, x)qt(s, x)ds
= qt(t, x) + β(0, x)q(t, x) +
t∫
0
βt(t − s, x)q(s, x)ds, (t, x) ∈ Q . (4.6)
By (4.4) and (4.6), and noting again q(0, x) ≡ 0, it follows that
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∑
i, j
(
aij(x)
t∫
0
b(t − s, x)zxi (s, x)ds
)
x j
= qtt −
∑
i, j
(
aijqxi
)
x j
+
[
β(0, x)q(t, x) +
t∫
0
βt(t − s, x)q(s, x)ds
]
t
+
∑
i, j
{
aij(x)
[
bxi (0, x)q(t, x) +
t∫
0
(
btxi (t − s, x) + bxi (t − s, x)β(0, x)
+
t∫
s
bxi (t − τ , x)βt(τ − s, x)dτ
)
q(s, x)ds
]}
x j
. (4.7)
Put
Hq(t, x)−
[
β(0, x)q(t, x) +
t∫
0
βt(t − s, x)q(s, x)ds
]
t
−
∑
i, j
{
aij(x)
[
bxi (0, x)q(t, x) +
t∫
0
(
btxi (t − s, x) + bxi (t − s, x)β(0, x)
+
t∫
s
bxi (t − τ , x)βt(τ − s, x)dτ
)
q(s, x)ds
]}
x j
. (4.8)
By (4.2), (4.5) and (4.7)–(4.8), we see that q solves⎧⎪⎪⎪⎨⎪⎪⎪⎩
qtt −
∑
i, j
(
aijqxi
)
x j
= Hq(t, x) in Q ,
q = 0 on Σ,
q(0, x) = 0, qt(0, x) = z0(x) in Ω.
(4.9)
Step 2. Recall (2.12) for the deﬁnitions of R1 and T0. Since T > T0, we may assume in what follows
that
T > R1. (4.10)
Consequently, one can choose a constant δ ∈ (0,2) so that
R21
T 2
<
δ
2
<
R1
T
. (4.11)
Henceforth, we choose
φ(t, x) d(x) − δ t2, (t, x) ∈ Q , (4.12)
2
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φ(T , x) = d(x) − δ
2
T 2  R21 −
δ
2
T 2 < 0, ∀x ∈ Ω.
Therefore, there is a T1 ∈ (0, T ), such that
φ(t, x) < 0, ∀(t, x) ∈ [T1, T ] × Ω. (4.13)
On the other hand, by (2.11) and (2.12), we see that R0 > 0. Hence
φ(0, x) = d(x) R20 > 0, ∀x ∈ Ω.
Therefore, one deduces that there exists a suﬃciently small T0 ∈ (0, T1) such that
φ(t, x) R20/2, ∀(t, x) ∈ [0, T0] × Ω. (4.14)
By Lemma 3.1, with bij and w replaced by aij and q (deﬁned by (4.4)), δ and φ given by (4.11)
and (4.12), for any ε > 0 and λ > 0, we have
θ2
∣∣∣∣qtt −∑
i, j
(
aijqxi
)
x j
∣∣∣∣2 + Mt
+ 2
∑
j
{
2
∑
i,i′, j′
aijai
′ j′xi′ vxi vx j′ −
∑
i,i′, j′
aijai
′ j′xi vxi′ vx j′ + Ψ v
∑
i
ai j vxi
− 2t vt
∑
i
ai j vxi +
∑
i
ai jxi v
2
t −
∑
i
ai j
[
(A + Ψ )xi +
Ψxi
2
]
v2
}
x j
 2λεv2t + 2λ
∑
i, j
{∑
i′, j′
[
2aij
′(
ai
′ jdxi′
)
x j′
− (aij)x j′ai′ j′dxi′ ]− aij(2δ + ε)
}
vxi vx j + Bv2, (4.15)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
M  2
[
t
(
v2t +
∑
i, j
ai j vxi vx j
)
− 2
∑
i, j
ai jxi vx j vt − Ψ vvt +
(
(A + Ψ )t
)
v2
]
,
v = θq, θ = e,  λφ, Ψ  λ
[∑
i, j
(
aijdxi
)
x j
− δ − ε
]
,
A = λ2
(
δ2t2 −
∑
i, j
ai jdxidx j
)
+ λ(2δ + ε),
B = 2λ3
[
(2δ + ε)
∑
i, j
ai jdxidx j +
∑
i, j
ai jdxi
(∑
i′, j′
ai
′ j′dxi′dx j′
)
x j
− (3δ + ε)δ2t2
]
+ O (λ2).
(4.16)
We now choose (note δ ∈ (0,2))
ε ∈ (0,4− 2δ).
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we conclude that for some positive constant c0 > 0, it holds
εξ20 +
∑
i, j
[∑
i′, j′
(
2aij
′(
ai
′ jdxi′
)
x j′
− (aij)x j′ai′ j′dxi′ )− aij(2δ + ε)
]
ξiξ j
 εξ20 + (4− 2δ − ε)
∑
i, j
ai jξiξ j  c0
(
ξ20 + · · · + ξ2n
)
, ∀(x, ξ0, ξ1, . . . , ξn) ∈ Ω × R1+n. (4.17)
On the other hand, by [7, (11.6) in Appendix B, p. 1604], we have
μ0
∑
i, j
ai jdxidx j 
∑
i, j
ai jdxi
(∑
i′, j′
ai
′ j′dxi′dx j′
)
x j
. (4.18)
Therefore, by the deﬁnition of B in (4.16), noting (2.11) and (2.12),
B  2λ3
[
(2δ + ε +μ0)
∑
i, j
ai jdxidx j − (3δ + ε)δ2t2
]
+ O (λ2)
 2(3δ + ε)λ3
[∑
i, j
ai jdxidx j − δ2t2
]
+ O (λ2)
 2(3δ + ε)(4R21 − δ2T 2)λ3 + O (λ2), ∀(t, x) ∈ Q . (4.19)
By (4.11), we see that 4R21 − δ2T 2 > 0. Hence, there are two constants c1 > 0 and λ0 > 1 such that for
any λ λ0, it holds
B  c1λ3, ∀(t, x) ∈ Q . (4.20)
Step 3. Integrating (4.15) on Q 1 = (0, T1) × Ω , using integration by parts, by (4.17), (4.20) and re-
calling  = λφ with φ given by (4.12), and noting the deﬁnition of Γ0 in (2.8), ∑i, j ai jνiν j = 1 and
vxi = ∂v∂ν νi on Σ (which follows from (2.9) and v|Σ = 0, respectively), we ﬁnd that
2c0λ
∫
Q 1
(
v2t + |∇v|2
)
dt dx+ c1λ3
∫
Q 1
v2 dt dx

∫
Q 1
θ2
∣∣∣∣qtt −∑
i, j
(
aijqxi
)
x j
∣∣∣∣2 dt dx+ ∫
Ω
M(T1, x)dx−
∫
Ω
M(0, x)dx
+ 2λ
T1∫
0
∫
Γ
(∑
i, j
ai jνiν j
)(∑
i′, j′
ai
′ j′dxi′ ν j′
)∣∣∣∣∂v∂ν
∣∣∣∣2 dt dΓ

∫
Q 1
θ2
∣∣∣∣qtt −∑
i, j
(
aijqxi
)
x j
∣∣∣∣2 dt dx+ ∫
Ω
M(T1, x)dx−
∫
Ω
M(0, x)dx
+ Cλ
T1∫
0
∫
Γ
∣∣∣∣∂v∂ν
∣∣∣∣2 dt dΓ0, ∀λ > λ0. (4.21)0
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E(t) = 1
2
∫
Ω
[∣∣qt(t, x)∣∣2 + ∣∣∇q(t, x)∣∣2]dx. (4.22)
By (4.16) and recalling (4.12), noting t(0, x) ≡ 0 and q(0, x) ≡ 0, using (4.13) and Poincaré’s inequality,
we have
M(0, x) = 0,
∣∣∣∣∫
Ω
M(T1, x)dx
∣∣∣∣ Cλ3E(T1). (4.23)
However, by (4.9) and (4.8), noting b ∈ C3(Q ) and hence β ∈ C3(Q ), we have
∫
Q 1
θ2
∣∣∣∣qtt −∑
i, j
(
aijqxi
)
x j
∣∣∣∣2 dt dx

∫
Q 1
θ2(t, x)
∣∣∣∣∣
[
β(0, x)q(t, x) +
t∫
0
βt(t − s, x)q(s, x)ds
]
t
+
∑
i, j
{
aij(x)
[
bxi (0, x)q(t, x) +
t∫
0
(
btxi (t − s, x) + bxi (t − s, x)β(0, x)
+
t∫
s
bxi (t − τ , x)βt(τ − s, x)dτ
)
q(s, x)ds
]}
x j
∣∣∣∣∣
2
dt dx
 C
∫
Q 1
θ2(t, x)
{
q2(t, x) + q2t (t, x) +
∣∣∇q(t, x)∣∣2 + t∫
0
[
q2(s, x) + ∣∣∇q(s, x)∣∣2]ds}dt dx.
On the other hand, we note
∫
Q 1
θ2(t, x)
{ t∫
0
[
q2(s, x) + ∣∣∇q(s, x)∣∣2]ds}dt dx

∫
Q 1
t∫
0
θ2(s, x)
[
q2(s, x) + ∣∣∇q(s, x)∣∣2]dsdt dx
 C
∫
Q 1
θ2(t, x)
[
q2(t, x) + ∣∣∇q(t, x)∣∣2]dt dx.
Therefore, ∫
Q
θ2
∣∣∣∣qtt −∑
i, j
(
aijqxi
)
x j
∣∣∣∣2 dt dx C ∫
Q
θ2
(
q2 + q2t + |∇q|2
)
dt dx. (4.24)1 1
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Q 1
θ2
(
q2t + |∇q|2
)
dt dx+ λ2
∫
Q 1
θ2q2 dt dx C
[∫
Q 1
(
v2t + |∇v|2
)
dt dx+ λ2
∫
Q 1
v2 dt dx
]
, (4.25)
and
T1∫
0
∫
Γ0
∣∣∣∣∂v∂ν
∣∣∣∣2 dt dΓ0  CeCλ
T1∫
0
∫
Γ0
∣∣∣∣ ∂q∂ν
∣∣∣∣2 dt dΓ0. (4.26)
Then, by (4.21), (4.23), (4.24), (4.25) and (4.26), we conclude that
λ
∫
Q 1
θ2
(
q2t + |∇q|2
)
dt dx+ λ3
∫
Q 1
θ2q2 dt dx
 C1
[ ∫
Q 1
θ2
(
q2 + q2t + |∇q|2
)
dt dx+ λ3E(T1) + λeC1λ
T1∫
0
∫
Γ0
∣∣∣∣ ∂q∂ν
∣∣∣∣2 dt dΓ0
]
, ∀λ λ0, (4.27)
where C1 > 0 is a constant, independent of λ. By choosing λ suﬃciently large, the term
“C1
∫
Q 1
θ2(q2 + q2t + |∇q|2)dt dx” in the right hand side of (4.27) can be absorbed by its left hand
side. Therefore, there is a constant λ1  λ0 such that
∫
Q 1
θ2
(
q2t + |∇q|2
)
dt dx C
[
λ2E(T1) + eCλ
T1∫
0
∫
Γ0
∣∣∣∣ ∂q∂ν
∣∣∣∣2 dt dΓ0
]
, ∀λ λ1. (4.28)
However, by (4.14), we have
∫
Q 1
θ2
(
q2t + |∇q|2
)
dt dx eR20λ
T0∫
0
∫
Ω
(
q2t + |∇q|2
)
dt dx= 2eR20λ
T0∫
0
E(t)dt. (4.29)
Thus, by (4.28)–(4.29), we conclude that
eR
2
0λ
T0∫
0
E(t)dt  C
[
λ2E(T1) + eCλ
T1∫
0
∫
Γ0
∣∣∣∣ ∂q∂ν
∣∣∣∣2 dt dΓ0
]
, ∀λ λ1. (4.30)
Now, recalling that ω = Oδ0(Γ0) ∩ Ω , similar to [7] and [26], using Lemma 3.3 and noting (4.9) and
(4.4), one can show that
T1∫
0
∫
Γ
∣∣∣∣ ∂q∂ν
∣∣∣∣2 dt dΓ0  C
T∫
0
∫
ω
(
q2t + q2
)
dt dx C
T∫
0
∫
ω
z2 dt dx. (4.31)0
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eR
2
0λ
T0∫
0
E(t)dt  C
[
λ2E(T1) + eCλ
T∫
0
∫
ω
z2 dt dx
]
, ∀λ λ1. (4.32)
Step 4. Let us complete the proof of Theorem 2.1. First of all, multiplying the ﬁrst equation of (4.9)
by qt , integrating it on (0, t)×Ω , noting that aij = a ji and the boundary condition in (4.9), and using
(4.22), (4.8) and Poincaré’s inequality, we obtain that
E(t) − E(0) =
t∫
0
∫
Ω
qt H
q dt dx
 C
t∫
0
∫
Ω
(∣∣Hq(t, x)∣∣2 + q2t (t, x))dt dx
 C
t∫
0
∫
Ω
{
q2(t, x) + q2t (t, x) +
∣∣∇q(t, x)∣∣2 + t∫
0
[
q2(s, x) + ∣∣∇q(s, x)∣∣2]ds}dt dx
 C
t∫
0
∫
Ω
(
q2(t, x) + q2t (t, x) +
∣∣∇q(t, x)∣∣2)dt dx
 C
t∫
0
E(s)ds, ∀t ∈ [0, T ]. (4.33)
Therefore, by Gronwall’s inequality, we conclude that
E(t) C E(0), ∀t ∈ [0, T ]. (4.34)
Due to the time-reversibility of system (4.9), similar to (4.33), one gets
E(0) E(t) + C
t∫
0
∫
Ω
∣∣Hq(t, x)∣∣2 dxdt  E(t) + C t∫
0
E(s)ds, ∀t ∈ [0, T ]. (4.35)
Note that, by (4.34), one has
t∫
0
E(s)ds CtE(0), ∀t ∈ [0, T ]. (4.36)
Thus, by (4.35) and (4.36), there exists a suﬃciently small t0 ∈ (0, T0) such that
E(0) C E(t), ∀t ∈ [0, t0]. (4.37)
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eR
2
0λE(0) C2
[
λ2E(0) + eC2λ
T∫
0
∫
ω
z2 dt dx
]
, ∀λ λ1. (4.38)
Therefore, if we take λ λ1 so that eR
2
0λ  C2λ2 + 1, from (4.38), we deduce that
E(0) C
T∫
0
∫
ω
z2 dt dx. (4.39)
Recalling (4.22) and the third equation in (4.9), we see that (4.39) implies (4.3) immediately, which
completes the proof of Theorem 2.1.
5. Highly concentrated approximate solutions for hyperbolic equations with memory inRn
As a preliminary to prove Theorem 2.2, we construct in this section highly concentrated approxi-
mate solutions for hyperbolic equations with memory in Rn .
Fix T > 0, and put
Λ+T =
{
(t, s) ∈ (0, T ) × (0, T ) ∣∣ 0< s < t < T },
Λ−T =
{
(t, s) ∈ (−T ,0) × (−T ,0) ∣∣−T < t < s < 0},
ΛT = Λ+T ∪ Λ−T , ΥT = (−T ,0) ∪ (0, T ). (5.1)
One can check that W 1,∞(−T , T ) ↪→ W 1,∞(ΥT ), but W 1,∞(ΥT ) = W 1,∞(−T , T ) although the only
difference between ΥT and (−T , T ) is the point {0}. Indeed, the function f deﬁned by
f (x) =
{
1, x ∈ (0, T ),
0, x ∈ (−T ,0)
belongs to W 1,∞(ΥT ), but not in W 1,∞(−T , T ).
We consider the following hyperbolic equation with memory in Rn:
Wu = F (u), in ΥT × Rn, (5.2)
where W is deﬁned by (2.16),
F (u) B1(t, x)u(t, x) + B2(t, x)ut(t, x) + B3(t, x) · ∇u(t, x)
+
t∫
0
[
B4(t, s, x)u(s, x) + B5(t, s, x)us(s, x) + B6(t, s, x) · ∇u(s, x)
]
ds, (5.3)
and B1, B2, B3, B4, B5 and B6 are some given functions deﬁned on ΥT × Rn and/or ΛT × Rn . Here,
a · b stands for the usual scalar product of a and b in Rn .
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and (4.6), it is easy to see that the original heat equation with hyperbolic memory kernel, i.e. sys-
tem (1.4), is equivalent to system (4.9). Note that, by (4.8), the ﬁrst equation of (4.9) is a hyperbolic
equation with memory.
The main purpose of this section is to construct approximate solutions for system (5.2) so that
their energies are highly concentrated in a small neighborhood of some ray of operator W . Given a
ray (t, x(t)) of operator W , we construct ﬁrst a family of highly localized approximate solutions to
Eq. (5.2) in the following form
wε(t, x) = ε1− n4
[
a(t)eiφ(t,x)/ε + ε
t∫
0
A(t, s)eiφ(s,x)/εds
]
, ε ∈ (0,1). (5.4)
In (5.4), we take the phase function φ to be of the form
φ(t, x) = ξ(t)(x− x(t))+ 1
2
(
x− x(t))M(t)(x− x(t)), (5.5)
where M(t) is an (n × n) complex symmetric matrix (i.e., M(t) = M(t)) with positive deﬁnite imag-
inary part (we shall denote this by ImM(t) > 0). Note that M(t) is not self-adjoint. The construction
of approximate solutions (5.4) requires an appropriate choice of a(t), A(t, s) and M(t).
Remark 5.2. Compared with the system without memory, say Wu = 0 in (0, T ) × Rn considered
in [23], the main change on the ansatz of approximate solutions u = wε to system (5.2) is that we
introduce a new memory term ε
∫ t
0 A(t, s)e
iφ(s,x)/ε ds, which will play a crucial role in treating the
present memory situation. As we shall see later also that this will lead to some technical complexity
for the analysis.
We need the following result (recall (5.1) for ΥT and ΛT ):
Theorem 5.1. Let ai j ∈ W 3,∞(Rn) ∩ C3(Rn) (i, j = 1,2, . . . ,n), and (t, x(t)) be a ray of operator W . For
given T > 0, let B1 ∈ L∞(ΥT × Rn), B2 ∈ W 1,∞(ΥT × Rn), B3 ∈ W 1,∞(ΥT × Rn;Rn), B4 ∈ L∞(ΛT ×
R
n), B5 ∈ W 2,∞(ΛT × Rn) and B6 ∈ W 2,∞(ΛT × Rn;Rn). Fix any t0 ∈ R, any (n × n) complex symmetric
matrix M0 with ImM0 > 0 and any a0 ∈ C \ {0}. Then there exist a complex-valued symmetric matrix M(·) ∈
C2([−T , T ];Cn×n), a complex-valued function a(·) ∈ C([−T , T ];C\{0})∩W 2,∞(ΥT ) and a complex-valued
function A(·,·) ∈ W 2,∞(ΛT ) with
M(t0) = M0, ImM(t) > 0 for all t ∈ [−T , T ], a(t0) = a0, (5.6)
such that
(1) The family {wε}ε>0 , given by (5.4) are approximate solutions of (5.2) in the sense that
ess sup
t∈ΥT
∣∣Wwε(t, ·) − F (wε(t, ·))∣∣L2(Rn) = O (ε 12 ), as ε → 0; (5.7)
(2) The initial energy of wε is bounded below as ε → 0, i.e.,∣∣(wε(0, ·), ∂t wε(0, ·))∣∣H1(Rn)×L2(Rn)  c0 (5.8)
for some c0 > 0, independent of ε;
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ess sup
t∈ΥT
∫
Rn\O
ε1/4 (x(t))
[∣∣∂t wε(t, x)∣∣2 + ∣∣wε(t, x)∣∣2 + ∣∣∇wε(t, x)∣∣2]dx= O (ε2), as ε → 0. (5.9)
Proof. The proof is divided into two steps.
Step 1. Assignment of M(t), a(t) and A(t, s). Let wε be of the form (5.4). By a direct computation and
noting that M(t), a(t) and A(t, s) will be chosen to be independent of x, we have
Wwε − F (wε) = ε2− n4 r1 + ε1− n4 r2 + ε− n4 r3 + ε−1− n4 r4, (5.10)
where
r1 
[(
A(t, t)
)
t + At(t, τ )
∣∣
τ=t − B2(t, x)A(t, t)
]
eiφ(t,x)/ε
+
t∫
0
[
Att(t, s) − B1(t, x)A(t, s) − B2(t, x)At(t, s) − B5(t, s, x)A(s, s)
]
eiφ(s,x)/ε ds
−
t∫
0
s∫
0
(
B4(t, s, x)A(s, τ ) + B5(t, s, x)As(s, τ )
)
eiφ(τ ,x)/ε dτds, (5.11)
r2 
[
att(t) + i A(t, t)φt(t, x) − B1(t, x)a(t) − B2(t, x)at(t)
]
eiφ(t,x)/ε
−
t∫
0
{[
i
∑
i, j
ai j(x)A(t, s)φxi x j (s, x) + i A(t, s)B3(t, x) · ∇φ(s, x)
+ B4(t, s, x)a(s)
]
eiφ(s,x)/ε + iB6(t, s, x) ·
s∫
0
A(s, τ )eiφ(τ ,x)/ε∇φ(τ , x)dτ
}
ds, (5.12)
r3  i
[
2at(t)φt(t, x) + a(t)Wφ(t, x) − a(t)
(
B2(t, x)φt(t, x) + B3(t, x) · ∇φ(t, x)
)]
eiφ(t,x)/ε
+
t∫
0
[
A(t, s)
∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B5(t, s, x)φs(s, x)
− ia(s)B6(t, s, x) · ∇φ(s, x)
]
eiφ(s,x)/ε ds, (5.13)
and
r4  a(t)
[∑
i, j
ai j(x)φxi (t, x)φx j (t, x) − φ2t (t, x)
]
eiφ(t,x)/ε. (5.14)
First, by [17,22], we choose M(t) ∈ C2([−T , T ];Cn×n) appearing in (5.5) (deﬁning function φ), with
M(t0) = M0 and ImM(t) > 0, so that for each ﬁxed t ∈ [−T , T ], it holds∑
i, j
ai j(x)φxi (t, x)φx j (t, x) − φ2t (t, x) = O
(∣∣x− x(t)∣∣3), as x→ x(t). (5.15)
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M˙(t) + M(t)G1(t)M(t) + G2(t)M(t) + M(t)G2(t) + G3(t) = 0,
M(t0) = M0,
(5.16)
where G1(t), G2(t) and G3(t) are suitable (n × n) matrices whose coeﬃcients are determined by the
ﬁrst and second derivatives of the function g(x, ξ) evaluated along the ray (t, x(t), ξ(t)) (recall (2.13)
for g(x, ξ)). We refer to [22] for the global existence of solutions to this nonlinear ordinal differential
equation with any initial data M0 satisfying ImM0 > 0. By Lemma 3.4 and noting (5.15), we ﬁnd∣∣r4(t, ·)∣∣L2(Rn) = O (ε n4+ 32 ), uniformly for a.e. t ∈ ΥT . (5.17)
Next, we choose a(·) ∈ C([−T , T ];C \ {0}) ∩ W 2,∞(ΥT ) with a(t0) = a0 so that
2a˙(t)φt(t, x) + a(t)Wφ(t, x) − a(t)
(
B2(t, x)φt(t, x) + B3(t, x) · ∇φ(t, x)
)
= O (∣∣x− x(t)∣∣), as x→ x(t), uniformly for a.e. t ∈ ΥT . (5.18)
For this purpose, we note that, by (5.5), (2.17) and (2.18), it follows
φt
(
t, x(t)
)= −1
2
, ∇φ(t, x(t))= ξ(t), ∀t ∈ R. (5.19)
Hence, a(t) is determined by the following linear ordinal differential equation:⎧⎨⎩ a˙(t) = a(t)
[
Wφ
(
t, x(t)
)+ 1
2
B2
(
t, x(t)
)− B3(t, x(t)) · ξ(t)],
a(t0) = a0.
(5.20)
By Lemma 3.4 and noting (5.18), we get∫
Rn
∣∣[2a˙(t)φt(t, x) + a(t)Wφ(t, x)
− a(t)(B2(t, x)φt(t, x) + B3(t, x) · ∇φ(t, x))]eiφ(t,x)/ε∣∣2 dx= O (ε n2+1). (5.21)
Finally, by (5.15) and (5.19), we have
∑
i, j
ai j
(
x(s)
)
φxi
(
s, x(s)
)
φx j
(
s, x(s)
)= φ2t (s, x(s))= 14 .
Hence, by choosing
A(t, s) = −2ia(s)B5
(
t, s, x(s)
)+ 4ia(s)B6(t, s, x(s)) · ξ(s), (5.22)
and noting again (5.19), we ﬁnd that
A(t, s)
∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B5(t, s, x)φs(s, x) − ia(s)B6(t, s, x) · ∇φ(s, x)
= O (∣∣x− x(s)∣∣), as x→ x(s), uniformly for a.e. t, s ∈ ΛT . (5.23)
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Imφ(s, x) = 1
2
(
x− x(s)) ImM(s)(x− x(s)),
we have
∫
Rn
∣∣∣∣∣
t∫
0
[
A(t, s)
∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B5(t, s, x)φs(s, x)
− ia(s)B6(t, s, x) · ∇φ(s, x)
]
eiφ(s,x)/ε ds
∣∣∣∣∣
2
dx
 C
∫
Rn
T∫
−T
∣∣∣∣[A(t, s)∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B6(t, s, x) · ∇φ(s, x)
]
eiφ(s,x)/ε
∣∣∣∣2 dsdx
= C
T∫
−T
∫
Rn
∣∣∣∣[A(t, s)∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B6(t, s, x) · ∇φ(s, x)
]
e
− Imφ(s,x)
ε
∣∣∣∣2 dxds
= C
T∫
−T
O
(
ε
n
2+1)ds = O (ε n2+1). (5.24)
Combining (5.21) and (5.24), we conclude that∣∣r3(t, ·)∣∣L2(Rn) = O (ε n4+ 12 ), uniformly for a.e. t ∈ ΥT . (5.25)
Also, using Lemma 3.4 again, one has∣∣r1(t, ·)∣∣L2(Rn) + ∣∣r2(t, ·)∣∣L2(Rn) = O (ε n4 ), uniformly for a.e. t ∈ ΥT . (5.26)
Step 2. Veriﬁcation of (5.7)–(5.9). First, the ﬁrst conclusion in Theorem 5.1, i.e., (5.7), follows from
(5.10), (5.17), (5.25) and (5.26).
Next, we note that, compared to its leading term ε1− n4 a(t)eiφ(t,x)/ε , the memory term
ε2− n4
∫ t
0 A(t, s)e
iφ(s,x)/ε ds in wε (given by (5.4)) is a higher order one with respect to ε. There-
fore, proceeding as in the proof of [17, Theorem 1], one arrives at the second conclusion, (5.8), in
Theorem 5.1. Finally, by the deﬁnition of wε(t, x) in (5.4), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t wε(t, x) = ε2− n4
[
A(t, t)eiφ(t,x)/ε +
t∫
0
At(t, s)e
iφ(s,x)/ε ds
]
+ ε1− n4 at(t)eiφ(t,x)/ε + iε− n4 a(t)φt(t, x)eiφ(t,x)/ε,
∇wε(t, x) = iε− n4
[
a(t)eiφ(t,x)/ε∇φ(t, x) + ε
t∫
0
eiφ(s,x)/ε A(t, s)∇φ(s, x)ds
]
.
(5.27)
Hence,
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t∈ΥT
∫
Rn\O
ε1/4 (x(t))
[∣∣∂t wε(t, x)∣∣2 + ∣∣wε(t, x)∣∣2 + ∣∣∇wε(t, x)∣∣2]dx
 C ess sup
t∈ΥT
[
ε−
n
2
∫
Rn\O
ε1/4 (x(t))
e−2 Imφ(t,x)/ε dx+ ε2− n2
∫
Rn\O
ε1/4 (x(t))
∣∣∣∣∣
t∫
0
e−2 Imφ(s,x)/ε ds
∣∣∣∣∣dx
]
.
(5.28)
As shown in the proof of [17, Theorem 1], there is a constant β > 0, independent of ε, such that
ε−
n
2 esssup
t∈ΥT
∫
Rn\O
ε1/4 (x(t))
e−2 Imφ(t,x)/ε dx Ce−β/
√
ε. (5.29)
On the other hand, by Lemma 3.4, one deduces that
ess sup
t∈ΥT
∫
Rn\O
ε1/4 (x(t))
∣∣∣∣∣
t∫
0
e−2 Imφ(s,x)/ε ds
∣∣∣∣∣dx= ess supt∈ΥT
∣∣∣∣∣
t∫
0
∫
Rn\O
ε1/4 (x(t))
e−2 Imφ(s,x)/ε dxds
∣∣∣∣∣
 ess sup
t∈ΥT
∣∣∣∣∣
t∫
0
∫
Rn
e−2 Imφ(s,x)/ε dxds
∣∣∣∣∣ Cεn/2. (5.30)
Now, combining (5.28)–(5.30), we conclude the desired estimate (5.9). This completes the proof of
Theorem 5.1. 
Now, several remarks are in order.
Remark 5.3. From (5.16), we see that M(t) is uniquely determined by its initial data M0 and the ray
(t, x(t), ξ(t)). On the other hand, by (5.20) and (5.22), we see that a(t) and A(t, s) are uniquely deter-
mined by the initial data a0 of a(t) and the ray (t, x(t), ξ(t)). Therefore, whenever the ray (t, x(t), ξ(t))
is given, M(t) and a(t) (hence also A(t, s)) can be uniquely determined respectively by their values M0
(with ImM0 > 0) and a0 at any instant t0 ∈ R.
Remark 5.4. From (5.22), we see that A(t, s) only depends on B5(t, s, x) and B6(t, s, x). Hence, if
B5(t, s, x) ≡ 0 and B6(t, s, x) ≡ 0 in ΛT × Rn , then it is not necessary to introduce the memory term
ε
∫ t
0 A(t, s)e
iφ(s,x)/ε ds in (5.4).
Remark 5.5. From the proof of [17, Theorem 1], one sees that (5.8) in Theorem 5.1 can be improved
as follows: ∣∣∂t wε(0, ·)∣∣L2(Rn)  c0. (5.31)
We shall use this fact later in an essential way.
Remark 5.6. Due to the appearance of the memory term in Eq. (5.2), the estimate (5.9) for wε is
much weaker than its counterpart in [17, Theorem 1]. Indeed, for the case without memory in [17],
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(t, x(t)), i.e.,
ess sup
t∈(0,T )
∫
Rn\O
ε1/4 (x(t))
[∣∣∂t wε(t, x)∣∣2 + ∣∣wε(t, x)∣∣2 + ∣∣∇wε(t, x)∣∣2]dx= O (e−β/√ε)
for some β > 0 as ε → 0. But, from (5.30), it seems that (5.9) is sharp. That is, in the present case,
the energy of wε is only polynomially small off the ray (t, x(t)). Note however that, by denoting the
ﬁrst term of wε(t, x) in (5.4) by
zε(t, x) = ε1− n4 a(t)eiφ(t,x)/ε, (5.32)
similar to the proof of [17, Theorem 1], one deduces that the energy of zε is exponentially small off
the ray (t, x(t)). More precisely, for some β > 0, it holds
ess sup
t∈ΥT
∫
Rn\O
ε1/4 (x(t))
[∣∣∂t zε(t, x)∣∣2 + ∣∣zε(t, x)∣∣2 + ∣∣∇zε(t, x)∣∣2]dx= O (e−β/√ε), as ε → 0. (5.33)
Recall that, as shown in [17], for any given cut-off function ρ0 ∈ C∞0 (R1+n) which is identically
equal to 1 in a neighborhood of the ray {(t, x(t)) | t ∈ [−T , T ]}, one may check that the function ρ0wε
also satisﬁes the corresponding estimates (5.7)–(5.9) for the case without memory and lower order
terms in (5.2) (i.e., the Bi ≡ 0 in (5.3) for i = 1, . . . ,6). Hence, in this case, one can easily choose
wε such that they are supported in any given small neighborhood of the ray. Note however that,
as shown in the proof of the next theorem, in the present case with memory, in order to construct
highly concentrated approximate solutions for Eq. (5.2), we have to correct some terms in wε (given
by (5.4)) rather than simply multiplying it by a cut-off function. Indeed, for any given S ∈ (−T , T ) and
any given cut-off function  = (t, x) ∈ C∞0 (R1+n) which is identically equal to 1 in a neighborhood
of the ray {(t, x(t)) | t ∈ [S, T ]}, put
uε  ε1−
n
4
[
(t, x)a(t)eiφ(t,x)/ε + ε
t∫
0
(s, x)A(t, s)eiφ(s,x)/ε ds
]
, (5.34)
where φ is given by (5.5). Clearly, uε = wε . We have he following result:
Theorem 5.2. Let the assumptions in Theorem 5.1 hold, and the complex-valued symmetric matrix M(·) ∈
C2([−T , T ];Cn×n), the complex-valued function a(·) ∈ C([−T , T ];C \ {0}) ∩ W 2,∞(ΥT ) and the complex-
valued function A(·,·) ∈ W 2,∞(ΛT ) be constructed as in Theorem 5.1. Then, for suﬃciently small ε > 0,
uε given by (5.34) satisﬁes (5.7) and (5.9) (with wε replaced by uε), and
(1) If S  0, then the initial energy of uε satisﬁes (5.31) (with wε replaced by uε);
(2) If S > 0 and supp ⊂ OS/2{(t, x(t)) | t ∈ [S, T ]}, then the initial energy of uε vanishes.
Proof. By (5.32) and (5.34), it holds
uε = (t, x)zε(t, x) + ε2− n4
t∫
(s, x)A(t, s)eiφ(s,x)/ε ds. (5.35)0
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independent of x, we have
Wuε − F (uε) = ε2− n4 r′1 + ε1−
n
4 r′2 + ε−
n
4 r′3 + ε−1−
n
4 r′4 + 2
(
t∂t zε −
∑
i j
ai j∂xi∂x j zε
)
, (5.36)
where r′1 and r′2 are respectively similar terms as r1 and r2 in (5.11) and (5.12) such that the counter-
part of (5.26) holds1:
∣∣r′1(t, ·)∣∣L2(Rn) + ∣∣r′2(t, ·)∣∣L2(Rn) = O (ε n4 ), uniformly for a.e. t ∈ ΥT ; (5.37)
while
r′3  i(t, x)
[
2a˙(t)φt(t, x) + a(t)Wφ(t, x)
− a(t)(B2(t, x)φt(t, x) + B3(t, x) · ∇φ(t, x))]eiφ(t,x)/ε
+
t∫
0
(s, x)
[
A(t, s)
∑
i, j
ai j(x)φxi (s, x)φx j (s, x) − ia(s)B5(t, s, x)φs(s, x)
− ia(s)B6(t, s, x) · ∇φ(s, x)
]
eiφ(s,x)/ε ds, (5.38)
and
r′4  a(t)(t, x)
[∑
i, j
ai j(x)φxi (t, x)φx j (t, x) − φ2t (t, x)
]
eiφ(t,x)/ε. (5.39)
By (5.33) in Remark 5.6, we have
∣∣∣∣t(t, ·)∂t zε(t, ·) −∑
i j
ai j(·)∂xi(t, ·)∂x j zε(t, ·)
∣∣∣∣
L2(Rn)
= O (e−β/√ε),
uniformly for a.e. t ∈ ΥT . (5.40)
Now, for M(·) ∈ C2([−T , T ];Cn×n), a(·) ∈ C([−T , T ];C\{0})∩W 2,∞(ΥT ) and A(·,·) ∈ W 2,∞(ΛT ) con-
structed in Theorem 5.1, similar to the proof of Theorem 5.1, we can show that
∣∣r′3(t, ·)∣∣L2(Rn) = O (ε n4+ 12 ), ∣∣r′4(t, ·)∣∣L2(Rn) = O (ε n4+ 32 ), uniformly for a.e. t ∈ ΥT . (5.41)
Combining (5.36), (5.37), (5.40) and (5.41), we conclude that uε satisﬁes (5.7). Noting Remark 5.5, the
proof of the rest assertions in Theorem 5.2 is either similar to that of Theorem 5.1 or obvious. 
1 As shown in the proof of Theorem 5.1, we do not need the exact expression of r′1 and r′2.
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domains
As a further preliminary to prove Theorem 2.2, we construct in this section highly concentrated
approximate solutions for hyperbolic equations with memory in bounded domains.
We now consider the following hyperbolic equations with memory in the bounded domain Ω with
boundary Γ ∈ C3: {
Wu = F (u) in Q ,
u = 0 on Σ. (6.1)
The operators W and F in (6.1) are respectively deﬁned similar to (2.16) and (5.3), but with coeﬃ-
cients (recall (5.1) for the deﬁnition of Λ+T )
aij ∈ C3(Ω), i, j = 1,2, . . . ,n,
B1 ∈ L∞(Q ), B2 ∈ W 1,∞
(
0, T ;C1(Ω)), B3 ∈ W 1,∞(0, T ;C1(Ω;Rn)),
B4 ∈ L∞
(
Λ+T × Ω
)
, B5 ∈ W 2,∞
(
Λ+T ;C2(Ω)
)
, B6 ∈ W 2,∞
(
Λ+T ;C2
(
Ω;Rn)), (6.2)
for given T > 0. Also, aij satisﬁes the elliptic condition in (2.2).
The main purpose of this section is to adapt the construction of approximate solutions for Wu =
F (u) in ΥT × Rn in the last section (see Theorem 5.2 and recall (5.1) for the deﬁnition of ΥT ) to
obtain highly concentrated approximate solutions to system (6.1). Recall that, in the last section, all
coeﬃcients of W and F are deﬁned in ΥT for t , in ΛT for (t, s), and in Rn for x. Therefore, we need
ﬁrst extend the domain of these coeﬃcients as follows.
We extend ﬁrst aij , B2, B3, B5 and B6 in Rn \ Ω for x-variable by continuity up to their original
order of derivatives (say, one can use the classical Lions’s extension [16]); while for B1 and B4, we
extend them in Rn \ Ω for x-variable as 0. Then, for t-variable and (t, s)-variable, we choose respec-
tively odd extension for Bk1 (k1 = 1,2,3) and Bk2 (k2 = 4,5,6) on (−T ,0) × Rn and Λ−T × Rn (recall
(5.1) for the deﬁnition of Λ−T ), i.e.,
Bk1(t, ·) = −Bk1(−t, ·) for t ∈ (−T ,0), Bk2(t, s, ·) = −Bk2(−t,−s, ·) for (t, s) ∈ Λ−T . (6.3)
To simplify the notation, we still denote these extensions by their original notations. Hence, we may
assume that (recall (5.1) for the deﬁnition of ΥT and ΛT )
A(x)
(
aij(x)
)
1i, jn ∈ C3
(
R
n;Rn×n),
B1 ∈ L∞
(
ΥT × Rn
)
, B2 ∈ W 1,∞
(
ΥT ;C1
(
R
n)), B3 ∈ W 1,∞(ΥT ;C1(Rn;Rn)),
B4 ∈ L∞
(
ΛT × Rn
)
, B5 ∈ W 2,∞
(
ΛT ;C2
(
R
n)), B6 ∈ W 2,∞(ΛT ;C2(Rn;Rn)). (6.4)
Similar to Section 2, replacing A(x) by ρA(x) + (1− ρ)I (recall (2.14) for the cut-off function ρ), and
Bk by ρBk for k = 2,3,6 if necessary, we may assume that A(x) satisﬁes the elliptic condition (2.15)
and
A(x) ∈ W 3,∞(Rn;Rn×n)∩ C3(Rn;Rn×n), B2 ∈ W 1,∞(ΥT × Rn),
B3 ∈ W 1,∞
(
ΥT × Rn;Rn
)
, B5 ∈ W 2,∞
(
ΛT × Rn
)
, B6 ∈ W 2,∞
(
ΛT × Rn;Rn
)
. (6.5)
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Wu = F (u) in ΥT × Ω,
u = 0 on ΥT × Γ.
(6.6)
Noting (2.15) and Proposition 3.2, any ray (t, x(t), ξ(t)) of operator W is deﬁned globally for t ∈ R.
Hence, by Theorems 5.1–5.2, one may construct approximate solutions uε = uε(t, x) as (5.34) for equa-
tion Wu = F (u) in ΥT × Rn .
In some special situation, there may exist a ray (t, x(t), ξ(t)) of W starting from Ω but never
arrives at its boundary Γ , i.e., x(t) ∈ Ω for each t  0 (e.g. [2]). This (rarely happened) case is quite
easy to treat since the highly concentrated approximate solutions for equation Wu = F (u) in ΥT ×Rn
constructed in the last section (see Theorem 5.2) are also approximated solutions for equation Wu =
F (u) in ΥT × Ω . Therefore, in the sequel, we shall not consider this special but easy case.
In what follows, we always assume that any ray of operator W starting from Ω will exit Ω in
ﬁnite time. In this case, the approximate solutions for Wu = F (u) in ΥT × Rn constructed in the last
section will not satisfy in general the homogeneous Dirichlet boundary condition. In order to over-
come this diﬃculty, one has to superpose two approximate solutions concentrated respectively in a
small neighborhood of two different rays of operator W , one reﬂects of the other at the boundary.
This is indeed the motivation to introduce the notion of generalized ray of operator W (see Deﬁni-
tion 2.2).
Similar to [23, Lemma 2.2], by means of the perturbation technique, one can show the following
geometric lemma.
Lemma 6.1. Suppose that the triple (Ω,ω, T ) satisﬁes Assumption 2.1. Then there is a generalized ray
{(t, xi+1(t), ξ i+1(t)) | t ∈ [si, si+1]}m−1i=0 of operator W in Ω such that
(1) x1(0) ∈ Ω and xm(T ) ∈ Ω;
(2) it does not meet ω, i.e., xi+1(t) /∈ ω for all i ∈ {0,1, . . . ,m− 1} and t ∈ [si, si+1];
(3) it always meets Γ transversally, i.e.,
ξ i(si+1)A
(
xi(si+1)
)
ν
(
xi(si+1)
) = 0, ∀i ∈ {0,1,2, . . . ,m− 2}, (6.7)
where si+1 is the (i + 1)-th reﬂected instant of this generalized ray.
Remark 6.1. When A(x) ≡ I , (6.7) means that the ray (t, xi(t)) is nonperpendicular to the direction
ν(xi(si+1)). Generally, (6.7) means the direction of the ray (t, xi(t)) at t = si+1 is nonperpendicular to
ν(xi(si+1)) under the metric induced by g(x, ·). Therefore, the condition (6.7) guarantees that the ray
(t, xi(t), ξ i(t)) exits Ω at time t = si+1, and hence at least this ray exits Ω locally.
6.1. Ansatz of the incoming and reﬂected waves
Assume (t, x−(t), ξ−(t)) is a ray of operator W starting from Ω at time t = 0, i.e., x−(0) ∈ Ω , and
arriving at the boundary Γ at time t = t0, i.e., x0  x−(t0) ∈ Γ .
As mentioned before, by Theorem 5.2, we can construct a family of approximate solutions
u−ε = u−ε (t, x) to the ﬁrst equation in (6.6). However, u−ε may not satisfy the homogeneous Dirichlet
boundary condition u−ε (t, x0) = 0 on ΥT × Γ , i.e., the second equation in (6.6). One has to super-
pose u−ε with another approximate solution u+ε . The later is constructed from the ray (t, x+(t), ξ+(t)),
which reﬂects the original one, (t, x−(t), ξ−(t)), at the boundary (see Fig. 3). The point is to select
approximate solutions u+ε to the ﬁrst equation in (6.6), concentrated in a small neighborhood of the
reﬂected ray (t, x+(t), ξ+(t)), such that u−ε + u+ε satisﬁes approximately the homogeneous Dirichlet
boundary condition.
2424 X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439Fig. 3. Incoming and reﬂected rays.
According to (2.17), (x−(t), ξ−(t)) satisﬁes⎧⎪⎨⎪⎩
x˙−(t) = ∇ξ g
(
x−(t), ξ−(t)
)
,
ξ˙−(t) = −∇xg
(
x−(t), ξ−(t)
)
,
x−(t0) = x0, ξ−(t0) = ξ−(t0).
(6.8)
We choose (x+(t), ξ+(t)) to satisfy⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙+(t) = ∇ξ g
(
x+(t), ξ+(t)
)
,
ξ˙+(t) = −∇xg
(
x+(t), ξ+(t)
)
,
x+(t0) = x0,
ξ+(t0) = ξ−(t0) − 2
[
ν(x0)A(x0)ξ−(t0)
]
ν(x0).
(6.9)
Here, similar to (2.9), ν(x0) = (ν1(x0), . . . , νn(x0)) is the outward normal vector of Ω at x0 ∈ Γ so
that
ν(x0)
A(x0)ν(x0) = 1. (6.10)
On the other hand, from (2.18), one has g(x0, ξ−(t0)) = 14 . Hence, noting (6.10), one can check that
g(x0, ξ+(t0)) = 14 . Therefore,
g
(
x±(t), ξ±(t)
)≡ ξ±(t)A(x±(t))ξ±(t) = 1
4
, ∀t ∈ R. (6.11)
We assume that ξ−(t) is transversal to the boundary Γ at time t = t0 (with respect to the metric g),
i.e.,
ξ−(t0)A(x0)ν(x0) = 0. (6.12)
Denote by T1 > 0 the instant when the reﬂected ray arrives at Γ , i.e., x+(T1) ∈ Γ (note that
0< t0 < T1). Fix any
T ∗ ∈ (t0, T1). (6.13)
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of the ray {(t, x−(t)) | t ∈ [0, t0]}, with
supp− ⊂ O(T ∗−t0)/4
{(
t, x−(t)
) ∣∣ t ∈ [0, t0]}. (6.14)
According to (5.34) and Theorem 5.2, we may construct approximate solutions to equation Wu = F (u)
in ΥT × Rn as follows:
u−ε (t, x) = ε1−n/4
[
−(t, x)a−(t)eiφ−(t,x)/ε + ε
t∫
0
−(s, x)A−(t, s)eiφ−(s,x)/ε ds
]
, (6.15)
where
φ−(t, x) = ξ−(t)(x− x−(t))+ 1
2
(
x− x−(t))M−(t)(x− x−(t)). (6.16)
In (6.16), M−(t) is some given n×n complex symmetric matrix with positive deﬁnite imaginary part.
Fix any cut-off function + = +(t, x) ∈ C∞0 (R1+n) which is identically equal to 1 in a neighbor-
hood of the ray {(t, x+(t)) | t ∈ [t0, T1]} with
supp+ ⊂ Omin(t0,T1−T ∗)/4
{(
t, x+(t)
) ∣∣ t ∈ [t0, T1]}. (6.17)
Our aim is to ﬁnd another approximate solution
u+ε (t, x) = ε1−
n
4
[
+(t, x)a+(t)eiφ+(t,x)/ε + ε
t∫
0
+(s, x)A+(t, s)eiφ+(s,x)/ε ds
]
(6.18)
of equation Wu = F (u) in ΥT × Rn , which is concentrated in a small neighborhood of the reﬂected
ray (t, x+(t), ξ+(t)) such that the following approximate Dirichlet boundary condition holds∣∣u−ε + u+ε ∣∣H1((0,T ∗)×Γ ) = O (ε1/2). (6.19)
Here, similar to (6.16), we take φ+ to be of the form:
φ+(t, x) = ξ+(t)(x− x+(t))+ 1
2
(
x− x+(t))M+(t)(x− x+(t)), (6.20)
where M+(t) is a suitable (n × n) complex symmetric matrix with positive deﬁnite imaginary part,
which will be determined later.
From (6.18) and (6.16), it is easy to see that it remains to construct M+(t), a+(t) and A+(t, s).
For this purpose, we borrow some idea in [23]. First, by Remark 5.3, a+(t) and A+(t, s) are uniquely
determined by the ray (t, x+(t), ξ+(t)) and the initial value of a+(t) at t = t0, which is assigned to be
a+(t0) = −a−(t0). (6.21)
Next, M+(t) is determined by its initial M+(t0) and the reﬂected ray (t, x+(t), ξ+(t)). Note that
(x+(t), ξ+(t)) is given by (6.9). Hence, it suﬃces to assign M+(t0). This will be done below.
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In order to determine M+(t0), we introduce local coordinates near the reﬂected point x0 ∈ Γ ,
called henceforth xˆ ≡ xˆ(x) = (xˆ1, xˆ2, . . . , xˆn) (in the sequel, we denote (xˆ2, . . . , xˆn) by xˆ′), centered
at the reﬂected point xˆ0 ≡ (0, xˆ′0), the new coordinate of x0, such that Ω is locally given by xˆ1  0,
and Γ is ﬂat near xˆ0. Denote the inverse Jacobian matrix of xˆ= xˆ(x) by J (xˆ), i.e.,
J (xˆ) ≡ (gij(xˆ))1i, jn  ∂(x1, x2, . . . , xn)∂(xˆ1, xˆ2, . . . , xˆn) . (6.22)
By Γ ∈ C3, we see that J (xˆ) ∈ C2. In the new coordinates the outward normal vector ν(x0) at the
reﬂected point becomes (−1,0, . . . ,0) . Hence(
J (xˆ0)
)−1
ν(x0) =
∣∣( J (xˆ0))−1ν(x0)∣∣(−1,0, . . . ,0). (6.23)
Write the expression of φ±(t, x) in the xˆ-coordinates as
φˆ±(t, xˆ) = ξ±(t)(x(xˆ) − x±(t))+ 1
2
(
x(xˆ) − x±(t))M±(t)(x(xˆ) − x±(t)). (6.24)
Put
σ± ≡
(
σ±1
σ ′±
)

(
J (xˆ0)
)
ξ±(t0),
η± ≡
⎛⎜⎜⎜⎝
η±1
η±2
...
η±n
⎞⎟⎟⎟⎠≡
(
η±1
η′±
)

(
J (xˆ0)
)−1
A(x0)ξ
±(t0), (6.25)
where σ ′±, η′± ∈ Rn−1. Both σ± and η± will be needed to compute the derivatives of φˆ±(t,0, xˆ′) at
(t0, xˆ0) up to second order.
We have the following result.
Proposition 6.1. Under the assumption (6.12), it holds:
η+1 = −η−1 = 0, σ ′+ = σ ′−. (6.26)
We refer to Appendix A for the proof of Proposition 6.1.
Denote
M̂±(t0)
(
J (xˆ0)
)
M±(t0) J (xˆ0). (6.27)
Obviously, determining M+(t0) is equivalent to choosing M̂+(t0). Therefore, in the rest of this subsec-
tion, we shall devote to choosing M̂+(t0). For this purpose, put
xˆ±(t) = xˆ(x±(t)). (6.28)
Then, one has
x±(t) = x(xˆ±(t)). (6.29)
We need to compute the derivatives of φˆ±(t,0, xˆ′) at (t0, xˆ′0), up to second order.
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0
xˆ′
)
− xˆ±(t) =
( −2η±1 (t − t0)
xˆ′ − xˆ′0 − 2η′±(t − t0)
)
+ O (|t − t0|2), (6.30)
φˆ±(t,0, xˆ′) = O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.31)
∂t φˆ
±(t,0, xˆ′) = −1
2
+ O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.32)
∇xˆφˆ±(t,0, xˆ′) = σ± + O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.33)
∂tt φˆ
±(t,0, xˆ′) = −2(∇x(ξ±(t0)A(x0)ξ±(t0)))A(x0)ξ±(t0)
+ 4(η±)M̂±(t0)η± + O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.34)
∂t∇xˆφˆ±(t,0, xˆ′) = −
(∇x(ξ±(t0)A(x0)ξ±(t0))) J (xˆ0)
− 2M̂±(t0)η± + O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.35)
∇2xˆ φˆ±(t,0, xˆ′) = ∇xˆ
((
J (xˆ0)
)
ξ±(t0)
)+ M̂±(t0) + O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣). (6.36)
We refer to Appendix A for the proof of Proposition 6.2.
Now, we write
∇xˆ
((
J (xˆ0)
)
ξ±(t0)
)≡ (h±i j )1i, jn,(∇x(ξ±(t0)A(x0)ξ±(t0))) J (xˆ0) ≡ ( κ±1κ±
)
,
M̂±(t0) ≡
(
m±i j
)
1i, jn ≡
(
m±11 ϑ±
ϑ± M˜±
)
, (6.37)
where κ± = (κ±2 , . . . , κ±n ) , ϑ± = (m±21, . . . ,m±n1) and M˜± = (m±i j )2i, jn . Note that all h±i j , κ±1 , κ±
and m−i j are known. We now assign all m
+
i j to then obtain M̂
+(t0) in (6.27).
The main idea to determine M̂+(t0) is to choose all m+i j such that the second derivatives of
φˆ±(t,0, xˆ′) with respect to t and xˆ′ coincide at the reﬂection point. This can be done by choosing
(recall (6.25) for η′±)
m+i j = h−i j +m−i j − h+i j , 2 i, j  n, (6.38)
ϑ+ =
(
m+21, . . . ,m
+
n1
) = κ− − κ+ + 2(η−1 ϑ− + M˜−η′− − M˜+η′+)
2η+1
, (6.39)
and
m+11 =
1
2|η+1 |2
[(∇x(ξ+(t0)A(x0)ξ+(t0)))A(x0)ξ+(t0)
− (∇x(ξ−(t0)A(x0)ξ−(t0)))A(x0)ξ−(t0)
+ 2(m−11∣∣η−1 ∣∣2 + 2η−1 ϑ−η′− + (η′−)M˜−η′− − 2η+1 ϑ+η′+ − (η′+)M˜+η′+)], (6.40)
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sult:
Proposition 6.3. If m+i j (1 i, j  n) are chosen as in (6.38)–(6.40), then, as (t, xˆ′) tends to (t0, xˆ′0), it holds
∂tt φˆ
+(t,0, xˆ′) − ∂tt φˆ−(t,0, xˆ′) = O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.41)
∂t∇xˆ′ φˆ+(t,0, xˆ′) − ∂t∇xˆ′ φˆ−(t,0, xˆ′) = O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣), (6.42)
∇2xˆ′ φˆ+(t,0, xˆ′) − ∇2xˆ′ φˆ−(t,0, xˆ′) = O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣). (6.43)
Proof. First of all, from (6.36) in Proposition 6.2 and noting (6.37)–(6.38), one sees that (6.43) holds
by choosing m+i j = h−i j +m−i j − h+i j as in (6.38), 2 i, j  n. This determines M˜+ .
Next, by (6.25) and (6.37), we see that
M̂±(t0)η± =
(
m±11η
±
1 + ϑ±η′±
η±1 ϑ± + M˜±η′±
)
. (6.44)
Hence, we choose m+j1 = m+1 j for j = 2, . . . ,n as in (6.39). Then, by (6.35) in Proposition 6.2, and
noting (6.37), (6.39) and (6.44), we get (6.42).
Finally, from (6.25) and (6.44), we have(
η±
)
M̂±(t0)η± =m±11
∣∣η±1 ∣∣2 + 2η±1 ϑ±η′± + (η′±)M˜±η′±. (6.45)
Then, by choosing m+11 as in (6.40) and noting (6.45), we get
−2(∇x(ξ+(t0)A(x0)ξ+(t0)))A(x0)ξ+(t0) + 4(η+)M̂+(t0)η+
= −2(∇x(ξ−(t0)A(x0)ξ−(t0)))A(x0)ξ−(t0) + 4(η−)M̂−(t0)η−. (6.46)
Combining (6.34) in Proposition 6.2 and (6.46), we arrive at (6.41). This completes the proof of Propo-
sition 6.3. 
Thanks to Taylor’s formula, it follows from Propositions 6.1–6.3 that
Proposition 6.4. As (t, xˆ′) tends to (t0, xˆ′0), it holds
φˆ+(t,0, xˆ′) − φˆ−(t,0, xˆ′) = O (|t − t0|3 + ∣∣xˆ′ − xˆ′0∣∣3). (6.47)
As mentioned before, it is crucial to show the following result:
Proposition 6.5. Both M̂+(t0) constructed above and the desired M+(t0), and hence M+(t), are (n × n)
complex symmetric matrices with positive deﬁnite imaginary part.
Proof. First, from (6.38) and noting that h±i j ∈ R, one ﬁnds
Im M˜+ = Im M˜−. (6.48)
Next, by (6.39) and (6.48), and noting that η′± ∈ Rn−1 and κ± ∈ Rn−1, we get
Imϑ+ = η
−
1 Imϑ− + Im M˜−(η′− − η′+)
η+
. (6.49)1
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(∇x(ξ−(t0)A(x0)ξ−(t0)))A(x0)ξ−(t0) are real numbers, we see that
Imm+11 =
1
|η+1 |2
[∣∣η−1 ∣∣2 Imm−11 + 2η−1 (Imϑ−)η′− + (η′−) Im M˜−η′−
− 2η+1 (Imϑ+)η′+ −
(
η′+
)
Im M˜+η′+
]
= 1|η+1 |2
[∣∣η−1 ∣∣2 Imm−11 + 2η−1 (Imϑ−)η′− + (η′−) Im M˜−η′−
− 2(η−1 Imϑ− + Im M˜−(η′− − η′+))η′+ − (η′+) Im M˜−η′+]
= 1|η+1 |2
[∣∣η−1 ∣∣2 Imm−11 + 2η−1 (Imϑ−)(η′− − η′+)
+ (η′− − η′+) Im M˜−(η′− − η′+)]. (6.50)
Now, combining (6.48)–(6.50), we arrive at
Im M̂+(t0) =
(
η−1 /η
+
1 0
(η′− − η′+)/η+1 In−1
)
Im M̂−(t0)
(
η−1 /η
+
1 0
(η′− − η′+)/η+1 In−1
)
,
where In−1 stands for the (n− 1) × (n− 1) identity matrix. Recalling that Im M̂−(t0) > 0 and η±1 = 0,
we conclude the desired result. This completes the proof of Proposition 6.5. 
Similar to [23, Proposition 4.6], by combining Proposition 6.5, (6.30) in Proposition 6.2 and the
conclusion η±1 = 0 in Proposition 6.1, we conclude the following useful result.
Proposition 6.6. As (t, xˆ′) tends to (t0, xˆ′0), the following estimate
Im φˆ±(t,0, xˆ′) c
(|t − t0|2 + ∣∣xˆ′ − xˆ′0∣∣2) (6.51)
holds for some constant c > 0.
6.3. Veriﬁcation of the approximate Dirichlet boundary condition
Now, we are in the position to show that
Lemma 6.2. Let (6.4)–(6.5) hold. Then the approximate solutions u±ε of the ﬁrst equation in (6.6), constructed
by (6.15) and (6.18), with a+(t0) and M+(t0) given by (6.21), (6.27) and (6.38)–(6.40), satisfy (6.19) for
suﬃciently small ε > 0.
Proof. Let uˆ±(t, xˆ) be the new coordinate expressions of u±(t, x). According to Theorem 5.2, noting
assumptions (6.14) and (6.17) for the cut-off functions ± , without loss of generality, we may assume
suppu±ε |(0,T ∗)×Γ ⊂ Oε0(t0) × Oε0(x0) and Oε0(t0) ⊂ (0, T ∗) for some small ε0 > 0 (recall (2.1) for the
deﬁnition of Oε0(t0) and Oε0(x0)). Denote by O(xˆ′0) the image of Oε0(x0) ∩ Γ under the map x → xˆ.
We now use the change of variable x → xˆ to get∣∣u−ε + u+ε ∣∣H1((0,T ∗)×Γ )  ∣∣u−ε + u+ε ∣∣H1(Oε0 (t0)×(Oε0 (x0)∩Γ ))
 C
∣∣uˆ−ε (t,0, xˆ′) + uˆ+ε (t,0, xˆ′)∣∣H1(O (t )×O(xˆ′ )). (6.52)ε0 0 0
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it holds
uˆ−ε (t,0, xˆ′) + uˆ+ε (t,0, xˆ′)
= ε1− n4 [a−(t)eiφˆ−(t,0,xˆ′)/ε + a+(t)eiφˆ+(t,0,xˆ′)/ε]
+ ε2− n4
t∫
0
[
ˆ−(s,0, xˆ′)A−(t, s)eiφˆ−(s,0,xˆ′)/ε + ˆ+(s,0, xˆ′)A+(t, s)eiφˆ+(s,0,xˆ′)/ε]ds, (6.53)
where ˆ±(t, xˆ) are the new coordinate expressions of ±(t, x). By (6.53) and (6.21), noting that Propo-
sition 6.4 yields ∇xˆ′ φˆ−(t0, xˆ0) = ∇xˆ′ φˆ+(t0, xˆ0), we conclude that, when (t, xˆ′) closes (t0, xˆ′0), it holds
∇xˆ′
(
uˆ−ε (t,0, xˆ′) + uˆ+ε (t,0, xˆ′)
)
= iε−n/4[a−(t)eiφˆ−(t,0,xˆ′)/ε∇xˆ′ φˆ−(t,0, xˆ′) + a+(t)eiφˆ+(t,0,xˆ′)/ε∇xˆ′ φˆ+(t,0, xˆ′)]
+ iε1−n/4
t∫
0
[
ˆ−(s,0, xˆ′)A−(t, s)eiφˆ−(s,0,xˆ′)/ε∇xˆ′ φˆ−(s,0, xˆ′)
+ ˆ+(s,0, xˆ′)A+(t, s)eiφˆ+(s,0,xˆ′)/ε∇xˆ′ φˆ+(s,0, xˆ′)
]
ds
+ ε2− n4
t∫
0
[
A−(t, s)eiφˆ−(s,0,xˆ′)/ε∇xˆ′ ˆ−(s,0, xˆ′)
+ A+(t, s)eiφˆ+(s,0,xˆ′)/ε∇xˆ′ ˆ+(s,0, xˆ′)
]
ds
= iε−n/4{a−(t0)∇xˆ′ φˆ−(t0, xˆ0)[eiφˆ−(t,0,xˆ′)/ε − eiφˆ+(t,0,xˆ′)/ε]
+ eiφˆ−(t,0,xˆ′)/εO (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣)+ eiφˆ+(t,0,xˆ′)/εO (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣)}
+ iε1−n/4
t∫
0
[
ˆ−(s,0, xˆ′)A−(t, s)eiφˆ−(s,0,xˆ′)/ε∇xˆ′ φˆ−(s,0, xˆ′)
+ ˆ+(s,0, xˆ′)A+(t, s)eiφˆ+(s,0,xˆ′)/ε∇xˆ′ φˆ+(s,0, xˆ′)
]
ds
+ ε2− n4
t∫
0
[
A−(t, s)eiφˆ−(s,0,xˆ′)/ε∇xˆ′ ˆ−(s,0, xˆ′)
+ A+(t, s)eiφˆ+(s,0,xˆ′)/ε∇xˆ′ ˆ+(s,0, xˆ′)
]
ds. (6.54)
Also, by Proposition 6.4, we see that, as (t, xˆ′) → (t0, xˆ′0), it holds
eiφˆ
−(t,0,xˆ′)/ε − eiφˆ+(t,0,xˆ′)/ε
= i(φˆ
−(t,0, xˆ′) − φˆ+(t,0, xˆ′))
ε
1∫
0
ei[φˆ+(t,0,xˆ′)+τ (φˆ−(t,0,xˆ′)−φˆ+(t,0,xˆ′))]/ε dτ
= i
ε
1∫
ei[φˆ+(t,0,xˆ′)+τ (φˆ−(t,0,xˆ′)−φˆ+(t,0,xˆ′))]/ε dτ O
(|t − t0|3 + ∣∣xˆ′ − xˆ′0∣∣3). (6.55)
0
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e−2 Im[φˆ+(t,0,xˆ′)+τ (φˆ−(t,0,xˆ′)−φˆ+(t,0,xˆ′))]/ε localize the integrand in the region
|t − t0|2 +
∣∣xˆ′ − xˆ′0∣∣2 = O (ε).
Therefore, by (6.54)–(6.55), we conclude that, for some positive constant C , it holds∣∣∇xˆ′(uˆ−ε (t,0, xˆ′) + uˆ+ε (t,0, xˆ′))∣∣2L2(Oε0 (t0)×O(xˆ′0))
 Cε− n2
∫
Oε0 (t0)×O(xˆ′0)
[
ε−2
1∫
0
e−
2
ε Im[φˆ+(t,0,xˆ′)+τ (φˆ−(t,0,xˆ′)−φˆ+(t,0,xˆ′))] dτ O
(|t − t0|6 + ∣∣xˆ′ − xˆ′0∣∣6)
+ e−2 Im φˆ−(t,0,xˆ′)/εO (|t − t0|2 + ∣∣xˆ′ − xˆ′0∣∣2)
+ e−2 Im φˆ+(t,0,xˆ′)/εO (|t − t0|2 + ∣∣xˆ′ − xˆ′0∣∣2)
]
dt dxˆ′
+ Cε2−n/2
∫
Oε0 (t0)×O(xˆ′0)
t∫
0
[
e−2 Im φˆ−(s,0,xˆ′)/ε + e−2 Im φˆ+(s,0,xˆ′)/ε]dsdt dxˆ′
 Cε−n/2
T ∗∫
0
∫
R
n−1
xˆ′
[
ε−2
1∫
0
e−2 Im[φˆ+(t,0,xˆ′)+τ (φˆ−(t,0,xˆ′)−φˆ+(t,0,xˆ′))]/ε dτ O
(|t − t0|6 + ∣∣xˆ′ − xˆ′0∣∣6)
+ e−2 Im φˆ−(t,0,xˆ′)/εO (|t − t0|2 + ∣∣xˆ′ − xˆ′0∣∣2)
+ e−2 Im φˆ+(t,0,xˆ′)/εO (|t − t0|2 + ∣∣xˆ′ − xˆ′0∣∣2)
]
dt dxˆ′
+ Cε2−n/2
T ∗∫
0
∫
R
n−1
xˆ′
[
e−2 Im φˆ−(t,0,xˆ′)/ε + e−2 Im φˆ+(t,0,xˆ′)/ε]dt dxˆ′
 Cε−n/2
∫
|t−t0|2+
∣∣xˆ′−xˆ′0∣∣2=O (ε)
[
ε−2O
(|t − t0|6 + ∣∣xˆ′ − xˆ′0∣∣6)+ O (|t − t0|2 + |xˆ′ − xˆ′0|2)]dt dxˆ′
+ Cε2−n/2
∫
|t−t0|2+|xˆ′−xˆ′0|2=O (ε)
dt dxˆ′
= O (ε). (6.56)
Similarly, one shows that∣∣∂t(uˆ−ε (t,0, xˆ′) + uˆ+ε (t,0, xˆ′))∣∣L2(Oε0 (t0)×O(xˆ′0)) = O (ε1/2). (6.57)
Finally, combining (6.52) and (6.56)–(6.57), we arrive at the desired result (6.19). This completes
the proof of Lemma 6.2. 
2432 X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439Remark 6.2. Note that the rays (t, x±(t), ξ±(t)), a±(t) and A±(t, s) are also deﬁned for each t ∈
(−T ,0) and (t, s) ∈ Λ−T . Hence, u∓ε (t, ·) in (6.15) and (6.18) are also well-deﬁned for each t ∈ (−T ,0).
From (6.14), (6.17), and the proof of Lemma 6.2, one sees that, if necessary, by choosing the sup-
ports of ± to be smaller, the approximate solutions u±ε constructed in Lemma 6.2 satisfy a stronger
version of (6.19): ∣∣u−ε + u+ε ∣∣H1((0,T ∗)×Γ ) + ∣∣u−ε + u+ε ∣∣H1((−T ,0)×Γ ) = O (ε1/2). (6.58)
7. Highly concentrated solutions for hyperbolic equations with memory in bounded domains and
proof of the negative observability/controllability result
In this section, we consider the following initial–boundary problem for hyperbolic equations with
memory in a bounded domain Ω with boundary Γ ∈ C3:⎧⎨⎩
Wu = F (u) in Q ,
u = 0 on Σ,
u(0, x) = 0 in Ω,
(7.1)
with coeﬃcients given by (6.2).
The main purpose of this section is to construct exact solutions for system (7.1) whose energy are
localized in Ω \ω, and via which we shall give a proof of Theorem 2.2. We have the following result:
Theorem 7.1. Let (6.2) hold and aij satisfy the elliptic condition in (2.2). Let Ω be a bounded domain
with boundary Γ ∈ C3 and ω be a nonempty open subset of Ω . Assume that there is a generalized ray
{(t, xi+1(t), ξ i+1(t)) | t ∈ [si, si+1]}m−1i=0 of operator W in Ω such that
(1) x1(0) ∈ Ω and xm(T ) ∈ Ω;
(2) it does not meet ω, i.e., xi+1(t) /∈ ω for all i ∈ {0,1, . . . ,m− 1} and t ∈ [si, si+1];
(3) it always meets Γ transversally, i.e.,
ξ i(si+1)A
(
xi(si+1)
)
ν
(
xi(si+1)
) = 0, ∀i ∈ {0,1,2, . . . ,m− 2},
where si+1 is the (i + 1)-th reﬂected instant of this generalized ray.
Then there is a family of solutions {uε}ε>0 to system (7.1) in (0, T ) such that, for any small ε > 0 and some
constant c0 > 0 (independent of ε), it holds∣∣∂tuε(0, ·)∣∣L2(Ω)  c0, |uε|H1(0,T ;L2(ω)) = O (ε1/2). (7.2)
Proof. We divide the proof into three steps.
Step 1. In this step, let us construct a suitable approximate solutions {Uε}ε>0 to system (6.6) whose
energies are concentrated in a neighborhood of the generalized ray {(t, xi+1(t)) | t ∈ [si, si+1]}m−1i=0 . For
this purpose, ﬁrst, choose any cut-off function 1 = 1(t, x) ∈ C∞0 (R1+n) which is identically equal to
1 in a neighborhood of the ray {(t, x1(t)) | t ∈ [0, s1]} with
supp1 ⊂ O(s2−s1)/4
{(
t, x1(t)
) ∣∣ t ∈ [0, s1]}. (7.3)
Choose any (n× n) complex symmetric matrix M10 with ImM10 > 0 and any a10 ∈ C \ {0}. According to
Theorem 5.2 and Proposition 3.1, and noting our assumptions (1) and (2), we conclude that there exist
X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439 2433a complex-valued symmetric matrix M1(·) ∈ C2([−T , T ];Cn×n), a complex-valued function a1(·) ∈
C([−T , T ];C \ {0}) ∩ W 2,∞(ΥT ) and a complex-valued function A1(·,·) ∈ W 2,∞(ΛT ) with
M1(0) = M10, ImM1(t) > 0 for all t ∈ [−T , T ], a1(0) = a10,
such that
u1ε(t, x) = ε1−n/4
[
1(t, x)a1(t)eiφ
1(t,x)/ε + ε
t∫
0
1(s, x)A1(t, s)eiφ
1(s,x)/ε ds
]
,
with φ1(t, x) = ξ1(t)(x− x1(t)) + 12 (x− x1(t))M1(t)(x− x1(t)), satisﬁes
ess sup
t∈ΥT
∣∣Wu1ε(t, ·) − F (u1ε(t, ·))∣∣L2(Ω) = O (ε 12 ),∣∣∂tu1ε(0, ·)∣∣L2(Ω)  c0,∣∣u1ε∣∣H1(0,T ;L2(ω)) + ∣∣u1ε∣∣H1(−T ,0;L2(ω)) = O (ε), (7.4)
for any small ε > 0 and some constant c0 > 0.
Next, choose any cut-off function 2 = 2(t, x) ∈ C∞0 (R1+n) which is identically equal to 1 in a
neighborhood of the ray {(t, x2(t)) | t ∈ [s1, s2]} with
supp2 ⊂ Omin(s1,s3−s2)/4
{(
t, x2(t)
) ∣∣ t ∈ [s1, s2]}. (7.5)
According to Theorem 5.2, Lemma 6.2 and Remark 6.2, and noting our assumptions, we conclude that
there exist a complex-valued symmetric matrix M2(·) ∈ C2([−T , T ];Cn×n), a complex-valued function
a2(·) ∈ C([−T , T ];C \ {0}) ∩ W 2,∞(ΥT ) and a complex-valued function A2(·,·) ∈ W 2,∞(ΛT ) with
ImM2(t) > 0 for all t ∈ [−T , T ],
such that
u2ε(t, x) = ε1−n/4
[
2(t, x)a2(t)eiφ
2(t,x)/ε + ε
t∫
0
2(s, x)A2(t, s)eiφ
2(s,x)/ε ds
]
,
with φ2(t, x) = ξ2(t)(x− x2(t)) + 12 (x− x2(t))M2(t)(x− x2(t)), satisﬁes
ess sup
t∈ΥT
∣∣Wu2ε(t, ·) − F (u2ε(t, ·))∣∣L2(Ω) = O (ε 12 ),∣∣u1ε + u2ε∣∣H1((0,S)×Γ ) + ∣∣u1ε + u2ε∣∣H1((−T ,0)×Γ ) = O (ε1/2),∣∣(u2ε(0, ·), ∂tu2ε(0, ·))∣∣H10(Ω)×L2(Ω) = 0,∣∣u2ε∣∣H1(0,T ;L2(ω)) + ∣∣u2ε∣∣H1(−T ,0;L2(ω)) = O (ε 12 ), (7.6)
for any small ε > 0 and S ∈ (0, s2).
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which is identically equal to 1 in a neighborhood of the ray {(t, xi(t)) | t ∈ [si−1, si]} with
suppi ⊂ Omin(si−1−si−2,si+1−si)/4
{(
t, xi(t)
) ∣∣ t ∈ [si−1, si]}. (7.7)
Here sm = T and sm+1 = 2T . According to Theorem 5.2, Lemma 6.2 and Remark 6.2, and not-
ing our assumptions, we conclude that there exist a complex-valued symmetric matrix function
Mi(·) ∈ C2([−T , T ];Cn×n), complex-valued functions ai(·) ∈ C([−T , T ];C \ {0}) ∩ W 2,∞(ΥT ) and
Ai(·,·) ∈ W 2,∞(ΛT ) with
ImMi(t) > 0 for all t ∈ [−T , T ],
such that
uiε(t, x) = ε1−n/4
[
i(t, x)ai(t)eiφ
i(t,x)/ε + ε
t∫
0
i(s, x)Ai(t, s)eiφ
i(s,x)/ε ds
]
,
with φi(t, x) = ξ i(t)(x− xi(t)) + 12 (x− xi(t))Mi(t)(x− xi(t)), satisﬁes
ess sup
t∈ΥT
∣∣Wuiε(t, ·) − F (uiε(t, ·))∣∣L2(Ω) = O (ε 12 ),∣∣ui−1ε + uiε∣∣H1((0,S)×Γ ) + ∣∣ui−1ε + uiε∣∣H1((−T ,0)×Γ ) = O (ε1/2),∣∣(uiε(0, ·), ∂tuiε(0, ·))∣∣H10(Ω)×L2(Ω) = 0,∣∣uiε∣∣H1(0,T ;L2(ω)) + ∣∣uiε∣∣H1(−T ,0;L2(ω)) = O (ε 12 ), (7.8)
for any small ε > 0 and
S ∈
{
(0, si), if i = 3, . . . ,m− 1,
(0, T ], if i =m.
Now, put
Uε =
m∑
i=1
uiε.
By (7.4), (7.6) and (7.8), and noting the support of k (k = 1,2, . . . ,m) satisfying (7.3), (7.5) and (7.7),
we conclude that
ess sup
t∈ΥT
∣∣WUε(t, ·) − F (Uε(t, ·))∣∣L2(Ω) = O (ε 12 ),
|Uε|H1(Σ) + |Uε|H1((−T ,0)×Γ ) = O
(
ε1/2
)
,∣∣∂tUε(0, ·)∣∣L2(Ω)  c0,
|Uε|H1(0,T ;L2(ω)) + |Uε|H1(−T ,0;L2(ω)) = O
(
ε
1
2
)
, (7.9)
for any small ε > 0. The above {Uε}ε>0 is the desired approximate solutions to system (6.6).
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Vε(t, ·) = Uε(t, ·) − Uε(−t, ·), ∀t ∈ [0, T ]. (7.10)
Noting that Bk (k = 1, . . . ,6) satisfy (6.3), by (7.9)–(7.10), we see that {Vε}ε>0 are approximate solu-
tions to system (7.1). More precisely, we have
ess sup
t∈(0,T )
∣∣WVε(t, ·) − F (Vε(t, ·))∣∣L2(Ω) = O (ε 12 ),
|Vε|H1(Σ) = O
(
ε1/2
)
,
Vε(0, x) = 0 in Ω,∣∣∂t Vε(0, ·)∣∣L2(Ω)  c0,
|Vε|H1(0,T ;L2(ω)) = O
(
ε
1
2
)
, (7.11)
for any small ε > 0.
Step 3. We now correct{Vε}ε>0 to become a family of exact solutions to system (7.1). For this, let
uε = Vε + vε, (7.12)
where vε solves ⎧⎨⎩
W vε − F (vε) = −WVε + F (Vε) in Q ,
vε = −Vε on Σ,
vε(0, x) = 0, ∂t vε(0, x) = 0 in Ω.
(7.13)
However, similar to the proof of [17, Corollary 11, p. 10], it holds
max
t∈[0,T ]
∣∣(vε(t, ·), ∂t vε(t, ·))∣∣H10(Ω)×L2(Ω)  C[∣∣−WVε + F (Vε)∣∣L1(0,T ;L2(Ω)) + |Vε|H1(Σ)].
By the ﬁrst two conclusions in (7.11), the above yields
max
t∈[0,T ]
∣∣(vε(t, ·), ∂t vε(t, ·))∣∣H10(Ω)×L2(Ω)  Cε1/2. (7.14)
Finally, in view of (7.12) and (7.14), and noting the last three assertions in (7.11), we conclude that uε
are the desired solutions satisfying (7.2). 
Now, we are ready to prove our negative observability/controllability result for heat equations with
hyperbolic memory kernel, i.e., Theorem 2.2.
Proof of Theorem 2.2. Again, by the standard duality argument (see [14, p. 282, Lemma 2.4], for ex-
amples), it suﬃces to show the ﬁrst assertion in Theorem 2.2. From Step 1 in the proof of Theorem 2.1,
one sees that it suﬃces to show that there is no constant C > 0 such that
∫ ∣∣qt(0, x)∣∣2 dx C T∫ ∫
ω
(∣∣qt(t, x)∣∣2 + ∣∣q(t, x)∣∣2)dt dx
Ω 0
2436 X. Fu et al. / J. Differential Equations 247 (2009) 2395–2439for any solution q to system (4.9). From (4.8), and noting our assumptions, using Lemmas 3.2 and 6.1,
one can apply Theorem 7.1 to system (4.9) to conclude the desired result. 
Appendix A. Proofs of some technical results
This appendix is addressed to the proofs of Propositions 6.1 and 6.2, which are respectively similar
to [23, Propositions 4.1 and 4.2]. But we shall give the details here for the reader’s convenience.
Proof of Proposition 6.1. First, we claim that((
J (xˆ0)
)−1)(
J (xˆ0)
)−1
ν(x0) ‖ ν(x0), (A.1)
where ξ ‖ η stands for that vectors ξ and η are parallel. Indeed, denote by T the tangent space to
Γ at the reﬂected point x0. Then, it is obvious that ( J (xˆ0))−1T = {xˆ1 = 0}. Noting (6.23), this means
that ( J (xˆ0))−1ν(x0) ⊥ ( J (xˆ0))−1T . Hence, (( J (xˆ0))−1)( J (xˆ0))−1ν(x0) ⊥ T . This yields (A.1).
Next, by the last equation in (6.9), and noting (6.10) and (6.12), we deduce that
ξ+(t0)A(x0)ν(x0) = −ξ−(t0)A(x0)ν(x0) = 0. (A.2)
Hence, by the deﬁnition of η±1 in (6.25), and noting (6.23), (A.1) and (A.2), we obtain
η±1 = −
((
J (xˆ0)
)−1
A(x0)ξ
±(t0),
( J (xˆ0))−1ν(x0)
|( J (xˆ0))−1ν(x0)|
)
Rn
= −
(
A(x0)ξ
±(t0),
(( J (xˆ0))−1)( J (xˆ0))−1ν(x0)
|( J (xˆ0))−1ν(x0)|
)
Rn
= −|(( J(xˆ0))
−1)( J (xˆ0))−1ν(x0)|
|( J (xˆ0))−1ν(x0)| ξ
±(t0)A(x0)ν(x0) = 0. (A.3)
Combining (A.2) and (A.3), we conclude that η+1 = −η−1 = 0.
On the other hand, by the last equation in (6.9), we have(
J (xˆ0)
)
ξ+(t0) =
(
J (xˆ0)
)
ξ−(t0) − 2ξ−(t0)A(x0)ν(x0)
(
J (xˆ0)
)
ν(x0). (A.4)
Clearly, (A.1) yields (
J (xˆ0)
)
ν(x0)
∥∥( J (xˆ0))−1ν(x0). (A.5)
Note that (A.5) and (6.23) imply that ( J (xˆ0))ν(x0) ‖ (−1,0, . . . ,0) . Hence, in view of (A.4), we see
that the j-th component of ( J (xˆ0))ξ+(t0) is equal to that of ( J (xˆ0))ξ−(t0) for j = 2, . . . ,n. This
means σ ′+ = σ ′− . This completes the proof of Proposition 6.1. 
Proof of Proposition 6.2. The computations are as follows.
Veriﬁcation of (6.30)–(6.31): Recalling that xˆ±(t0) = xˆ(x0) = xˆ0, from (6.8)–(6.9), (6.25) and (6.28),
one ﬁnds (recall (6.22) for J (xˆ))
xˆ±t (t) =
(
J
(
xˆ±(t)
))−1
x±t (t) = 2
(
J
(
xˆ±(t)
))−1
A
(
x±(t)
)
ξ±(t)
= 2( J (xˆ0))−1A(x0)ξ±(t0) + O (|t − t0|)= 2(η±1 , η′±) + O (|t − t0|) (A.6)
as t → t0. Hence, recalling that xˆ0 = (0, xˆ′0), we see that when t tends to t0, it holds
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(|t − t0|2)
= xˆ− xˆ0 − 2
(
η±1
η′±
)
(t − t0) + O
(|t − t0|2)
=
(
xˆ1 − 2η±1 (t − t0)
xˆ′ − xˆ′0 − 2η′±(t − t0)
)
+ O (|t − t0|2), (A.7)
which gives (6.30).
On the other hand, by (6.24) and (6.29), we get φˆ±(t, xˆ) = O (|xˆ − xˆ±(t)|), which, combined with
(6.30), yields (6.31) immediately.
Veriﬁcation of (6.32)–(6.33): From (6.24) and (6.29), we see that
∂t φˆ
±(t, xˆ) = −ξ±(t)x±t (t) + ξ±t (t)
(
x(xˆ) − x±(t))− (x(xˆ) − x±(t))M±(t)x±t (t)
+ 1
2
(
x(xˆ) − x±(t))M±t (t)(x(xˆ) − x±(t))
= −ξ±(t)x±t (t) + O
(∣∣xˆ− xˆ±(t)∣∣). (A.8)
However, by (6.8) and (6.9), and noting (6.11), we have
ξ±(t)x±t (t) = 2ξ±(t)A
(
x±(t)
)
ξ±(t) = 1
2
. (A.9)
Combining (A.8) and (A.9), we arrive at (6.32).
On the other hand, from (6.24)–(6.25) and (6.29), we see that
∇xˆφˆ±(t, xˆ) =
(
J (xˆ)
)
ξ±(t) + ( J (xˆ))M±(t)(x(xˆ) − x±(t))
= ( J (xˆ))ξ±(t) + O (∣∣xˆ− xˆ±(t)∣∣)
= ( J (xˆ0))ξ±(t0) + O (|t − t0| + |xˆ− xˆ0| + ∣∣xˆ− xˆ±(t)∣∣)
= σ± + O (|t − t0| + |xˆ− xˆ0| + ∣∣xˆ− xˆ±(t)∣∣). (A.10)
Now combining (6.30) and (A.10), we conclude (6.33).
Veriﬁcation of (6.34): From the ﬁrst equality in (A.8), and noting (A.9) and (6.29), we ﬁnd
∂tt φˆ
±(t, xˆ) = −ξ±t (t)x±t (t) + x±t (t)M±(t)x±t (t) + O
(∣∣xˆ− xˆ±(t)∣∣). (A.11)
From (6.8)–(6.9) and noting (2.13), we have
ξ±t (t) = −∇x
(
ξ±(t)A(x)ξ±(t)
)∣∣
x=x±(t) = −∇x
(
ξ±(t0)A(x0)ξ±(t0)
)+ O (|t − t0|). (A.12)
Combining (A.11) and (A.12), and noting (6.30) and (6.8)–(6.9), we arrive at
∂tt φˆ
±(t,0, xˆ′) = −ξ±t (t0)x±t (t0) + x±t (t0)M±(t0)x±t (t0) + O
(|t − t0| + ∣∣xˆ′ − xˆ′0∣∣)
= −2(∇x(ξ±(t0)A(x0)ξ±(t0)))A(x0)ξ±(t0)
+ 4(A(x0)ξ±(t0))M±(t0)A(x0)ξ±(t0) + O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣). (A.13)
Noting (6.25) and (6.27), this fact yields (6.34).
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∂t∇xˆφˆ±(t, xˆ) = ξ±t (t) J (xˆ) −
(
J (xˆ)
)
M±(t)x±t (t) + O
(∣∣xˆ− xˆ±(t)∣∣)
= −(∇x(ξ±(t)A(x)ξ±(t))∣∣x=x±(t)) J (xˆ)
− 2( J (xˆ))M±(t)A(x±(t))ξ±(t) + O (∣∣xˆ− xˆ±(t)∣∣). (A.14)
Hence, from (6.30) and (A.14), we get
∂t∇xˆφˆ±(t,0, xˆ′) = −
(∇x(ξ±(t0)A(x0)ξ±(t0))) J (xˆ0)
− 2( J (xˆ0))M±(t0)A(x±(t0))ξ±(t0) + O (|t − t0| + ∣∣xˆ′ − xˆ′0∣∣). (A.15)
Noting (6.25) and (6.27), this fact yields (6.35).
Veriﬁcation of (6.36): From the ﬁrst equality in (A.10), we obtain that
∇2xˆ φˆ±(t, xˆ) = ∇xˆ
((
J (xˆ)
)
ξ±(t)
)+ ( J (xˆ))M±(t) J (xˆ) + ∇xˆ( J (xˆ))M±(t)(x(xˆ) − x±(t))
= ∇xˆ
((
J (xˆ)
)
ξ±(t)
)+ ( J (xˆ))M±(t) J (xˆ) + O (∣∣xˆ− xˆ±(t)∣∣)
= ∇xˆ
((
J (xˆ0)
)
ξ±(t0)
)+ ( J (xˆ0))M±(t0) J (xˆ0)
+ O (|t − t0| + |xˆ− xˆ0| + ∣∣xˆ− xˆ±(t)∣∣). (A.16)
Hence, combining (A.16) and (6.30), and noting (6.27), we end up with (6.36). This completes the
proof of Proposition 6.2. 
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