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Abstract
Mahadev and Reed (J. Graph Theory 30(2) (1999) 113) found a .nite forbidden induced
subgraph characterization for the maximal hereditary class of graphs where a minimum degree
greedy algorithm produces a maximum stable set. We extend this class.
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For a graph G=(V; E) and a vertex u∈V , we denote by N (u) the neighborhood of
u (i.e., the set of all vertices in G that are adjacent to u), and put N [u] = {u} ∪N (u),
the closed neighborhood of u. Also, N (X ) =
⋃
x∈X N (x) and N [X ] = X ∪ N (X ) for
any set X ⊆ V . The degree, deg u=degG u, of a vertex u in a graph G is |N (u)|. We
denote by 	(G) the minimum degree of vertices in a graph G. If deg u= 	(G), then u
is called a 	-vertex.
A vertex subset S in a graph G is a stable set if the induced subgraph G(S) is
edgeless. The maximum cardinality of a stable set in G is called the stability number
of G and it is denoted by (G).
The following algorithm is a greedy heuristic that constructs an (inclusion-wise)
maximal stable set of a graph.
Algorithm 1 (Minimum Degree Algorithm). Input: A graph G.
Output: A stable set S ⊆ V (G).
 The research was supported by DIMACS 2001–2002 Winter Support, INTAS and the Belarus Govern-
ment (Project INTAS-BALARUS 97-0093).
E-mail address: igor@rutcor.rutgers.edu (I.E. Zverovich).
0166-218X/$ - see front matter ? 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0166-218X(03)00402-5
212 I.E. Zverovich /Discrete Applied Mathematics 132 (2004) 211–216
Fig. 1. Forbidden induced subgraphs of Theorem 1.
Step 1: Put S = ∅ and V = V (G).
Step 2: If V = ∅ then return S and STOP.
Step 3: Choose a vertex u in V such that degG u6 degG v for any v∈V in G.
Step 4: Include u into S, delete N [u] from V , and go to Step 2.
Mahadev and Reed [2] considered an interesting question: for which classes of graphs
do some greedy algorithms produce an exact solution? For the class of all graphs where
Minimum Degree Algorithm .nds a maximum stable set, the corresponding recognition
problem is NP-complete. So we need to impose some additional restrictions.
A class of graphs P is hereditary if it is closed under taking induced subgraphs, that
is G ∈P and H is an induced subgraph of G imply that H ∈P. A hereditary class is
called 9nitely generated if it is de.ned by .nitely many forbidden induced subgraphs.
Theorem 1 (Mahadev and Reed [2]). The maximal by inclusion hereditary class of
graphs for which Minimum Degree Algorithm produces a maximum stable set is de-
termined by the following minimal forbidden induced subgraphs: F1; F2; : : : ; F6
(Fig. 1).
The class of Mahadev and Reed is polynomial-time recognizible (since it is .nitely
generated). We extend this result to a wider hereditary class of graphs where the sta-
bility number can be found in polynomial time. The new class is also .nitely generated
and polynomial-time recognizible.
For the sake of simplicity we shall denote the fact that vertices u and v are adjacent
(respectively, non-adjacent) by u ∼ v (respectively, u  v).
Theorem 2. A maximum stable set of a graph G having no induced subgraphs
G1; G2; : : : ; G16 (Fig. 2) can be found in polynomial time.
We shall use the following algorithm.
Algorithm 2 (	-Stable Algorithm). Input: A graph G.
Output: A stable set S ⊆ V (G).
Step 1: Put S = ∅.
Step 2: If V (G) = ∅ then return S and STOP.
Step 3: Choose a 	-vertex u in G.
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Fig. 2. Forbidden induced subgraphs of Theorem 2.
Step 4: Include u into S, delete N [u] from G and go to Step 2.
The only diLerence between Algorithms 1 and 2 is that the degrees of the vertices
are updated dynamically each time something is removed from the graph.
Denition 1. A graph H is called 	-stable if each of its 	-vertex belongs to some
maximum stable set.
Note that the graph G15 is an extension of F2, and each of the graphs G1; G2; G3; G5;
G6; G7; G8; G9; G10; G14; G16 contains an induced F3.
Denition 2. A graph H is called a co-stable subgraph of a graph G if there exists a
stable set S of G (possibly, S = ∅) such that H 	 G−N [S], where G−N [S] denotes
the graph obtained from G by deleting N [S].
Now we start a proof of Theorem 2.
Proof. The following statement is a direct consequence of the de.nition.
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Claim 1. If each co-stable subgraph of a graph G is 	-stable then 	-Stable Algorithm
always (i.e., independent of the choice of the vertex u in Step 3) 9nds a maximum
stable set of G.
Clearly, every co-stable subgraph is an induced subgraph. By Claim 1, it is suMcient
to show that any graph without induced G1; G2; : : : ; G16 (Fig. 2) has only 	-stable
induced subgraphs.
Suppose it does not hold. Then there exists a graph G such that
(i) G has no induced subgraphs G1; G2; : : : ; G16;
(ii) G is not 	-stable;
(iii) each proper induced subgraph H of G is 	-stable.
Since G is not a 	-stable graph, there exists a 	-vertex u∈V (G) such that no
maximum stable set of G contains u. We .x such a vertex u.
Claim 2. Every maximum stable set of G contains N (u).
Proof. If the statement does not hold, there is a maximum stable set I of G and a
vertex z ∈N (u) \ I . We put F = G − z. Since I ⊆ V (F), (F) = (G). Clearly, u is a
	-vertex in F .
If there is a maximum stable set J of F which contains u, then J is also a maximum
stable set of G containing u, a contradiction. Thus, F is not 	-stable, a contradiction
to assumption (iii) above.
Let S be a maximum stable set of G; T =V (G) \ S. We have u∈T . We reserve the
notation S; T and u up to the end of the proof.
Claim 3. If v∈T is on distance two from u then |N (v) ∩ S|¿ 2.
Proof. By Claim 2, N (u) ⊆ S. Since the distance between u and v is two, S contains
a vertex w∈N (u) ∩ N (v).
If the statement is not true, then S ′ = (S \ {w}) ∪ {v} is a maximum stable set
of G. Since N (u) * S ′, we have a contradiction to Claim 2 (S ′ does not contain
w∈N (u)).
Claim 4. There is a vertex v∈T such that |N (u) ∩ N (v)|¿ 2.
Proof. Since u does not belong to any maximum stable set of G, |N (u)|¿ 2. Let
a; b∈N (u). According to Claim 2, both a and b are in S.
By choice of u, degG u6 degG a and degG u6 degG b. Hence there are vertices
w∈N (a) \ {u} and x∈N (b) \ {u}. Clearly, w; x∈T .
If either w = x, or w is adjacent to b, or x is adjacent to a, then we are done.
Otherwise {a; b; u; w; x} induces either a path P5 (when w  x) or a cycle C5 (when
w ∼ x).
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Both w and x are at the distance two from u. By Claim 3, |N (w) ∩ S|¿ 2 and
|N (x) ∩ S|¿ 2.
Case 1: There is a vertex c∈ S such that c ∼ w and c ∼ x. If c ∼ u then we
are done: |N (u) ∩ N (w)|¿ 2. If c  u then {a; b; c; u; w; x} induces a C6 (otherwise it
would induce a G4 which is impossible).
The set S ′ = (S \ {a; b; c}) ∪ {u; w; x} is not stable because |S ′|= |S| and u∈ S ′.
Hence there exists a vertex d∈ S\{a; b; c} which is adjacent to at least one of u; w; x.
If d is adjacent to at most two vertices of u; w; x then G contains either G15 or G1, a
contradiction. Therefore d is adjacent to all vertices of u; w; x and we are done.
Case 2: w ∼ c∈ S \{a}, x ∼ d∈ S \{b}, and c ∈ N (x); d ∈ N (w). If either c∈N (u)
or d∈N (u) then we are done (put v = w or v = x, respectively). Otherwise the set
{a; b; c; d; u; w; x} induces either G12 or G13, a contradiction.
Claim 5. There are no vertices a; b; c∈ S and v∈T such that the set {a; b; c; u; v}
induces K2;3 (the complete bipartite graph with the parts of size two and three, respec-
tively).
Proof. Suppose that {a; b; c; u; v} induces the complete bipartite graph K2;3.
Let H be a maximal (by inclusion) induced complete bipartite subgraph of G with
parts A and B such that
• {a; b; c} ⊆ A ⊆ S, and
• {u; v} ⊆ B ⊆ T .
Case 1: |B|¡ |A|. Since degG u6 degG a and |B|¡ |A|, there exists a vertex w∈
N (a) \ (N (u) ∪ B). Clearly, w∈T .
If w is adjacent to every vertex in A, then there exists a vertex x∈B which is adjacent
to w (otherwise H is not maximal). Then G(a; b; c; u; w; x) 	 G11, a contradiction.
Thus, we may assume that w  b. Since the set {a; b; c; w; u; v} does not induce
G5; G8 or G9, w is non-adjacent to both c and v.
Further, by Claim 3, there is a vertex d∈N (u) \ {a} which is adjacent to w. It
can be directly checked that the set {a; b; c; d; w; u; v} induces a graph that contains a
forbidden induced subgraph G1 or G8, depending on adjacency d and v.
Case 2: |B|¿ |A|. Since |B|¿ |A|, there exists a vertex w∈B \ {u; v}. The set S ′ =
(S \ A) ∪ B is not a stable set of G since |S ′|¿ |S| and u∈ S ′. Hence there exists a
vertex d∈ S \ A which is adjacent to a vertex of B. By the symmetry, let d ∼ u.
The maximality of H implies that d is non-adjacent to a vertex of B. Let d  v.
If d  w, {a; b; c; d; u; v; w} induces G16, a contradiction. If d ∼ w, {a; b; d; u; v; w}
induces G8, a contradiction.
Claim 6. The graph G contains at least one of the following forbidden induced sub-
graphs G1; G2; G3; G6; G7; G8; G10 or G14.
Proof. By Claim 4 there is a vertex v∈T such that N (u)∩N (v) contains two vertices
a and b. Since N (u) ⊆ S, a  b and u  v. The set (S \ {a; b}) ∪ {u; v} is not stable.
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Therefore S \ {a; b} contains a vertex c which is adjacent to either u or v. According
to Claim 5, c is adjacent to exactly one of u; v.
Case 1: c ∼ u and c  v. Since degG u6 degG c, there exists a vertex w such that
w ∼ c and w  u.
• If w ∼ a and w ∼ b then we get a K2;3 induced by {a; b; c; u; w}, a contradiction to
Claim 5.
• If w is adjacent to exactly one of a; b then {a; b; c; u; v; w} induces either G2 or G7
(depending on adjacency w and v), a contradiction.
• If w  a, w  b and w  v then {a; b; c; u; v; w} induces G1, a contradiction.
Thus w  a, w  b and w ∼ v. By Claim 3 there exists a vertex d∈ S which
is adjacent to w. It is easy to check that we obtain one of the forbidden induced
subgraphs, namely, G1; G3; G7 or G14, a contradiction.
Case 2: c  u and c ∼ v. Since degG u6 degG c, there exists a vertex w such that
w ∼ c and w  u. By considering all possible variants for the subgraph induced by
{a; b; c; u; v; w}, we can .nd one of the forbidden induced subgraphs: G1; G2; G3; G6; G8
or G10, a contradiction.
Claim 6 produces a .nal contradiction.
Another generalization of Theorem 1 recently was proposed by Harant et al. [1].
This result easily follows from Theorem 2.
The author would like to thank the referees for their valuable suggestions.
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