Abstract
Introduction

37
Deteriorating water quality in aquatic systems such as rivers and streams can have signific ant 38 environmental, economic and social ramifications (e.g. Whitworth ). Water quality conditions also typically differ significantly across locations 45 (Meybeck and Helmer, 1989) . These variabilities in stream water quality are driven by three key 46 mechanisms: (1) the source of constituents, which defines the total amount of constituents being 47 available in a catchment; (2) the mobilization of constituents in particulate and dissolved forms, which 48 detaches constituents from their sources via processes such as erosion and biogeochemical processing; 49 and (3) the delivery of mobilized constituents from catchments to receiving waters via multiple 50 hydrologic pathways including surface and subsurface flow (Granger et al., 2010) . 51
Spatial variability in stream water quality is driven by natural catchment characteristics (e.g., climate, 52 geology, soil type, topography and hydrology) as well as by human activities within catchments (e.g., 53
land use and management, vegetation cover etc.), all of which control the extent and magnitude of the 54 three key mechanisms described above (Lintern et al., 2018a) . At the same time, temporal shifts in water 2002), and vegetation cover changes over time (Kaushal et al., 2014; Ouyang et al., 2010) . 59
Despite undertstanding of the basic mechanisms, we currently lack the ability to model these spatio-60 temporal variabilities at larger scales to inform the development of effective policy and mitigation 61 strategies. Conceptual or physically-based water quality models are typically limited by the 62 simplification of physical processes (Hrachowitz et al., 2016) . Furthermore, practical implementation 63 of these models can be also limited by the intensive requirements of data and calibration effort, sampled between 1994 and 2014 at 102 sites were used to develop the model (Fig. 1) . This was because 115 these sites and this time period provided the longest consistent period of continuous records over the 116 greatest number of monitoring sites. The catchments corresponding to these water quality monitoring 117 sites were delineated using the Geofabric tool (Bureau of Meteorology, 2012), and have areas ranging 118 from 5 km 2 to 16,000 km 2 . The water quality parameters of interest were: total suspended solids (TSS), 119 total phosphorus (TP), filterable reactive phosphorus (FRP), total Kjeldahl nitrogen (TKN), nitrate-120 nitrite (NOx) and electrical conductivity (EC). These parameters represent sediments, nutrients and salts, 121 which are some of the key concerns for water quality managers in Australia and around the world. These 122 water quality data were sampled following standard DELWP protocols (Australian Water Technologies, We selected potential spatial explanatory variables (i.e. predictors to explain spatial variability) based 129 on catchment characterisitics that are widely known to influence water quality condition (Lintern et Eidenshink, 1992) were also extracted to calculate the 146 catchment average daily rainfall (mm), daily evapotranspiration (ET) (mm), daily average temperature 147 (°C), daily root zone (shallower than 1m) and deep (deeper than 1m) soil moisture, as well as monthly 148 NDVI. A summary of these data and their sources is in Table S2 in the Supplementary Material. 149
The raw input data were filtered and transformed to increase the data symmetry, making them more 150 suitable for use in the linear spatio-temporal model structure (Eqs. 3, 4 and 6). For the filtering process, 151
we first removed all water quality records with flags of quality issues and values below the limits of 152 reporting (LOR). This was because that uncertainty of values below LOR may amplify after the 153 transformation, posing large influence in the subsequent model fitting. Furthermore, those low 154 concentrations were of less interest; poor water quality conditions (i.e., high constituent concentrations) 155
were our primarily concerns to model. Water quality records corresponding to days with zero flows were 156 also excluded from further analyses. 157 all 102 sites, we first identified the optimal Box-Cox parameter at each site λ, and then the averaged λ 165 across all sites to determine the final λ used to transform a respective variable. This ensured a consistent 166 transformation for each variable across all sites. All log-sinh and Box-Cox transformation parameters 167 used are summarized in Table S3 and S4 in the Supplementary Material. 168
Model fitting 169
Based on the general spatio-temporal modelling structure (Eqs. 2 to 6), we identified the best spatial 170 and all possible combinations of these predictors. This selection approach required firstly fitting an 174 individual model to each candidate predictor set, and then comparing all fitted models to select a single 175 best set of predictors. Alternative models were evaluated based on the Akaike Information Criterion 176 (AIC) (Akaike, 1974) and Bayesian Information Criterion (BIC) (Schwarz, 1978) to ensure optimal 177 balance between model performance and complexity. 178
The key factors identified for the spatial and temporal variabilities in each constituent are listed in Tables  179 S5 and S6 in the Supplementary Materials. General speaking, the key factors controlling the spatial 180 variability in river water quality were land-use and long-term climate conditions (Lintern et al., 2018b) . 181
Temporal variability was mainly explained by temporal changes in streamflow conditions, water 182 temperature and soil moisture (Guo et al., 2019) . We further modelled the spatial variation in each of 183 these temporal relationships (β_T1 to β_Tn in Eq. 4) with two spatial characteristics, 1 and 2 (Eq. 184 6), where a higher number of predictors was not used to avoid over-fitting. with the fitted parameter values of each temporal predictor, which were also summarized in Table S6 in 189 the Supplementary Material. 
Model performance and sensitivity analyses 207
The performance of the fitted model for each constituent was first evaluated by comparing the simulated 208 and observed concentrations at 102 sites altogether to understand how the full spatio-temporal 209 variabilties were captured (Sect. 3.1). As explained in Sect. 2.2, the model calibration for each 210 constituent was performed with only the above-LOR data. Therefore, model performance was first 211 evaluated with only these above-LOR data. Performance was then evaluated with the full dataset 212
including the below-LOR data, to understand the model capacity to simulate the full distribution of 213 https://doi.org/10.5194/hess-2019-342 Preprint. Discussion started: 23 July 2019 c Author(s) 2019. CC BY 4.0 License. constituent concentration. In addition, the model performance for capturing spatial differences was 214 assessed by comparing the simulated and observed long-term mean concentration at each site. The 215 performance assessments were based on both visual inspection of model fitting as well as the Nash-216
Sutcliffe efficiency (NSE), which suggested the proportion of variability that can be explained by the 217 models (Nash and Sutcliffe, 1970). 218 Additional evaluations of model sensitivity were conducted with calibration and validation on subsets 219 of the full data (Sect. 3.2). Firstly, to understand the sensitivity of the model to the monitoring sites 220 included for calibration, we randomly selected 80% of the sites for calibration and used the remaining 221 20% for validation, and repeated this validation process for five times for each constituent. The 222 calibration and validation performance was compared to each other, as well as with the performance of 223 the full model. 224
We also evaluated the model sensitivity to the periods of calibration. Since the study region was greatly 225 influenced by a prolonged drought from 1997 to 2009 -known as the Millennium Drought, we focused 226 on analysing the impact of this drought period. Specifically, we calibrated the model for each constituent 227 to pre-, during-and post-drought periods (1994-1996, 1997-2009 and 2010-2014 , respectively) and then 228 validated the model on the remaining period which was not used for calibration. For example, when 229 calibrating to the pre-drought period (1994) (1995) (1996) , validation was performed on both the during and 230 post-drought data (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . Each corresponding calibration and validation performance was 231 compared with each other as well as against that of the full model, to identify potential impacts of the 232 drought on model robustness. 233
Results
234
Model performance 235
The spatio-temporal water quality models show varying performances among the constituents. When 236 assessed with only the above-LOR data (Fig. 2) , the best performing models are those for EC and TKN, 237 which capture 90.7% and 65.8% of the total observed spatio-temporal variability. The modelling power 238 respectively. When evaluated against the entire dataset (i.e., including both below-and above LOR 242 data), the models explain 19.9% (FRP) to 88.6% (EC) of spatio-temporal variability (Table 1) 
Model sensitivity to calibration sites and periods 267
This section presents model sensitivity to different calibration sites and periods of record (as detailed in 268 Sect. 2.4). Note that in these evaluations, the FRP model is not a focus due to the poor model 269 performance observed in Sect. 3.1. 270
We first compare the performance of each spatio-temporal model fitted with the full dataset with those 271 obtained from the five corresponding "partial" models that were calibrated to only 80% of the 272 monitoring sites. Across constituents, the calibration performances obtained from the full dataset are 273 comparable with the five models calibrated with 80% of the sites (calibration dataset). In addition, each 274 pair of calibration and validation performance is highly consistent. In either comparison, the 275 corresponding differences in NSE are within 0.1 ( The performance of the full model for each constituent is also compared with that of the three models 284 calibrated to the pre-, during and post-drought periods. In general, we observe consistent performance 285 for each constituent, across calibrations to the three periods of contrasting hydrological conditions 286 (Table 3 , see Figs. S7 to S12 in the Supplementary Material for detailed model fittings). One notable 287 common pattern is that the performance for calibration and validation is more consistent for the 288 drought period than either the pre-and post-drought periods. However, this is most likely explained by 289 relative sizes of the calibration data sets, which are 3, 13 and 5 years for the pre-, during and post-290 drought periods respectively. Of all constituents (excluding FRP), TSS shows greater differences in 291 model performances across periods -especially when comparing the pre-drought calibration with its 292 validation. Fig. 4 shows the corresponding TSS model fit as represented by the site-level mean 293 concentrations for the three calibration/validation datasets. Notably, when calibrated to the pre-drought 294 period and validated on both the during-and post-drought periods, the model over-estimates a majority 295 of the data (Fig. 4 (b) ); and when calibrated to the during-drought period, it slightly under-estimates 296 pre-and post-drought period TSS (Fig. 4 (d) ). 297 
Implications for statistical water quality modelling 331
Our spatial-temporal water quality models are able to capture the majority of observed variability across 332 the 102 sampling locations in Victoria (Sect. 3.1); the model performances also allow us to explore some 333 limitations of the modelling framework. The greatest limiting factor for model performance seems to be 334 when high proportions of LOR data are present. As shown in Fig. 2 in this study, since we modelled spatial and temporal variabilities in an integrated manner, the model 342 may compensate representation of the individual components of spatial and temporal variability to 343 improve fitting to the overall variability during calibration. Consequently, in this spatio-temporal 344 modelling framework, large presence of below-LOR data can limit the accurate representation of both 345 variability components. 346 Figure 2 highlights another possible influence on model performance, which is a combination of our 347 inability to analyse low concentrations and the limited resolution of these low-concentration 348 measurements due to heavy transformation in data processing. This is evidenced by visually inspecting 349 the fittings which show distinct "categorical" behaviour for low concentrations for some constituents. In addition, our current models are empirical relationships which are likely unable to represent complex 360 biogeochemical processes. For example, performances for FRP and NOx might be limited because: 1) 361 the linear model structure can over-simplify constituent dynamics due to biogeochemical processes that 362 are often highly non-linear; 2) the model may not include parameters that can adequately represent 363 relevant biogeochemical processes (due to the lack of these data). To better capture changes in reactive 364 constituents, greater consideration of and data representing biogeochemical processes may be required 365 to address nutrient cycling including denitrification, ammonification and mineralisation (Granger et increase of 1 mg L -1 in suspended solids would be alarming in pristine streams and/or periods of good 376 water quality, while having much less impact on highly polluted conditions. The transformed models 377 developed in this study can help managers to understand these proportional changes to identify critical 378 locations and periods of key water quality concerns. 379
Implications for water quality monitoring programs 380
Within the current spatio-temporal models, water quality temporal variability is based on monthly 381 monitoring data. This suggests potential oppourtunities to further strengthen the model capacity to 382 explain temporal variability by utilizing data with higher temporal resolution. This approach can be 383 supported by recent developments that significantly improved the accessibility of high frequency water have great potential to enhance the temporal resolutions of records for other key water quality 396 constituents (e.g. nutrients and sediments). 397
Changes in land management over time (e.g. tillage, fertiliser application, irrigation) are currently not 398 considered as predictors of water quality temporal variability. This is due to a lack of availability and/or 399 inconsistency of available data. However, changes in land use management practices can occur over 400 short time periods, which can lead to increases in pollutant sources and changes to runoff generation 401 processes (e.g. Tang been observed in streams adjscent to land with high densities of livestock and bushland, which both 418 constantly contribute to sediment load during drought, leading to elevated concentrations due to lower 419 dilution rate (Caruso, 2002) . Similarly to sediments, the impact of droughts on stream nutrient and salt 420 to the recovery period (Burt et al., 2015) . However, effects of extended multi-year droughts on the 437 concentration-discharge relationships are less explored. Furthermore, there is also a lack of 438 comprehensive assessments on the change of relationships between water quality and other relevant 439 controls (e.g. water temperature, land cover etc.) during extended drought over large geographica l 440 regions. Our findings highlight great oppourtunities to use this dataset to further investigate the impacts 441 of prolonged droughts on water quality dynamics, especially the changes in relationships between TSS 442 and each of its key controls across multiple catchments. 443
In addition, we acknowledge that our ability to represent the pre-and post-drought conditions in this 444 study may be limited by the record length, since only 2 years of pre-drought and 4 years of post-drought 445 data were available. Once longer records build up, they will enable us to update our understanding of 446 the impact of this prolonged drought. We would be also able to conduct more sophisticated 447 investigations, such as comparing the impacts of long-term droughts versus individual dry and wet years. to the historical period we investigated. A notable shift in TSS dynamics is observed since the extended 457 drought in the study region, which highlights potential oppourtunities for further research to better 458 understand the impact of this significant drought event on water quality. 459
Despite the promising performance of these models, the results also illustrate areas of further 460 improvement, both in the modelling framework but also in the monitoring of water quality. In improving 461 the modelling framework, alternative statistical approaches could be considered to reduce the impact of 462 below detection limit and low concentration data on model performance. In addition, the models could 463 be extended to take into account some key biogeochemical processes to better represent spatial-temporal 464 variability in non-conservative constituents (e.g., FRP or NOx). To further enhance the performance of 465 the current models, we recommend that future water quality monitoring programs be enhanced with: 1) 466 collection and assimilation of high-frequency sampling data to enhance the temporal resolution of water 467 quality data; and 2) more frequent monitoring of changes in land use intensity and management to be 468 able to include these parameters in the model. These improvements will be very helpful to operational 469 catchment management and mitigation. 470
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