Let O q (G) be the quantized algebra of regular functions on a semisimple simply connected compact Lie group G.
Introduction
Earlier in sixties, Gelfand and Kirillov ([6] ) introduced a notion of growth of an algebra or a module, namely Gelfand Kirillov dimension. This invariant played a crucial role in the classification of Weyl algebras. It has been computed on many occasions (see [1] , [13] , [18] , [8] ). The Gelfand-Kirillov dimension of the universal enveloping algebra of a finite dimensional Lie algebra is same as its dimension (Proposition 8.1.15,(iii) in [14] ). Even though this has also been computed for some quantized universal enveloping algebras ( [13] ) it is generally agreed upon that it is not easy to calculate them for modules in general ( [1] ). Instead of considering the quantized universal enveloping algebras one can also consider their duals namely the quantized algebra of regular functions O q (G) and their modules. However in this case most of the literature is concerned with the type A situation only (example (4.8) page 258 in [3] ). Here we take up the cases of type C and D as well.
More specifically given a semisimple simply connected compact Lie group G, Korogodski and Soibelman ( [11] ) classified all simple unitarizable modules of the quantized algebra of regular functions on G denoted by O q (G). Given an element w in the Weyl group and an element in a fixed maximal torus of G, they produced a simple unitarizable O q (G)-module V t,w and showed that in each equivalence class there is exactly one such module. Some natural questions arise; what is Gelfand Kirillov dimension of O q (G)-module V t,w and how is it related to the parameters t and w. we prove that Gelfand Kirillov dimension of V t,w is equal to length of the element w of the Weyl group provided G is of type A, C or D. The key idea is to decompose the Weyl word w into smaller parts in a certain way, prove the result for the last part and then use backward induction. This method also applies to the modules of quantized algebra of regular functions on certain homogeneous spaces.
The paper is organized as follows. Next section describes all simple unitarizable modules of Hopf * -algebra O q (G) and associates a diagram to each such module. Also, a brief introduction of the Weyl groups of type A, C and D and a reduced expression of an element of the Weyl group are given. In the third section, we prove our main result. In the final section, we take certain homogeneous spaces and prove similar result.
Throughout the paper algebras are assumed to be unital and over the field C. Elements of a Weyl group will be called Weyl words. We denote by ℓ(w) the length of the Weyl word w. Let us denote by {e n : n ∈ N} the standard basis of the vector space c 00 (N) where c 00 (N) is the set of finitely supported sequence of complex numbers. The endomorphism e n → e n−1 of c 00 (N) will be denoted by S. The map e n → ne n will be denoted by N . Given two endomorphisms T and T ′ of c 00 (N) ⊗k and a subspace V of c 00 (N) ⊗k we say that T ∼ T ′ on V if there exist integers m 1 , m 2 , · · · , m k and a nonzero constant C such that
on V . Throughout this paper, q will denote a real number in the interval (0, 1) and C is used to denote a generic constant.
Simple unitarizable modules of quantized function algebras
In this section, we recall the definition of quantized algebra of regular functions on a simply connected semisimple compact Lie group G and the classification of its simple unitarizable modules. For a detailed treatment, we refer the reader to ( [10] , Chapter 3 in [11] ). Let G be a simply connected semisimple compact Lie group, g its complexified Lie algebra of rank n. Fix a nondegenerate symmetric ad-invariant form ·, · on g such that its restriction to the real Lie algebra of G is negative definite. Let Π := {α 1 , α 2 , · · · , α n } be the set of simple roots. For simplicity, we write the root α i as i and the reflection s α i defined by the root α i as s i . The Weyl group W n of G can be described as the group generated by the reflections {s i : 1 ≤ i ≤ n}.
Definition 2.1. Let U q (g) be the quantized universal enveloping algebra equipped with the * -structure corresponding to the compact real form of g (see page 161 and 179, [10] ). Then the Hopf * -subalgebra of the dual Hopf * -algebra of U q (g) consisting of matrix co-efficients of finite dimensional unitarizable U q (g)-modules is called the quantized algebra of regular functions on G (see page 96 − 97, [11] ). We denote it by O q (G).
Let ((u i j,g )) be the defining corepresentation of O q (G) if G is of type A n and C n and the irreducible corepresentation of O q (G) corresponding to the highest weight (1, 0, 0, · · · , 0) if G is of type D n . In first case, entries of the matrix ((u i j,g )) generate the Hopf * -algebra O q (G). In latter case, they genarate a proper Hopf * -subalgebra of O q (Spin(2n)) which we denote as O q (SO(2n)). The generators of O q (Spin(2n)) are the matrix entries of the corepresentation ((z i j )) of O q (Spin(2n)) with highest weight (1/2, 1/2, · · · , 1/2). We denote the dimension of the corepresentation ((u i j,g )) by N n . We will drop the subscript g in ((u i j,g )) whenever the Lie algebra g is clear from the context. Invoking a result of Korogodski and Soibelman ([11] ), we will now describe all simple unitarizable O q (G)-modules.
By duality, it induces an epimorphism
We will use this map to get all elementary simple unitarizable modules of O q (G). Denote by Ψ the following action of O q (SU (2)) on c 00 (N) (see Proposition 4.1.1, [11] );
(2.1)
with the action {τ n t }. Given two actions ϕ and ψ of O q (G), define an action ϕ * ψ := (ϕ⊗ψ)•∆. Similarly for any two
and the corresponding O q (G)-module as V w . Then V w is an simple unitarizable which is independent of the reduced expression. Moreover, for t ∈ T n , w ∈ W n , define an action π n t,w by τ n t * π n w and denote the corresponding O q (G)-module by V t,w . We refer to ( [11] , page 121) for the following theorem.
Theorem 2.2. The set {V t,w ; t ∈ T n , w ∈ W n } is a complete set of mutually inequivalent simple unitarizable left O q (G)-module.
Diagram representation
As we are interested in the Gelfand-Kirillov dimension of certain modules it is essential that we understand the algebra action clearly. A diagram representation of various endomorphisms helps us in this respect. Corresponding to every π n s i , we have a diagram and thus a diagram for each π n w is obtained as a concatenation of diagrams of elementary modules. Using equation (2.1), one can write down explicitly the endomorphisms {π n s i (u k l ) : 1 ≤ k, l ≤ N n , 1 ≤ i ≤ n} for G of type A n , C n and D n . We order the indices of the simple roots in Π in the standard way (see Appendix C in [9] ). In this set up, these endomorphisms and their diagrams are given explicitly in [4] and [15] for G of type A n and C n respectively. For type D n , it is given below.
δ kl e p otherwise .
For t = (t 1 , t 2 , · · · , t n ) ∈ T n , the one dimensional irreducible representation τ t maps u i j to t i δ ij if i ≤ n and to t 2n+1−i δ ij if i > n. Now we will associate a diagram with each of the above action of O q (G). Let us describe the case of O q (G) first. For convenience, we use labeled lines and arrows to represent endomorphisms of a vector space as given in the following table.
Arrow type Endomorphism Arrow type Endomorphism
Note that for t ∈ T, M t represents the endomorphism on C sending v to tv. For endomorphism I, the underlying vector space can be either C or c 00 (N). For other endomorphisms, the vector spaces on which they act are c 00 (N). Let us describe how to use a diagram to represent the actions π n s i and τ n t where 1 ≤ i ≤ n and t ∈ T n .
In these diagrams, each path from a node k on the left to a node l on the right stands for an endomorphism given as in the table acting on the vector space given at the top of the diagrams. Now π n s i (u k l ), π n sn (u k l ) and τ n t (u k l ) are the endomorphisms represented by the paths from k to l in diagram 1, diagram 2 and diagram 3 respectively and are zero if there is no such path.
In case of O q (SU (n + 1)), the table of symbols representing the operators appearing in the diagram of π n s i for 1 ≤ i ≤ n are as follows (see [4] ).
Arrow type Operator Arrow type Operator
For O q (SP (2n)), these data are described below (see [15] ).
Arrow type Endomorphism Arrow type Endomorphism Arrow type Endomorphism
Next, let us explain how to represent π * ρ by a diagram where π and ρ are two actions of O q (G) acting on the vector spaces V 1 and V 2 respectively. Simply keep the two diagrams representing π and ρ adjacent to each other. Identify, for each row, the node on the right side of the diagram for π with the corresponding node on the left in the diagram for ρ. Now, (π * ρ)(u k l ) would be an endomorphism of the vector space V 1 ⊗ V 2 determined by all the paths from the node k on the left to the node l on the right. It would be zero if there is no such path and if there are more than one paths, then it would be the sum of the endomorphisms given by each such path. In this way, we can draw diagrams for each action of O q (G).
The following diagram is for the action π 4 t,w of O q (SO (8)) where w = s 1 s 2 s 3 s 4 s 2 and t = (t 1 , t 2 , 1, 1). Here there are two paths from the vertex 1 in the left to the vertex 2 in the right and hence the endomorphism π 4 t,w (u 2 1 ) will be sum of the endomorphisms represented by each path. Therefore we have
Let us record few properties of these endomorphisms which are immidiate from the diagram.
1. The endomorphism π 4 w (u 8 6 ) when applied to vector of the form e i 1 ⊗ e i 2 ⊗ e i 3 ⊗ e i 4 ⊗ e 0 gives Ce i 1 ⊗ e i 2 +1 ⊗ e i 3 ⊗ e i 4 ⊗ e 0 . The point is; if a standard basis element has e 0 in last co-ordinate then there is only one path from the 8 to 6 that survives as Se 0 = 0 and it increases second co-ordinate of the standard basis element by a unit. 2. For each vertex i ∈ {2, 3, · · · 7} in the left, there is an unique vertex, say r w (i) in the right such that π 4 w (u i r(i) )(e 0 ⊗ e 0 ⊗ · · · ⊗ e 0 ) = Ce 0 ⊗ e 0 ⊗ · · · ⊗ e 0 . More explicitly, the map r w sends 2 → 1, 3 → 3, 4 → 5, 5 → 4, 6 → 6 and 7 → 8.
3. Also, there may be many paths from i to r w (i) but when applied to e 0 ⊗ e 0 ⊗ · · · ⊗ e 0 , only one path give a nonzero vector i.e Ce 0 ⊗ e 0 ⊗ · · · ⊗ e 0 .
For any
As we can see that there is nothing special about the above diagram and these observations hold in general. We will make these things more precise in the next section but with this example in mind one can get a better understanding of the results.
Weyl group
We will now give a brief introduction of the Weyl group W n of type A n , C n and D n . For details, we refer the reader to [5] or [7] . Let E i,j denote the n × n matrix having only one non-zero entry 1 at ij th position. The group W n is isomorphic to a subgroup of GL(n, R) generated by s 1 , s 2 , ...s n where Case 1: sl(n + 1)
Hence W n is isomorphic to permutation group of n letters.
Case 2: sp(2n)
Hence W n is the set of n × n matrices having one non-zero entry in each row and each column which is either 1 or −1.
Case 3: so(2n)
Hence W n is the set of n × n matrices having one non-zero entry in each row and each column which is either 1 or −1 and number of −1's are even. Any element of W n can be written in the form: ψ
n,kn (w) for some choices of ǫ 1 , ǫ 2 , · · · , ǫ n and k 1 , k 2 , · · · k n where ǫ r ∈ {0, 1, 2} and n − r + 1 ≤ k r ≤ n with the convention that, Case 2: sp(2n)
empty string if ǫ = 0.
Also, the above expression is a reduced expression. We will call the word ψ (ǫr) r,kr (w) the r th part w r of w. Accordingly, the simple module V w decomposes as V w = V w 1 ⊗ V w 2 ⊗ · · · ⊗ V wn . We call V w i the i th part of V w .
Main result
In this section, our main aim is to compute the Gelfand-Kirillov dimension of V t,w for t ∈ T n and w ∈ W n . We first recall from [12] the definition of Gelfand Kirillov dimension of a module. 
where the supremum is taken over all finite dimensional subspace V of A containing 1 and all finite dimensional subspaces F of M . If A is a finitely generated unital algebra and M be a finitely generated left A-module then
where the supremum is taken over all finite sets ξ containing 1 that generates A and all finite dimensional subspaces F of M that generates M as an left A-module.
Remark 3.2. For a finitely generated algebra A and a finitely generated left A-module M , the quantity "lim
" does not depend on particular choices of ξ and F . Therefore one can choose a fixed (but finite) set of generators of A and a finite dimensional subspaces F of M that generates M as a left A-module. Moreover, if M is a simple left A-module then one can take one dimensional subspace spanned by any vector v ∈ M as a candidate for F (see [12] for details). Let ξ n = {u i j : 1 ≤ i, j ≤ N n } where N n is the dimension of the representation ((u i j )). Define
Then ξ Gq is a generating set of O q (G) containing 1. Throughout the article, we will work with this generating set. Let w ∈ W n and t ∈ T n . The following lemma says that GKdim(V w,t ) is less than or equal to the length of the Weyl word.
Lemma 3.3. Assume that O q (G) is one of the Hopf * -algebras O q (SU (n + 1)), O q (SP (2n))
or O q (Spin(2n)). For w ∈ W n and t ∈ T n , let V t,w be the associated simple unitarizable left O q (G)-module. Then one has GKdim(V t,w ) ≤ ℓ(w).
Proof : The algebra O q (SU (2)) has the following vector space basis (see Proposition 4, page 100, [10] ). ) y to be y. Given a linear combination of these elements, define its exponent to be maximum of the exponent of the terms appearing in the linear combination. Let a = max u∈ξ Gq ,i∈{1,2,··· ,n}
Using equation (2.1), we get
Therefore one has
GKdim(V t,w ) = lim ln dim(ξ r Gq (e 0 ⊗ · · · ⊗ e 0 )) ln r ≤ lim ln(ra) ℓ(w) ln r = ℓ(w).
This proves the claim.
In the following lemma, we give some polynomials which when applied in a certain order to a fixed vector of the form v ⊗ e 0 ⊗ e 0 ⊗ · · · ⊗ e 0 n th −part give all matrix units of the n th part. More precisely, Lemma 3.4. Assume that O q (G) is one of the Hopf * -algebras O q (SU (n + 1)), O q (SP (2n)) or O q (Spin(2n)) and w ∈ W n . Then there exist polynomials p
ℓ(wn) with noncommuting variables π n w (u Nn j )'s and a permutation σ of {1, 2, · · · , ℓ(w n )} such that for all r n 1 , r n 2 , · · · , r n ℓ(wn) ∈ N, one has
where v ∈ c 00 (N) ⊗ n−1 i=1 ℓ(w i ) and C is a nonzero real number.
Proof : Let us consider each case separately. + 1) ). In this case N n = n + 1.
on the whole vector space. Using this, one can get the claim.
. In this case, define σ(j) := j and p
Let σ(j) be N n − j if N n − ℓ(w n ) ≤ j ≤ ℓ(w n ) and j otherwise. By a direct computation or using diagram representation, we have
on the subspace generated by standard basis elements having e 0 at σ(k) th place for k < j.
The rest is a straightforward checking.
on the subspace generated by standard basis elements having e 0 at σ(k) th place for k < j. The similar calculations as above will prove the result.
Remark 3.5.
1. As we saw in part (1) of the observations made in subsection 2.1 that the order in which we apply these endomorphisms are important just to make sure that the matrix unit e 0 remains in certain components and that's why a permutation occurs in this lemma.
Note that the polynomials p
(w,n) j ; 1 ≤ j ≤ ℓ(w n ) defined here involve elements of last row of the matrix ((u i j )) only.
To show our main claim, we need to extend these results for all parts of the Weyl word. For type C n and D n , let M i n = n − i + 1 and N i n := N n − n + i and for type A n , let M i n = 1 and N i n := i + 1.
Lemma 3.6. Assume that O q (G) is one of the Hopf * -algebras O q (SU (n + 1)), O q (SP (2n)) or O q (Spin(2n)).
1. Let w ∈ W n be of the form w = w i+1 and let V w be the associated
where C is a nonzero real number. Moreover,
2. Let w ∈ W n be of the form w = w i+1 w i+2 · · · w l , l ≤ n and let V w be the associated
Then r w satisfies equations (3.4) and (3.5).
We have seen these results in a particular case given as part (2), (3) and (4) of the observations in subsection 2.1. This lemma basically generalises these observations to an appropriate set up.
Proof : Proof of part (1): To show the claim, we will define the function r w i+1 explicitly in each case in the following way. + 1) ). In this case, w i+1 = s i s i−1 · · · s i−ℓ(w i+1 )−1 and hence for all 1 ≤ k ≤ n, s k occurs in w i+1 either once or does not occur.
In this case, w i+1 is either of the form
Therefore for all 1 ≤ k < n, s k occurs in w i+1 either once or twice or does not occur. For j ≤ n, define
For j ≥ n + 1, define
In this case, w i+1 is either of the form s i s i−1 · · · s k where k ≤ n − 2 or s i s i+1 · · · s n−2 s n−1 s n or s i s i+1 · · · s n−2 s n−1 s n s n−2 s n−3 · · · s k . Therefore for all 1 ≤ k < n − 1, s k occurs in w i+1 either once or twice or does not occur. Moreover, s n−1 s n can occur either once or does not occur.
For j > n + 1, define
Also, r w i+1 (n) and r w i+1 (n + 1) are n and n + 1 respectively if s n−1 s n does not occur in w i+1 and n + 1 and n respectively if s n−1 s n occur once in w i+1 . Now by a direct verification using diagrams, one can establish the claim.
Proof of part (2): Since
To verify the claim, first note using diagram representation and possible forms of w i+1 given in subsection 2.2 that π n w i+1 (u k j ) = 0 for k ∈ {M i n , · · · , N i n } and j / ∈ {M i+1 n , · · · N i+1 n }). Applying this, we get
Proceeding in this way, one can verify equation (3.4) for w = w i+1 w i+2 · · · w l . Equation (3.5) can be verified similarly.
Remark 3.7. Observe that the above lemma is not true if G is of type B. In particular, from the vertex n+1, there is no unique vertex having the property mentioned in Lemma 3.6. That's why we excluded type B case.
In the following lemma, we define some endomorphisms for each 1 ≤ i < n that act only on i th part V w i of the simple module V w associated with the Weyl word w and keep other parts unaffected. Moreover, on the i th part, they act exactly in the same way as the variables given in Lemma 3.4 assuming that the rank of the Lie algebra g associated with O q (G) given there is i. Here we are considering two Lie algebras of same type but of different ranks simultaneously. So, instead of g, we will use its rank in the notation ((u i j,g )) to avoid any confusion.
Proof : Define the endomorphism
. . , N n } be the function defined in Lemma 3.6. First note using diagram representation and possible forms of w 1 · · · w i given in subsection 2.2 that π n w 1 ···w i (u
( by Lemma 3.6)
This settles the claim.
The following lemma is an extension of the result of Lemma 3.4 incorporating all parts of the Weyl word. 
to define the polynomial
for all 1 ≤ j ≤ ℓ(w i ). Now the claim follows from Lemma 3.4 and Lemma 3.8.
For w ∈ W n and t ∈ T n , let V w,t be the associated simple unitarizable left O q (G)-module. Then one has GKdim(V w,t ) = ℓ(w).
Proof : Since GKdim(V w,t ) = GKdim(V w ), we will consider the O q (G)-module V w only. Define
Then by Lemma 3.9, we have
Hence dim span π n w (ξ This together with Lemma 3.3 proves the claim.
Consider V w,t as a simple unitarizable left O q (SO(2n))-module by restricting the action of O q (Spin(2n)) to O q (SO(2n)).
Corollary 3.11. For w ∈ W n and t ∈ T n , let V w,t be the associated simple unitarizable left O q (SO(2n))-module. Then one has GKdim(V w,t ) = ℓ(w).
Proof : By Theorem 3.10 and the fact that O q (SO(2n)) is a subalgebra of O q (Spin(2n)), it follows that GKdim(V w,t ) ≤ ℓ(w). Further observe that the variables involved in the polynomials p (w,i) j 's are entries of the matrix ((u i j )) and hence in O q (SO(2n)). Therefore Lemma 3.9 holds for O q (SO(2n))-module V w,t and the same proof as given in Theorem 3.10 will work to show the equality.
Quotient spaces
Fix a subset S ⊂ Π. Let O q (G/K S ) be the quotient Hopf * -subalgebra of O q (G) (see equation (4.4) , [17] ) . If S is the empty set φ, define W φ = {id}. For a nonempty set S, define W S to be the subgroup of W n generated by the simple reflections s α with α ∈ S. Let W S := {w ∈ W n : ℓ(s α w) > ℓ(w) ∀α ∈ S}.
Dijkhuizen and Stokman ([17] ) classified simple unitarizable O q (G/K S )-modules in terms of elements of W S . To avoid unnecessary complications, let us denote the action of O q (G/K S ) arising by restricting π n w to O q (G/K S ) and the associated module V w by the same notations π n w and V w respectively. To show the equality, observe that 1. for an element w ∈ W S n−m+1 and 1 ≤ r ≤ n − m, the r th -part w r = ψ (ǫr) r,kr (w) is identity element of W n . Hence w can be written uniquely as w = w n−m+1 w n−m+2 · · · w n .
2. It follows from the definition that entries of last m rows of ((u i j )) is in the quotient algebra O q (G/K S n−m+1 ).
3. The polynomials p (w,k) j for 1 ≤ j ≤ ℓ(w k ) and n − m + 1 ≤ k ≤ n involve variables consisting of entries of last m rows of ((u i j )).
With these facts, the same arguments used in Theorem 3.10 will prove the claim.
