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ABSTRACT 
TURBULENT FLOW STUDIES OF A SCALED 
MODEL OF A LARGE MINING TRUCK 
- COMPUTATIONS AND EXPERIMENT 
Wayne Sexton 
Old Dominion University, 2010 
Director: Dr. Ayodeji Demuren 
Modern mining operations are highly reliant on the amount of material that can be 
removed from the earth, transported to processing, and then processed. The companies 
that design and build mining dump trucks concentrate on improving the material payload 
capacity. Currently, the largest trucks are 400ton-class trucks. The design of these large 
mining dump trucks certainly does not stem from aerodynamics, but rather, from 
functionality and payload. As a result, the shear size and asymmetric functional design 
creates interesting turbulent wakes on, around, and behind these trucks. This research 
focuses on the turbulent flow behind the truck. Computational Fluid Dynamic (CFD) 
simulations and experimental measurements of the flow around a full-size truck were 
impractical; instead, a l:30-scaled truck model was used for the CFD simulations and 
experiments. Computation methods consisted of steady and unsteady k-s Reynolds 
Average Navier Stokes and Detached Eddy Simulation. Windtunnel measurements of the 
scaled truck were made with Particle Image Velocimetry. Mean velocity and Reynolds 
Stresses from CFD simulations and experiment were compared. There was a fair 
agreement between the simulation results and experimental data, especially with respect 
to the major features. In addition, the Turbulent Kinetic Energy Budget terms were 
computed and coherent structures were examined using Proper Orthogonal 
Decomposition (POD) method. POD analysis of both simulation results and experimental 
data showed that modal energy fell below 0.019 (on average) after 20 modes. 
Furthermore, 77% (on average) of the total energy were present in the first 100 modes. 
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Mining equipment has typically been some of the largest industrial equipment on the 
planet. Modern mining operations are highly reliant on the amount of material that can be 
removed from the earth, transported to processing, and then processed. Mining equipment 
engineering and manufacturing companies are continually pushing material capacities of 
all the equipment. The companies that design and build the mining dump trucks 
concentrate on improving the material payload capacity. Currently, the largest trucks 
drive on 13ft (~4m) diameter tires, can exceed speeds of 40mph (~18m/s), and are able to 
move up to 400 tons of materials per load; Caterpillar (2009), Liebherr (2010), and Terex 
(2010). The design of these large mining dump trucks certainly does not stem from 
aerodynamics, but rather, they are designed for functionality and payload. As a result, the 
shear size and asymmetric functional design create complex unsteady turbulent flow on, 
around, and behind these truck. The motivation for this research is to understand the 
unsteady turbulent flow of the wake behind a mining truck with computational 
simulations and windtunnel experiments. 
1.2 SUMMARY OF PREVIOUS WORK 
1.2.1 Computational Simulations of Generic Mining Trucks 
With the terrain of mines ever evolving during operations, paving the haul roads is 
impractical. Therefore, a "clean road" is not the typical case in mining operations where 
dirt is generally the road surface. As a result, dust, picked-up and released from the huge 
tires of the mining trucks, may cause several significant health and safety concerns in 
mining operations. Reed and Organiscak (2005) reported that more than 75% of the "total 
dust emissions" of a mine could be attributed to the mining trucks driving over the 
"unpaved haul roads." They pointed out that the trailing dust clouds could cause 
immediate life-threatening situations where operators of other vehicles have a significant 
reduction in visibility. They also emphasized that "greatest long-term health hazard...is 
due to the inhalation of respirable dust," which is dust breathed in by mine personnel that 
This dissertation used the Chicago Manual of Style for citations 
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causes damage to their lung tissues. They discussed current practices for "dust-control": 
"reducing haul truck speeds, watering haul roads, (and chemically) treating haul roads." 
One may deduce the draw-backs of each, such as from a business vantage where 'time is 
money,' slowing the trucks down means fewer trips, and therefore, less material is 
moved, and water and chemical treatments are wasted expenses. But, experimental 
studies on these trucks can be difficult, because they are extremely expensive and run 
non-stop when in service to be most cost effective. Computer simulations provide the 
best means of study of theories and new design features. 
One paper addressed Computational Fluid Dynamic (CFD) simulations of dust emissions 
from a large mining truck. Silvester et al. (2006) completed a steady Reynolds Averaged 
Navier Stokes (RANS) Reynolds Stress Model (RSM) simulation of a CAT777D mining 
truck. Their goal was to use CFD simulations to improve "long range gaussian plume 
modelling," a mining industry standard for dust emission behavior. Based on the 
dimensions of the simulation domain, 350m x 150m x 500m (streamwise, spanwise, road 
normal), it appears that they simulated a truck in full-scale. They meshed the simulation 
domain with "unstructured...prismatic cells" with the smallest length of 0.1m and 
expanding from solid surfaces, resulting in 2.4x106 total cells. Simulating a truck velocity 
of 8.33m/s in a crosswind, they introduced a distribution of particle sizes from the tire 
surface based on experimental data. They found that, "the CFD model predicts a slightly 
lower rate of decay than that obtained through the sampling study data." They stated that, 
"The haulage truck simulation indicates a higher level of (dust emission) concentration in 
the immediate roadside wake compared to that measured indicating an under prediction 
wake attenuation." They argued that, "the RSM model has been demonstrated to predict 
lower levels of ground turbulence than conventional plume based models this may 
suggest that these lower levels...may be responsible for a reduced dispersion and hence 
the concentration in the near wake of the truck." 
Like most other ground vehicle research, the understanding of wake features of a mining 
truck could lead to improved aerodynamic efficiencies. This was exactly what Wei et al. 
(2008) discussed. They were concerned with improving "fuel economy of (a mining) 
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dump trucks by reducing their aerodynamic drag." They performed a CFD simulation 
with a steady RANS k-s computational method. They used a l:10-scaled model with 
dimensions of "765mm in length (L), 370mm in height (H), and 349mm in width (W)." 
Their computational domain totaled 7L x 5H x 5W with a mixed mesh of tetrahedral, 
hexagonal, and pyramid cells densely meshed around and behind the truck getting 
progressively sparser moving towards the boundaries. Their RANS simulations were 
performed with an air inlet velocity and road surface moving parallel at 14.44m/s. They 
found the CFD simulations of an unmodified model predicted a 0.9184 drag coefficient, 
which was within 5% of reported full-scale truck experimental result. They proposed two 
aerodynamic modifications to be tested individually and together. Based on their RANS 
simulations, they determined that the combination of the aerodynamic modifications had 
the greatest reduction of drag coefficient, with 13.7% at 0.7926. They reason that despite 
the functional design, the beneficial improvements could be designed to reduce drag and, 
in-turn, increase fuel economy of these trucks. They concluded with a statement that 
anyone who understands aerodynamic properties and the size and design of mining trucks 
could agree that, "the drag coefficient of the mining dump truck is very large." 
1.2.2 Computational Simulations of Generic Large Ground Vehicles 
As it can be inferred by the number of references in the previous section, the number of 
CFD simulations and wake studies of mining trucks is small and is limited to RANS 
simulations. With reference to CFD simulations and wake studies of large ground 
vehicles, the next largest ground vehicle that has been widely researched is the tractor-
trailer; also known as a semi, big rig, or class 8 heavy-duty vehicle. The majority of 
papers referenced in this section originate in the last decade. This can be attributed to 
increased computing resources that are now available to simulate more complex models, 
higher Reynolds numbers, and advanced computational methods. Several different CFD 
software packages have been used for computational simulations, such as Fluent, Star-
CD, PowerFLOW, OVERFLOW2, and Sandia Advanced Code for Compressible 
Aerothermodynamics Research and Analysis (SACCARA). For research purposes the 
scaled tractor-trailer model has been broken into two styles that resound through the 
literature: the Ground Transportation System (GTS) and the Generic Conventional Model 
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(GCM). The GTS is a long rectangular body where the top portion of the leading face of 
the model is rounded into the top face like the cab of a cab-over-engine truck; long in the 
streamwise, tall in the road-normal, and narrow in the spanwise. The GCM has a more 
realistic design. Features of the GCM include tires, fuel tanks, fenders, hood, chassis, 
mud flaps, and a separation between the truck and the trailer. Most research involving 
tractor-trailers have been in an effort to predict and mitigate aerodynamic drag. Typically, 
Reynolds numbers (Re) for research of tractor-trailers is based on the trailer width. For 
this discussion of tractor-trailer computational and experimental research, Reynolds 
numbers are based on trailer width unless otherwise specified. 
1.2.2.1 RANS Simulations of Generic Large Ground Vehicles 
As with any CFD simulation model, there are RANS simulations performed by some 
researchers. Sitlani and Aung (2006), Veluri and Roy (2006), and Roy et al. (2006) all 
performed RANS simulation of the GTS model. RANS simulations of the GCM were 
performed by Baysal and Bayraktar (2000), Pointer et al. (2005), Castellucci and Salari 
(2005), Bayraktar et al. (2005), Mathur et al. (2005), and Tramel and Jordan (2006). 
Sitlani and Aung (2006) performed simulations on a l:8-scaled GTS model (2.48m long, 
0.3239m wide, and 0.45m high) at Re from 0.3xl06 though 2.0xl06. Roy et al. (2006) 
also used a l:8-scaled GTS model and performed simulations at 2.0x106 Re. Veluri and 
Roy (2006) model was a slightly smaller scale with dimensions of lOin (0.254m) wide, 
14in (0.356m) tall, and 34in (0.864m) or 49in (1.245m) long and simulations were 
computed at Re about 1 million. Based on the 1:8 scale, full size dimensions of a tractor-
trailer equate to 19.81m (~65ft) long, 3.61m (~12ft) high, and 2.59m (8.5ft) wide. Pointer 
et al. (2005) model was 1:8 scaled of the GCM with dimensions of "2.5 m long by 0.3 m 
wide by 0.5 m high" and simulations were performed at Re = 1.15xl06. 
Veluri and Roy (2006) reported that "At typical highway speeds, roughly 60% of the 
truck engine's power (fuel consumption) goes to overcoming aerodynamic drag" and drag 
coefficients about 0.7. Baysal and Bayraktar (2000) reported that "external flow is 
estimated to be responsible for about 85% of the drag force." They found that RANS 
simulations of a GCM without tires shows less drag that one with tires, about 6%, and 
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simulations with a stationary road surface can increase drag by 9% over simulations with 
a moving road surface. Sitlani and Aung (2006) reported that full-scale tractor-trailer 
without any drag-reducing effort could have a drag coefficient of 0.6 and cutting that in 
half would result in a "43% reduction in fuel consumption." They found that their RANS 
simulations of the GTS model over predicted experimental drag measurements up to 35% 
at high Reynolds numbers. Sitlani and Aung (2006) define pressure (or form) drag 
clearly, 
Form drag is caused due to high separation of the flow, which is 
caused by the sudden change in the form of the vehicle. These 
regions of high separation cause pockets of high pressure and low 
pressure, which result in vortices around the body. Flow 
separation regions are very large at the rear of the vehicle and are 
a prime contributor in the form drag. 
They attributed it to "massively separated flow are uneven and as a result, in vehicle 
wakes, it will not predict correct back pressure and therefore drag correctly." Despite 
error in comparable predictions, Veluri and Roy (2006) implied the benefit of RANS 
modeling, "as the primary aerodynamic prediction tool in a drag optimization strategy," 
over unsteady computational method such as Large Eddy Simulation (LES) or Detached 
Eddy Simulation (DES). Roy et al. (2006) pointed out that unsteady RANS simulations 
gave better prediction than steady RANS when compared to experimental data, "even 
though the separation of scale requirement appears to be violated," which gives credence 
to the improved accuracy of unsteady turbulent predictions with models like LES and 
DES. Overall, for both the GTS and GCM tractor-trailer modes, considerable error 
between the RANS simulations and the experimental data was not uncommon to these 
referenced papers. 
1.2.2.2 LES and DES of Generic Large Ground Vehicles 
Likely to be one of the earliest LES simulations of a tractor-trailer, Nakamura et al. 
(2002) modeled a 1:10 scaled tractor-trailer with more realism than the GTS but with less 
detail than the GCM. Even in the year of the paper by Nakamura et al. (2002), they found 
a lack of computing resources to do an extensive LES study particularly with grid 
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refinement from 0.5x106 to 32x106 cells. However, they were able to detect observable 
unsteady separations on the hood, at bottom of the windshield, under the cab and trailer, 
and on top of the trailer, swirling flows between the truck and trailer, and 
stagnation/wake region directly behind the trailer. Roy et al. (2004) and Roy and Ghuge 
(2009), Unaune et al. (2005), Sreenivas et al. (2006), and Ghuge and Roy (2006) 
employed DES for simulations of the GTS model. DES simulations of the GCM model 
were performed by Sreenivas et al. (2007). Roy et al. (2004) determined that their results 
failed to, "provide improved agreement with the experimental data relative to the steady-
state RANS results. The lack of improvement was likely due to insufficient mesh 
refinement." Their computational mesh had about 4x106 cells and simulations were 
performed at Re = 2xl06. However, this assessment for other DES simulations was not 
unique. Papers, such as Unaune et al. (2005), Ghuge and Roy (2006) (Re = 2x106), and 
Roy and Ghuge (2009) found, with sufficient grid refinement, improved DES drag and 
pressure values prediction compared to experimental data; however, wake structures 
lacked accuracy. These papers had computational domain meshes of 13.8xl06 cells, 
4xl06 & 13xl06 cells, and 3.8xl06 & 13.2xl06 cells respectively. Unaune et al. (2005) 
stated that, "most, time averaged quantities, including drag and surface pressure on the 
body, predicted...closely with corresponding experimental measurements. One exception 
is the time-averaged flow structures in the wake." Ghuge and Roy (2006) said that their, 
"medium grid {4x106) DES simulations showed some encouraging results, such as the 
reduced dominance of the upper vortex...and better surface distributions in the trailer 
base than the coarse grid DES simulations." Roy and Ghuge (2009) found agreeable drag 
and pressure values in the DES simulations. However, they pointed out that the pressure 
profile and location of trailing vortices do not agree with experimental results. They 
explain this fault well, (from Roy and Ghuge, 2009), 
The failure of the current DES simulations to predict wake details 
appear to be related to one of the main drawbacks of the hybrid 
RANS/LES methods, namely that there is no mechanism to transfer 
turbulence fluctuation information for the RANS region (i.e., the 
boundary layer) to the LES region (i.e., the wake). Hence when the 
shear layers separated from the surface of the trailer enter the 
wake region governed be the LES model, there is no way to 
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convert the large, modeled eddy viscosity into large-scale 
turbulent fluctuations required for the LES model. 
Sreenivas et al. (2006), which had a simulation mesh near 32x106 cells, stated that DES 
model predictions of overall drag were found within 10% of experimental data. Even 
with more than twice the previous simulation mesh cell counts, they also found a 
discrepancy between the downstream position of a trailing vortex located in the CFD 
DES and experimental data. 
1.2.3 Windtunnel Experiments of Generic Large Ground Vehicles 
A wide range of windtunnel experiments have been performed on tractor-trailer models at 
research institutions such as NASA-Ames, Argonne National Laboratory, and Lawrence-
Livermore and universities such as Texas A&M, Southern California, Auburn, and 
Kansas, just to name a few. The same scaled tractor-trailer models, GTS and CGM, are 
used in the various windtunnel experiments. McCallen et al. (2000) performed a number 
of experiments on the GTS model and Storms et al. (2006) worked with the GCM. Both 
emphasize that the experiments were performed to collect data for validations of CFD 
simulations. McCallen et al. (2000) completed their windtunnel tests at the University of 
Southern California. Their model of the GTS was scaled at 1:14 and the experiments 
were performed at Reynolds numbers between of 0.5xl06 and 2.0xl06. Techniques such 
as 3-dimensional Particle Image Velocimetry (3-dPIV), oil-film interferometry (OFI), 
pressure sensitive paint (PSP), and hot-film sensors were used. Using 3-dPIV, they 
measured velocity components in the wake and discovered a 20% reduction in drag with 
boattail plates over the baseline without the plates. They noted that a full-scale test 
showed a 10% reduction and attributed that to the lack of detail in the GTS model. OFI 
and PSP were used to measure time-averaged skin friction and time-averaged pressure, 
respectively. The hot-film sensors were used to "detect flow separation, reattachment, 
and transition." Storms et al. (2006) performed the experiments which "included overall 
and component forces and moments, static and dynamic surface pressures, and three-
component particle image velocimetry" and to test the "effects of numerous drag 
reduction concepts." The two windtunnels at NASA Ames were used, 7x1 Oft and 12ft 
Pressure. The l:8-scaled GCM was loaded with instrumentation that included 2 load 
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cells, 476 pressure taps, and 12 dynamic pressure transducers. Reynolds number for the 
GCM in the 7x10ft windtunnel was l.lxlO6. A variety of Reynolds numbers were tested 
in the 12ft Pressure windtunnel up to 6.2x10 which equated to a full-scale operating at 
120km/hr (~75mph). 3-dPIV measurements were taken in both windtunnels, but the 
measurements were limited to a Reynolds number of 4.8x106 in 12ft Pressure windtunnel 
"due to pressure-related limitations of the PIV instrumentation." Despite effort to have 
the same experimental setups for the GCM in each windtunnel, subtle differences caused 
significant discrepancies in the comparable results, such as the drag coefficient. They 
reported a drag coefficient of 0.4267 with a repeatable error of ±0.005 in the 7x1 Oft 
windtunnel and a drag coefficient of 0.4313 in the 12ft Pressure windtunnel with a error 
that "fell outside this (±0.005) range." They credited 6 factors to the differences - "solid 
blockage," "static pressure reference," "model mounting post diameter and locations," 
"test-section boundary layer," "inclination of the tractor," and "body-axis force and 
moment calculations." 
1.2.4 Reduced-Order Modeling 
In an article by Ginzburger and Wilcox (2005), reduced-order modeling (ROM) was 
eloquently defined as, "Model reduction is a powerful tool that allows the systematic 
generation of cost-effective representation of large-scale computational systems, such as 
those resulting from discretization of partial differential equations." Also known as low-
dimensional modeling, ROM provides a significant reduction in degrees of freedom 
while retaining vital system information. ROM can be applied to many applications, non-
linear vibrations is one example. Pertinent to this dissertation was the application of 
ROM to turbulent flow simulations based on the Navier Stokes equations. Smith et al. 
(2005) showed that the degrees of freedom (N) are related to the Reynolds number by, N 
~ Re9 4, for 3-dimensional turbulent flow. They pointed out that while finite, the number 
of degrees of freedom could be extremely large, but more importantly, stated that this 
"relation estimates the number of modes (N) sufficient to reliably approximate a turbulent 
system, but not how many are necessary." A way to determine the 'necessary' modes for a 
practical approximation of the same 'turbulent system' is to separate the turbulent flow 
length scales by their respective energies and capture only those that constitute the 
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majority of the total kinetic energy. Turbulent flow structures with the most energy are 
the least frequent (i.e. the largest length scales), and while the smallest structures are the 
most numerous (highest frequencies) they contain the lowest energies. A mathematical 
technique using eigensystems (see Chapter 2 Mathematical Formulation), called Proper 
Orthogonal Decomposition (POD), separates and orders the turbulent flow structures by 
energies and scales. (Note that statisticians often refer to this technique as Empirical 
Orthogonal Function. This work refers to this technique as POD.) The POD method has 
been applied to turbulent flows that vary from the fundamental to the complex and data 
sets from computational and experimental results. Applications of the POD to 
fundamental turbulent flows include free-shear (i.e. jets, mixing layers) and wall bounded 
flows (i.e. boundary layers, Couette flow, duct flow). Reichert et al. (1994) discussed the 
POD applied to turbulent flow in a square 3-d duct. Holmes et al. (1996) provided a 
detailed discussion of the fundamental and advanced POD mathematics and an 
abbreviated review of work on wall bounded flows and free-shear flows up to its 
publication. No real conclusions are made, but rather it was a canvass of authors and their 
work with experimental setup, assumptions, and overall results. Smith et al. (2005) 
explained POD and showed results for a plane Couette flow model with plates at the 
same constant velocities but in opposite directions. They approached the numerical 
solution of the POD in two different methods and addressed ways to take advantage of 
symmetries and coupled and uncoupled mode behaviors. These authors made an 
interesting comment that although the POD can convincingly rank the modal shapes and 
equivalent energies, the POD is a "poor indicator of which modes are essential to the 
dynamics." Papers by Delville et al. (1999) and Druault et al. (2005, 1), and (2005, 2) 
considered aspects of mixing layer flow with the POD. Delville et al. (1999) reported an 
in-depth investigation of large coherent structures from a mixing layer flow using the 
techniques of the POD. Druault et al. (2005, 1) sub-divided the turbulent coherent 
structures (POD modes) into a coherent part and an incoherent part, or "Gaussian 
background fluctuations". They showed that a coherent fluctuation and an incoherent 
fluctuation could characterize the fluctuating velocity part of the instantaneous velocity. 
In addition to the POD procedure and experimental design, Druault et al. (2005, 2) 
presented a technique to develop the use of self-similar conditions to transpose the large 
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turbulent structures from the POD of one model to a similar scaled model. The papers 
discussed here were selected for their application to fundamental problems that represent 
a small part of the broad spectrum of the POD's usefulness. The applications of the POD 
are endless; the POD's tools have been applied to such complex models as transitional 
boundary layer, indoor HVAC, building wind loads, weather, turbomachinery, wind 
turbines, and wing-vortex interactions. 
While the effort of ROM is considered a "cost-effective representation of large-scale 
computational systems" (Ginzburger and Wilcox, 2005), which is often viewed as its 
most beneficial aspect, it remains, fundamentally, an abbreviation of total information, 
which can be viewed as its most significant drawback. Relating this concern of 
abbreviated information to the application of POD to turbulent flow, Holmes et al. (1997) 
stated that the "drastic truncation of the energy cascade mechanism that forms the basis 
for the turbulent energy transfer from long to short wavelength modes is lost...(and, 
therefore,)...the overall energy balance, in which the small-scale turbulent motions act as 
energy sinks for the coherent structures, is upset." With an understanding of its inherent 
drawback, the benefit of the significant reduction in system information allows 
convenient electronic transfer of representative data sets of what could be extremely large 
data sets. For example, an unsteady turbulent flow data set could be reduced to a handful 
of modes of the three component fluctuating velocities. The end-user could use this 
truncated data set to reconstruct turbulent flow fields and other properties such as the 
Reynolds stresses and kinetic energy. With these parameters in place, it allows the end-
user to save time in CFD simulations, for example, by initializing flow fields with 
approximate turbulent flow features as opposed to developing turbulent flow from a mean 
flow field. 
1.3 PRESENT WORK 
There are a number of areas that could be explored regarding the unsteady wake of a 
mining truck. For the mining industry, it could be beneficial to have a better 
understanding of the truck wake. It could lead to better dust emission prediction and 
possible mitigation for health and safety reasons. As shown by Wei et al. (2008), small 
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aerodynamic modifications could improve fuel economy. These have considerable 
financial advantages for mining operation businesses. This research explored and 
decomposed the wake behind a 400ton-class mining truck at three locations with 
computational simulations and windtunnel experiments. Experimental measurements of 
the wake behind a full-size mining truck are impractical, so, a l:30-scaled model was 
used. The CFD simulations conducted in this research used the same l:30-scaled model 
and were performed using Fluent v6.3.26 (Fluent Users Manual (2006), herein, FUM, 
2006), a commercially available CFD software package. These three locations behind the 
truck were streamwise planes, roughly a truck-length long by 1.5 truck-lengths high, that 
were monitored for flow characteristics. One of these planes was positioned at the 
centerline of the truck and the other two were positioned behind each set of rear tires. 
Two meshes were built and tested, a "coarser" mesh and a "finer" mesh with roughly 
twice the number of cells as the "coarser" mesh. 
Turbulent wake study of a mining truck has not been thoroughly researched. Available 
work has concentrated on steady RANS drag and dust dispersion calculations. The level 
of detail in the truck model used in this research reasonably compares to the models used 
in the available work with mining trucks. The CFD simulations performed in this 
dissertation differ from previous unsteady simulations of typical over-the-road large 
ground vehicles in one main area, the design of the ground vehicle. While still simplified, 
the mining truck model used in this research has far more features in the design than in 
the tractor-trailer models discussed earlier in this chapter. The closest model with a 
similar level of design features would be the GCM tractor-trailer model. The significant 
design difference (beyond the fact that this research model is a mining truck) is the lack 
of symmetry in all three axes, whereas, the previous large ground vehicle designs are 
symmetric in the spanwise direction. However, due to the large nature of the tractor-
trailer, one could draw a parallel between CFD simulations that use a turbulent model, 
such as DES, and one of a similar simulation of a mining truck. Discussed in this chapter, 
one could expect better comparable CFD simulation results to experimental data with a 
DES model over a RANS model. And, at the same time, could also expect some 
discrepancies in the downstream positions of trailing vortices between CFD simulations 
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with a DES model and experimental data. Turbulent flow in the wake of the large mining 
trucks is complex and unsteady, which is averaged out in RANS simulations. Therefore, 
CFD simulations in this dissertation compared steady and unsteady RANS simulations to 
DES that resolved the time-dependent complex flow. 
Windtunnel experiments were conducted in this research using PIV in conjunction with 
the CFD simulations. No windtunnel experiments of a mining truck were found in the 
literature. Results from simulations and the experiment were post-processed by code 
written in Matlab R2009a and/or by Tecplot 360 v2006. A Turbulent Kinetic Energy 
Budget and POD analysis were performed for each of these planes. The results and post-
process analysis of the CFD simulations and experiments has added insight to the 
unsteady turbulent flow behaviors and structures in the wake of a large mining truck. 
The following is a discussion of the chapters included in this dissertation. The 
mathematical formulations of CFD methods and decomposition technique are discussed 
in Chapter 2. The main results of this research are included in Chapters 3, 4, and 5. 
Chapter 3 examines a validation of Fluent capabilities and its computational methods 
applied to classical turbulent flow problems. These validations focused on Fluent's 
unsteady computational methods, wall-bounded and shear flows, the ability to 
compensate for affects at different Reynolds numbers, and produce solutions that 
compare reasonably well to accepted Direct Numerical Simulations (DNS) or 
experimental results. The validation cases were two classic turbulent flow problems: flow 
between infinite parallel plates (herein referred to as channel flow) and flow over a 
cylinder. Channel flow offers a pure wall bounded flow, where all the turbulence 
generated at the wall progresses through the span of the plates. Flow over a cylinder 
offered shear flow turbulence generation from the unsteady cycling of vortex shedding. 
Chapter 4 and 5 present the CFD simulation and windtunnel experiment results of the 
truck model, respectively. While there are many areas of interesting turbulent flow, this 
research focused on three streamwise, road-normal planes, roughly one truck-length long 
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by 1.5 truck-lengths high, located behind the truck. One of these planes was positioned at 
the centerline of the truck and the other two were positioned behind each set of rear tires. 
Steady and unsteady wake features were examined in this research. The mean contours, 
profiles, and streamlines for each plane show similar results between each of the 
turbulent models. Flow behavior shown in the CFD simulations were compared to 
experimental results for the same three planes. In the centerline plane, a road-level 
recirculation zone was located just behind the truck. Because of the design asymmetry of 
the truck, the recirculation zones for the two sides were slightly different. On what was 
called the "passenger" side of the truck, a vortex formed behind the rear tires about half 
way between the road surface and the bottom side of the dump bed. On the opposite, 
"driver" side, a vortex was located closer to the bottom side of the dump bed. The origin 
of some unsteady flow features from the top-side of the truck could not be pinpointed in 
the areas of the three planes. The affect on the wake was traced in the videos made during 
the CFD simulations. Although not an area investigated in this research, it became clear 
that the top-side of the leading edge of the dump bed influenced the wake. The main 
impact on the wake was seen in the centerline plane. Due to the height of the payload at 
the centerline and the separation at the leading edge, a shedding vortex was formed. 
These shed vortices followed down the backside of the payload and trailing end of the 
dump bed with a trajectory towards the road surface. The leading edge separation had 
less influence on the wake for planes that were positioned behind the rear tires. The 
principal reason for the shedding vortex not forming was because the profile of the 
payload tapers to each side. Separation for the outer planes primarily occurs from the top 
of the payload or from the trailing end of the dump bed. However, these separations 
generated a nearly horizontal wave motion in the wake. During post-processing, it was 
found that the TKEB characteristics for the three planes coincided with the flow 
behaviors seen in the CFD simulations. Decomposing the turbulent flow of the truck 
wake with the POD technique found that about 75% of the total turbulent energy was 
captured by only 100 modes and equivalent energies, and on average, modal energy fell 




The Computational Fluid Dynamics (CFD) simulations in this research were conducted 
with the commercially available software package Fluent v6.3.26 (Fluent User Manual 
(2006), herein, FUM, 2006). This research focused on the understanding of the turbulent 
flow behind a scaled model of a 400ton-class mining truck. Fundamental equations of 
motion, conservation of mass (continuity) and momentum, apply to the CFD simulations. 
The pair of conservation of mass and momentum equations used in the CFD formulation 
are the well-known Navier Stokes equations (NSE). Nothing new in the case of these 
equations is presented here; many textbooks cover these fundamental equations of motion 
in great detail. Likewise, there was no new development of equations for the various 
computational methods used in this work. These equations are also well described in 
textbooks and the literature. However, the computational methods presented here are in a 
form designed to be used in the Fluent solver with its default constants. The 
computational methods discussed here are the steady/unsteady Reynolds Averaged 
Navier Stokes (RANS/URANS), Large Eddy Simulation (LES), and Detached Eddy 
Simulation (DES) as presented by FUM (2006). Two additional post-processing 
mathematical techniques, used in this work, are also discussed. They are Turbulent 
Kinetic Energy Budget (TKEB) and Proper Orthogonal Decomposition (POD). The 
TKEB is a well-established formulation presented in many textbooks. POD, on the other 
hand, is a relatively new technique and concept that has many applications but it is 
applied here to turbulent flow. This chapter outlines the mathematical formulation of 
these computational methods and post-processing techniques. 
2.1 STEADY/UNSTEADY REYNOLDS AVERAGED NAVIER STOKES 
The RANS model used in this research was the k-s based model. Where the turbulent 
flow behavior has been reduced to the two variables, Turbulent Kinetic Energy (TKE), k, 
and TKE dissipation, s, which are based on eddy viscosity model. As the "Averaged" 
implies in the RANS name, velocity fluctuation terms are driven to zero and only the 
mean velocities are retained in the NSE. Equation 2-1 through 2-6 are from the FUM 
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(2006). Equation 2-1 and 2-2 are the NSE for the RANS and represent continuity and 
conservation of momentum, respectively. 
dt dx, 
Eqn. 2-1 
d{pU)^d(pU,u)= dp | d 
dt dx, dx, dx, 
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The last term in Eqn. 2-2 is the product of the averaging of the NSE. Without modeling 
this term, Eqn. 2-1 and 2-2 remain in an open form. FUM (2006) stated that the RANS k-
s is closed by the Boussinesq hypothesis, shown in Eqn. 2-3. 
pu,Uj = ju, 
l , J 
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In Eqn. 2-4 the total derivative of the TKE (left hand side - LHS) represents the sum of 
the time partial derivative of TKE and the convection of TKE. Similarly, in Eqn. 2-5 the 
total derivative of TKE dissipation, the LHS represents the sum of the time partial 
derivative of TKE dissipation and the convection of TKE dissipation. 
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M,=pCM Eqn. 2-6 
In both equations, the first term on the right-hand side (RHS) (partial derivative with 
respect to Xj) is the diffusion, or transport, term for the respective variable. In both k and s 
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transport equations, dynamic fluid viscosity is related to a turbulent viscosity (Eqn. 2-6), 
which is not a property of the fluid but rather the flow. The second term on the RHS of 
Eqn. 2-4 and 2-5 is the production term that sums the generation of TKE by mean-
velocity gradients (Gk). The third term on the RHS of Eqn. 2-4 and 2-5 is the dissipation 
term of both variables. In the development by Fluent several of these constants are set 
with default values. These constants are Ci£ = 1.44, C2£ = 1.92, C|j=0.09, ak=1.0, and 
CT£=1.3; where a is a turbulent Prandtl number (FUM, 2006). These default values were 
unchanged in the RANS simulations conducted in this research. 
In the steady RANS simulation the time partial derivatives are zero. Whereas, in the 
URANS simulations the time partial derivatives of the NSE and the TKE and dissipation 
transport equations are resolved and the respective variables vary with time. However, 
the time-averaged results of the CFD simulation with the URANS model should closely 
reproduce, if not replicate, the results of RANS. 
2.2 LARGE EDDY SIMULATION 
The LES model has come to the forefront of turbulence flow computations with the 
advancement of computing capabilities. LES is a technique that solves instantaneous 
velocities in the equations of motion, NSE. This is not unlike Direct Numerical 
Simulation (DNS). The difference, however, is that DNS needs the finest computational 
domain mesh to resolve all length scales of turbulence. LES takes advantage of a 
relatively coarser mesh by directly solving only for turbulent flow structures (low 
frequency, high energy eddys) that are larger than the size of the mesh; these are the 
resolved scales. For length scales of turbulent flow structures that are smaller than the 
mesh size (high frequency, low energy motions), or subgrid scales, that can not be 
resolved, are modeled and the equivalent stress is added to the equations of motion. 
Equations 2-7 though 2-12 are from FUM (2006), but are the general LES equations. As 
LES is a modification to the NSE; Eqn. 2-7 and 2-8 are the conservation of mass and 
momentum. Conservation of mass is unchanged. However, there is an extra term 
included at the end of the RHS of the conservation of momentum, Eqn. 2-8. This extra 
term is the gradient of the subgrid stress (SGS) model. 
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dt dx: 
d{pu) djpufi) __ d 
dt dXj dxj 
LES uses a "tophat" filter, G(x,x') in Eqn. 2-9, which is more-or-less a frequency cut-off 
filter that allows the resolved scales to be resolved and models the subgrid scales. The 
calculation for a generic filtered scalar {<f>, filter variables represented with an over-
carrot) is also shown in Eqn. 2-9. 
[0, x' otherwise 
f(x)= j<f>(x')G(x,x'}lx' => — $<f>(x')dx',x' e v Eqn. 2-9 
D " v 
Here, filtering scalars in the fluid domain, represented by D, is reduced to a function 
based on the discretization of the computational cell volume, V. The SGS model shown 
in Eqn. 2-10 is a function of the Rate of Strain Tensor, Sy, Eqn. 2-11 and a turbulent 
viscosity term, u.t. The Fluent default SGS model uses the Smagorinsky calculation 
(Smagorinsky, 1963) for jj,t, Eqn. 2-12. Fluent offers an option of constant or a dynamic 
coefficient for the Smagorinsky calculation, Cs (FUM, 2006). Germano et al. (1991) 
proposed that "it is not possible to model effectively with a single, universal constant 
(Cs)." They discussed a number of authors who found that the constant originally 
proposed by Smagorinsky (1963), Cs, was not necessarily constant and for numerous 
reasons varied between 0.1 and 0.23. Germano et al. (1991), however, did suggest taking 
advantage of the Smagorinsky model while incorporating a variable Cs. The slight 
variation in values of Cs allowed a wide spread application of the Smagorinsky turbulent 
viscosity calculation. The modification by Germano et al. (1991) fulfilled the backscatter 






deficiencies of the original Smagorinsky model; backscatter is the transfer of energy from 
the small to large scales. Lilly (1992) improved the Germano et al. (1991) model by 
modifying the calculation of the Cs to illuminate numerical instabilities. FUM (2006) 
simply stated that the calculation of "Cs, is dynamically computed based on the 
information provided by the resolved scales of motion." For further details on the 
calculation of the dynamic Cs, please refer to Germano et al. (1991) and Lilly (1992). In 
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While the mesh requirements of the LES has its advantages over the mesh requirements 
of DNS, the mesh requirements for LES, in the grand scheme of turbulent flow 
simulations, remains relatively fine. The fine mesh detail is particularly critical in wall 
bounded flows near the walls to accurately solve the boundary layer where all turbulent 
flow behavior is generated. 
2.3 DETACHED EDDY SIMULATION 
DES is a hybrid computational method. It blends a RANS model and LES. DES uses a 
RANS model to define the boundary layer out to a calculated distance. At this distance 
from the wall, the DES model transitions from the RANS to the LES model. This eased 
the near wall meshing requirements of LES, which is particularly beneficial when an 
object induces turbulent flow. In DES, the RANS model and model transition criteria can 
vary widely, but the same objective is present. Fluent (FUM, 2006) uses the one-equation 
Spalart-Allmaras RANS model, Eqn. 2-13. 
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d{pv,) ^d{pv,u)= 1 
dt 8x, a„ ^ + pV>)dt\ + C»P 'dv* Kdxu + G„ Eqn. 2-13 
In the RANS model discussed in Section 2.1, there were two transport equations of the 
turbulent flow behavior k and s. In the one-equation Spalart-Allmaras model, there is one 
transport equation for turbulent kinetic viscosity, vt. Equation 2-13 shows the total 
derivative for vt, where the LHS equals the sum of the time partial derivative of vt and the 
convection of vt. The first term on the LHS includes vt diffusion and dissipation. The 
second term, Gv, is a model of the turbulent viscosity production, asshown in Eqn. 2-14. 
In the model of Gv, the magnitude of vorticity, S, is modeled with rotation and strain 
tensors, Eqn. 2-15. The last terms on the LHS of Eqn. 2-10 is Yv, a destruction term, and 
its calculation is shown in Eqn. 2-16. 




1 + Zfvi 
Eqn. 2-14 
5 - | Q , | + C ^ min(0,|s,|-|Q,|) |Q,| = 72Q,Q,y fa^fis^ Eqn. 2-15 
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Eqn. 2-16 
Equations 2-13 through 2-16 are the near wall Spalart-Allmaras RANS calculation 
portion of the DES. The transition to LES occurs at Eqn. 2-17, where Cdes = 0.65, A is the 
largest directional grid spacing of the computational cell, and the length scale d is the 
distance to the closet wall. 
</ = min(</,CA,A) Eqn. 2-17 
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Also at this transition and shown in Eqn. 2-18, LES uses the calculation for the turbulent 
viscosity, jxt, which is based on a viscous damping function, fv\, and a ratio, & of vt to 
fluid kinetic viscosity, v, from the Spalart-Allmaras model. From the transition and 
further away from walls, the LES model takes over and performs as it is designed as 
discussed in the previous section. The constants for the Spalart-Allmaras model defined 
by Fluent (FUM, 2006) are Cprod = 2.0, Cbi = 0.1355, Cb2 = 0.622, Q>i = 7.1, Cw2 = 0.3, 
Cw3 = 2.0, cv = %, and K = 0.4187. 
M, = PV,fvl fvX 
z'+cl 
X ^ Eqn. 2-18 
2.4 TURBULENT KINETIC ENERGY 
The Turbulent Kinetic Energy (TKE) equation was developed from the total derivative of 
the Reynolds stress, Eqn. 2-19. When i = j , one finds only the Reynolds Normal Stresses, 
i.e. u'2, v'2, and w'2, Mathieu and Scott (2000). As an outcome of the derivation, a factor 
of V2 is introduced and the kinetic energy components Viu'2, V2V2, and V2W2 result, 
Eqn. 2-20. Total kinetic energy is the sum of the three components. 
Du'u', du'u', — 
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Eqn. 2-20 
Mathieu and Scott (2000) show and describe each part of the Eqn. 2-20, known as the 
Turbulent Kinetic Energy Budget (TKEB), has a role in the TKE behavior in the fluid. 
The LHS of the equation, total derivative of TKE, is the sum of the time partial derivative 
and convection of the TKE terms. The convection term is sometimes referred to as 
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advection, An, to eliminate confusion with other convection terms such as in heat 
transfer, although, its behavior is similar to these terms. The RHS of the equation 
contains the terms for production, diffusion, and dissipation. Production, Pjj, and 
dissipation, en, are as exactly as their names imply to TKE. Diffusion can be thought of as 
the transport of TKE throughout the fluid. Diffusion can be affected by the turbulence 
itself, Tjj, and viscous effects, Djj, each of-which are terms that can be determined 
separately. Mathieu and Scott (2000) explained the pru term as the "transfer of turbulent 
energy by pressure effects (work done by fluctuating pressure)." Determining the TKEB 
requires equating all the terms of the RHS (production, dissipation, diffusion-turbulent & 
viscous, pressure effects) to the LHS side (convection & time derivative) of the equation. 
When finding the mean TKE in the TKEB, the time derivative averages out. 
2.5 PROPER ORHTOGONAL DECOMPOSITION 
Also know as low-dimensional modeling, reduced-order modeling (ROM) is a significant 
reduction in degrees of freedom of a system while retaining vital system information. 
Relating the application of ROM to turbulent flow simulations, Smith et al. (2005) 
showed that the degrees of freedom (N) is related to the Reynolds number by, N ~ Re9/4, 
for 3-dimensional turbulent flow. They pointed out that while finite, the number of 
degrees of freedom could be extremely large, but more importantly, stated that this 
"relation estimates the number of modes (N) sufficient to reliably approximate a turbulent 
system, but not how many are necessary." A way to determine the 'necessary' modes for a 
practical approximation of the same 'turbulent system' is to separate the turbulent flow 
length scales by their respective energies and capture only those that constitute the 
majority of the total kinetic energy. Turbulent flow structures with the most energy are 
the least frequent (i.e. the largest length scales), while the smallest structures are the most 
numerous (highest frequencies) they contain the lowest energies. Proper Orthogonal 
Decomposition (POD) is a numerical technique, which has many applications, but can be 
applied to turbulent flow-fields to separate the coherent structures, ranked by their 
energy. By concentrating the application of POD to the fluctuating velocity components, 
a selection of the highest ranked energies and modes from the POD can reconstruct 
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turbulent flow parameters such as Reynolds Stress and kinetic energy with reasonable 
accuracy compared to the original flow field. 
POD is a post-processing tool. After an investigator has collected time dependent data 
from a computational simulation or an experiment, the investigator can use POD on the 
time dependent data. There are several advantages to the POD that make it a powerful 
tool, most notable, is its universal application to turbulent flows. It can be used with a 
flow-field generated from CFD simulation or from experimental data. The POD method 
can be applied to any spatial dimension (1-d, 2-d, or 3-d), or a complete data set for an 
ensemble average of energies or on a single time step to show the effect of the temporal 
dimension. There are no restrictions on the control volume shape, sub-domain or full-
domain, because, mathematically, POD makes a square matrix out of the characteristics 
based on their positions in the flow-field. The POD for the full-domain and the sub-
domain are calculated separately and the resulting equivalent energies and mode shapes 
are unique to the respective domain. The POD method can be used to reconstruct any 
flow property, which is a function of velocities, for example, individual velocity 
components, Reynolds Stress, and kinetic energy. To create a perfect reconstruction of 
any flow characteristic, an infinite number of energies and corresponding modes are 
required. A side effect of the POD method is the generation of the energies and 
corresponding modes is limited to the number of nodes (or collection locations) times the 
number of velocity components collected. For example, an experiment or computational 
simulation having 630 nodes at which all three velocity-components were collected, 
1,890 POD energies and corresponding modes could be obtained. Many modern 
experiments or computational simulations can have flow-fields with the number of nodes 
from a few hundred to the tens of millions or more because of the capabilities of modern 
computers. Although experiments or computational simulations may have many nodes, it 
turns out that only the first few (on the order of hundreds) POD energies and modes 
capture the majority of the total energy, which is all that is necessary to give reasonably 
good reconstruction results. The benefit to the POD method is that the data set required to 
reconstruct all the characteristics of the flow-field can be dramatically reduced while 
retaining the majority of the energy. 
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This discussion covers the POD mathematical procedure and draws heavily from the 
paper by Reichert et al. (1994), because their explanation of the POD applied to turbulent 
flow was extremely clear. The POD mathematical procedure is quite straightforward 
when broken down into its three principle components: two-point correlation tensor, 
integral eigensystem equation, and random modal coefficients. Techniques to 
numerically solve the integral eigensystem equation are presented, as well as the 
homogeneity assumption that significantly reduces the computational requirements of the 
two-point tensor. 
In the POD method, the eigensystem mathematically represents the energies by the 
eigenvalues, A,m, and corresponding modes (or turbulent coherent structures) by the 
eigenvectors, Oj;m; where "i" is the node number and "m" is the mode number (highest 
energy at m = 1). The eigensystem equation is in the form AOj;in = A,
mOjm; where A is a 
square matrix that contains flow characteristic information about each point in the 
domain. Holmes et al. (1996) showed that both the ranked energies and square 
characteristic matrix evolve together, by optimizing the maximum energy, and was 
written as, 
max n
 v „ „ , ' Eqn. 2-21 
<PEZ,2([0,1]) (J) 
Holmes et al. (1996) explained that this established that the energies would be ranked in 
the eigensystem. The brackets, < * >, expresses an ensemble average, brackets, | * |, 
signifies a modulus, and brackets, || * ||, indicate the L2-norm. L2([0,1]) is a infinite-
dimensional Hilbert space of a square integrable function. Where, the inner product (u,0) 
is the square integrable function; generically, Holmes et al. (1996) showed the inner 
product was written as, 
(/.*)= \f(X)g iXW Eqn. 2-22 
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Similarly, Smith et al. (2005) showed, 
l / W | | 2 = (/",/) = \\f(X)\2dX Eqn. 2-23 
This inner product function formed the basis for the square characteristic matrix. In the 
optimizing statement above, Eqn. 2-21, the maximizing constraint is ||0|| = 1. Holmes et 
al. (1996) presented a constrained variation equation, Eqn. 2-24, and the necessary 
condition for the constrained variation equation, Eqn. 2-25. 
J [ 0 ] = (\(u,of ) - A(\\0\f -1) Eqn. 2-24 
j-J[Q> + <W]s__0=0 Eqn. 2-25 
They showed that substituting Eqn. 2-24 into Eqn. 2-25 and reducing yields, 
—J[((u, <D + W^O + W, u)) - MO + <W, O + &¥)]s_0 = 0 
dd 
/^[({u, ^X<t>, «)> - A(<D, T)] = 0 Eqn. 2-26 
Using the definition of the inner product in Eqn. 2-22, Eqn. 2-26 develops into, 
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( 0 , T ) = \<!>(Xy¥\X)dX 
0 
'1 1 \ 1 
\u(Xy¥* (X)dX J<D(X>* (X')dX')-A jO(X)Y (X)dX = 0 
I J(«(*)"' (X'))0(X')^T' - ^O(X) *¥ dX = 0 Eqn. 2-27 
Because 4*, and thus VP , are arbitrary variations, Holmes et al. (1996) showed the 
necessary condition, Eqn. 2-25, simplifies to, 
i 
$(u(X)u(X'))®(X')dX' = AO(X) Eqn. 2-28 
Equation 2-28 is the fundamental basis of the eigensystem of the POD method. Note that 
X and X' are different locations in the domain. Thus, u(X)u*(X') is a square correlation 
matrix of velocities throughout the whole domain. Reichert et al. (1994) called this the 
two-point correlation tensor, Ry, 
Rlj{X,X') = (u(X)u\X')) = u,(X)Uj(X') Eqn. 2-29 
Substituting Eqn. 2-29 into Eqn. 2-28, Reichert et al. (1994) showed, 
faix.xybj^xyK1 = roim(x) Eqn. 2-30 
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This equation, Eqn. 2-30, in the eigensystem form, A®j,m = l
mOj>m, where square matrix 
A is Rjj is ultimately what the POD method mathematically had been working to achieve; 
that is RijOjm= A,
mOi;m. Computationally, the two-point correlation tensor, Rjj, can be 
extremely expensive to generate. The assumption of homogeneity can help reduce some 
of the computation by generalizing correlations. Holmes et al. (1996) describes 
homogeneity as a flow with translation invariance. Velocities in a statistically stable flow, 
in the direction of unbounded or periodic boundary conditions, will relate simply on the 
distance between the two locations. Although the velocities may change instantaneously 
with time, the average with respect to time does not. Holmes et al. (1996) went into some 
detail to show that for the homogeneity assumption that Ry(X,X') = Rij(X - X'), 
demonstrating that for homogeneity in turbulent flow, the correlations and statistical 
properties are independent of the spatial shift. The relation Ry(X - X') can be simply 
written Ry(rj). This assumption allowed each correlation in the homogeneous direction to 
be replaced by the respective distance, 'rj'. As the node locations do not change with each 
time step, the generation of the correlation tensor, for the homogeneous direction, reduces 
to one time rather than with each time step used in the ensemble average. This is 
particularly useful when multiple directions are homogeneous; say a 3-d Couette flow 
homogeneous in the x- and z-directions, Ry(X,X') = Rij(rx,y,y',rz), where the repeated 
computational effort is only in the y-direction. 





RIJ(X,X') = Ry{x,y,z,x',y',z') 
= RIJ(x,x',y,y',z,z') Eqn. 2-31 
for homogeneity in the x - direction, 
.:RlJ{X,X')=RIJ{rx,y,y\z,z') 
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With up to three velocity components, "i" and " j " = 1 to 3, there are at most a total of 
nine Ry matrices, Ruu, Ruv, Ruw, Rvu, Rw, Rvw, Rwu, Rwv, and Rww. Each matrix is 
comprised of the product of velocities at each location; rows of the matrix relate to the 
location of the first velocity and the columns relate to the location of the second velocity. 
For an ensemble average, the velocity product is calculated for every sample, or time 
step, and then the series of products are averaged. As the size of both rows and columns 
equals the total number of locations, as proved above, each Ry is a square matrix and is 
completely independent of the relationship of the physical location. The assembly of the 
applicable two-point correlation tensors is now represented as the square matrix R; 
notation used by Reichert et al. (1994). 
The challenge of Eqn. 2-30 is to numerically solve the integral eigensystem. There are 
several techniques to solve this integral eigensystem; no one stands out as significantly 
better than the others. One technique to solve the integral eigensystem is presented by 
Reichert et al. (1994) and was the technique used in this research. Another, similar 
technique was discussed by Smith et al. (2005). A diagonal matrix, D, is formed that 
contains quadrature weights that are products of Ad (incremental distances, i.e., Ax, Ay, 
or Az) and trapezoidal-rule integration weights, 0.5,1,1,..., 1,1,0.5 for n locations 
(Ramsay and Silverman, 1997). However, it proved beneficial for the numerical 
integration to have the uniform incremental distances for each direction. So, the 
numerical version of Eqn. 2-31 takes the new form, 
RDO=X<D Eqn. 2-32 
Reichert et al. (1994) stated that R loses its symmetry when it is post-multiplied by D. 
Therefore, the following manipulations are performed to retain symmetry and the 
eigensystem form. Where, RD from the Eqn. 2-32 becomes VD RVD, the energies 





VD RVDVF=XVF Eqn. 2-33 
The last step in the POD process is to create the random modal coefficients, am. This was 
done using Eqn. 2-34 (Reichert et al., 1994) and Einstein's summation rule, i = 1 to 3. 
am = \u, (X)O, m (X)dX Eqn. 2-34 
Now, the three essential parts, Oi,m, A.
m, and am, to the POD have been obtained. If the 
POD is completed properly there are a few properties that can be checked to validate the 
POD method, and these are: 
1) Numerical error determined by RDO - A,<t> = 0 
2) Modal orthonormality (Reichert et al., 1994 and Ramsay and Silverman, 1997), 
Jof (X)Or (X)dX = Snm
 E q n* 2"3 5 
_\\,n = m 
\§,n*m 
Numerically this in matrix form will result in an Identity, 
invOP) T = I Eqn. 2-36 
Or, 
inv((D)DO = I Eqn. 2-37 
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3) X oc a (Reichert et al., 1994), 
<2 <3 = A,5nm Eqn. 2-38 
4) Total Energy (Reichert et al., 1994), 
Form 1 (integral) 
EroT = ^uXX)uXX)dX = \RtidX
 E<in- 2 " 3 9 
Form 1 (numerical) 
E^^diag^D) Eqn. 2-40 
F -V;» F o r m 2 
^ror-Z^^ Eqn. 2-41 
Any flow property that is a function of velocity can be reconstructed. Reichert et al. 
(1994) showed three reconstruction equations using the three POD results, ®j,m, A."
1, and 
am, 
1) Instantaneous fluctuating velocity field 
M 
M,(*) = Z«
fflO,.m(X) Eqn. 2-42 
2) Reynolds stress 
M 
u^XyujiX) = £ A"a>/>M(X)®,m(X) Eqn. 2-43 
m=\ 
3) Kinetic energy 
\Ul(X)ut{X) = ̂ A-fo] Eqn. 2-44 
Proper Orthogonal Decomposition is a powerful post-processing tool used to isolate 
turbulent flow coherent structures. Mathematically, the POD method is quite 
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straightforward with its three principle components, two-point correlation tensor, integral 
eigensystem equation, and random modal coefficients and is not limited by the 
complexity of the model. The uniqueness of the POD procedure comes from the energy 
maximizing optimal function that develops into the integral eigensystem. Solving the 
integral eigensystem resulted in the coherent structures, or modal shapes (eigenvectors) 
and corresponding energies (eigenvalues) ranked by highest energy. No single mode can 
individually represent the complete turbulent flow behavior. However, with some 
manipulations of POD eigensystem results, Ojm, X
m, and am, flow-field reconstruction 
will steadily become more accurate with continual addition of modes. Energies and 
modes are unique to a given problem; a set number of modes for one model may not give 
as good a representation as on another. Resoundingly, POD is a successful means of 
capturing the majority of the turbulent energies in a significantly truncated form while the 
flow-field reconstruction remains extremely accurate. Therefore, this is a viable method 
for ROM in complex turbulent flows. 
Conceptually, POD could be considered a form of statistical LES as both techniques 
isolate the largest turbulent flow structures while truncating the smallest. POD determines 
structures by an integral eigensystem of flow results and is limited by the number of 
elements in the analysis. Whereas, LES is a modified Navier-Stokes method that 
calculates flow properties limited by the size of the cells in the computational domain. 
A series of Matlab R2009a scripts were written to do the post-processing numerical 
calculations of the POD. Appendix B contains scripts that were written to calculate and 
output the time average velocities for each location, the quadrature (integration) weights, 
each of the nine sub-matrices of the two-point correlation matrix and integrated two-point 
correlation matrix, and complete the eigensystem analysis. Where possible the scripts 
were written in parallel computing form; this was particularly advantageous for the 




3.1 FLOW BETWEEN PARALLEL PLATES (CHANNEL FLOW) 
The purpose of the channel flow validation case was to demonstrate the capabilities of 
Large Eddy Simulation (LES) for wall bounded flow. This is a classical, well-studied 
problem—infinitely wide parallel plates. This is a 3-dimensional (3-d) problem that 
reduces to a 1-dimensional (1-d) averaged flow. Mean component velocities and 
Reynolds Stress profiles are compared to Direct Numerical Simulations (DNS) results by 
Moser et al. (1999). For this work the streamwise directions were taken to be analogous 
to the X-Cartesian direction, for the spanwise direction - the Z-Cartesian direction, and 
wall-normal direction - the Y-Cartesian direction, were used interchangeably. 
The prototype for these validation simulations was based on Kim and Makarov (2005). 
They performed a simulation of a fully developed LES channel flow for Reynolds 
Turbulent Numbers (ReT = uT8/v) of 180 and compared their results to the same DNS 
results. The temporal solution computational domain size was 2nb x 28 x 7t8 (X,Y,Z, 
where 5 was the half channel height dimension) and the hexahedral mesh was based on a 
72 x 72 x 72 grid. In the wall normal direction, the first grid node was at y+ = 0.3 with a 
node spacing of Ay+ = 14 at the center of the channel. It was assumed that the grid nodes 
were uniformly spaced in the streamwise and spanwise directions. The boundaries in the 
wall normal directions was non-slip stationary walls, and periodic boundaries in the 
streamwise and spanwise directions. A pressure gradient calculated based on xw= puT
2 
was imposed on the streamwise periodic boundaries. The time-step size was determined 
from At = At v/ uT , where At =0 .3 . The convection terms were discretized with a 
second order central differencing scheme. 
For this work, a channel width was arbitrarily selected to be lcm or 8 = 0.005m. Though 
the channel width was selected arbitrarily, the channel streamwise and spanwise 
directions' lengths conform to the domain sizes discussed above for temporal 
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simulations; 2nd x 28 x 7:8. The domain for the CFD simulations was created using 
Gambit v2.4.6. The physical dimensions of the volume were 0.03142m x 0.01m x 
0.01571m. The two faces in the XZ-plane that were considered the top and bottom walls 
of the channel were no-slip wall boundaries. The faces in the XY-plane represented the 
spanwise periodic boundaries, AND allowed flow only to cross these boundaries in order 
to maintain 3-d continuity. The faces in the YZ-plane represented the streamwise periodic 
boundaries, or the "inlet" and "outlet" faces in the flow direction. A small area (5% of the 
half-channel height, 0.00025m) at the top and bottom of the "inlet" and "outlet" faces 
was separated to aid in the meshing process. These areas, referred to as the boundary 
layer faces, provided a region close to the walls for additional meshing nodes. 
Extraordinarily tight mesh was required near the wall because no wall functions were 
used in the LES simulations. 
Two ReT numbers from the Moser et al. (1999) DNS work were selected for the 
validation simulations in this work; ReT =180 and 590. Moser et al. (1999) explained the 
differences in the streamwise velocity profiles between the two Reynolds numbers as 
this, ReT = 180 will have a short, maybe no, log layer and a "larger intercept (region) than 
in the higher Reynolds number flows." This wide range in ReT was selected in order to 
show the ability of the CFD solver to compensate for Reynolds effects. 
Fluent gives the user a choice of two inputs to drive the flow of temporal simulations. 
The choices are pressure gradient or mass flow. With the choice of one, the other is 
allowed to balance during computations without further user input and is available as a 
result. For the channel flow computation the pressure gradient was selected as the input. 
Therefore, a pressure gradient (dP/dx) had to be determined. From Bernard and Wallace 
(2002), the pressure gradient is a function of the channel height and the wall shear stress; 
dP/dx = -(2/h)xw, where 2/h = 1/8. Bernard and Wallace (2002) also defined the wall 
shear stress; TW = puT , where p is the fluid density and uT is the friction velocity. The 
unknown in this problem is uT. To determine uT, a turbulent fully developed profile is 
needed. White (1999) detailed an equation that approximates the turbulent fully 
developed profile: 
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u = uT —\nr—*-+B 
\K V ) 
Eqn. 3-1 
Where the constants are defined as K = 0.41 and B = 5. To find a pressure gradient at a 
given ReT, a series of equations were solved simultaneously based on known fluid 
properties and channel height. As stated, the half channel width (8) was predetermined at 
0.005m. The default air properties in Fluent for density (p) and dynamic viscosity (u) 
were 1.225 kg/m and 1.789x10" kg/ms, respectively. Based on these air properties, 
kinematic viscosity (v) was calculated to be 1.461x10 m/s . To start the equations 
solver, a bulk Reynolds number (Rea = Uo5/v) was used as the input. The mean flow 
velocity (u0) was calculated by back-solving from Res. Simultaneously, friction velocity 
(uT) was automatically adjusted until the mean flow velocity (u) in Eqn. 3-1 equaled UQ 
from Ree. Ree was manually adjusted until the desired ReT was achieved. For the given 
conditions, ReB = 3180 resulted with ReT = 180 and ReB = 12131 with ReT = 590. This 
gave initial estimates of uT = 0.526 m/s for ReT =180 and uT = 1.724m/s for ReT = 590. 
Settings for the pressure gradients were then calculated at -67.76 Pa/m and -727.89 Pa/m 
for ReT =180 and 590, respectively. 
Two cases were created for the ReT = 180 channel validation. The first case, referred to as 
C-A-180, had 723 nodes as used by Kim and Makarov (2005). The second case, referred 
to as C-B-180, doubled the number of node points in the wall-normal direction, 72 x 144 
x 72. The uniform spacing of the 72 nodes in the stream wise and spanwise directions was 
identical for both cases. The distributed node spacing applied in the wall-normal direction 
increased towards the center of the channel. The wall-normal distribution was broken into 
three sections, the two boundary layer faces and the center channel face. A hexagonal 
volume mesh was applied to the volume nodes that provided identical grids on parallel 
cross-sectional slices in any plane direction. Table 3-1 shows the two cases, the wall-
normal node distributions, and node spacing in wall units (superscript +) based on initial 
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estimate of uT = 0.526 m/s. Most properties can be changed into wall units by using a 
function of the friction velocity, shown generically in Eqn. 3-2: 
, + d>uT 
<t> = 1L-L- Eqn.3-2 
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It can be seen in Table 3-1 that the spanwise spacing for both cases was dz+ = 7.8554 
which is well within the recommended maximum of dz+ <= 20 by Shi et al. (2001). 
Similarly five cases were generated for ReT = 590. The first two, C-A-590 and C-B-590, 
had identical meshes to their ReT =180 counterparts. The remaining three cases have 
mesh that progressively doubles nodes in each direction. Table 3-2 shows the five mesh 
cases for ReT = 590, where wall units are based on the initial estimate of uT = 1.724m/s. 
The maximum spanwise spacing for the ReT = 590 cases was dz
+ = 25.7466 which is only 
slightly greater than the recommendation by Shi et al. (2001). 
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3.1.1 Channel Flow Validation and Sensitivity Study, ReT = 180 
A sensitivity study was performed with the C-A-180 and C-B-180 cases. Three variables 
were controlled: mesh size, momentum discretization, and time step. Between these two 
cases, the mesh count in the wall normal direction was double. As this simulation can 
reduce to a 1-d solution in the wall normal direction, the results may be influenced by 
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increasing the number of cells. Similarly, on momentum discretization, whether it is 
second order Central Differencing (CD) or Bounded Central Differencing (BCD) may 
influence the profile calculation. Based on the initial time step selected, the computations 
were also performed at a quarter of the initial time step. If the initial time step and the 
quarter time step are in good agreement, then the initial time step is an appropriate size. 
However, if there is not a good agreement, then it could be that the time step is too large 
or small respectively. 
For the ReT =180 cases a wall units time step size of dt
+ = 0.3 was selected. The quarter 
step size was dt+ = 0.075. The basis of the time step selected for these simulations was 
Kim and Makarov (2005), who used dt+ = 0.3. Based on Eqn. 3-3, the time in wall units 
can be converted to real time to be used as the input to the CFD simulations. For ReT = 
180 and the initial estimate of uT = 0.526m/s, the real time for dt
+ = 0.3 was found to be dt 















































































All eight combinations of the sensitivity study were tested; results are shown in Table 3-
3. Each combination was run for an excessively long time, nearly 160 flow-thru times, to 
ensure a fully-developed turbulent profile throughout the entire domain. The flow-thru 
time was based on the channel length and the mean velocity. For each simulation the 
friction velocity and corresponding ReT value was calculated by two methods, the log law 
(Eqn. 3-1) and by the viscosity and mean velocity gradient (udu/dy - Bernard and 
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Wallace, 2002). The gradient was calculated by a first order forward approximation. 
Table 3-3 shows that the C-B-180 case with CD discretization had the closest agreement 
between the calculations of friction velocity. 
This implies that the finer mesh adds to the accuracy of the computations. On close 
examination of the C-B-180 streamwise velocity profile in Fig. 3-1, the parameters that 
provided the best approximation were CD discretization at both time steps. Which is in 
agreement of Table 3-1 where it was determined that both selected time steps resulted in 
similar friction velocity values. Therefore, the larger time step (dt+ = 0.3) was determined 
to be appropriately sized for the simulation. For the remainder of this discussion, the only 
time step addressed is dt+ = 0.3. Confirming that the C-B-180 mesh and CD discretization 
provided the best approximation for these validation cases, streamwise velocity and 
Reynolds Stress' profiles for both meshes and both discretizations at dt+ = 0.3 are plotted 
in Fig. 3-2 and 3-3 respectively. In Fig. 3-3 all cases show an overestimation of the u,+nns 
profile and underestimation of the v ' ^ s , w^n™, and u'v'+ profiles. All cases show 
excellent agreement with the du/dy+ gradient. Figures 3-2 and 3-3 show C-B-180 mesh 
and CD discretization with the least overestimation of streamwise velocity and u'+rms 
profile. They also show the least amount of underestimation for V* rmsj w ' rms? a n d 
u'v'+ profiles again for the C-B-180 mesh with CD discretization. The behavior of the 
approximations of all the cases agreed with the results found in the literature. 
Kravchenko and Moin (1997) examined the impacts of the truncation and aliasing errors 
by a turbulent channel flow simulation. Their case that suits the capabilities of the CFD 
simulations of this work is a second order finite difference method, divergence form of 
the Navier Stokes non-linear convective without dealiasing. Their result of the U profile 
showed a slight overshoot of the fully turbulent profile exiting the buffer layer region. 
Likewise, they showed an overshoot of the u^mis profile peak and an undershoot of the 
v,+rms and w r̂ms profile curvature. They concluded with the observation that there was 
little difference between aliased and dealiased results with low-order finite difference 
schemes. Piomelli et al. (1988) performed a series of LES simulations at ReT =180 (Re ~ 
37 
3300). They used three grids with combinations of two filters and two sub-grid-scale 
(SGS) models. For all combinations of filters and SG models, a general trend developed 
for the resulting U profile and turbulent intensities when compared to DNS results. 
Their U profile showed an overshoot of the fully turbulent region profile exiting the 
buffer layer region, the u'+rms profile shows an overshoot of the peak and curvature, and 
v'+mis and w'+nns profiles show an undershoot of the curvature. The LES temporal 
solutions of Kim and Makarov (2005) at the same ReT, which had convection terms 
discretized with a second order CD scheme, show excellent agreement with the DNS data 
of U+ , u'+rms, v'+rms5 and w r̂ms profiles. Schlatter et al. (2005) concentrated on the 
transitional phase to fully developed turbulent flow in a spatial domain and the response 
based on changes in the SGS model. Using the dynamic Smagorinsky model, they 
showed a slight overshoot of the fully turbulent region profile exiting the buffer layer 
region of the U profile for both spatial and temporal solutions. They also showed an 
overshoot of the u ' ^ s profile peak and an undershoot of the v ' ^ s , w,+nns5 and shear stress 
profile curvatures for both the spatial and temporal solutions. Mathey et al. (2006) 
performed a LES simulation at a ReT = 395 and compared to DNS results. The results of 
their temporal solution and the spatial solution agreed well to one another but not as well 
to the DNS results. They found an over prediction of the U profile and attributed it to 
the second-order central differencing scheme. Consistently, these authors reported for 
their LES channel flow simulation an over-estimation of the U and u'+nTis profiles and an 
under-estimation of the v'+rms and w ^ s profile. The exception was Kim and Makarov 
(2005), who reported surprisingly accurate results. However, a private correspondence 
with B. Makarov (of Kim and Makarov, 2005) revealed that the CFD software version 
used in the paper was an "intermediate prototype" and that the commercial version may 
not have the same capabilities and/or accuracy of the version used in their paper. 
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Fig. 3-1. Channel ReT = 180 sensitivity study, U
+ comparison of time step variation. 
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Mean Streamwise Velocity Profile: dt+=0.3 
Fig. 3-2. Channel ReT = 180 sensitivity study, U
 + comparison of 
momentum discretization variation at dt+ = 0.3. 
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Fig. 3-3. Channel ReT =180 sensitivity study, Reynolds Stresses 
comparison of momentum discretization variation at dt+ = 0.3 
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Further mesh refinement may improve the profile approximations, but for validation, 
each CFD simulation of channel flow here at ReT = 180 provided reasonable 
approximations of the curvature and peaks of each profile. The best approximation was 
the C-B-180 mesh with CD discretization. There was little difference between the cases 
with different time step sizes. 
3.1.2 Channel Flow Validation, ReT = 590 
Next, the capability of Fluent to handle a change in Reynolds Number was investigated. 
Based on the results of the sensitivity study at ReT = 180, the five cases for ReT = 590 
with increasing mesh density were set with CD discretization and dt+ = 0.3. The real time 
step value was calculated to be dt =1.475 xl0"6s based on the initial estimate of the 
friction velocity at this ReT. Table 3-4 shows that these two cases, C-C-590 and C-E-590, 
have the best agreement between the calculated values of friction velocity (<1.5% 
difference) from the simulation results. Additionally, the results of the friction velocity 



















































Figure 3-4 shows the stream wise velocity profiles for each case compared to Moser et al. 
(1999) DNS data. Like the stream wise velocity profiles for the Rex =180 simulations, 
there is good agreement between all cases through the viscous sub-layer and into the 
buffer layer. At this point each case begins to diverge from the DNS solution to varying 
degrees concurrent with the mesh density. Figure 3-4 shows that the finest mesh, C-E-
590, has the best overall agreement with the DNS streamwise velocity profile. Based on 
the examination of the Reynolds stress profiles plotted in Fig. 3-5, C-E-590 has the best 
profile curvature and peak agreement. The C-C-590 case shows next best agreement with 




Mean Streamwise Velocity Profile 
400 
+ 300 h 
200 
100 
u+ = u/u 
Mean Streamwise Velocity Profile 
Fig. 3-4. Channel flow ReT = 590, U
 + comparison of 
mesh variations at dt+ = 0.3 and CD momentum discretization 
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Fig. 3-5. ReT = 590 Reynolds Stress profiles 
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C-C-590 and C-E-590 have spanwise grid spacing of dz+ < 20 which conformed to the 
findings of Shi et al. (2001). This demonstrated that while reducing the mesh spacing in 
the wall normal direction does contribute to the improvement of the profile 
approximations, the mesh spacing in the streamwise and spanwise directions also 
contribute. Further mesh refinement may improve the profile approximations, but for 
validation, C-E-590 mesh provided the best approximation of the curvature and peaks of 
each profile of channel flow at ReT = 590. 
3.1.3 Turbulent Kinetic Energy Budget 
Profiles for Moser et al. (1999) DNS results included the Turbulent Kinetic Energy 
Budget (TKEB) terms. The TKEB terms for C-B-180 (dt+ = 0.3, CD) and C-E-590 cases 
were calculated based on the simulation results and were compared to DNS data, Fig. 3-
6. The Moser et al. (1999) results were normalized by v/uT, this did not provide a 
sufficient comparison for the current work. Therefore, the TKEB terms of this work were 
non-dimensionalized by U3mean/(c7i8); where "c" was an arbitrary constant (found to be 
between 3 and 5). For each case, the TKEB profiles were developed from a YZ-plane at 
three-quarters streamwise length. 
For C-B-180, Fig. 3-6 shows a reasonable comparison with the shape and position of the 
production, pressure-effects, and dissipation profiles. The turbulent and viscous-diffusion 
profiles were significantly underestimated. Also in Fig. 3-6, the peaks of production, 
pressure-effects, and turbulent-diffusion for the C-E-590 profiles are shifted about 5 wall 
units away from the Moser et al. (1999) profile, but the dissipation profile has good 
agreement. The viscous-diffusion profile is significantly underestimated for C-E-590, 
while the turbulent-diffusion curvature showed a marked improvement relative to C-B-
180. The shortcomings of the diffusion profiles would lead to an imbalance in TKEB for 
both simulation cases. The under prediction is attributed to the gradient calculation of the 
correlation tensor terms; this may improve with grid refinement. The jagged nature of 
simulation profiles is connected to the spanwise averaging of the terms. Moser et al. 
(1999) data did not include a profile for advection. 
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Turbulent Kinetic Energy Profile: C-E-590 






Fig. 3-6. TKEB profiles for C-B-180-CD (top) and C-E-590 (bottom), 
Symbols - Moser et al. (1999), Line/Symbols - LES 
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3.1.4 Frequency Spectra Analysis 
To complete the examination of the channel flow simulation a frequency spectra analysis 
was performed on C-B-180 (dt+ = 0.3, CD) and C-E-590. Five flow-thru times worth of 
time-dependent data was collected at selected points throughout the domain for both 
cases. The points were selected by evenly spacing 5 points in each direction for a total of 
125 total locations. A typical result (point 8, near the inlet, half channel, and quarter 
spanwise) for each case is shown in Fig. 3-7. This figure shows the time trace, spectral 
density, and the power spectrum. In the time trace, the turbulent flow unsteadiness 
(change in velocity fluctuations) is evident. Many frequencies, that relate directly to flow 
eddies, contribute to turbulent flow; the spectral density shows the significant 
contributors. However, many very small eddies (or high frequencies) are too small to 
calculate and contribute to the total turbulent energy on the simulation mesh. The LES 
SGS model adds this contribution by modeling the small-scale motions. This modeling of 
small-scale motions can be seen by a frequency cut-off on the power spectrum. In each 
case, a dashed Kolmogorov decay slope, f , illustrates the frequency cut-off. Bernard 
and Wallace (2002) explained the Kolmogorov decay as "from an initial state with energy 
concentrated at large scales, an inertial range -5/3 spectrum develops as energy spreads 
out to higher wavenumbers. During the ensuing decay, the -5/3 law is maintained while 
the total energy dissipates." This implies that in turbulent flow all length scales follow 
this decay. However, as is can be seen in Fig. 3-7, the low frequencies the power spectra 
follows the f5/3 slope, then there is a sudden change and the spectra slope deviates. This 
change in slope represents the transition, or cut-off, to the SGS model from the resolved 
scales 
3.1.5 Summary of Channel Flow Validations 
It was affirmed by this validation that Fluent is an adequate solver for wall bounded 
flows. Fluent has the ability to represent corresponding effects at different Reynolds 
Numbers. The time step selected was appropriately sized for these CFD validation 
simulations. The unsteady CFD simulation of channel flow with the LES computational 
method gave reasonable approximations of velocity and TKEB profiles to known DNS 
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Time Trace - Velocity Fluctuations at Position 8 C-B-18 Time Trace • Velocity Fluctuations at Position 8 C-E-590 
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Fig. 3-7. Time trace, Spectral Density, Power Spectrum (top to bottom) 
for C-B-180-CD (left column) and C-E-590 (right column) at position 8 
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solutions. It was found for the C-B-180 (dt+ = 0.3, CD) case that the relative error of 
streamwise velocity compared to the DNS data was less than 2.1% and less than 4.3% for 
C-E-590. The relative error of the Reynolds Stresses (u'+rms, v,+nns» W^ms, and u'v'+ ) for 
C-B-180 were <4.7%, <17%, <8.9% and <0.2%, respectively and <0.1% for du/dy+. For 
C-E-590, the relative error of the Reynolds Stresses (u' 
rms> V nns? W rms? &nd UV ) w e r e 
<16%, <36.1%, <15.2% and <2.3%, respectively, and <0.1% for du/dy+. Simulations at 
both ReT showed that approximations are improved by increasing the detail in the mesh 
and further grid refinement may further improve the profiles. In the frequency power 
spectra, the SGS model was illustrated by a f slope that represent the cut-off between 
the resolved scales and the modeled high frequency small-scale motions. 
3.2 FLOW AROUND A CYLINDER 
The purpose of the infinite cylinder shear flow validation case was to demonstrate the 
capabilities of Detached Eddy Simulation (DES) for shear flow around an object. This 
validation case, like the channel flow simulations' validation, is a classical, well-studied 
problem. This is a 3-d problem that reduces to a 1-d averaged flow. Along with the 
profiles and contours of mean and fluctuating component velocities and Reynolds 
Stresses, the TKEB was also examined. A Proper Orthogonal Decomposition (POD) 
analysis was also completed to find the turbulent flow structures and their corresponding 
kinetic energy. 
The computational domain's overall dimensions were 30D x 22D x 4D (streamwise, 
normal, spanwise) with a cylinder diameter, D, of 0.1014m. About the origin (center of 
the horizontal cylinder), there were 11D upstream/19D downstream, ±1 ID in the normal 
direction, and ±2D along spanwise. A circular 'interior' face was created around the 
cylinder with a diameter of 2D. The overall fluid domain was divided into nine sections 
over the spanwise width. The sizes of the three sections in the streamwise direction (from 
inlet to outlet) were 8D, 6D, and 16D. In the normal direction, the three sections 
symmetric about the centerline, were 8D, 6D, and 8D. This was done in order to 
concentrate mesh cells near the cylinder and in its wake zone. Figure 3-8 shows a side 
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Fig. 3-8. Side view of coarser mesh (top), of finer mesh (bottom) 
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view of the domain perimeter faces, dimensions, and differences in the two meshes 
generated for this validation. The purpose, as in the channel flow validation simulation, 
was to show possible influences of the mesh on the simulation results. The hexagonal 
meshes were built with the number of edge nodes AS shown in Table 3-5. The cell count 
for the coarser mesh was 1.98xl05, and for the finer mesh, 5.07x105. The cell count for 
the finer mesh was approximately 2.6 times the coarser mesh cell count. This was 
achieved by increasing the streamwise, normal, spanwise, and circumferential node count 
by 1.333% and a 1.667% increase in node count radially from the cylinder. 
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The boundary conditions for the exterior faces consisted of a 'velocity inlet' for the 
leading streamwise face, 'periodic' for the spanwise faces, and 'pressure-outlet' for the 
normal and outflow-streamwise faces. There was a no-slip, 'wall' boundary condition for 
the cylinder face. The faces that divided the sections internal to the fluid domain were 
'interior' boundary condition. The only boundary condition parameter changed was the 
freestream velocity as defined in the 'velocity inlet' (20.17m/s uniform in the +X 
direction). The periodic faces simulated an infinitely long cylinder so no end wall effects 
were addressed. 
3.2.1 Cylinder Flow Validation 
The Cantwell and Coles (1983) cylinder flow experiment, in which flying hotwire 
measurement technique was used, was selected for comparison of the DES results in this 
work. The data from this experiment was obtained from AGARD 345 (1998). Cantwell 
and Coles calculated their Reynolds Number (140,000) on a kinematic viscosity of 
v=l.535x10" m /s, a diameter of 0.1014m and a freestream velocity of 21.2m/s. The 
Reynolds Number and cylinder diameter matched in this study. However, Fluent defined 
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a slightly different value of the kinematic viscosity property for air as v= 1.461x10"5m2/s. 
As a result, the freestream velocity for the DES was adjusted to retain Re = 140,000 with 
a diameter of 0.1014m. The freestream velocity calculated and used in the simulations 
was 20.17 m/s. Cantwell and Coles (1983) found a shedding time of 0.0267 seconds in 
their experiments. To determine a time step size for the unsteady simulations that was 
small enough to capture turbulent behavior while close to a product of the shedding 
frequency, a time step size of one-hundredth of the Cantwell and Coles (1983) shedding 
time (0.000267 seconds) was used. 
For the cylinder flow DES reported here, the two mesh coarseness' and two momentum 
discretizations were compared; specifically, the CB and BCD momentum discretizations. 
Like the channel flow validation, a parametric study was performed showing influences 
of mesh coarseness and momentum discretization. Prior to any DES, a mean velocity 
field was generated on the coarser mesh by a steady RANS k-e simulation. This mean-
velocity flow field was used to seed the flow field for the start of the unsteady DES. The 
coarser mesh was run for approximately 100 paired cylinder sheds with both CD and 
BCD momentum discretization. The end result for each of these cases seeded the flow 
field for the respective cases of the finer mesh. The finer mesh cases were run for 
approximately 50 paired cylinder sheds. 
The results from the experimental work by Cantwell and Coles (1983) were primarily 
phase-averaged. As interest in this work involved only the time-averaged results, the 
phase-averaged results were ignored and only the results comprised of the average of 
those data sets were used for comparisons. Figures 3-9 through 3-13 show various mean 
profiles from the DES compared to the Cantwell and Coles (1983) results. All of these 
figures show normal-plane profiles at X/D = 1 through 5 with the exception of Fig. 3-9 
which also shows a streamwise-plane profile for Y/D = 0. Mean velocity profiles were 
non-dimensionalized by the freestream velocity (UREF = 20.17m/s) and the Reynolds 
Stresses were non-dimensionalized by the square of the freestream velocity (UREF2). AS 
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Fig. 3-13. Reynolds Shear Stress (u'v ') at X/D = 1, 2, 3,4, 5 non-dimensionalized by UREF
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major flow contributors in the stream wise or normal direction. These figures show the 
mean velocity components, U and V , in Fig. 3-9 and 3-10, the Reynolds Normal Stress 
components, u'2 and v'2, in Fig. 3-11 and 3-12, and the Reynolds Shear Stress 
component, u'v', in Fig. 3-13. 
The mean streamwise velocity profiles compare well at each of the five downstream 
locations. It can be seen in Fig. 3-9 that further downstream (X/D > 3) the finer mesh 
cases (CD and BCD) appear to converge to each other and the experimental results. This 
is supported by the streamwise-plane (Y/D = 0) view where both finer meshes show good 
convergence to each other and to the experimental results X/D > 5. The mean normal 
velocity profiles, Fig. 10, compare well for the first 2 downstream locations. Like the 
experimental results, which become increasingly sporadic further downstream, at X/D > 
3 locations, the validation cases begin to deviate from one another and the experimental 
results. This was because the normal velocity is the smaller component of the mean 
velocities; by X/D = 4, the streamwise velocity was an order of magnitude larger than the 
normal velocity component. Several generalizations can be made regarding the Reynolds 
Stresses in Fig. 3-11 through 3-13. First, the results of the simulations at all downstream 
locations show shapes with the approximate width of the experimental results' peaks. 
Reynolds Normal Stress, u'2, in Fig. 3-11, suffers the worst in comparable profile shape. 
Second, there is poor agreement of the magnitude of the simulations' results near the 
centerline of the cylinder. Reynolds Normal (v'2 , Fig. 12) and Shear Stress (u'v', Fig. 
13) have the same general width and shape as the experimental results but commonly 
overpredict the magnitude of the peaks. Lastly, both meshes tend towards zero when 
further away from the cylinder centerline in the normal direction, as illustrated in the 
experimental results. Breuer (2000) showed similar results of close approximation to 
mean velocities and less accurate results with Reynolds Stresses when compared to 
Cantwell and Coles (1983). 
Along with the mean profiles, mean contours were evaluated. (Note: Based on the results 
of frequency spectra analysis (see Section 3.2.2), the remaining discussion will only 
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address the simulations with the BCD momentum discretization.) The contours of mean 
velocities, Reynolds Stresses, Turbulent Kinetic Energy (TKE), and Turbulent Kinetic 
Energy Production (Fig. 3-14 and 3-15) were compared with PIV experimental results 
from Djeridi et al. (2003) and Braza et al. (2006). By examining Table 3-6, it can be seen 
that location of the contour lobe maximums found in the contours of the current DES 
compare favorably with the PIV experiments. For the DES here, a recirculation length of 
X/D = 1 for the coarser mesh was found and slightly larger for the finer mesh, X/D = 1.1 
(streamlines, Fig. 3-14). Cantwell and Coles (1983), Breuer (2000), Djeridi et al. (2003), 
and Braza et al. (2006) showed for experimental or numerical simulation results, by mean 
streamlines or velocity vectors, an estimation of recirculation lengths was between X/D = 
0.9 and 1.37. 
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Fig. 3-14. Contours of U , V , W (left, top to bottom), Time averaged streamlines (right) 
u2 



















































































































Fig. 3-15. Contours of u'2 , v'2, w'2 (left, top to bottom), contours of aV, 
TKE, TKEB production (right, top to bottom) 
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Because of the similarities in the profiles and contours between the simulation cases and 
lack of improvement with the finer mesh, it implied insufficient grid refinement to 
improve results. However, the trends in the profiles of both meshes did concur with the 
experimental results of Cantwell and Coles (1983). Also, there was good agreement, 
shown in Table 3-6, between the positions of contour lobes from the simulation cases and 
the PIV experimental results from Djeridi et al. (2003) and Braza et al. (2006). Therefore, 
the remaining discussion will only highlight the results from the finer mesh case. 
3.2.2 Frequency Spectra Analysis 
Subsequent to the mean profile and contour examination, the Shedding Frequency (fs) 
and corresponding the Strouhal number (St) were calculated for each simulation, Eqn. 3-
4. 
St = ££- Eqn. 3-4 
V 
Where D is the diameter of the cylinder. Based on initial conditions, there was an 
estimate of St « 0.2 and fs « 40Hz for the cylinder flow simulations. Two calculations 
were done to find this estimate. The first calculation was based on the Douglas et al. 
(1995) equations, which predicted a St = 0.198. Their equation, shown in Eqn. 3-5, 
calculated St based on a Reynolds Number. Using Eqn. 3-4, fs was back calculated to be 
39.4Hz. 








The second calculation, based on the Sarioglu and Yavuz (2000) equations for 16,000 < 
Re < 124,000, found fs = 40.04Hz and using Eqn. 3-4 found St = 0.201. Their 
calculation, which was also based on Reynolds Number but included cylinder diameter 
and kinematic viscosity, is shown in Eqn. 3-6. 
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V 
F2 = 0.194Re+1006 Eqn.3-6 
Fl = F2=>fs 
Cantwell and Coles (1983) showed a shedding time of 0.02665 seconds which equates to 
an fs of approximately 37.5Hz and St = 0.179. Other authors have found that the St is 
closer to 0.21 at this Reynolds number. By experimental results, Cardell (1993) found St 
= 0.215±0.005, and in a later experiment, Sarioglu and Yavuz (2000) found St = 0.2 for 
10,000 < Re < 200,000. Travin et al. (1999), using DES, found St = 0.21 and 0.22. 
Cantwell and Coles (1983) acknowledged the discrepancy in their St from the established 
St standard of-0.21. Despite the low Strouhal number found by Cantwell and Coles 
(1983), their data set are still used as standards for comparison (Breuer, 2000). The 
averaging of the mean profiles eliminates the influence of the low shedding frequency. 
Therefore, the initial estimates of St« 0.2 and fs * 40Hz were supported. 
Time dependent data for the three components of instantaneous and fluctuating velocities 
were collected at 35 points in the domain; at X/D of 1,2,3,...,7 and at Y/D of 
0,0.5,1,1.5,2. Table 3-7 lists the fs and St at each point for the first 5 diameters 
downstream. It shows fs = 40.6Hz (St = 0.204) and 40.8Hz (St = 0.205) at the majority of 
points on both meshes that used the BCD momentum discretization. For the majority of 
points collected on both meshes with CD discretization, fs ranged between 48.2 - 50.7Hz 
(St = 0.242 - 0.28) and 45.4-49.9Hz (St = 0.228 - 0.251) respectively. The fs selected for 
Table 3-7 corresponds to the highest peak on the frequency spectra. As an example, Fig. 
3-16 shows the time trace and frequency spectra for instantaneous and fluctuation 
velocity components at position 7 (X/D = 2, Y/D = 0.5) for the finer mesh and BCD 
discretization. The frequency spectra in Fig. 3-16 only show up to 200Hz, because there 
were no responses at higher frequencies. Based on these results, it was determined that 
the BCD discretization gave the best results in frequency response for turbulence 
inducing objects. This is supported by the FUM (2006), which stated the BCD 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.2.3 Turbulent Kinetic Energy Budget 
When finding the terms in the TKEB, the time derivative is generally considered to be 
zero as it is averaged out. In certain cases, such as cylinder flow, mean TKE may 
oscillate about a true mean because of the cyclic nature of the vortex shedding. However, 
with each additional vortex shedding cycle, the influence of the oscillatory behavior of 
the TKE becomes that much fractionally smaller and closer to the true mean. For 
example, the finer mesh simulation ran for about 50 vortex shedding cycles, where any 
deviation from the true mean of TKE has 1/5 0th of the influence on the mean. Therefore, 
the time derivative is argued to be zero, leaving only advection on the LHS. Omori et al. 
(2008) used 12 to 30 vortex shedding cycles in their simulations and TKEB. Figure 3-17 
shows the TKEB profiles at X/D = 1 through 5 and Y/D = 0. Each of these profiles was 
non-dimensionalized by UREF3/D; the units of each TKEB term being L2/t3. 
The dominating terms in TKE are the Reynolds Normal Stresses u'2 and v'2. If one were 
to overlay the contours of these two Reynolds Normal Stresses, the shape of the TKE 
contour in Fig. 3-15 becomes clear. In TKE contour of Fig. 3-15 there are three peaks in 
profiles between X/D = 0.5 and its recirculation length where both "M" shape profile of 
u'2 and peak shape profile of v'2 contribute to the TKE contour shape. Continuing 
downstream, Reynolds Normal Stress' contours converge to form a single peak profile for 
TKE. Production is directly related to the kinetic energy by the mean fluctuating velocity 
component in u^u'j dU /dxj. On examination, the three-peak profile of the TKE can be 
seen somewhat in the production contour as shown in Fig. 3-15 but definitely in TKEB 
profile as shown in Fig. 3-17 at X/D = 1. By X/D = 2, production had a single peak as 
expected. Based on the experimental profiles in Fig. 3-11 and 3-12, one would speculate 
that the TKE, and correspondingly the production term, would retain this peak far 
downstream. What is seen in the TKEB profiles in Fig. 3-17 is that the production begins 
to flatten near the centerline of the cylinder as it moves downstream. This was attributed 
to the u'2 profiles of the DES as shown in Fig. 3-11. Through the beginning region 
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Fig. 3-17. TKEB profiles at X/D = 1, 2, 3, 4,5 & Y/D = 0 (top to bottom; left to right) 
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direction near the centerline of the cylinder. For convection, which is related to the 
gradient of the TKE, this region would have a value of zero. In the case of these DES, the 
convection profile, Fig. 3-17, is near zero at X/D = 1. As kinetic energy evolves to a 
single peak profile, the gradients of TKE should show a transition in direction, which is 
reflected in the downstream convection TKEB profiles. Although at a lower Re, Omori et 
al. (2008) showed, in the normal direction, both the single peak profile of production and 
the zero convection at the centerline of the cylinder. Because of the lower Re, the 
recirculation zone is longer and the TKEB effect happens later than at the Re in these 
DES. Like Omori et al. (2008), the TKEB profile in the streamwise direction shows, in 
general, a single TKE gain peak for production, a single TKE loss peak for both turbulent 
diffusion and pressure effects, and a loss-gain-loss transition for convection, where all 
TKEB profiles become asymptotic to zero far downstream. 
3.2.4 Proper Orthogonal Decomposition 
A Proper Orthogonal Decomposition (POD) analysis was performed as the last part of 
this validation simulation. Data at mesh cell centers were collected over an area of ±2D in 
the normal direction and 2D in the streamwise direction, as similar to the area in Perrin et 
al. (2006). The starting streamwise position was the trailing edge of the cylinder, so the 
streamwise dimension covered from 0.5D to 2.5D; the normal dimension was about the 
centerline. Figure 3-18 shows, with respect to the streamlines, the POD area of interest 
outlined by heavy dashed line. The spanwise position of the area of interest was 
determined by the closest, positive coordinate to the centerline. In the finer case that was 
determined to be cell centers at Z = 0.0051. By the positioning of the data collection 
region, the solid body of the cylinder was not included in the region. The spanwise 
position for the cylinder data collection is not as critical because the turbulence reduces to 
1-d mean flow. 
The mesh generated for the cylinder simulations posed an issue for the POD numerical 
process. For the numerical integration step, it was necessary for the integration to be 
performed on a uniform grid. As shown in Fig. 3-8, the hexagonal mesh for the cylinder 
flow was not uniform in the X-Y plane. The design of the mesh clustered many cells 
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around the cylinder, to better define the boundary layer, and then expanded outward. 
Using Matlab R2009a, a uniform grid (simulating mesh cell centers) was overlaid over 
the collected data positions and the time dependent data was interpolated on to this 
uniform grid. Despite the differences in mesh grid and the uniform grid points, an effort 
was made to maintain a similar total number of grid points. The number of points 
generated with Matlab R2009a was 30x40 (streamwise x normal) for the finer mesh. The 
number of points in this area calculated with DES was 1366. Points where a value could 
not be interpolated returned a NaN (not-a-number) value; these values were replaced with 
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Fig. 3-18. POD area of interest 
There are several techniques to test the validity of the POD process. Shown in Table 3-8 
are results of these validity tests. The first was a test of the error in the approximation of 
the eigensystem. For a perfect eigensystem, the difference between the known matrix 
times the eigenvectors, and the eigenvectors times the eigenvalues result in a value of 
zero ( Ax - A,x = 0 ). For this work, the known matrix is the correlation tensor matrix, R, 
the eigenvector matrix, *F and eigenvalue array, X. Based on the numerical approximation 
for the POD eigensystem performed on these cylinder flow simulations, the largest value 
found in RT - *¥X is less than 5.5xl0"16. As part of the numerical integration of the POD 
process, the quadrature (integration weights) matrix was abbreviated D and the 
transformed eigenvector matrix is O. Ramsay and Silverman (1997) showed two tests of 
orthonormality of the ¥ and O. The product of the inverse of the eigenvector matrix 
69 
times the eigenvector matrix ( inv^XT) ) was shown to result in an identity matrix, 
showing the non-singularity and orthonormality of the eigenvector matrix. An identity 
matrix was found for this simulation. Similarly, an identity matrix was found for the 
product of the inverse of the transformed eigenvector matrix times quadrature matrix 
times the transformed eigenvector matrix (inv(0)D(0)). 
Table 3-8. Testing validity of POD matrices' 
RV - WX = 0 
(matrix maximum value) 
(inv(»F))eF) = I 
(diagonal components) 










There are two ways to calculate the total energy of the POD. The first is to sum the 
eigenvalues and the second is to take the double integral of the diagonal terms of the 
tensor matrix. The total energy calculated from DES is 8.55 for both the eigenvalue sum 
and tensor diagonal double integral. 


























































































Table 3-9 and Fig. 3-19 show the breakdown of energy and percent of total energy per 
POD mode. Perrin et al. (2006) found that 60% of the total energy was in the first two 
modes and that the modal energy dropped below 1% of the total energy by the tenth 
mode. For this simulation, approximately 59% of the total energy was found in the first 
two modes. Table 3-9 shows that the modal energy dropped below 1% of the total energy 
at the tenth mode for the finer mesh, which compared favorably to Perrin et al. (2006). 
Done properly, the POD will separate and order modal energies in each direction for the 
given area. Figure 3-20 shows a selection of POD modes. Each figure is defined by Oj,m, 
where "i" is the direction and "m" is the mode number. For display purposes, modes 1, 
10, and 100 for the streamwise and normal directions were selected, however, any mode 
could be displayed. As prescribed, the low mode numbers contain the highest energy and 
largest (but fewest in number) turbulent structures and the high mode number contain the 
smallest turbulent motions which are most numerous but contain less energy. 
Finally, the reconstruction ability of the POD was tested. Figures 3-21 and 3-22 show the 
reconstruction of the mean streamwise and normal fluctuating velocity fields. Each figure 
is composed of four views, the original data and three modal reconstructions. The first 
reconstruction is comprised of the first two modes, then the first five modes, and the third 
shows the reconstruction of the first ten modes. As discussed above, the first two modes 
constitute 59% of the total energy. The first five modes make up 86% of the total energy 
and 92% for the first ten modes. Each progressive modal reconstructions view exhibits as 
an improved approximation of the DES data. 
3.2.5 Summary of Cylinder Flow Validations 
The study of an infinite cylinder flow was a simple geometry with complex turbulent 
flow. It has been studied in the laboratory and by numerical simulation by numerous 
authors. The effort here was to demonstrate the capabilities of DES for shear flow around 
an object. In addition to the primary comparison of mean profiles and contours and 
shedding frequencies to published results, an analysis of the TKEB was performed. 
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Eigenvalue Spectra for fine mesh 
Total Energy Content for fine mesh 
Fig. 3-19. POD modal energy spectra and cumulative modal energy (top to bottom) 
Normalized Mode Shapes for fine mesh; 4>x 1 X.
1=2.62S9 
WD 
Normalized Mode Shapes for fine mesh; * y ] 0 K
l0-0.07117 
Fig. 3-20. POD normalized modal shapes for modes m = 1, 10, 100 (top to bottom) 
































































































































































































































































































Several conclusions were made based on the results of the velocity profile comparison of 
this cylinder flow simulation validation. Most notably, mean velocity profiles gave good 
comparisons to the experimental data. The finer mesh with BCD discretization had 
between 0.1 and 6% relative error (X/D > 2.3) for the non-dimensional streamwise 
velocity profile along Y/D = 0, Fig. 3-17. Below X/D = 2.3 error increases dramatically 
in this near wake region comparing to the experimental results. On the other hand, while 
maintaining general profile shapes the non-dimensional mean Reynolds Stress profiles 
tended to be over-estimated. As an example of this, the maximum relative error for the 
Reynolds Shear Stress at X/D = 1 (Fig. 3-21) near one of the profile's peaks (Y/D = -0.4) 
was less than 181%, but this is related to an absolute difference of 0.069 between the 
simulation and the experiment. Even worse was further downstream at X/D = 5, where 
the relative error of the non-dimensional mean Reynolds Shear Stress was less than 860% 
at Y/D = 0.6 for an absolute difference of 0.017 between the simulation and the 
experiment. While both CD and BCD discretization exhibited similar behavior in all the 
profiles, the frequency spectra analysis of the vortex shedding on the meshes with BCD 
discretization predicted Strouhal numbers closer to published value of St « 0.2 for a 
cylinder at Re =140,000. 
Due to the numerical error in the prediction of the velocity fluctuations, the calculations 
of the TKEB have been distorted. The poor prediction of magnitude and profile shapes 
(i.e. gradients) of the velocity fluctuations caused discrepancies between the sum of the 
RHS terms and the convection term. Despite the imbalance of the TKEB terms, the 
general behavior for the shear flow around a cylinder was well predicted. The POD done 
here has a three-fold result. First, it demonstrates that POD can significantly reduce the 
amount of data required to describe flow fields while retaining the majority of the total 
energy. Secondly, it illustrated the reconstruction capability of a selected few POD modes 
to closely represent the actual flow-field results. Lastly, it confirmed the turbulent 
behavior of the cylinder shear flow. For the purposes of this validation, the various results 




COMPUTATIONAL SIMULATIONS OF A SCALED MINIG TRUCK 
This research focuses on the turbulent wake behind a scaled model of a large mining 
dump truck (herein referred to as "truck"). The largest "full-scale" trucks typically have 
13ft (~4m) diameter tires and are used primarily in large-scale mining operations (i.e. 
strip or open-pit mining) where large amounts of earth material need to be moved. Able 
to transport up to 400 tons of material per load, these trucks are powered by 3500hp+ 
engines and exceed speeds of 40mph (~18m/s); Caterpillar (2009), Liebherr (2010), and 
Terex (2010). Certainly, these trucks are not designed for aerodynamics but rather their 
design is based on function and hauling capacities. Because of the asymmetry in the 
design and its size, the air through which these trucks pass has interesting flow paths and 
behaviors. The research presented here explored the wake in a one truck-length region 
behind the truck using steady and unsteady turbulent flow simulations. A major effort in 
this work included numerical computations of the flow around the truck using the 
Computational Fluid Dynamic (CFD) software, Fluent. This analysis included a steady 
Reynolds Averaged Navier Stokes (RANS), Unsteady RANS (URANS), and a Detached 
Eddy Simulation (DES). The second major portion of this work was post-processing the 
results of the simulations. This included examination of the mean velocity and Reynolds-
Stress contours and profiles, frequency spectra analysis, Turbulent Kinetic Energy 
Budget (TKEB), and Proper Orthogonal Decomposition (POD) of three streamwise, 
road-normal planes trailing the truck. 
4.1 SCALED TRUCK MODEL 
While the geometry of the full-scale truck is quite complex with many intricate parts, the 
scale model was reduced to only include the significant geometric shapes. These shapes 
include the dump-bed with a mound representing a load, the main chassis rails and major 
cross-members, radiator and cab superstructure, a block for the engine, large 
perpendicular cylinders for the transaxle, and smooth wheels and tires. Figure 4-1 shows 
the collection of the major components of the model truck. Note the asymmetrical design 











































































































rails, and the assembled truck. The full-scale truck has an overall length of 14.5m, height 
of 7.6m and width of 9.8m. The model used in this research was scaled at 1:30 (0.033). 
The scaled model measured 0.484m long, 0.275m tall and 0.325m wide. The overall 
computational domain size was 5-truck lengths long (2.431m), 3-truck heights tall 
(0.849m), and 5-truck widths wide (1.632m). In the computational domain the model was 
set back 1-truck length from the inlet-face (3-truck lengths behind), centered spanwise (2-
truck widths on each side) and positioned at the bottom of the domain (2-truck heights 
above). 
The computational domain consisted of three volumes, shown in Fig. 4-2. The overall 
domain, or outer volume, had dimensions as described above. For meshing purposes, one 
inner volume was created tightly about the truck and a second inner volume behind the 
truck. These inner volumes allowed for more detailed, uniformly-sized meshing. The 
inner volume (around the truck) dimensions were 0.5m long, 0.283m tall, and 0.333m 
wide, all slightly larger than the truck dimensions. The second inner volume (behind the 
truck) was added because it was the area of interest for data collection and had 
dimensions of 0.566m long, 0.421m tall, and the same width of the truck-inner volume, 
0.333m. The length of the second volume was selected as 1-truck length behind the inner 
volume plus an additional amount to overlap the rear of the dump-bed. The height was 
chosen to be 1.5 times the truck-inner volume height. Within this second inner volume 
and including a small section of the inner truck volume, three planes, one mesh-cell thick, 
were defined as data collection planes. The positions of these three data collection planes 
were located at ±0.107m and 0m, as shown in Fig. 4-3. The outer planes (±0.107m) were 
positioned near the centerline of the front tire which was aligned between the dual rear 
tires; the 0m plane was aligned with the centerline of the truck. From the outer most faces 
of the two inner volumes, the mesh was allowed to expand in size away from the truck's 
inner volumes to the outer volume where flow detail was not as critical. 
Achieving a structured grid for meshing was unrealistic because of the complexity of the 
truck model. However, in the area of interest behind the truck a uniformly sized, 
hexagonal mesh was added to the three planes and second inner volume. Because of the 
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intersection with the dump-bed, the hexagonal mesh was not a perfect "checker-board" 
because the mesh was skewed around the dump-bed cutout. A uniformly sized tetrahedral 
mesh was used in the truck's inner volume. The size of the tetrahedral mesh was the same 
as the size as the hexagonal mesh in the three data collection planes. An expanding 
tetrahedral mesh occupied the outer domain. Two meshes were created, a "coarser" and 
"finer" mesh (herein referred to as coarser and finer). These names, coarser and finer, are 
only relative to each other. The finer mesh was designed to be nearly double the cell 
count of the coarser mesh. For the coarser mesh, the size of the hexagonal and tetrahedral 
cells of the two inner volumes was 0.0043m and in the outer volume the cell size 
expanded at a 1.07% rate. This combination resulted in a total cell count of 7,892,548 
(2,132,017 nodes) for the coarser mesh; 12,689 in each plane, 2,322,204 in the two inner 
volumes, and 5,532,277 in the outer volume. In order to approximately double the total 
cell count for the finer mesh, the size for the hexagonal and tetrahedral cells of the two 
inner volumes was reduced by 77% to 0.0033m and the cell size expanded at a 1.06% 
rate in the outer volume. This combination resulted in a total cell count of 15,301,987 
(4,310,359 nodes) for the finer mesh; 21,658 in each plane, 4,883,805 in the two inner 
volumes, and 10,418,182 in the outer volume. Ideally, for this size model the mesh 
should be considerably finer, however, due to limitation of computing resources and 
computation time, the finer mesh was about the limit to which a simulation could be built 
and executed in a reasonable amount of time. 
The boundary conditions for any face associated with the truck or road surface was a 
stationary, non-slip 'wall' boundary. The faces that enclosed the two inner volumes and 
the three data collection planes are 'interior' boundaries through which fluid passes 
unaffected. The leading face of the domain was an 'velocity-inlet' boundary where the 
freestream velocity was defined. The exit face of the domain is a 'pressure-outlet' 
boundary and was defined with a 0-gauge pressure. The two sides and top of the domain 
begin as 'symmetric' wall boundaries and are later changed to 'pressure-outlet' boundary 







































































































































4.2 SIMULATIONS OF THE TRUCK 
This section presents results from the three computational simulations performed on each 
mesh. They are discussed in the order in which they were performed, as the solution from 
one was the starting flow field for the next simulation: RANS, URANS, then DES. All 
results shown were non-dimensionalized (scripted "nd" in the figures) by the reference 
velocity (inlet freestream, UREF) of 14m/s and the reference length (overall model truck 
length, L) of 0.484m. The Reynolds Number, based on the freestream velocity and 
overall truck length, was Re = 311,487. The origin of the whole computational domain 
was at the center of the front tires and on the centerline of the truck. The very end of the 
dump-bed, where the data planes overlap the truck, is shown in the contour figures 
between X/L = 0 and 0.13 and between Y/L = 0.33 and 0.46. 
4.2.1 Reynolds Averaged Navier Stokes 
Starting the series of computations was the steady RANS simulations. First, the truck 
model (both meshes) was run with first-order momentum and pressure discretization and 
symmetric wall boundaries on the top and side faces of the computational domain. Three 
thousand iterations were performed with these conditions. The boundary condition for the 
side and top faces was then changed to a pressure-outlet boundary condition. Another 
3000 iterations were performed. Finally, the momentum and pressure discretizations were 
changed to second-order. Another 3000 iterations were performed. It was found that these 
steps resulted in a smooth solution convergence. Figures 4-4, 4-6, and 4-8 show mean 
velocity contours and streamlines for the "driver," "mid," and "passenger" (herein 
referred to as driver, mid, and passenger) planes for both the coarser and finer mesh. 
Figures 4-5, 4-7, and 4-9 display comparative mean velocity profiles at X/L = 0.2, 0.4, 
0.6, 0.8, and 1.0 between both meshes for each plane. The results of the coarser and finer 
mesh simulations compare relatively well to each other for all three planes, evident by the 
similarities in the contours, streamlines, and profiles. 
In Fig. 4-4 (driver plane) the streamwise velocity, U , contour shows an area of flow 
under the trailing end of the dump-bed where velocity is extremely low or in the travel 
direction of truck (negative-streamwise or opposed to the freestream velocity direction). 
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However, it also shows air travelling along the bottom side of the bed in the streamwise 
direction. The road-normal velocity, V , contour shows a relatively strong downward 
flow direction on top of the trailing end of the dump-bed for the air travelling over the top 
of the payload and bed. Underneath the bed, there are two areas of low-velocity upward 
flow ~ the air traveling along the bottom side of the dump-bed and the air passing under 
the axle between the dual rear tires. The combination of the upward, streamwise, and 
negative-streamwise velocities generated the vortex seen in the streamlines. The center of 
this vortex is, in both meshes, located at about X/L = 0.1 and Y/L = 0.205. The whole 
recirculation zone extended to a stagnation point on the road surface at about X/L = 0.6. 
The streamwise profiles in Fig. 4-5 confirm the negative-streamwise velocity region 
below Y/L = 0.2 at X/L = 0.2 and Y/L = 0.1 at X/L = 0.4. At X/L = 0.6 the streamwise 
velocity profile shows zero velocity at the road surface validating the stagnation point. 
The road-normal profile at X/L = 0.2 shows the abrupt interaction of the relatively large 
downward velocity at the trailing end of the truck bed and the upward velocity region 
below the bed between Y/L = 0.3 and 0.4. This interaction was quickly smoothed by X/L 
= 0.4. 
The wake region under the trailing end of the dump-bed in the mid plane, Fig. 4-6, is 
sharply divided by streamwise velocity that was accelerated under the length of the 
chassis. This left a region of low/negative streamwise velocity directly under the dump-
bed (about X/L = 0.1 and Y/L = 0.25) and a smaller second region at the road surface 
between X/L = 0.65 and 0.7. The V contours show a considerably more uniform 
downward velocity distribution over the top of the payload, but a large region of upward 
flow from the air accelerated under the length of the chassis between X/L = 0 and 0.4. 
The streamlines show the airflow from under the chassis, traveling along the bottom side 
of the dump-bed, and overtop of the payload recombining at about X/L = 0.275 and Y/L 
= 0.21; no vortices or stagnation points are detected. The streamwise profile, Fig. 4-7, at 
X/L = 0.2 and 0.4 shows the influence of accelerated air from under the chassis reaching 
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Fig. 4-4. RANS Simulation, driver plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) 
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Fig. 4-5. RANS Simulation, driver plane, non-dimensional mean velocities 




Fig. 4-6. RANS Simulation, mid plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-7. RANS Simulation, mid plane, non-dimensional mean velocities 





























Fig. 4-8. RANS Simulation, passenger plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-9. RANS Simulation, passenger plane, non-dimensional mean velocities 
profiles comparing mesh density results, streamwise - top, normal - bottom 
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Mean velocity contour results similar to the driver plane were found in the passenger 
plane. The main difference, although not significant, between the driver and passenger 
planes was the location of the center of the vortex found in the streamlines. In the 
passenger plane, Fig. 4-8, the center of the vortex is at approximately X/L = 0.075 and 
Y/L = 0.2, while the stagnation point is at X/L = 0.6. The streamwise profiles in Fig. 4-9 
also confirm the negative-streamwise velocity region for X/L < 0.4 and the stagnation 
point at X/L = 0.6. Figure 4-9 also shows, like Fig. 4-5, the abrupt transition at X/L = 0.2 
from the relatively large downward velocity at the trailing end of the truck bed and the 
upward velocity region below the bed near Y/L = 0.3 and 0.4. Although, the finer mesh 
shows a smoother transition that spreads between Y/L = 0.2 and 0.45. 
4.2.2 Unsteady Reynolds Averaged Navier Stokes 
Velocity and pressure field results from the last iteration of the RANS simulation were 
used as initial conditions for URANS simulation for respective meshes. The time step 
size selected was based on the tire dimensions. The outer diameter of the scaled model 
tire was 0.13m, which equates to a little under 0.41m in circumference. The distance 
traveled per time step was selected to be 0.01m. So, in 41 time steps and if the model 
actually moved, the model truck would have traveled 84% of its length. With the 
reference velocity of 14m/s and the distance traveled per time step of 0.01m, the time 
step was determined to be 0.0007s. Therefore, every second of simulated travel required 
1400 time steps. Every second of simulated travel is equivalent to the model truck 
moving ~29 truck lengths. The Large Eddy Turnover Time (LETOT) is calculated by 
L/UREF; for these simulations, 0.484m/14m/s = 0.035s. Thus, the ratio for one second of 
simulated travel to LETOT is ~29. As a reference, if the tires in the simulations rotated 
at the reference velocity, the tires would rotate ~34 revolutions per second, or 0.0244 
revolutions per time step (-8.8° per time step). With the computational domain length of 
2.431m, 0.174s was needed for the freestream to pass the entire length or 244 time steps. 
In a second of simulated travel air passes through the computational domain 5.76 times. 
It was necessary to run the simulation long enough for the unsteadiness in the flow to 
develop and become turbulent. Seven hundred time steps, or 0.5s of simulated travel 
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(-14.5 truck lengths), were run before any turbulent flow results were collected. 
Following the initial 700 time steps, the turbulent flow properties were set to zero, data 
collection was initiated, and 2800 more time steps were executed. Each time step for the 
first 700 time steps included 10 external iterations, the subsequent 2800 time steps had 5 
external iterations. 
Figures 4-10, 4-12, and 4-14 show contours for the coarser and finer mesh results for 
mean velocities (U and V) and streamlines. Figures 4-11, 4-13, and 4-15 display 
comparative mean velocity profiles at X/L = 0.2 through 1.0 between both meshes for 
each plane. One would expect the time-averaged data of the URANS simulation to be 
similar to the steady RANS simulation. Comparing the mean velocity contours, 
streamlines, and profiles for the URANS simulations (Fig. 4-10 through 4-15) with the 
results of the RANS simulations (Fig. 4-4 through 4-9) show them to be similar. 
For the driver plane (Fig. 4-10), a region of low/negative streamwise velocity is seen in 
the U contours at X/L = 0.2. The V contour shows a nearly horizontal downward 
velocity region stemming from the top-side of the trail end of the dump-bed and small 
upward velocity region directly under the bed, a product of air forced between the rear 
wheels and under the axle. A vortex is found in the streamlines of the driver plane. The 
center of the vortex, in both meshes, similar to the steady RANS, is found at X/L = 0.1 
and Y/L = 0.205 with a road stagnation point at X/L = 0.6. The mid plane contours (Fig. 
4-12) shows two distinct regions of low/negative streamwise velocity; one directly under 
the dump-bed (about X/L = 0.1 and Y/L = 0.25) and a smaller second region at the road 
surface about X/L = 0.7. The streamline recombining of the flow over the pay load, under 
the bed and from under the chassis is found at X/L = 0.275 and Y/L = 0.21. The 
passenger plane (Fig. 4-14) shows a region of low/negative streamwise velocity in the U 












































Fig. 4-10. URANS Simulation, driver plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-11. URANS Simulation, driver plane, non-dimensional mean velocities 
profiles comparing mesh density results, streamwise - top, normal - bottom 
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Fig. 4-12. URANS Simulation, mid plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-13. URANS Simulation, mid plane, non-dimensional mean velocities 











































Fig. 4-14. URANS Simulation, passenger plane, non-dimensional mean velocities 
contours and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-15. URANS Simulation, passenger plane, non-dimensional mean velocities 
profiles comparing mesh density results, streamwise - top, normal - bottom 
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However, the downward velocity region in the passenger plane (Fig. 4-14) stemming 
from the top-side of the trail end of the dump-bed is a wider spread and the upward 
velocity region directly under the bed appears to be smaller than in the driver plane. The 
center of the vortex in the passenger plane is at X/L = 0.075 and Y/L = 0.2 with the 
stagnation point at X/L = 0.6. Unlike Fig 4-9, Fig. 4-15 shows a close agreement between 
the meshes in the transition zone for the road-normal velocity profile at X/L = 0.2 
between Y/L = 0.3 and 0.4. 
4.2.3 Detached Eddy Simulation 
The DES started with an initial flow field that was the completion of the URANS 
simulations. The time step size and iteration procedure developed for the URANS 
simulations was used for the DES. The time step size was not changed for the DES due to 
total computational time requirements. Figures 4-16 through 4-18 are slices taken through 
a significant portion of the domain at the spanwise locations of the three monitored 
planes. These figures show instantaneous streamwise velocity contours from the finer 
mesh results of the URANS simulation and DES at 0.5, 1.0, 1.5, and 2.0 seconds of 
simulated travel (or time-step 1400, 2100, 2800, 3500). The URANS instantaneous 
contours show that only mean velocities are captured and there was very little change 
from one time period to the next. Whereas, the DES instantaneous contours show many 
turbulent flow features and observable changes between time periods. The unsteady 
turbulent flow about, and particularly behind, the truck is clearly evident in the DES 
contours. For each plane, the primary source of the wake behind the truck is due to the 
blockage of flow underneath the truck. However, these figures show that the leading edge 
of the dump-bed also had an effect on the wake behind the truck. Figure 4-19 highlights 
the regions of recirculation and separations that contribute to the turbulent flow behind 
the truck. In the driver and passenger planes, where the payload pile has tapered to the 
sides, two separation zones are shown. One separation zone is at the leading edge of the 
dump-bed and a second is formed from the height of the payload and/or the trailing end 
of the dump-bed. It can be seen in the instantaneous driver and passenger plane figures 
that separation from the payload and rear of the dump-bed translates downstream and 
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causes an almost uniform distribution of the wake from the road surface to the height of 
the truck. In the mid plane (Fig. 4-19), a vortex-shedding recirculation zone was formed 
by the separation of leading edge of the dump-bed and the payload mound, which is at 
the highest on the centerline of the truck. Because of the shape of the payload here it has 
some aerodynamic effects. The shed vortices, pointed out in Fig. 4-19, travel over and 
down the backside of the payload and dump-bed and continue on a trajectory towards the 
road surface, which is a different wake behavior than seen with the driver and passenger 
planes. Another important feature of the mid plane, not seen in the driver and passenger 
planes due to the blockage of the front tires, is the acceleration and exit of air from under 
the chassis. 
Figures 4-20 through 4-31 show the coarser and finer mesh results for mean velocities 
(U and V ), streamlines, Reynolds Stresses (u'2, v'2, and u'v'), and comparative 
profiles for each plane. The major features of the U and V contours of the driver plane 
(Fig. 4-20) correspond with the contours of the previous RANS and URANS simulations. 
The streamwise velocity tends to be fairly uniform in the freestream, slowing as it passes 
over the rear of the dump-bed and changing directions underneath the bed. Also similar 
to the previous simulations, there is a region of downward normal velocities on the top-
side of the dump-bed and a region of upward normal velocities on the bottom-side. 
However, shown more-so in the coarser mesh, the region of upward normal velocities 
underneath the bed does not project as far into the driver plane as in the previous 
simulations. The streamlines in Fig. 4-20 show some deviation between the meshes and 
previous simulations. In the coarser mesh the center of the vortex is near X/L = 0.1 and 
Y/L = 0.15 with a road stagnation point at about X/L = 0.55. The center of the vortex in 
the finer mesh is near X/L = 0.1 and Y/L = 0.3 with a road stagnation point at about X/L 
= 0.65. While the X/L position tends to agree with the earlier simulations, the Y/L 
position of the vortices differs by ±0.055 and the stagnation point varies by ±0.05. A 
second vortex is found in the coarser mesh streamline with a center near X/L = 0.35, Y/L 











































Fig. 4-20. DES, driver plane, non-dimensional mean velocities contours 
and streamlines for coarser (left column) and finer (right column) meshes 
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Fig. 4-21. DES, driver plane, non-dimensional mean velocities profiles 
comparing mesh density results, streamwise - top, normal - bottom 
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Fig. 4-22. DES, driver plane, non-dimensional Reynolds stresses contours 
u'2, v'2, u'v' for coarser (left column) and finer (right column) meshes 
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Fig. 4-23. DES, driver plane, non-dimensional Reynolds stresses profiles 
comparing mesh density results, u'2 - top, v'2 - middle , u'v' - bottom 
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meshes. At X/L = 0.2 the negative-streamwise velocity regions extends up to Y/L = 0.2 
and by X/L = 0.4 the height of Y/L has reduced to 0.1. Figure 4-22 and 4-23 show the 
contours and profiles of the Reynolds Normal and Shear Stresses for the driver plane. 
The contours and profiles both show that the dominate effects of the Reynolds Stresses 
are between Y/L = 0.4 and 0.6. 
In the mid plane U contour (Fig. 4-24), the air accelerated under the truck appears to 
come out at a higher angle in the finer mesh than it does in the coarser mesh. The position 
of the region of low/negative streamwise velocity along the road has moved closer to the 
truck when compared to the RANS and URANS simulations. In the coarser mesh this 
region is very narrow and the center is near X/L = 0.45, while the same region in the finer 
mesh is wider and near X/L = 0.5. Other noticeable differences between the coarser and 
finer mesh contour are in the V contour. The region of upward velocity under the trailing 
end of the dump-bed, seen in the previous simulations, appears to be significantly smaller 
on the coarser mesh. Whereas the upward velocity region in the finer mesh V contour 
appears to be on the order of that found in the previous simulations. Finally, the 
streamlines of the mid plane show the recombination of the flow around the dump-bed 
and under the chassis, but the streamlines also show the development of a vortex on the 
road surface. The vortex in the finer mesh is better defined than the one in the coarser 
mesh. The center of the vortex in the coarser mesh is about X/L = 0.2 and Y/L = 0 and 
for the finer mesh, X/L = 0.6 and Y/L = 0.05. The differences in the contours are also 
seen in the profiles (Fig. 4-25) primarily below Y/L = 0.4. But the profiles demonstrate 
the downward trajectory of the flow from the top-side of the dump-bed. The Reynolds 
Normal Stress u'2 (Fig. 4-26) shows the influence of the air from under the chassis. The 
Reynolds Normal Stress v'2 shows the smooth flow over the payload and releasing from 
the trailing end of the dump-bed at a similar angle to the bed. These two normal stresses 
relate to the two distinct, near perpendicular, areas of shear stress ( M V ) . Figure 4-27 
shows the profiles for the Reynolds Stresses. 
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Fig. 4-24. DES, mid plane, non-dimensional mean velocities contours 
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Fig. 4-25. DES, mid plane, non-dimensional mean velocities profiles 
comparing mesh density results, streamwise - top, normal - bottom 


























- ̂ ^̂^̂ —̂1 
___ 
• • • 
. . , i . 
0.2 
-













0.4 0.6 0.8 1 
X / L 
0.4 0.6 0.8 1 
X / L 
0.4 0.6 0.8 1 
X/L 
u2 nd 
^ = | 0.04 
« • 0.035 
H 9 0.03 
H 3 0.025 
^ H 0.02 
H _ | 0.015 
H I 0.01 
H _ | 0.005 
H _ 0 
H P -0.005 
v2nd 
• d = ] 0.04 
Um 0.035 
H S 0.03 
H S 0.025 
B H 0.02 
B H 0.015 
B f l 0.01 
^ H 0.005 
H_ ° 
H B -0.005 
uv nd 
_ W = | 0.03 
• H 0.0225 
H S 0.015 
H B 0.0075 
• H o 
H J -0.0075 • J 15 
H _ | -0.0225 
H B P -0.03 
Fig. 4-26. DES, mid plane, non-c 
1 




0.4 ^ ^ ^ ^ ^ H 
0.2 ^ H p 
n 
f 
. . . . . . , I 
0 0.2 
1 
0 8 ^ ^ ^ | ^ H 
0 6[_^^^^H 
BBBBHI 
0,4 • • • • • • • 
0 2J5VMVsw 
° 0 0.2 
1 
0.8 ^ ^ ^ ^ ^ H 
0.6 ^ ^ ^ ^ ^ H • • • • • • 
0.4 ^ ^ ^ ^ ^ H 
0.2 
° 0 0.2 







0.6 0.8 1 
X / L 
0.6 0.8 1 
X / L 






I S 0.03 
I S 0.025 
I B 0.02 
H J 0.015 
B J 0.01 
B J 0.005 
BJ 0 
B P -0.005 
V2nd 
rf=] 0.04 
k g 0.035 
I S 0.03 
I S 0.025 
H ° °2 
H J 0.015 
H J 0.01 
H J 0.005 
HJ 0 
• J -0.005 
uvnd 
J = | 0.03 
I s j 0.0225 
I S 0.015 
I S 0.0075 
HJ 0 
H J -0.0075 
H J -0.015 
H J -0.0225 
H P -0.03 
w'2 , v'2, «V for coarser (left column) and finer (right column) meshes 
112 
-DES - finer 
-DES - coarser 
0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 
Mid Plane Mean Reynolds Normal Stress u2 (non-dimensionalized) 
0 0.020.040.060.0B 0 0.020.040.060.08 0 0.020.040.060.08 0 0.020.040.060.08 0 0.020.040.060.08 
Mid Plane Mean Reynolds Normal Stress v2 (non-dimensionalized) 
X/L-0.4 
1 -DES-f iner - D E S - coarser 
0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 
Mid Plane Mean Reynolds Shear Stress uv (non-dimensionalized) 
Fig. 4-27. DES, mid plane, non-dimensional Reynolds stresses profiles 
comparing mesh density results, u'2 - top, v'2 - middle , u'v' - bottom 
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Much like the driver plane, the mean velocity contours for the DES of the passenger 
plane (Fig. 4-28) show many similarities to the RANS and URANS simulations. The U 
contour shows a region of low/negative streamwise velocity under the truck bed slowly 
increasing to the freestream above the truck. The normal velocity contour shows in both 
meshes a region of upward velocity that is larger than that shown in the previous 
simulations. However, the downward velocity region on top of the dump-bed is larger 
than what was seen on the driver plane, which corresponds to the results in the RANS 
and URANS simulations. Also, like the DES driver plane streamlines, there are 
discrepancies between the mesh solutions and the previous simulations. In the 
RANS/URANS simulations, the vortex in the passenger plane is positioned at about X/L 
= 0.05 and Y/L = 0.2. As shown in Fig. 4-28, the finer mesh is at the same value of X/L 
but lower at Y/L = 0.1. The circulation of the vortex in the finer mesh is not as large as 
seen in the previous simulations, which has caused the road stagnation point to be closer 
to X/L = 0.3. In the coarser mesh, the vortex position is considerably different, X/L = 0.4 
and Y/L = 0.05, coincidentally though, the stagnation point is close to what is seen in the 
previous simulations. Figure 4-29 shows the mean velocity profiles for the passenger 
plane. The overall profile agreement between the meshes is not as good as seen in the 
driver plane, but the general shape at each downstream location is similar between both 
meshes. As in the driver plane, the passenger plane Reynolds Normal and Shear Stress 
contours (Fig. 4-30) were driven from the trailing end of dump-bed. The influence of the 
stronger downward normal velocity can be seen in the v'2 contour, especially in the finer 
mesh, as it appears trailing from the end of the dump-bed angling towards the road. 
Figure 4-31 shows agreeable profiles for the passenger plane Reynolds Stresses. 
4.2.4 Comparison of Simulations Profiles 
By examining the simulations' profiles in the previous sections, overall there is little or 
no difference when comparing the results of the meshes for the respective simulations. 
Figures 4-32 through 4-34 show a comparison of the mean velocity result of the RANS, 
URANS, and DES for the finer mesh. 
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Fig. 4-28. DES, passenger plane, non-dimensional mean velocities contours 
and streamlines for coarser (left column) and finer (right column) meshes 
115 
X/L = 0.2 X/L = 0.4 X/L = 0.6 X/L = 0.8 
-DES-finer 

















X/L = 1.0 
i j a f i i 
0 0.5 1 0 0.5 1 0 0.5 1 " 0 0.5 1 
Pass Plane Mean Streamwise Velocity (non-dimensionalized) 























































-0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 
Pass Plane Mean Road-Normal Velocity (non-dimensionalized) 
Fig. 4-29. DES, passenger plane, non-dimensional mean velocities profiles 
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Fig. 4-30. DES, mid plane, non-dimensional Reynolds stresses contours 
u'2, v'2, u'v' for coarser (left column) and finer (right column) meshes 
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0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 0 0.05 0.1 
Pass Plane Mean Reynolds Normal Stress u2 (non-dimensionalized) 
0 0.020.040.060.08 0 0.020.040.060.08 0 0.020.040.060.08 0 0.020.040.060.08 0 0.020.040. 
Pass Plane Mean Reynolds Normal Stress v2 (non-dimensionalized) 
-DES - finer 
—DES - coarser 
-0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 -0.040.02 0 0.020.04 
Pass Plane Mean Reynolds Shear Stress uv (non-dimensionalized) 
Fig. 4-31. DES, passenger plane, non-dimensional Reynolds stresses profiles 
comparing mesh density results, u'2 - top, v'2 - middle, u'V - bottom 
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In the driver plane, Fig. 4-32, there is good agreement between all of the simulations at 
all downstream locations for streamwise velocity profiles with an exception at X/L = 0.2. 
Here, DES calculated lower mean streamwise velocities in the transition from freestream 
to the region directly behind the truck, between Y/L = 0.35 and 0.6. All three simulations 
show similar negative-streamwise velocity region below Y/L = 0.2 up to the downstream 
location of X/L = 0.4. For the road-normal velocity profiles in the driver plane, Fig. 4-32, 
there is good agreement in the curvature between all the simulations for downstream 
locations X/L > 0.4. There are some deviations at these locations where the DES results 
predicted slightly lower velocities between Y/L = 0.45 and 0.65 and below Y/L = 0.2. 
However, there are apparent differences between the DES results and the RANS and 
URANS (U/RANS) simulations of the road-normal velocity profiles at X/L = 0.2. Both 
U/RANS simulations show a smooth transition from the downward velocity region above 
and directly behind the dump-bed (X/L > 0.3) to a zero normal velocity profile below 
X/L < 0.3. The DES profile shows a truncated transition from the downward velocity 
region to the near zero normal velocity region by Y/L = 0.4. However, the DES profile 
below Y/L = 0.4 is not smooth, which implies that road normal velocity in this wake area 
immediately behind the truck is slowly unsteady at this locations. 
The higher angle at which the air accelerated under the chassis exits into the wake, 
pointed out in the DES streamwise contours, is a prominent difference in the streamwise 
profiles of the mid plane, Fig. 4-33. At X/L = 0.2 the DES profile is almost zero at the 
road surface and protrudes to 0.5UREF streamwise velocity at Y/L = 0.15. Whereas the 
U/RANS profiles start at 0.5UREF at the road surface. By X/L = 0.8 the differences in the 
simulations' streamwise profiles caused by the introduction angle of the accelerated air 
have averaged out and the profiles are similar. In the profiles for the road-normal velocity 
at X/L > 0.4, DES predicts slight lower velocities but the overall curvature remains 
similar. At X/L = 0.2 the curvature of the profile is more pronounced for the DES. 
For the streamwise profiles of the passenger plane, Fig. 4-34, there are strong similarities 
between all the simulations at each downstream location. Discrepancies in the streamwise 
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X/L = 1.0 
0 0.5 1 0 0.5 1 0 0.5 1 " 0 0.5 1 
Driver Plane Mean Streamwise Velocity (non-dimensionalized) 
0 0.5 1 
-0.2 -0.1 0 0.1 -0.2 -0.1 0 0.1 -0.2 -0.1 0 0.1 -0.2 -0.1 0 0.1 -0.2 -0.1 0 0.1 
Driver Plane Mean Road-Normal Velocity (non-dimensionalized) 
Fig. 4-32. DES, driver plane, non-dimensional mean velocities profiles 
comparing simulation results of finer mesh, streamwise - top, normal - bottom 
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X/L = 0.2 X/L = 0.4 X/L = 0.6 X/L = 0.8 X/L = 1.0 
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 
Mid Plane Mean Streamwise Velocity (non-dimensionalized) 
0 0.5 1 
-0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 -0.4 -0.2 0 0.2 
Mid Plane Mean Road-Normal Velocity (non-dimensionalized) 
Fig. 4-33. DES, mid plane, non-dimensional mean velocities profiles 
comparing simulation results of finer mesh, streamwise - top, normal - bottom 
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0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 
Pass Plane Mean Streamwise Velocity (non-dimensionalized) 
0 0.5 1 
-0.4 -0.2 0 -0.4 -0.2 0 -0.4 -0.2 0 
Pass Plane Mean Road-Normal Velocity (non-dimensionalized) 
Fig. 4-34. DES, passenger plane, non-dimensional mean velocities profiles 
comparing simulation results of finer mesh, streamwise - top, normal - bottom 
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profiles are between DES and U/RANS are minor and tend to be slightly higher DES 
predicted values. At X/L = 0.2 in the U/RANS simulations' road-normal velocity profile 
has an abrupt transition between Y/L = 0.3 and 0.35; the DES transition is spread out 
further between Y/L = 0.3 and 0.7. Each subsequent downstream locations of the road-
normal velocity profiles shows that DES calculates lower velocities between Y/L = 0.2 
and 0.65, but good agreement outside this region. On inspection of all these profile 
comparisons, there is little difference between the RANS and URANS simulations' 
results at each downstream location for each plane and both mean velocities. As 
explained in the URANS simulation section, these profiles show that the time-averaged 
URANS simulation results nearly match the RANS simulation results. The DES profiles 
show deviations from the U/RANS simulations. This can be attributed to the 
computational method of the DES accounting for more realistic turbulent flow. 
4.3 FREQUENCY SPECTRA ANALYSIS 
In the unsteady simulations of URANS and DES, a frequency spectra analysis was 
performed. Velocity fluctuations at 35 locations in each plane were monitored. The 35 
locations were comprised of seven locations in the streamwise direction (X/L = 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8) and the five locations in the road-normal direction (Y/L = 0.1, 0.2, 
0.3, 0.4, 0.5). Table 4-1 and 4-2 show the peak magnitude frequencies for URANS and 
DES, respectively. It was found in the coarser mesh for URANS simulation that all three 
planes and all three velocity fluctuations had frequencies occurring primarily between 3.2 
and 5Hz. For the finer mesh, all three planes and all three velocity fluctuations had a 
slightly larger range of frequencies, between 3.2 and 7.3Hz. Based on observation of 
videos made during the computations, these frequencies seem reasonable for the flow 
field activity in the URANS simulation. 
Higher frequencies were expected with the DES as the computational method features or 
models a broader range of velocity fluctuations. In all three planes and all three velocity 
fluctuations, the coarser mesh showed frequencies from as little as 0.9 to as much as 
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Time Trace - Velocity Fluctuations at Position 8 of Driver Plane Time Trace - Velocity Fluctuations at Position 8 of Driver Plane 
Time [s] Time [s] 
Spectral Densfty - Velocity Fluctuations at Posffion 8 of Driver Plane Spectral Density - Velocrry Fluctuations at Position 8 of Driver Plane 
Fig. 4-35. Time Trace and Spectral Density for URANS simulation driver plane 





Time Trace - Velocity Fluctuations at Position 8 of Driver Plane 
#VHV^YV'HMAK^ 
Time Trace - Velocity Fluctuations at Position 8 of Driver Plane 
I 0 




Spectral Density - Velocity Fluctuations at Position 8 of Driver Plane 
Fig. 4-36. Time Trace and Spectral Density for DES driver plane 
Position 8, coarser mesh - left column, finer mesh - right column 
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had a similar range of frequencies, 0.5 to 30Hz. Based on the observation of videos made 
during the computations, these frequencies seem reasonable for the turbulent activity in 
the DES. In the DES of a large ground vehicle (tractor-trailer), Unaune et al. (2005) 
found velocity fluctuation frequencies between 0 and 60Hz. Figures 4-35 and 4-36 are 
typical samples of the time trace and frequency spectra of both meshes of the URANS 
simulations and DES, respectively. Comparing the URANS and DES time traces, it is 
evident that DES has significantly more fluctuations over the same time period. The 
affect of this is that there are more frequencies that contribute to the turbulent flow in the 
DES. In the URANS simulations frequency responses do not exceed above 20Hz, 
whereas DES has peaks all the up to 180Hz. Also, the magnitude of the DES spectra was 
about two-orders larger. 
Based on the similarities in the results between both meshes shown in the contours, 
profiles, and frequencies, the subsequent discussion will only show results of the finer 
mesh. 
4.4 TURBULENT KINETIC ENERGY BUDGET 
Figures 4-37 through 4-39 show a variety of Turbulent Kinetic Energy Budget (TKEB) 
plots for each of the three planes for the DES. The left column of each figure has 
complete TKEB profiles at the downstream locations of X/L = 0.2, 0.4, and 0.6. Shown 
in the right column in each figure are the single line profiles of the major contributors to 
the TKEB (production - PH, turbulent diffusion - Tjj, and pressure effects - prn) at 
downstream locations of X/L = 0.2, 0.4, 0.6, 0.8, and 1.0. Each of the TKEB terms was 
non-dimensionalized by UREF /L. By examination, it can be seen in the single line 
profiles that the TKEB terms tend not to exceed an elevation of Y/L = 0.6 on the driver 
and passenger planes and Y/L = 0.4 for the mid plane. Interestingly, the overall height of 
the truck is only H/L = 0.56, so some of the TKEB terms at higher elevations behind the 
truck are attributed to turbulent flow 
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0.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 
























-0.2 0 0.2 -0.2 0 0.2 -0.2 0 0.2 -0.2 0 0.2 
Finer mesh, Driver Plane, T - energy loss/gain 
-0.2 0 0.2 
-0.05 
energy loss/gain 
-0.1 0 0.1 -0.1 0 0.1 -0.1 0 0.1 -0.1 0 0.1 
Finer mesh, Driver Plane, pr - energy loss/gain 
-0.1 0 0.1 
Fig. 4-37 Driver Plane, finer mesh, TKEB at X/L = 0.2, 0.4, 0.6 (top to bottom) - left 
column, single line profiles of Pjj, Tjj, and prn (top to bottom) - right column 
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energy loss/gain 
Fig. 4-38 Mid Plane, finer mesh, TKEB at X/L = 0.2, 0.4, 0.6 (top to bottom) - left 
column, single line profiles of Pjj, Tn, and pr;; (top to bottom) - right column 
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energy loss/gain 3.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 -0.05 0 0.05 0.1 
Fine mesh, Passenger Plane, P. — energy loss/gain 








-0.2 0 0.2 -0.2 0 0.2 -0.2 0 0.2 -0.2 0 0.2 
Fine mesh, Passenger Plane, T - energy loss/gain 
-0.2 0 0.2 
-0.1 0 0.1 -0.1 0 0.1 -0.1 0 0.1 -0.1 0 0.1 
Fine mesh. Passenger Plane, pr — energy loss/gain 
-0.1 0 0.1 
Fig. 4-39 Passenger Plane, finer mesh, TKEB at X/L = 0.2, 0.4, 0.6 (top to bottom) - left 
column, single line profiles of Pjj, Tn, and pr^ (top to bottom) - right column 
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behavior from forward locations of the dump-bed, but, yet only exceeds the overall 
height slightly. For the driver and passenger planes the TKEB terms are distributed 
fromY/L = 0 to 0.6. The exception is, the Pjj term at X/L = 0.2 where the wake from flow 
over and from the trailing end of the dump-bed dominates between Y/L = 0.4 to 0.6. The 
TKEB terms for the mid plane tend to taper from Y/L = 0.4 at X/L = 0.2 to about Y/L = 
0.2 at X/L =1.0. 
Each TKEB term designated in Eqn. 2-20 (Chapter 2, Section 2.4) was calculated with 
the all mean and fluctuating velocities and streamwise and normal gradients, as 
appropriate. In the truck computations, and also seen in the validation cases, these TKEB 
terms do not balance (RHS ^ 0, Fig. 4-37, 4-38, and 4-39), as they should based on the 
discussion in Chapter 2. Unfortunately, a common error in the calculation of the TKEB 
terms between the truck and each validation case was not pinpointed. For the truck 
computations there was a dominance of the Pjj, Tn, and prn terms and a lack of influence 
from the dissipation - en and viscous diffusion - Djj terms. On review of the Reynolds 
Normal Stress' profiles (related to kinetic energy by a factor of 0.5), the values are small 
and the shapes (in general) are almost linear. For Djj, the second derivative was extremely 
small as was the fluid viscosity. This is also true for the dissipation- en; the fluid viscosity 
and the square of the fluctuation gradient generated small values. An additional point that 
may have contributed to the imbalance in the TKEB terms was the spanwise gradient was 
not calculated during the simulations and could not be post processed from the planes' 
data sets. Having neglected the spanwise gradients may have overly predicted the 
influence of the dominant TKEB terms. 
4.5 PROPER ORTHOGONAL DECOMPOSITION 
A Proper Orthogonal Decomposition (POD) analysis was performed on the time-
dependent, velocity-fluctuation results from the DES for each of the three planes. As in 
the cylinder flow validation POD analysis (Chapter 3, Section 3.2.4) and stated at the 
beginning of this chapter, the mesh generated for each plane was not perfectly, uniformly 
spaced. This posed an issue for the POD numerical process. For the numerical integration 
step, it was necessary for the integration to be performed on a uniform grid. Using Matlab 
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R2009a, a uniform grid (simulating mesh cell centers) was overlaid on the collected data 
positions and the time dependent data was interpolated on to the uniform mesh. Despite 
the differences in mesh grid and the uniform grid points, an effort was made to have a 
similar total number of grid points. The number of points generated by Matlab R2009a 
was 170x128 (streamwise x normal). The number of cells utilized in each plane by Fluent 
was 21,658. The grid points generated in Matlab R2009a covered the entire plane area 
including the trailing end of the dump bed. Any points that were within the area of the 
trailing end of the dump bed had all velocity components set to zero. Any point where a 
value could not be interpolated and returned a NaN (not-a-number) value was set to zero. 
For a complete reconstruction of a velocity field, an infinite number of energies and 
modes are needed. In the POD process, the maximum number of energies and modes that 
can be obtained is the number of grid points times the number of velocity components. 
For the finer mesh DES, the POD could find a maximum of 65,280 energies and 
corresponding modes (170x128 times 3 velocity components). It was found that during 
the POD process, on average between the planes, about 72% of the total energy was 
found within the first 100 modes. The total energy was found by the sum of the diagonal 
components of the double-integrated two-point correlation matrix (EJjRii) and the sum of 
the eigenvalues. Table 4-3 shows the results of the POD validity testing of the POD 
results. The error in the difference of the left-hand side and right-hand side of the 
eigensystem was found to be on the order of 10"17 and identities were found when testing 
the orthogonality of the eigenvectors. The total energy (EjJRjj) and the sum of the 
eigenvalues (ZX) for the first 100 modes for each plane are shown in Table 4-3. 
Table 4-4 and Fig. 4-40 show the breakdown of energy and percent of SA. energy per 
POD mode for each plane. Table 4-4 only shows the first 20 modes; a complete table of 
all 100 modes found can be seen in Appendix A Table A-2. For the driver plane, the 
modal energy fell below 1% of the total energy by mode 20, which equated to -53% of 
EX. energy and -38% of the total energy. 50% and 60% of the total energy were found up 
to modes 37 and 58, respectively. The modal energy fell below 1% of the total energy by 
mode 19 in the mid plane, or -50% of "EX energy and -35% of the total energy. 50% and 
60% of the total energy are found up to modes 40 and 62, respectively. In the passenger 
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plane, the modal energy fell below 1% of the total energy by mode 20, which equated to 
-52% of ZA, energy and ~38% of the total energy. 50% and 60% of the total energy are 
found up to modes 37 and 57, respectively. 
g validity of DES - POD matrices' 
RvF-xF^ = 0(xlO-17) 
(matrix maximum value) 
(invCF))Cr) = I 
(diagonal components) 




























Table 4-4. DES - POD Energies 











































































































for the first 20 modes Finer 






















































































Mesh: (A) Modal Energy, 






















































































The POD separates and orders modal energies in each of the X, Y, and Z direction for the 
given area. Figures 4-41 and 4-42 show a selection of POD modes for each plane. The 
trailing end of the dump bed is outlined between X/L = 0 and 0.1 and Y/L = 0.34 and 
0.47. Each figure is defined by ®j;m, where "i" is the direction and "m" is the mode 

















































































































































































































































































































































































































































































































































































































































































and Y) and modes (m = ) 1, 30, and 100 were selected and shown in these figures. The Z 
direction and all remaining modes are valid results, just not shown. These figures display 
the large turbulent behavior, which are low frequencies (fewer numbers) but contain high 
energies descending to the small turbulent behaviors which have high frequencies 
(numerous) but contain less energy. Many behaviors in these figures are seen in the 
contours of the DES. The flow on the driver and passenger planes is nearly parallel to the 
road surface in modal structures. Whereas, there is a clear downward aerodynamic 
influence of the payload pile and trailing end of the dump-bed in the modal streamwise 
structures in the mid plane. Likewise in mid plane, the affects of the airflow under the 
truck chassis can be seen in the low modal structures. As viewed in the videos made 
during the simulations, a wave motion on the driver and passenger planes can be detected 
by the alternating 0Y,m modal structures. 
4.5.1 Proper Orthogonal Decomposition Reconstruction 
POD has been demonstrated that it is able to separate the energies and structures of 
turbulent flow (in this application) for detailed study. The other significant benefit is the 
reduction of the data set and recreation of the original data set from the truncated one. 
In Chapter 3, Validation, section 3.2.4, Proper Orthogonal Decomposition, there was a 
visual demonstration of the reconstruction capabilities of POD for the cylinder flow. 
While the cylinder flow is complex in its own right, the truck model provides a number 
of complexities that could affect the accuracy of the POD reconstructions. Sample 
reconstructions of fluctuating streamwise velocity field for the three planes are shown in 
Fig. 4-43, 4-44, and 4-45. Each figure has the velocity field from the original data set 
compared to reconstructions from the first 20, 50, and 100 modes. The reconstructions in 
these figures were developed from Eqn 4-1 (also Eqn. 2-42), which is the fluctuating 
velocity field reconstruction equation shown by Reichert et al. (1994). This equation is 
the sum of the product of the random POD coefficient (am) and the modal shape (®j>m). 
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Visually from the figures, it is clear that added modes included in the reconstruction 
provide a better representation. By examining of a correlation coefficient and its 
coefficient of determination between the original data set and each reconstruction, one 
can gauge the accuracy of the representation. Bloom (2009) stated that the correlation 
coefficient "is a numerical measure of the strength of association between the 
independent variable and the dependent variable." For this work the independent variable 
is the original data set and the dependent variable is the results form the reconstruction of 
the POD. 
Bloom (2009) defined the correlation coefficient (r) by Eqn. 4-2 (also known as the 
Pearson product moment correlation coefficient). 
r = *I*y-(ZsX£y) Eqn 4-2 
V»(Sx2)-(Ix)2V"(l/)-(Zj)2 
Where "x" and "y", for this work would be the original data set matrix and reconstruction 
matrix and "n" is the number of points in the plane. Bloom (2009) stated that as r—>±1, 
the correlation is strong. However, she showed that by calculating the coefficient of 
determination (R ), Eqn. 4-3, one can gauge what percentage of the correlation is actually 
a linear relation between, in this case, the data set and the reconstruction with the 
remaining percentage related to random influences. 
R2 = r2 Eqn. 4-3 
Table 4-5 shows the correlation coefficients and percent coefficient of determination for 
the reconstructions of streamwise and road-normal velocity fluctuations of the three 
planes. Not surprisingly, the reconstructions with only 20 modes provided the lowest 
correlation at 0.62 and a coefficient of determination at 38% linear relation (or 62% 
random influences). Supporting the observation of the figures that added modes in the 
reconstructions did provide better representations, the correlation coefficients and percent 
coefficient of determination improved with added modes. The best correlation coefficient 
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found was 0.97 with 94% coefficient of determination (or 6% random influences) for 
reconstructions with 100 modes. 
Table 4-5. Correlation Coefficient (r) and Coefficient of Determination (%R2) for POD 






























































4.6 COMPUTATIONAL SIMULATIONS SUMMARY 
CFD simulations with RANS, URANS, and DES turbulent models were performed on a 
1:30 scaled model of a 400ton-class mining truck. Based on UREF and L, the Reynolds 
Number was found to be about 311,500. Two meshes in the computational domain were 
tested and compared with each simulation. Three planes in the wake region directly 
behind the truck were the areas of focus. Contours and profiles from the results of each 
simulation were generated for each plane. These contours and profiles were compared 
between meshes and results from the each simulation. The time-averaged results from the 
RANS and URANS simulations compared favorably between the meshes for respective 
planes and between the simulations. The contours and profiles of the DES results showed 
strong similarities to the results of the U/RANS simulations. The deviation between the 
DES and U/RANS simulations' results are attributed to the improved unsteady 
computational method of the DES. 
Post-process analyses on the three planes were carried out on the unsteady simulations' 
results, which included a frequency spectra analysis, TKEB, and POD. The frequency 
spectra analysis on both meshes found the response for the velocity fluctuations of the 
URANS simulations to be between 3 and 7.5Hz with no response greater than 20Hz. In 
the frequency spectra analysis for DES, a range of 0.5 to 30Hz was determined with 
responses that went up to 180Hz. The TKEB behavior for the driver and passenger planes 
coincides with near road-parallel flow behaviors seen in the velocity contours and 
profiles of these planes. Correspondingly, the TKEB behavior for the mid plane conforms 
to the downward flow characteristic seen in the velocity contours for this plane. Many 
similarities between the two mesh cases were found in the POD analysis of the DES as 
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well. The three-plane average of the total energy for the coarser mesh was 2.62 and 2.65 
for the finer mesh. The three-plane average of the first 100 EX energy for the coarser 
mesh was 1.97 and 1.91 for the finer mesh. The ratio of the first 100 EX energy to the 
total energy was found to be >75% for both meshes. For the average of the three planes, 
for both meshes, the modal energy fell below 1% of the total energy by mode 21 (>~55% 
of EX, energy and >~41% of total energy) and 50% and 60% of the total energy was found 
up to modes 38 and 59, respectively. For both meshes, the first eigenvalue energy is 
greater than 0.1 for the driver and passenger planes, where the first eigenvalue energy of 
the mid plane is less than 0.1. The 1001 eigenvalue energy had a three-plane average of 
>0.006 for both meshes. 
The agreeable similarities between the simulations, meshes, and post-process analyses 
gave confidence to the computational results. 
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CHAPTER 5 
WINDTUNNEL EXPERINMENTS OF A SCALED MINING TRUCK 
A windtunnel experiment of a scaled truck model was performed using a 2-d Particle 
Image Velocimetry (PIV) technique. The PIV technique was used to make velocity field 
measurements of the wake. These windtunnel measurements were collected and the 
results were compared with simulation results. 
5.1 PARTICLE IMAGE VELOCIMETRY 
Before it was formally named PIV, the particle visual technique was called "speckle 
velocimetry," Meynart (1983). Originally conceived for solid mechanics and applied to 
"low speed liquid flows", Meynart (1983) claimed to be "the first application of speckle 
techniques in gas flow with speed exceeding 1 m/sec" and "...shows the performances of 
the method for research of general interest in fluid mechanics." Meynart (1983) described 
the technique by this: "The fluid must be seed with tracer particles and illuminated by a 
properly shaped light beam. Pictures of the illuminated part of the flow can be taken by 
conventional photography..." to capture instantaneous flow fields. Referred to as PIV in 
this research, the seed particles are fine enough to have no influence on the flow and 
follow the flow precisely. Modern PIV systems incorporate timed laser sheet pluses and 
camera images, Landman (2001). Velocity vectors of illuminated seed particles are 
generated by the calculating the distance the particles travel and time between camera 
images, Landman (2001). 
The experiment in this research was performed in the Old Dominion University (ODU) 
Low-Speed Windtunnel (LSWT), located in Norfolk, Virginia. The Department of 
Aerospace Engineering (AE) at ODU operates the LSWT. Figure 5-1 shows a layout of 
the ODU LSWT, the position of the particle generator (fogger), the test section, the 
model and its platform, and the direction of flow. 
A presentation by Landman (2001), a professor in the ODU AE Department, outlined the 
hardware, setup, general theory and calculations of the PIV system at the ODU LSWT. 
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He showed that when a pair of correlation images are taken by the camera a double 
exposed image results. This image is divided into small interrogation regions where 
spatial correlation relates the movement of particles between the paired correlation 
images. In these interrogation regions particle velocities are calculated based on the 
change in position and time (Ax/At). He reported that the accuracy of the PIV velocity 
calculation is on the order of 10" when the velocity is on the order of lOOm/s. However, 
there are two timing issues that are critical in order to achieve useful correlation images -
the interval between camera images and the laser pulses in relation to the camera shutter 
position. It was important to find an appropriate interval time between the paired 
correlation images. Relative to the velocity, an interval time that is too fast will not allow 
sufficient particle movement, or, if mit is too long, the particle movement is too great and 
has moved out of the interrogation region - either way, the correlation is ruined. 
Secondly, with each image there is a corresponding laser sheet pulse. It was important 
that the laser pulse was timed such that the flow field was illuminated while the camera 
shutter was open. Typically, the laser pulses for the paired correlation images are timed 
such that one laser sheet is at the end of the first image and the next at the beginning of 
the second image. If mistimed, the laser pulse will occur in only one of the images 
leaving the other dark, thus ruining the correlation of particle movement. It is possible to 
do a 3-d - PIV correlation with the addition of a second camera, but the work reported 
here was only 2-d. 
5.2 EXPERIMENT 
5.2.1 Windtunnel Setup 
The manufacturer of the LSWT at ODU was Aerolab Inc. The LSWT is a fan-driven, 
closed-return system operated at atmospheric pressure. There are two test sections in this 
tunnel, but only the smaller of the two was used. The dimensions of this test section, 
highlighted in Fig. 5-1, were 8ft long, 4ft wide, and 3ft high (2.44m x 1.22m x 0.91m). 
The sides and top of the test section have plexiglass windows. The operating range of the 
LSWT is lOm/s to 55m/s. The turbulent intensity level was rated at >0.2%. Data 
regarding the windtunnel is available at the ODU LSWT. 
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5.2.2 Equipment Setup 
Landman (2001) explained that there are four components to the PIV system at the ODU 
LSWT - the synchronizer, the laser, camera(s), and a computer fitted with a "frame 
grabber" card. As the name implies, the synchronizer controls the timing between the 
laser pulse and the camera images. To create one laser sheet, two lasers in parallel 
designed in a single unit are used. Within the single laser unit there are dual Nd:Yag 
lasers rated at 2-400mJ of energy with a pulse rate of 5-10ns. The LSWT has 1024x1024 
CCD cameras as part of the PIV system. A desktop PC, outfitted with a "frame grabber" 
card, records the correlation images, generates the interrogation regions, calculates the 
particle spatial correlation and velocities, and ultimately outputs a single image with a 
field of velocity vectors. The particle generator was an Antari Z1500 Pro fogger placed 
upstream of the fan; location shown in Fig. 5-1. Figure 5-2 is a sketch of the test section 
and PIV system equipment set up. 
5.2.3 Model Setup 
The model truck was identical to the design used in the computational simulations 
outlined in Chapter 4. This model was scaled at 1:30 and measured 0.484m long, 0.275m 
tall and 0.325m wide. The physical scaled model built for the windtunnel experiments 
was made of rigid modeling foam on a 5-axis CNC machine in four main components -
dump-bed, cab-superstructure, chassis with the engine block, and transaxle. Shown in Fig 
5-2, these four components were assembled and mounted to a 5/8" thick wood platform. 
The dimensions of the platform were 6ft long by 2ft wide (1.83m x 0.61m). The leading 
edge of the platform was rounded over. The truck was positioned ~3/4-truck lengths from 
the leading edge of the platform leaving ~2-truck lengths behind. The platform was 
mounted so that the leading edge was about 2ft (0.61m, -1.3 truck lengths) from the 
entrance to the test section. Centered spanwise on the platform there were ~0.4-truck 
widths from either side of the platform and -1.3-truck widths to the walls of the tunnel. 
The platform was elevated about 6in (0.15m) above the test section floor which left ~1.7-
truck heights to the ceiling. The back half of the truck and the whole platform behind the 
truck was painted matte black to reduce reflection of the PIV laser sheet; reflections 









































































































































































5.2.4 Experimental Procedure 
The laser was placed on top of the tunnel test section and oriented such that the laser 
sheet was parallel to the flow. The laser sheet was positioned as close as possible to each 
spanwise locations, relative to the truck, of the three planes in the computational domain. 
For each plane the laser was repositioned for three streamwise locations. Repositioning 
the laser sheet was necessary because the exposure area of the camera was about 4x5 in 
with a 35mm lens. The camera was positioned on the side of the tunnel perpendicular to 
the laser sheet. To cover the same as the computational planes, the camera was elevated 
to three road (platform)-normal placements at each steamwise laser sheet position. 
Therefore, a series of nine frames were taken for each of the three planes. The relative 
positions of the PIV equipment and nine frame locations are shown in Fig. 5-2. For the 
portion of the plane where the laser sheet was positioned vertically above the trailing end 
of the dump-bed, a shadow was cast under the bed. Because of the shadow of the trailing 
end of the dump-bed, a vertical electronic mask in the PIV software was added from the 
road surface to the dump-bed to prevent poor particle correlations. The mask covered 
from Y/L = 0 to 0.425 and X/L = 0 to 0.06. Paired correlation images were set at an 
interval of dt = 50\is. The pulse rate was set 3.75Hz; this was the fastest rate at which the 
laser, synchronizer, and computer could capture and record the paired images. The 
windtunnel air velocity was set to 14m/s ±0.2m/s. While efforts to minimize the variation 
in windtunnel velocity as best as possible were made, the variation was attributed to the 
dial control and local pressure and temperature changes during the experiments. With 
static tires and road surface and approximately the same air velocity as in the 
computational simulations, these conditions of the experiment helped reduce any 
Reynolds effects conflicts between the experiment and computational simulations. When 
the windtunnel velocity was stable, fog was introduced. Sample vector fields were 
developed with the PIV system. Adjustments in the camera position and focus, and fog 
density were made at this point until a complete vector field was obtained. With a 
satisfactory setup, 200 paired correlation images were taken at the given frame. At the 
completion of one frame the procedure repeated: camera and/or laser repositioned for the 
new frame, the velocity set, fog introduced, sample vector fields developed, camera 
and/or fog adjusted, and 200 paired correlation images taken for the frame. After all the 
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paired images for each of the 27 frames (9 frames per plane, 3 planes) were collected, the 
200 vector fields were developed for each frame. The origin of each frame was located at 
the lower left-hand corner. It was necessary to adjust the coordinates within each frame to 
correspond to its respective location within the plane. The frames' locations were 
recorded during the experiment, however, mean contours for each frame were examined 
in relation to other frames in a given plane to aid in the frame positioning and overlap. 
When the coordinate offset was determined from the mean contours of the individual 
frames, the coordinates of each of the 200 vector fields were corrected and all nine 
frames were collected together to comprise 200 vector fields of one plane. This was 
repeated for each plane. Contours, profiles, and streamlines were developed from these 
vector fields. 
5.3 EXPERIMENTAL RESULTS 
Figures 5-3 through 5-7 show the PIV contour and profile results of U , V , u'1 , v'2, 
u'V, and Fig. 5-8 shows the streamlines. Each of these figures show the results for each 
plane. Small variation in the contours and profiles near X/L = 0.4 and 0.8 and Y/L = 0.3 
and 0.6 were the results of the overlapping frames from the experiment. The vertical 
electronic mask, added to prevent poor particle correlations, from the road surface to the 
dump-bed (X/L = 0 - 0.06, Y/L = 0 - 0.425) is seen in the contours as white space. The 
white space parallel to the road surface is related to a number of factors: laser sheet 
reflection off the road surface, the camera not precisely perpendicular to the laser sheet, 
and fog particles not entrained in the road surface boundary layer. Laser sheet reflection 
was mitigated by the matte black paint and the camera was adjusted as precisely as 
possible. The experimenter had no control over the fog particles near the road surface. 
In the driver plane, the peak of the negative/low streamwise flow region at road surface, 
in the Fig. 5-3 U contours, is located at X/L = 0.15. The profile shows that the negative 
streamwise flow region extends to at least X/L = 0.4 and as high as Y/L = 0.15. The 
driver plane V contour, Fig. 5-4, shows a horizontal behavior at Y/L = 0.55 nearly across 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































downward velocity to the zero normal velocity region between Y/L = 0.3 and 0.55. 
Figures 5-5, 5-6, and 5-7 shows horizontal characteristics to the Reynolds Stresses 
between the top of the bed and Y/L = 0.6 across the whole plane. The Reynolds Stress' 
profiles demonstrate that most of the influence is between Y/L = 0.4 and 0.7, which is an 
indication of the flow separation off of the top-side of the dump bed. The streamlines for 
the driver plane, Fig. 5-8, results show a vortex at X/L = 0.5 and Y/L = 0.075, near the 
road surface and behind the truck. The mid plane results show the peak of the region of 
negative/low streamwise flow at road surface located at X/L = 0.3, Fig. 5-3. As seen in 
the contours, the profiles also exhibit the downward trajectory of the air flow from above 
the dump-bed. The V contour for the mid plane, Fig. 5-4, shows a strong upward 
velocity region from under the chassis and a strong downward velocity region from 
topside of the dump bed. The influence of the strong upward velocity region from under 
the chassis is seen in the profiles at X/L = 0.2 to at least 0.4. The Reynolds Normal 
Stresses show a u'2 region starting under the dump-bed, Fig. 5-5, and a v'2 region 
leading from the very tip of the end of the dump-bed, Fig. 5-6. The profiles of Reyolds 
Stresses in the mid plane results show an almost uniform profile from Y/L = 0 to 0.6, 
road surface to freestream. The mid plane streamlines in Fig. 5-8 show a vortex at X/L = 
0.3, Y/L = 0.1 (stagnation point, X/L = 0.6). 
The passenger plane U contour, Fig 5-3, shows the peak of the negative/low streamwise 
region at X/L = 0.2. The streamwise profiles show that the streamwise velocity in the 
passenger plane never actually becomes negative. The road-normal velocity, V , contour 
shows a horizontal downward velocity region at about Y/L = 0.55. Like the driver plane, 
the Reynolds Normal Stress' contour, Fig 5-5 and 5-6, shows that both u'2 and v'2 have 
a near horizontal behavior. Because of the horizontal nature of the Reynolds Normal 
Stresses, Reynolds Shear Stress in Fig 5-6, u'v', also exhibits this characteristic. The 
Reynolds Stress' profiles show that the horizontal nature is slightly lower than that seen 
in the driver plane, at Y/L = 0.35 to 0.6. The center of the passenger plane vortex is 
clearly under the dump-bed in the streamlines, Fig. 5-8. It appears that the center is 
located near X/L = 0.05 and Y/L = 0.15 with a stagnation point on the road at X/L = 0.3. 
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5.4 PROPER ORTHOGONAL DECOMPOSITION 
A Proper Orthogonal Decomposition (POD) analysis was performed on the velocity-
fluctuation results from the PIV for each of the three planes. Due to the varying distances 
from the PIV camera to each plane, the three planes were not equally sized. The driver 
plane, which was closest to camera, had the smallest overall size and the passenger plane, 
which was the furthest from the camera, had the largest overall size. As with the POD 
analysis performed on the truck DES (Chapter 4, Section 4.5) the PIV grid after the 
assembly of the nine frames for each plane was not uniformly spaced. For computational 
purposes, the planes were uniformly sized and a new, uniform grid was applied. Each 
vector field for each plane was reduced to an overall size of X/L = 0 to 1.14 by Y/L = 0 
to 0.87. For the numerical integration step, uniform grid that maximized the available 
computing memory was determined and applied to each frame. Using Matlab R2009a, a 
uniform grid (simulating vector locations) was overlaid on the collected data positions 
and each vector field was interpolated on to the uniform mesh. It was determined that for 
the two fluctuating velocity components of the PIV data, u' and v', that the average vector 
locations was about 41140 points and that the POD analysis ran successfully within the 
limits of the computing memory. One effort with less than 3500 additional vector 
locations exceeded the allowable memory. For the overall area above this amounted to 
220x187 (streamwise x normal) locations. Like the POD for the DES, the grid points 
generated in Matlab R2009a covered the entire plane area including masked area of the 
results. Any points that were within the masked area had velocity components set to zero. 
Any point where a value could not be interpolated and returned a NaN (not-a-number) 
value was set to zero. In the POD process, the maximum number of energies and modes 
that can be obtained is the number of grid points times the number of velocity 
components. The POD for the PIV results could find a maximum of 82,280 energies and 
corresponding modes (220x187 times 2 velocity components). However, it was found 
that during the POD process, on average between the planes, about 82% of the total 
energy is found within the first 100 modes. The total energy was found by the sum of the 
diagonal components of the double-integrated two-point correlation matrix (SJJRii) and 
the sum of the eigenvalues. 
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Table 5-1 shows the results of the POD validity testing of the POD results. The error in 
the difference of the left-hand side and right-hand side of the eigensystem was found to 
be on the order of 10"17 and identities were found when testing the orthogonality of the 
eigenvectors. The total energy (ZlfRiO a nd the sum of the eigenvalues (ZA.) for the first 
100 modes for each plane are shown in Table 5-1. 
Table 5-1. Testing validity of PIV - POD matrices' 
R ¥ - VX = 0 (xlO"17) 
(matrix maximum value) 
(invCF))CF) = I 
(diagonal components) 
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Table 5-2 and Fig. 5-9 show the breakdown of energy and percent of ZA, energy per POD 
mode for each plane. Table 5-2 only shows the first 20 modes; a complete table of all 100 
modes found can be seen in Appendix A Table A-3. For the driver plane, the modal 
energy fell below 1% of the total energy by mode 23, which equated to -57% of ZA, 
energy and -47% of the total energy. 50% and 60% of the total energy were found up to 
modes 26 and 40, respectively. The modal energy fell below 1% of the total energy by 
mode 23 in the mid plane, or -55% of ZA, energy and -46% of the total energy. 50% and 
60% of the total energy are found up to modes 28 and 41, respectively. In the passenger 
plane, the modal energy fell below 1% of the total energy by mode 22, which equated to 
- 5 1 % of ZA, energy and - 4 1 % of the total energy. 50% and 60% of the total energy are 











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5-2. PIV - POD Energies for the first 20 modes: (A) Modal Energy, (B) 





















































































































































































































































































Figures 5-10 and 5-11 show a selection of POD modes for each plane. The masked area 
from the PIV system covered from Y/L = 0 to 0.425 and X/L = 0 to 0.06; an outline of 
the trailing end of the bed was added as a reference of its location. As the PIV experiment 
was 2-d, only the streamwise and normal modal directions (X and Y) were available to 
show, but, modes 1, 30, and 100 were selected corresponding to the modes shown for the 
DES in Chapter 4. Many behaviors in these figures are seen in the contours of the PIV 
results. The flow on the driver and passenger planes is nearly parallel to the road surface 
in modal structures. Whereas, there is a clear downward aerodynamic influence in the 
modal structures of the payload pile and trailing end of the dump-bed on streamwise flow 
in the mid plane. 
5.5 COMPARISON OF EXPERIMENTAL AND SIMULATIONS RESULTS 
Figure 5-12 through 5-16 show the PIV contours and profiles of U , V , u'1, v'2, u'V, 
and streamlines compared to the finer mesh of the DES and URANS simulations for the 
driver plane. Similarly, Fig. 5-17 though 5-21 show the same results for the mid plane 
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Fig. 5-12. Non-dimensional mean velocities U (left) and V (right) contours comparing 
Driver Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-13. Non-dimensional mean velocities U (top) and V (bottom) 
profiles comparing Driver Plane PIV, URANS, and DES results 
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CAT2_drvrAvg.vec.std 
Fig. 5-14. Non-dimensional Reynolds Normal stress u' (left) and v' (right) 
contours comparing Driver Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-15. Non-dimensional Reynolds Shear stress u'V (left) contours and streamlines 
(right) comparing Driver Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-16. Non-dimensional Reynolds Stresses u'2, v'2, and u'V (top to bottom) 
profiles comparing Driver Plane PIV and DES results 
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In the driver plane, Fig. 5-12, the peak of the region of negative/low streamwise flow at 
road surface is located at X/L = 0.15 in the PIV, which compared well to X/L = 0.1 found 
in DES and X/L = 0.2 in the URANS simulation. The streamwise profiles, Fig. 5-13, 
have good agreement at Y/L > 0.6 and < 0.4 and similar behavior in the transition region 
between these positions. Each V contour, Fig 5-12, in the driver plane show a horizontal 
behavior at Y/L = 0.55 nearly across the whole plane for the experiment and simulations. 
The road-normal profiles from the simulations for the driver plane, Fig. 5-13, tend to 
underpredict the velocity shown in the PIV until downstream at X/L = 0.8 where they 
begin to have better overall agreement. Figure 5-14 shows the dominant influence of u'2 
in the flow field relative to v'2 demonstrated by the PIV results which supported the DES 
and the behavior in the URANS results, despite the significant discrepancy in magnitude. 
Likewise, Fig. 5-15 shows an agreement between the PIV results and the simulations for 
the Reynolds shear stress, u'v'. The profile comparisons of PIV and DES Reynolds 
Stresses are shown in Fig. 5-16 and demonstrate good agreement for each. 
The results of the PIV experiment for the mid plane also tend to support the findings of 
the simulations. In Fig. 5-17 the PIV results show the peak of the region of negative/low 
streamwise flow at road surface located at X/L = 0.3, which is forward of X/L = 0.5 and 
0.7 in the DES and URANS simulations respectively. But, the overall behavior in the PIV 
U contour supports the simulations. The streamwise profiles in Fig. 5-18 show the best 
agreement between DES and PIV at X/L = 0.4 and improving further downstream for 
both simulations. Additionally, the PIV V contour shows a strong upward velocity 
region from under the trailing end of the dump-bed and a strong downward velocity 
region from topside of the dump bed. These characteristics are similar to those found in 
the simulations. The road-normal profile at X/L = 0.2, Fig. 5-18, shows that DES is most 
similar to the PIV results from the freestream down to Y/L = 0.4, whereas URANS 
begins to deviate closer to Y/L = 0.6. The Reynolds normal stresses, Fig. 5-19, found by 
the PIV results show a u'2 region starting under the dump-bed and a v'2 region leading 
from the very tip of the end of the dump-bed. Both of these features were demonstrated 
by the DES and somewhat by the URANS simulations. There is good agreement between 
the PIV and DES Reynolds shear stress contours in Fig. 5-20. The Reynolds Stress' 
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profiles in Fig. 5-21 show that there is good agreement at all downstream locations with 
the exception of X/L = 0.2 and 0.4 below Y/L = 0.3. The PIV streamlines in Fig. 5-20 
show a vortex at X/L = 0.3, Y/L = 0.1 (stagnation point, X/L = 0.6) which, like the U 
contour for this plane, is forward of the vortex found in the DES, X/L = 0.6, Y/L = 0.05 
with a road stagnation point at X/L = 0.7. No vortex is found in the URANS simulations. 
Like the driver and mid planes, the PIV results for the passenger plane supports the 
results found in the simulations. Each U contour in Fig. 5-22 shows the peak of the 
negative/low streamwise region at X/L = 0.2. The PIV V contour shows a horizontal 
downward velocity region at about Y/L = 0.55, where the simulations show this region 
developing off the topside of the trailing end of the dump-bed. The mean velocity profiles 
in Fig 5-23, show that the simulations tend to overpredict the streamwise and 
underpredict the road-normal velocities. Seen in the driver plane, the PIV shows that both 
Reynolds Normal Stress' contours, Fig. 5-24, have a near horizontal behavior. The u'2 
behavior of the PIV tends to support the behavior seen in the DES and URANS 
simulations. On inspection of the u'2 profile, Fig. 5-26, the difference is that DES shows 
the peak at X/L = 0.2 to be lower that that of the PIV results. However, DES and URANS 
simulations contours show a downward influence on the v'2 from the very tip end of the 
dump-bed. The profile in Fig 5-26 shows that the PIV feature remains near horizontal at 
all downstream locations whereas DES shows the effect of the v'2 downward influence 
seen in the contour. Because of the horizontal nature of the PIV Reynolds Normal 
Stresses, the PIV Reynolds Shear Stress, u'V, also exhibits this characteristic in Fig. 5-
25. The downward influence of v'2 can be seen in the simulation contours of u'V, but an 
overall horizontal behavior is demonstrated in the contours in Fig. 5-25 and the profiles 
in Fig. 5-26. The PIV streamlines in the passenger plane, likely have the best agreement 
of the planes. Even though the center of the vortex in the PIV results (Fig. 5-25) is clearly 
under the dump-bed, it appears that the center is located near X/L = 0.05 and Y/L = 0.15 
with a stagnation point on the road at X/L = 0.3. This strongly agrees with the DES where 
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Fig. 5-17. Non-dimensional mean velocities U (left) and V (right) contours 
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Fig. 5-18. Non-dimensional mean velocities U (top) and V (bottom) 
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Fig. 5-19. Non-dimensional Reynolds Normal stress u'2 (left) and v'2 (right) contours 





Fig. 5-20. Non-dimensional Reynolds Shear stress u'v' (left) contours and streamlines 
(right) comparing Mid Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-21. Non-dimensional Reynolds Stresses w'2, v'2, and u'v' (top to bottom) 
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Fig. 5-22. Non-dimensional mean velocities U (left) and V (right) contours 
comparing Pass Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-23. Non-dimensional mean velocities U (top) and V (bottom) 
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Fig. 5-24. Non-dimensional Reynolds Normal stress u'2 (left) and v'2 (right) contours 
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Fig. 5-25. Non-dimensional Reynolds Shear stress u'v' (left) contours and streamlines 
(right) comparing Pass Plane PIV (top), Finer DES (middle), Finer URANS (bottom) 
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Fig. 5-26. Non-dimensional Reynolds Stresses ua , v'2, and u'V (top to bottom) 
profiles comparing Pass Plane PIV and DES results 
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X/L = 0.3 and supports the URANS simulation, X/L = 0.05, Y/L = 0.2 (stagnation point 
X/L = 0.6). 
To give the reader a reference on the accuracy between the simulations and the 
experiment comparisons, the following discussion includes the maximum and minimum 
absolute differences found in all planes. Appendix C includes tables of absolute 
differences for each parameter, each downstream location, each simulation, and each 
plane. Relative percent error could be calculated, but the values were deceptive because 
of the small absolute differences and small parameter values. For the non-dimensional 
streamwise profiles, the maximum difference in all three planes was found to be less than 
0.85 for URANS and 0.48 for DES. The minimum difference was found to be less than 
0.003 for URANS and 0.001 for DES. This shows an advantage to DES. The maximum 
difference for the non-dimensional road-normal profiles for URANS was less than 0.28 
and 0.3 for DES and the minimum was less than 0.001 for both. This shows similar 
comparison between the simulations and the experiment. Comparing non-dimensional 
Reynolds Stresses DES showed a maximum of 0.063 for u'2 , 0.055 for v'2, and 0.058 
for u'v', each had a minimum >0.0001. 
Table 5-3 shows a comparison between the POD results of the DES and PIV work for 
each plane. By examination, it can be seen that the total energy, Etot, calculation for EjJRjj 
and IX are both greater for DES for all three planes than the PIV results. The main 
contributor to this is that DES calculated all three fluctuating velocity components and 
since the PIV experiment was 2-d, only u' and V were captured. For an equal share of the 
total energy supplied from each fluctuating velocity components, one would expect that 
the PIV would be approximately 1/3 less than the DES. However, on inspection of the 
Etot of the individual mean fluctuating velocity components, each component is almost 
evenly distributed for each plane and both DES and PIV. This implies that the Etot 
calculated in DES may be overpredicted which may be related to the number of cells 
within the planes; PIV, 41140, nearly twice as DES, 21760. 
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Table 5-3. Comparison between PES and PIV POD results 
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The overall modal behavior between the DES and PIV POD analysis shows similar 
characteristics. The DES POD analysis fell below 1 % of Et0t by mode 20 and mode 23 for 
PIV. Even though Etot is lower for PIV, the percentages of Etot are slightly greater for 
each modal response but comparable to the DES POD analysis. This also contributes to 
the lower mode numbers for PIV at 50% and 60% of Etot, but again, still comparable to 
the DES POD analysis. 
There are also some structures in the mode shapes that were similar between the PIV 
POD analysis and the DES POD analysis, predominately in the first mode. Figures 5-27 
and 5-28 show a comparison of the DES and PIV mode 1 POD normalized streamwise 
and road-normal structures. For the driver plane Ox,i, Fig. 5-27, there are two main 
structures in both DES and PIV mode shapes (with opposite signs) located at about X/L = 
0.2 and 0.6, both at Y/L = 0.5. The PIV Ox,i shows a structure at X/L = 0.95, Y/L = 0.5, 
which is not seen in the DES, but there is a hint of a structure at the end of the DES that it 
may actually be located X/L > 1.2. In the driver plane Oy,i, Fig. 5-28, there are three 
main structures in both DES and PIV mode shapes (with opposite signs) located at about 
X/L = 0.2 , 0.6, and 1.0; DES at Y/L = 0.35 and slightly higher for PIV at Y/L = 0.45. 
The DES POD shows three main structures the mid plane Ox,i, Fig. 5-27, located at X/L 
= 0.25 & Y/L = 0.1, X/L = 0.25 & Y/L = 0.25, and X/L = 0.75 & Y/L = 0.1. The 
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structures at X/L = 0.25 in the DES mode shapes are partially under the trail end of the 
dump-bed. This area is not included in the PIV results but it appears that part of one of 
the structures seen in the DES mode shapes is seen in PIV mode shapes at X/L = 0.15 & 
Y/L = 0.15. There is a structure in the PIV mode shapes X/L = 0.6 & Y/L = 0.15, which 
near the location of the third structure in the DES mode shapes. Both DES and PIV mode 
shapes show two structures in Oy.i for the mid plane, Fig. 5-28. In DES normal mode 
shapes one structure is located near X/L = 0.25 & Y/L = 0.25, whereas the corresponding 
PIV mode shape is higher at X/L = 0.25 & Y/L = 0.45. The second structure is at X/L = 
0.65 & Y/L = 0.1 for DES and forward at X/L = 0.55 & Y/L = 0.1 in the PIV OY , I . There 
is one positive value structure in the passenger plane Ox,i, Fig. 5-27, similar both DES 
and PIV mode shapes, X/L = 0.6 & Y/L = 0.4 and X/L = 0.65 & Y/L = 0.45, respectively. 
In the DES Oy,i, Fig. 5-28, there are four alternating structures between Y/L = 0.3 and 
0.35, with the largest negative-valued structure at X/L = 0.6. The PIV normal mode 
shapes do not show the alternating structures, but rather one negative-valued structure at 
X/L = 0.65 & Y/L = 0.45. 
Lastly, there is a lack of agreement between the PIV and the simulations' streamlines of 
the driver plane in Fig. 5-16. Both URANS and the DES show a vortex under the trailing 
end of the dump-bed at X/L = 0.1 and Y/L = 0.205 and 0.3 (respectively). The 
streamlines for the PIV results show a vortex at X/L = 0.5 and Y/L = 0.075, near the road 
surface and behind the truck. It was speculated that the PIV laser sheet was positioned 
behind one of the rear tires rather than between the pair of rear duallys. As it turned out, a 
vortex structure near the road surface was found in the coarser mesh DES with the center 
near X/L 0.35 and Y/L 0.05. To test the speculation, streamlines for the coarser and finer 
meshes behind the rear tires were examined for this vortex. There was no evidence of this 
vortex in the finer mesh DES. However, as shown in Fig. 5-29, behind both of the rear 
driver-side tires in the coarser mesh DES streamlines, a vortex is clearly seen with a 



















































































































































































































































































































































































































































































































































The discrepancies between the vortex positions in the DES and the experimental results 
may be attributed to mesh refinement or inherent problems with DES. A number of 
authors using DES for simulations of tractor-trailers found similar discrepancies in vortex 
locations when comparing simulations to experimental results. Papers, such as Unaune et 
al. (2005), Ghuge and Roy (2006) and Roy and Ghuge (2009) found, with sufficient grid 
refinement, improved DES drag and pressure values prediction compared to experimental 
data, however, wake structures lacked accuracy. These papers had simulation meshes that 
averaged 13.5x10 cells. Unaune et al. (2005) stated that, "most, time averaged quantities, 
including drag and surface pressure on the body, predicted...closely with corresponding 
experimental measurements. One exception is the time-averaged flow structures in the 
wake." Ghuge and Roy (2006) said that their, "medium grid DES simulations showed 
some encouraging results, such as the reduced dominance of the upper vortex.. .and better 
surface distributions in the trailer base than the coarser grid DES simulations." Roy and 
Ghuge (2009) also found agreeable drag and pressure values in the DES. However, they 
point out that the pressure profile and location of trailing vortices do not agree with 
experimental results. They explain this fault well, (from Roy and Ghuge, 2009), 
The failure of the current DES simulations to predict wake details 
appear to be related to one of the main drawbacks of the hybrid 
RANS/LES methods, namely that there is no mechanism to transfer 
turbulence fluctuation information for the RANS region (i.e., the 
boundary layer) to the LES region (i.e., the wake). Hence when the 
shear layers separated from the surface of the trailer enter the 
wake region governed be the LES model, there is no way to 
convert the large, modeled eddy viscosity into large-scale 
turbulent fluctuations required for the LES model. 
Sreenivas et al. (2006), which had a simulation mesh near 32x106 cells, stated that DES 
predictions of overall drag were found within 10% of experimental data. Even with more 
than twice the previous simulation mesh cell counts, they also found a discrepancy 
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Fig. 5-29. Driver Plane PIV streamlines (left) compared to coarser DES streamlines 
(right) behind inside rear tire, driver plane, behind outside rear tire (top to bottom) 
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5.6 WINDTUNNEL EXPERIMENTAL SUMMARY 
Overall, there were strong correlations in the contours, profiles, streamlines, and POD 
analysis of the PIV results that tend to support the results found in the CFD simulations. 




SUMMARY AND CONCLUIONS 
This research provides a foundation for unsteady computational simulations of a mining 
truck and the basis of understanding of the turbulent wake flow behind the truck. For this 
work a l:30-scaled model of a 400ton-class mining truck was used. The commercial 
trucks are used primarily in large-scale mining operations (i.e. strip or open-pit mining) 
where large amounts of earth material need to be moved. Capable of hauling up to 400 
tons of materials per load, these are currently the largest mining trucks in the world. 
Manufacturers of these vehicles are very limited and include Caterpillar, Liebherr, and 
Terex. These trucks typically have 13 ft (~4m) diameter tires and are powered by 
3500hp+ engines and exceed speeds of 40mph (~18m/s); Caterpillar (2009), Liebherr 
(2010), and Terex (2010). Functionality and payload are the primary design criterion for 
these trucks; while aerodynamics are not considered. The size and asymmetric design 
causes considerable turbulent flow around the truck. This research explored and 
decomposed the turbulence flow behind the truck at selected locations. Numerical 
computations of the turbulent flow were performed using the Computational Fluid 
Dynamic (CFD) software, Fluent. Steady and unsteady k-e Reynolds Average Navier 
Stokes (RANS/URANS) and Detached Eddy Simulation (DES) turbulent models were 
used. In addition to the mean velocity and Reynolds Stress analysis of the CFD results, 
post-process Turbulent Kinetic Energy Budget (TKEB) and Proper Orthogonal 
Decomposition (POD) analyses were performed. Particle Image Velocimetry (PIV) wind 
tunnel experiment of an identically scaled model and a POD analysis of these results 
were conducted in conjunction with the CFD simulations. 
A validation of Fluent's turbulent flow modeling was performed as a precursor to the 
truck simulations. These validations demonstrated Fluent's unsteady turbulent flow 
models for wall-bounded and shear flows, its ability to compensate for affects at different 
Reynolds Number, and produce results that compare reasonably to well accepted Direct 
Numerical Simulation (DNS) or experimental results. Two classical turbulent flow 
problems, flow through a channel and flow over a cylinder, were selected as the 
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validation cases. Channel flow offers a pure wall bounded flow. The walls are the source 
of the turbulent flow from where it is conveyed through the span of the plates. The Large 
Eddy Simulation (LES) was chosen for the channel flow computational simulations. LES 
was selected for this case to take advantage of the Subgrid-Scale (SGS) turbulence 
modeling and boundary layer definition. Two Reynolds Numbers were tested for the 
channel flow validation, ReT (based on friction velocity, uT, and half channel width, 8) 
180 and 590. A sensitivity study at ReT =180 was performed controlling mesh size, 
momentum discretization, and time step. The computational simulations, under all 
conditions, gave reasonable approximations of mean velocity, Reynolds Stress, and 
TKEB profiles when compared to known DNS solutions. The Central Difference 
momentum discretization showed slightly better approximations of the mean profiles. 
The large time step was appropriately sized for these validations. Computations at both 
ReT numbers showed that approximations were improved by increasing the detail in the 
mesh. The SGS model of the LES, which acts like a high-frequency cut off, worked 
appropriately by modeling fluctuations too small to be calculated on the mesh size; 
illustrated by a f slope on a power spectrum. The shear flow over a cylinder offers 
turbulent flow generation from the unsteady cycling of vortex shedding. The cylinder 
flow validation was tested at a Re = 140,000 (based on freestream velocity and cylinder 
diameter) and compared to experimental data. Similar to the channel flow validation, 
mesh coarseness and momentum discretization were tested. The cylinder flow 
computations were performed with DES. DES is a hybrid model that uses LES for flow 
away from walls and a near wall RANS model. For shear flows, where the generation of 
unsteady turbulence is dominated by an obstruction in the flow, DES maximizes the use 
of the two turbulent flow models. The computational simulations, under all conditions, 
gave reasonable approximations of mean velocity, Reynolds Stress, and TKEB profiles 
when compared to known experimental results. Frequency spectra analysis of the vortex 
shedding predicted Strouhal Numbers that compared more favorably when using 
Bounded Central Difference (BCD) momentum discretization. A POD analysis was 
performed to separate turbulent flow energies and structures. Based on the validation of 
the wall-bounded and shear flow cases, it was confirmed that Fluent's computational 
methods produce reasonable computational simulation results. It was determined that the 
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BCD discretization gave better results in frequency spectra for turbulent flow inducing 
objects. 
The full-scale truck is quite complex with many intricate parts, the scale model was 
reduced to only include the significant geometric shapes. The asymmetry in the design 
includes the position of the drivers cab and different size hydraulic and fuel tanks on the 
outboard side of the frame rails between the front and rear tires. The scale model 
measured 0.484m long, 0.275m tall and 0.325m wide. The overall computational domain 
size was 5-truck lengths long (2.431m), 3-truck heights tall (0.849m), and 5-truck widths 
wide (1.632m). The computational model was located 1-truck length from the inlet-face 
(3-truck length behind), centered spanwise (2-truck widths on each side) and position at 
the bottom of the domain (2-truck heights above). Two meshes were used for the 
simulation model, one with a total cell count of 7,892,548, "coarser mesh," and the 
second with a total cell count of 15,301,987, the "finer mesh." The reference values used 
were the freestream velocity of 14m/s and the overall model truck length of 0.484m. 
Three streamwise, road-normal planes, roughly a truck-length long by 1.5 truck-lengths 
high, behind the truck were monitored for flow parameters. One plane was positioned at 
the centerline of the truck, "mid plane," and one positioned behind each set of rear tires, 
"driver plane" and "passenger plane." For the unsteady computations, the time step 
selected was such that the model truck would have moved ~29 truck lengths for every 
second of simulated travel and that the computing time was reasonable. Asymmetric flow 
behaviors were found between the driver and passenger planes due to the asymmetry in 
the truck design. Frequency spectra analysis for the unsteady simulations was performed. 
Because of complex flow, a single dominant frequency was difficult to determine. For 
each of the three planes in the DES, frequencies were found between 0.5 and 30Hz. 
Based on evidence from videos made during the computational simulations, these 
frequencies seem reasonable for the turbulent flow activity. The following overviews the 
results found at each plane for the simulations and experiment. 
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Driver Plane: 
The RANS simulation located a vortex at X/L = 0.1 and Y/L = 0.205, with a road surface 
stagnation point at about X/L = 0.6. As expected, the time averaged URANS simulations 
provided the very similar results as the RANS simulations. The center of a vortex in the 
DES was located near X/L = 0.1 and Y/L = 0.3 with a road stagnation point at about X/L 
= 0.65. Reynolds Stresses were driven from the trailing end of dump-bed in this plane. 
The peak of a negative/low streamwise flow region at road surface was located at X/L = 
0.2 in the URANS simulations and X/L = 0.1 in DES. Profiles showed that the negative 
streamwise flow region can extend to X/L = 0.4. The POD analysis revealed that modal 
energy fell below 1% of the total energy up to mode 20, which equated to -53% of SA, 
energy and -38% of the total energy and -72% of the total energy is captured in the first 
100 modes. Modes at 50% and 60% of the total energy were found up to 37 and 58, 
respectively. The PIV experiment supported the simulations with a similar negative/low 
streamwise flow region located at X/L = 0.15. Mean velocity and Reynolds Stress' 
profiles and POD analysis and structures from the PIV experiment support the finding 
from the computations. PIV POD analysis found that modal energy fell below 1% of the 
total energy up to mode 23 and captured -83% of the total energy in the first 100 modes. 
The streamlines for the PIV results show a vortex at X/L = 0.5 and Y/L = 0.075, near the 
road surface and behind the truck. It was speculated that the larger tank of the driver side 
chassis rail had an affect. A vortex behavior near the road surface was seen in the coarser 
mesh DES with the center near X/L 0.35 and Y/L 0.05. A series of streamlines for the 
coarser and finer DES meshes behind the rear tires were examined for this vortex. There 
was no evidence of this vortex in the finer mesh results. However, behind both of the rear 
driver-side tires in the coarser mesh DES a vortex was found with a center at X/L = 0.5 
and Y/L = 0.05. It is unknown why the PIV and coarser mesh show this vortex and not in 
the finer mesh. 
Mid Plane: 
For the mid plane, the RANS contours showed a negative/low streamwise velocity region 
about X/L = 0.1 and Y/L = 0.25 and a smaller second region at the road surface between 
X/L = 0.65 and 0.7. However, no vortices were evident in the streamlines. The URANS 
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simulations showed the similar velocity region at X/L = 0.1 and Y/L = 0.25 and the 
second at the road surface about X/L = 0.7. In DES, the region of negative/low 
streamwise velocity along the road moved closer to the truck. In the coarser mesh this 
region was very narrow and the center was near X/L = 0.45, while the same region in the 
finer mesh was wider and near X/L = 0.5. Unlike the URANS simulations, there was a 
vortex in the streamlines of the DES. The center of the vortex in the coarser mesh was 
about X/L = 0.2 and Y/L = 0 and for the fine mesh, the vortex was at about the same 
height Y/L = 0.05 but positioned a further behind the truck at X/L = 0.6. The air 
accelerated under the chassis of the truck and down the backside of the payload to drive 
the Reynolds Stresses. POD modal energy fell below 1% of the total energy up to mode 
21, which equated to -50% of EX, energy and -35% of the total energy. Modes at 50% 
and 60% of the total energy were found up 40 and 62, respectively. PIV experimental 
contours and profiles and POD analysis supports the findings of the computations. The 
PIV results showed the peak of the negative/low streamwise velocity region at road 
surface located at X/L = 0.3, which was positioned forward of those predicted by the 
computations. But, the overall behavior in the PIV mean velocity contour and profiles 
supports the computations. The Reynolds Normal and Shear Stresses found by the PIV 
experiment support the DES results. The streamlines from the PIV show a vortex at X/L 
= 0.3, Y/L = 0.1 (stagnation point, X/L = 0.6). As a function of the negative/low 
streamwise velocity region in the PIV results being forward of the simulations, the vortex 
found by the PIV was also forward of the DES simulations. The center of the vortex 
found by the PIV studies was at X/L = 0.6 and Y/L = 0.05 with a road stagnation point at 
X/L = 0.7. 
Passenger Plane: 
The RANS and URANS simulations both showed a vortex centered at X/L = 0.075 and 
Y/L = 0.2 with a road surface stagnation point at X/L = 0.6. This was quite similar to the 
RANS and URANS results for the driver plane. The DES results show a slight difference 
in location of the center of the vortex, X/L = 0.075 but lower at Y/L = 0.1. However, the 
circulation region of the vortex was not as large as seen in the RANS and URANS 
simulations; this caused the road surface stagnation point to be more forward to X/L = 
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0.3. The Reynolds Stresses of the passenger plane, were similar to the results found for 
the driver plane, where normal and shear stresses originate at the trailing end of the 
dump-bed. The PIV results show that the Reynolds Stresses were located above the bed. 
This is the influence of the separation at the very front of the dump-bed and the low sides 
of the payload. The POD modal energy fell below 1 % of the total energy up to mode 20, 
or -52% of ZA, energy and -38% of the total energy and 100 modes represented -73% of 
the total energy. Modes at 50%) and 60% of the total energy for the finer mesh were found 
up to 37 and 57, respectively. The PIV results for the passenger plane support the results 
found in the simulations. The PIV POD found that modal energy fell below 1%> of the 
total energy slightly higher than DES up to mode 23 and captured -80% of the total 
energy in 100 modes. Regions of negative streamwise velocities are found to be similar 
between the PIV and simulations. PIV results show that the Reynolds stresses, normal 
and shear, have a near horizontal behavior. The Reynolds Normal Stress, u'1, tends to 
support the behavior seen in the computations. However, DES and URANS simulations 
show a downward influence on the Reynolds Normal Stress, v'2, from the very tip end of 
the dump bed. Because of the downward influence of v'2 in the simulation, Reynolds 
Shear Stress u'v' was affected, but an overall horizontal behavior is demonstrated, as 
seen in the PIV results. The center of the vortex in the streamlines of the PIV results was 
clearly under the dump bed. Its center appeared to be located near X/L = 0.05 and Y/L = 
0.15 with a stagnation point on the road at X/L = 0.3. This strongly agreed with the DES 
and supports the URANS simulation. 
The three planes behind the scaled mining truck model, that were monitored for flow 
characteristics, showed good agreement between the steady and unsteady RANS 
simulations, DES, and the PIV experiment. Many similar features can be seen in the 
contours, profiles, and streamlines of each of these for respective planes. Likewise, the 
POD analysis performed on the DES and PIV results exhibited similarities as well. 
This research can aid the advancement of such work in the area of dust dispersion 
behavior or drag coefficient calculations by improving the understanding of unsteady 
195 
turbulent flow behind a large mining truck. Due to the design of these trucks there are 
many areas of interesting turbulent flows that can be investigated, such as trying to 
isolate a shedding frequency of the leading edge of the dump bed. It would be interesting 
to determine the influences on these results with a moving road surface and/or rotating 
tires. Finally, with enough computing speed and storage, it would be interesting to 
perform a 3-d analysis of the wake. 
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Complete tables of all 100 POD modes found for the coarse and fine mesh Truck DES 
simulations and PIV experiment 
Table A-l. POD Energies for the 100 modes Coarse Mesh: (A) I 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A-2. POD Energies for the 100 modes Fine Mesh: (A) Mc 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A-3. POD Energies for the 100 modes PIV: (A) Modal Energy, (B) Cumulative 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Matlab R2009a scripts were written to do the post-processing numerical calculations of 
the POD 





for ii = 1:2 
if ii == 1 
case_name = ['Truck_vA_DES_']; 
end 
if ii == 2 
case_name = ['Truck_vA2_DES_']; 
end 
for jj = 1:3 
if jj == 1 
case_name 
plane_name = ['Driver'] 
end 
if jj == 2 
case_name 
plane_name = ['Mid'] 
end 
if jj == 3 
case_name 
plane_name = ['Pass'] 
end 
xy_100_time = textread([case_name plane_name '_Vol_cells_time.txt']); 
Lt = length(xy_100_time); 
clear xy_100_time 
disp('Loading Data') 
xy_100 = textread([case_name plane_name '_Driver_Vol_cells_locations.txt']); 
xy_100_up = textread([case_name plane_name '_Driver_Vol_cells_up-vel.txt']); 
xy_100_vp = textread([case_name plane_name '_Vol_cells_vp-vel.txt']); 
xy_100_wp = textread![case_name plane_name '_Vol_cells_wp-vel.txt']); 
disp('END Loading Data') 
xy_100_up = -xy_100_up; 
xy_100_wp = -xy_100_wp; 
xy_edge = [-9.5 -1.93; -9.5 2.97711131; -11.216543869 3.342327018; 
-11.118631038 3.850578263; -9.5 4.939245; -9.5 10.82; -26.5 10.82; 
-26.5 -1.93; -9.5 -1.93]; 
xy_edge = xy_edge.*0.0333; 
pi = polyfit(xy_edge(2:3,1),xy_edge(2:3, 2) ,1) ; 
p2 = polyfit(xy_edge(3:4,1),xy_edge(3:4, 2) ,1) ; 
p3 = polyfit(xy_edge(4:5,1),xy_edge(4:5,2) , 1) ; 
xl = -9.5; 
x2 = -26.5; 
if ii == 1 
xt = (x2 - xl)/170; 
end 
if ii == 2 
xt = (x2 - xl)/131; 
end 
xtc = xt/2; 
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(y2 - yl)/128; 
(y2 - yl)/98; 
xlc = xl+xtc; 
x2c = x2-xtc; 
xc = [xlc:xt:x2c] 
xc = xc.*0.0333; 
yl = -1.93; 
y2 = 10.82; 
if ii == 1 
yt 
end 
if ii == 2 
yt 
end 
ytc = yt/2; 
ylc = yl+ytc; 
y2c = y2-ytc; 
yc = [ylc:yt:y2c]; 
yc = yc.*0.0333; 
disp('Interpolation loop') 
[Xlc, Ylc] = meshgrid(xc,yc); 
[a,b] = size(Xlc); 
UPIc = zeros(a,b,Lt); 
VPIc = zeros(a,b,Lt); 
WPIc = zeros(a,b,Lt); 
matlabpool local 8 
parfor i = l:Lt 













disp('END Interpolation loop') 
clear xy_100 xy_100_up xy_100_vp xy_100_wp 
disp('Reformating Matricies') 
[a, b] = size(Xlc); 
for i = 1: a 
% fprintf('Reformat %d\n', i) 
xyc(b*(i-l)+l:b*i,l) =XIc(i,:); 
xyc(b*(i-l)+l:b*i,2) =YIc(i,:); 
for m = 1:Lt 
upc(m,b*(i-l)+l:b*i) = UPIc(i,:,m); 
vpc(m,b*(i-l)+l:b*i) = VPIc(i,:,m); 
wpc(m,b*(i-l)+l:b*i) = WPIc(i,:,m); 
end 
end 
disp('END Reformating Matricies') 
clear Xlc Ylc UPIc VPIc WPIc 
disp('Resetting any NaN to zero') 
[a,b] = size(upc); 
for i = l:a 
for j = l:b 
TF = isnan(upc(i,j)) ; 
if TF == 1 
upc(i,j) = 0; 
end 
TF = isnan(vpc(i,j)); 
if TF == 1 
209 
vpc (i, j ) = 0; 
end 
TF = isnan(wpc(i,j)); 
if TF == 1 




disp('END Resetting any NaN to zero') 
disp('Zeroing velocity at solid body1) 
% solid body Zero velocity 
matlabpool local 8 
parfor i = 1:length(xyc) 
if (xyc(i,2) > xy_edge(2,2)) && (xyc(i,l) > xy_edge(3,1)) && (xyc(i,2) < 
xy_edge(5,2)) 
ply = polyval(pi,xyc(i,1)); 
p2y = polyval(p2,xyc(i,1)); 
p3y = polyval(p3,xyc(i,1)); 




,i) = 0; 
,i) = 0; 





disp('END Zeroing velocity at solid body') 
xyc(:,l) = abs (xyc (:, 1) ) -mint abs (xyc (:, 1) )) ; 
xyc(:,2) = xyc(:,2)-min(xyc(:,2)); 
disp('Writing Cell locations') 
fid = fopen([case_name plane_name '_Vol_cells_locations_INTP.txt'],'w'); 
fprintf(fid,'%3.5e\t %3.5e\n', xyc1); 
fclose(fid); 
disp('END Writing Cell locations') 




disp('Writing Cell Velocity Interpolations' 
[a,b] = size (upc) ; 
fidl = fopen([case_name plane_name 
fid2 = fopen([case_name plane_name 
fid3 = fopen([case_name plane_name 
for i = l:a 
% fprintf('Writing Fluctuation Interpolations %d\n' 






















('END Writing Cell Velocity Interpolations') 
exit 





for ii = 1:2 
if ii == 1 
case_name = ['Truck_vA_DES_']; 
end 
if ii == 2 
case_name = ['Truck_vA2_DES_']; 
end 
for jj = 1:3 
if jj == 1 
case_name 
plane_name = ['Driver'] 
end 
if jj == 2 
case_name 
plane_name = ['Mid'] 
end 
if jj == 3 
case_name 
plane_name = ['Pass'] 
end 
% VELOCITY FLUCTUATIONS!!!! 
disp('Cell velocities') 
u_vel = textread([case_name plane_name '_Vol_cells_up-vel_INTP.txt']) 
v_vel = textread([case_name plane_name '_Vol_cells_vp-vel_INTP.txt']) 
w_vel = textread([case_name plane_name '_Vol_cells_wp-vel_INTP.txt']) 
disp('END — Cell velocities') 
u_mean = mean(u_vel)'; 
v_mean = mean(v_vel)'; 
w_mean = mean(w_vel)'; 
r = length(u_mean); 
clear u_vel v_vel w_vel 
disp('Write Velocities') 
fid = fopen([case_name plane_name '_Vol_POD_mean_vel.txt'],'w'); 
for i = l:r 
if i == 1 
fprintf(fid,'time-mean fluctation velocity (u v w)\n'); 
end 
fprintf(fid,'%5.5e\t %5.5e\t %5.5e\n', [u_mean(i),v_mean(i),w_mean(i)] 
end 
fclose(fid); 
disp('END — Write Velocities') 









for ii = 1:2 
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if ii == 1 
case_name 
end 
if ii == 2 
case_name 
end 
for jj = 1:3 













cell = textread([case_name plane_name '_Vol_cells_locations_INTP.txt']); 
hx = cell(2,1)-cell(1,1); 
for i = 1:length(cell) 
if cell(i,2) ~= cell(i+l,2) 




dispt'END — Cell locations') 
r = length(cell); 
clear cell 
disp('Quadrature Matrix') 
wj = ones(r,1) ; 
wj (1,1) = 0.5*wj (1,1) ; 
wj (r,l) = 0.5*wj (r,l); 
wx = abs(hx*wj); 
wy = abs(hy*wj); 
d = wy.*wx; 
clear wj wx wy wj2 Wx Wy 
D(l:r,l) = d; 
D(r+l:2*r,1) = d; 
D(2*r+l:3*r,l) = d; 
dispt'END — Quadrature Matrix') 
disp('Write POD D and d') 
fidl = fopen([case_name plane_name '_Vol_POD_D.txt'],'w'); 
fid2 = fopen([case_name plane_name '_Vol_POD_d.txt'],'W); 
for i = l:3*r 
if i == 1 
fprintf(fidl,'Matrix of Integration (Quadrature) Wieghts\n'); 



















Calculation and output of two-point correlation and integrated two-point 
correlation matrices (sample of Ruu and Ruv only, remaining seven are just 




for ii = 1:2 
if ii == 1 
case_name 
end 
if ii == 2 
case_name 
end 
for jj = 2:3 
if jj == 1 
case_name 
plane_name = ['Mid'] 
end 
if jj == 2 
case_name 
plane_name = ['Driver'] 
end 
if jj == 3 
case_name 
plane_name = ['Pass'] 
end 
% VELOCITY FLUCTUATIONS! ! ! ! 
disp('Cell velocities') 
u_vel = dlmread([case_name plane_name '_Vol_cells_up-vel_INTP.txt'],'\t'); 
disp('END — Cell velocities') 
u = mean(u_vel); 
r = length(u); 
disp('Reading d') 
d = dlmread([case_name plane_name '_Vol_POD_d.txt'],'\t',1,0) ; 
disp('END Reading d') 
matlabpool local 8 
Rij = zeros (r); 
parfor i = l:r 
disp(['n =' num2str(i)]) 
Rij(i,:) = mean(bsxfun(@times,u_vel,u_vel(:,i))); 
end 
clear u_vel 
R = Rij; 




d i s p U ' n =' num2str (i) ] ) 
R ( i , : ) = s q r t ( d ' ) . * R ( i , : ) ; 
end 
parfor i = l:r 
disp(['n =' num2str(i)]) 
R(:,i) = R(:,i).*sqrt(d); 
end 
matlabpool close 
dispt'END Tensor Matrix') 
clear u d 
disp('Write Ruu') 
fidl = fopen([case_name plane_name '_Vol_POD_Ruu.txt'],' w' ); 
fid2 = fopen([case_name plane_name '_Vol_POD_Ruud.txt'],'w'); 
for i = 1: r 
if i == 1 
fprintf(fidl,'Two-point Correlation MatrixXn'); 
fprintf(fid2,'Numerically Intergrated Two-point Correlation MatrixXn'), 
end 
for j = 1: r 
if j<r 









f c l o s e ( f i d l ) ; 
f c l o s e ( f i d 2 ) ; 
dispCEND — Write R i j ' ) 
c l ea r plane_name u_vel Rij R D d p s i a eig_vec eig_val u_mean v_mean w_mean 
end 
c lea r case_name 
end 





for ii = 1:2 
if ii == 1 
case_name = ['Truck_vA2_DES_']; 
end 
if ii == 2 
case_name = ['Truck_vA_DES_']; 
end 
for jj = 1:3 
if jj == 1 
case_name 
plane_name = ['Mid'] 
end 
if jj == 2 
case_name 
plane_name = ['Driver'] 
end 
214 
if jj == 3 
case_name 




u_vel = dlmread([case_name plane_name '_Vol_cells_up-vel_INTP.txt'],'\t'); 
v_vel = dlmread([case_name plane_name '_Vol_cells_vp-vel_INTP.txt'],'\t'); 
disp('END — Cell velocities') 
u = mean(u_vel); 
v = mean(v_vel); 
r = length(u); 
disp('Reading d') 
d = dlmread([case_name plane_name '_Vol_POD_d.txt'],'\t',1,0) ; 
disp('END Reading d') 
disp('Tensor Matrix') 
matlabpool local 8 
Rij = zeros(r); 
parfor i = l:r 
disp(['n =' num2str(i)]) 
Rij(i, :) = mean(bsxfun(@times,v_vel,u_vel(:,i))) ; 
end 
clear v_vel u_vel 
R = Rij; 
parfor i = l:r 
disp(['n =' num2str(i)]) 
R(i, :) = sgrt(d') .*R(i, :) ; 
end 
parfor i = l:r 
disp(['n =' num2str(i)]) 
R(:,i) = R(:,i) .*sqrt(d) ; 
end 
matlabpool close 
displ'END Tensor Matrix') 
clear u v d 
disp('Write Ruv') 
fidl = fopen([case_name plane_name '_Vol_POD_Ruv.txt'], 'w'); 
fid2 = fopen([case_name plane_name '_Vol_POD_Ruvd.txt'],'w'); 
for i = l:r 
if i == 1 
fprintf(fidl,'Two-point Correlation Matrix\n'); 
fprintf(fid2,'Numerically Intergrated Two-point Correlation Matrix\n'), 
end 












f c l o s e ( f i d l ) ; 
f c lo se ( f i d2 ) ; 
dispCEND — Write Rij ' ) 









for ii = 1:2 
if ii == 1 
case_name = ['Truck_vA_DES_'] 
end 
if ii == 2 
case_name = ['Truck_vA2_DES_'] 
end 
for jj = 1:3 
if jj == 1 
case_name 
plane_name = ['Driver'] 
end 
if jj == 2 
case_name 
plane_name = ['Mid'] 
end 
if jj == 3 
case_name 




cell = dlmread([case_name plane_name '_Vol_cells_locations_INTP.txt']); 
dispCEND — Cell location') 
r = length(cell) 
clear cell 
disp('Reading Ruu') 
Ruud = dlmread([case_name plane_name '_Vol_POD_Ruud.txt'],'\t',1,0); 
R(l:r,l:r) = Ruud(l:r,1:r); 
clear Ruud 
disp('Reading Ruv') 
Ruvd = dlmread([case_name plane_name '_Vol_POD_Ruvd.txt'],'\t',1,0); 
R(l:r,r+l:2*r) = Ruvd(1:r,1: r) ; 
clear Ruvd 
disp('Reading Ruw') 
Ruwd = dlmread([case_name plane_name '_Vol_POD_Ruwd.txt'],'\t',1,0); 
R(l:r,2*r+l:3*r) = Ruwd(1:r,1:r); 
clear Ruwd 
disp('Reading Rvu') 
Rvud = dlmread([case_name plane_name '_Vol_POD_Rvud.txt'],'\t',1,0); 




Rvvd = dlmread([case_name plane_name '_Vol_POD_Rvvd.txt'] , '\t',1,0); 
R(r+l:2*r,r+l:2*r) = Rvvd(1:r,1:r); 
clear Rvvd 
disp('Reading Rvw') 
Rvwd = dlmread([case_name plane_name '_Vol_POD_Rvwd.txt'],'\t',1,0) ; 
R(r+l:2*r,2*r+l:3*r) = Rvwd(1:r,1:r); 
clear Rvwd 
disp('Reading Rwu') 
Rwud = dlmread([case_name plane_name ' _Vol_POD_Rwud.txt'],'\t',1,0) ; 
R(2*r+l:3*r,l:r) = Rwud(1:r, 1: r) ; 
clear Rwud 
disp('Reading Rwv') 
Rwvd = dlmread![case_name plane_name '_Vol_POD_Rwvd.txt'],'\t',1,0); 
R(2*r+l:3*r,r+l:2*r) = Rwvd(1:r,1:r); 
clear Rwvd 
disp('Reading Rww') 
Rwwd = dlmread([case_name plane_name '_Vol_POD_Rwwd.txt'],'\t',1,0); 
R(2*r+l:3*r,2*r+l:3*r) = Rwwd(1:r,1:r); 
clear Rwwd 
disp('END Reading R') 
disp('Reading D') 
D = dlmread([case_name plane_name '_Vol_POD_D.txt'],•\t',1,0); 
disp('END Reading D') 
d(l:r,l) = D(l:r); 
modes=100; 
disp('EigenSystem') 
[psi,lamda] = eigs(R,modes); 
disp('Testing R psi - psi lamda =0') 
ZEROl = R*psi; 
clear R 
phi = zeros(size(psi)); 
matlabpool local 8 
parfor i = l:3*r 
% disp(['n =' num2str(i)]) 




lamda = diag(lamda); 
disp('Write POD') 
fid4 = fopen([case_name plane_name '_Vol_POD_psi.txt'],'w'); 
fid5 = fopen([case_name plane_name '_Vol_POD_eig_vec.txt'], 'w') ; 
fid6 = fopen([case_name plane_name '_Vol_POD_eig_val.txt'],'w') ; 
for i = l:3*r 
if i == 1 
fprintf(fid4, 'Eigen Vectors from eigensystem of sqrt(D)*Rij*sqrt(D)\n ' ); 
fprintf(fid5,'Eigen Vectors resolved from inv(sqrt(D))*psi (columns increasing 
mode number, X-component 1st 3rd,Y-component 2nd 3rd,Z-component 3rd 3rd,\n'); 
fprintf(fid6,'Eigen Values (Lamdas)\n'); 
end 
if i <= modes 
fprintf(fid6,'%5.5e\n', lamda(i)); 
end 
for j = lrmodes 
217 
i f j<modes 
fp r in t f ( f i d4 , '%5 
fp r in t f ( f i d5 , '%5 
end 
i f j==modes 








dispCEND — Write POD') 
disp('Read Cell mean velocities') 
mean_vel = dlmread([case_name plane_name '_Vol_POD_mean_vel.txt'], '\t' , 1, 0) ; 
disp('END -- Cell velocities') 
u_mean = mean_vel(:,1); 
v_mean = mean_vel(:,2); 
w_mean = mean_vel(:,3); 
clear mean_vel 
ui_phi_i = zeros(size(r,modes)); 
disp('Random Coeddicients') 
%RANDOM COEFFICIENT 
for j = 1:modes 
dispU'n = ' num2str (j) ] ) 
for i = 1: r 
ui_phi_i(i,j) = u_mean(i).*phi(i,j) + v_mean(i).*phi(r+i,j) + 
w_mean(i).*phi(2*r+i,j); 
end 
a(j) = sum(d'*ui_phi_i(:, j)); 
end 
a = a ' ; 
disp('END — Random Coeddicients') 
clear u_mean v_mean w_mean d 
disp('Write Random Coeddicients') 
fid7 = fopen([case_name plane_name '_Vol_POD_a.txt'],'w'); 
for i = 1:modes 






disp('END -- Write Random Coeddicients') 
clear a 
%REYNOLDS NORMAL STRESS 
disp('Writing Rii') 
disp('Reading Ruu') 
Ruu = dlmread([case_name plane_name '_Vol_POD_Ruu.txt'],'\t',1,0) ,• 
Rii(l:r) = diag(Ruu); 
clear Ruu 
disp('Reading Rvv') 
Rvv = dlmread([case_name plane_name '_Vol_POD_Rvv.txt'],'\t',1,0); 
Rii(r+l:2*r) = diag(Rvv); 
clear Rvvd 






Rww = dlmread([case_name plane_name '_Vol_POD_Rww.txt'],'\t',1,0); 
Rii(2*r+l:3*r) = diag(Rww); 
clear Rww 
disp('END Writing Rii') 
D = diag(D); 
ZER02 = zeros(size(psi)); 
matlabpool local 8 
parfor i = 1:modes 
ZER02(:,i) = psi(:,i).*lamda(i); 
end 
matlabpool close 
ZERO = ZEROl - ZER02; %should be ZERO 
ZERO(1:20,1:20) 
disp('Maximum: R psi - psi lamda') 
max_zero=max(max(ZERO)) 
disp('Testing inv(psi) psi =1') 
IDENTITY = abs(psi'*psi); %should equal Identity 
IDENTITY(1:20,1:20) 
disp('Testing Orthonormality: inv(phi) D phi =1') 
Orthonormal = abs(phi'*D*phi);%should equal Identity 
Orthonormal(1:20,1:20) 
clear phi psi 
D = diag(D) ; 
%TOTAL ENERGY 
disp('Total energy based on double integral of Reynolds Normal Stress') 
size(Rii) 
size(D) 
Etot_Rii = sum(sum(Rii'. *D)) 
clear Rii D 
disp('Total energy based on sum of eigenvalues') 
Etot = sum(lamda) 
for i = l:modes 
m (i, 1) = i ; 
if i == 1 
Sum_E(i,l) = lamda(i,l); 
Prct_E(i,l) = Sum_E(i,l)/Etot; 
Prct_Rii(i,1) = Sum_E(i,1)/Etot_Rii; 
else 
Sum_E(i,l) = Sum_E(i-l,l) + lamda(i,l); 
Prct_E(i,l) = Sum_E(i,l)/Etot; 
Prct_Rii(i,l) = Sum_E(i,1)/Etot_Rii; 
end 
end 
disp(' n Energy SumEnergy %Energy %Energy_Rii') 
[m(l:20) lamda(l:20) Sum_E(l:20) Prct_E(l:20) Prct_Rii(1:20)] 
dispC ') 
disp('Write POD Analysis') 
fid = fopen([case_name plane_name '_Vol_POD_Analysis.txt'],'w'); 
fprintf(fid,'Testing R psi - psi lamda = 0\n'); 
for i = 1:20 











fprintf(fid,'Maximum: R psi - psi lamda\n'); 
fprintf(fid, '%5.5e\n' , max_zero); 
fprintf(fid,'\n\n'); 
fprintf(fid, 'Testing inv(psi) psi = I\n'); 
for i = 1:20 









fprintf(fid, '\n\n') ; 
fprintf(fid,'Testing Orthonormality: inv(phi) D phi = I\n'); 
for i = 1:20 










fprintf(fid,'Total energy based on double integral of Reynolds Normal Stress\n'); 
fprintf(fid,'%5.5f\n', Etot_Rii); 
fprintf(fid, '\n\n'); 
fprintf(fid, 'Total energy based on sum of eigenvalues\n'); 
fprintf(fid,'%5.5f\n', Etot); 
fprintf(fid,'\n\n'); 
fprintf(fid, ' n Energy SumEnergy PrcntEnergy PrcntRiiNn'); 
for i = 1:modes 
fprintf(fid,'%3d\t %5.5f\t %5.5f\t %5.5f\t %5.5f\n', [m(i) lamda(i) Sum_E(i) 
Prct_E(i) Prct_Rii(i)] ); 
end 
fclose(fid); 
disp('END — Write POD Analysis') 
clear plane_name Rij R D d psi phi a lamda eig_vec eig_val u_mean v_mean w_mean ZEROl 
ZER02 ZERO 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Department of Mechanical Engineering 
238 Kaufman Hall 
Old Dominion University 
Norfolk, VA 23529 
Education 
Ph.D. Mechanical Engineering May 2010 
Old Dominion University Norfolk, VA 
M.S. Mechanical Engineering May 2001 
B.S. Mechanical Engineering June 1999 
Virginia Tech Blacksburg, VA 
Publications 
Demuren, A.O., Sexton, W., and Castro, N., 'Analytical Simulations of the Effects of 
Dust Mitigating Devices on Dust Clouds Trailing the Caterpillar 797," Report, Caterpillar 
Inc., (2008). 
Demuren, A.O., Castro, N., and Sexton, W., "Experimental Study of Dust Pick-Up and 
Suspension Process from Large Mining Truck Traveling in Unpaved Dirt Road," Report, 
Caterpillar Inc., (2008). 
Sexton, W.R., and Sexton, M.R., "The Effects of Wet Compression on Gas Turbine 
Engine Operating Performance," ASME Paper No. GT-2003-38045 presented at the 
ASME International Gas Turbine Institute Conference (Atlanta, June 2003.) 
Sexton, M.R., and Sexton, W.R., "Aircraft Engine Simulation Project for Undergraduate 
Propulsion Course," ASME Paper No. GT-2006-90139 accepted for presentation at the 
ASME International Gas Turbine Institute Conference (Barcelona, May 2006.) 
