The steady-state form of the Klein-Gordon equation is given by
Au = u-u3, u = u(X), X&R3. 3
For solutions which are spherically symmetric, (*) takes the form ü + lujr = u -u , is an equation arising in spinor particle theory. Three steady-state forms of (1.1) are (1.2) Au=u-u3, u=u(X), (1.3) ii + 2ii/r = u-u3, u=u(r), and (1.4) y^y-f/r2, y=yif).
Equation ( Here, we shall be interested in the solution of the problem (1.5) y^y-f/r2, XO)=X°°) = o, which corresponds to (1.6) ii + 2ù/r = u-u3, ù(0) = u(°°) = 0.
The problem (1.5) has been considered by many authors [1] , [2] , [4] , [5] , [10],
[11], [12] , [14] , [18] . Nehari [10] proved the existence of solutions to (1.5), and
Ryder [13] showed that solutions yn exist, for 0 < n < °°, such that yn has exactly n zeros in (0, °°). It is these solutions, y0 in particular, which this paper concerns.
Problem (1.5) contains obvious numerical difficulties: a nonlinear boundary value problem over an unbounded interval. Initial attempts to use initial value problem techniques are discouraging. Each solution of (1.4) is asymptotic to one of y = -r, y = 0 or y = r, as r -> <*>, and apparently (see [2] ) no solution of (1.5) is stable. In fact, the evidence indicates that for the collection of initial value problems
there is a countable collection {a;} with no cluster point in R such that if a ^ {a.}, then \y/r\ -*■ 1 as r -► °°.
Standard proofs of Galerkin methods fail for (1.5), since the derivative of the Lagrangian of (1.4) is neither positive nor negative at a solution to (1.5). However, Chauvette and Stenger [2] do succeed in a difficult proof of their application of the Bubnov-Galerkin method.
Here we consider a variational approach based on the approximation theory developed in [8] . The results of [17] suggests that the rate of convergence, 0(e\p(-cm1^2)) where m is the number of unknowns, is best possible. Several proofs, which have been deleted in the exposition, are available on request. For simplicity, we write J and G for J(0, °°) and (7(0, °°), respectively. We also consider the set S(a, b) consisting of all functions y G HlQ(a, b) such that y(c ) > 0 for some cy G (a, b) and
Theorem 2.1 [13] . Let n> 0, and let S" be the collection of all functions y for which the following is satisfied: there exist {rk }k=, c (0, ») ({rk }k= x = <¡> if n = 0) such that 0 = r0 < r, < • • • < rn < rn+, = °° and (-\)ky G S(rk, rk+ x), for0<k<n.
Then J is minimized over S" by the solution yn of problem (1. 
The function C(f, h) was introduced by E. T. Whittaker [21] , and has been studied further by several authors (see [8] , [9] , [16] , [22] ). In this paper, we approximate the solution yQ of (1.5) by a function of the form
The foundation for such approximations is given in [8] .
The results given in [2] may be used to show that for a = l,j0 satisfies the conditions on /in the theorem which follows. Theorem 3.1 [8] . Let d, a > 0 and assume f satisfies (i) fis analytic on t>d -{x + iy: \y\ < d}; (ii) ¿d W* + iy)\dy -*0asx-+±°°; (iii) lim^d-jfe \flx ± iy)\2 dx < °°; It is important to recognize the implications of (3.4) and (3.5). For example, (3.4) says that '«mtf hm)h,2 = 0(hm3l2e^'hm) aS *", -0 (* --), and so for every positive integer p, m(f.«m)h,2=o(hrm) asAm-»0.
We complete this section with the presentation of two results which are needed in the computations and in the proof of validity of the approximation scheme. The equalities (3.6)-(3.8) are given in [8] , and (3.10) is obtained quite easily from the theory in [8] . The function wm is our mth (approximation to.y0.
We note that 7m&Wm, and so Wm i= 0. Thus, obtaining wm is equivalent to minimizing a continuous function on a nonempty compact subset of Rm. Further, with S0 defined as in Theorem 2.1, we have Wm C S0, and so Szm > Jy0. Proof. We have wm G S, and wj(m + l)h) -0. Thus, wm ^ y0 and so 0 < Jwm -Jyo-Since *m G Wm, Jwm -Jy0 < Jzm -Jy0 follows from (4.7).
To verify the last inequality in (4.8), we first note that (4.9) S7m -jy0 = \\\7j2U2 -ij\,i?.2i<("**ii,a + »^«1,2)11^ -y0K,2-Also, (4.10) \\7m -v0llli2 < \\7m -zj\lt2 + \\zm -y0ilt2.
We recall from (3.4) that Using (4.11) and (4.13) in (4.10), we arrive at (4.8), since \\7j\U2 -* \\yQ\\lt2 m (4-9).
Our next result is now obvious. Its nontrivial proof, which draws on results in functional analysis, is deleted. .0153
The approximation wm was obtained for each of the three cases listed above.
The results for the case m = 70 are given in Table 1 . The accuracy was estimated by comparing successive approximations for m = 50 and m = 60. For m = 60, C was then estimated to be .00217 in the bound On3/8exp(-.69m1/2); this value of C was used to obtain the "estimated accuracy" .000033 for m = 70. 6. Concluding Remarks. We cannot close without reiterating that the order of convergence obtained in Section 4 is the best that can be obtained with known approximation techniques. If one were to use splines or other standard approximating functions, the rate of convergence would be 0(m~p), for some integer p. Our rate of convergence is faster than 0(m~p), for every positive p. For example, if 8-place accuracy were required, over 11,000 unknowns might be needed on the interval [0, 10] if p were 3; at most 500 unknowns would be needed in our approach.
The method presented here for y0 could be perturbed slightly to obtain y l.
However, for n > 1 it would be more natural to use an approach based on the results given in [8] . That is, on each interval (ry, rj+l) of Theorem 2.1, use the composition of a cardinal function and a conformai mapping to approximate yn.
Finally, Eq. (1.4) is one of many equations of the form y -y + yF(y2, r) = 0. In [13] , Ryder gives results for the more general problem. Our method may be employed once analyticity, uniqueness and exponential decay of solutions has been verified. Department 
