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The notion of a frame multiresolution analysis (FMRA) is a combination of the theories
of frames and multiresolution analyses (MRAs). It is used to construct wavelet frames,
whose underlying filters may be narrow band. At present, studies of frames have been
done by several groups of researchers including John J. Benedetto and his collaborators
([2], [3], [4], [5], [6]) and Amos Ron and Zuowei Shen ([16], [17], [18], [19]).
Based on an FMRA of dilation factor M , we establish quantitative criteria in the
frequency domain for the construction of a tight wavelet frame in the frequency domain
generated by a minimum number of M − 1 mother wavelets. We utilize the concept of
fibres of closed shift-invariant subspaces of L2(R) to show the existence of tight frames in
the wavelet spaces and also to provide a method of constructing the mother wavelets. It
is shown that M mother wavelets would always be sufficient to generate a tight wavelet
frame. We also provide an alternative way of constructing the mother wavelets for the
elementary case of M = 2 based on analysis of the Gramian. Finally, we extend our
construction techniques to creating a sequence space FMRA which is related to periodic
wavelet frames and show that the fibres of multiresolution subspaces of L2(R) also form
an FMRA in l2(Z) and that the wavelets constructed for L2(R) can be used to construct
wavelets for l2(Z).
iii
We begin in Chapter 1 with the definition of Fourier series, Fourier transform and
frames. Next, we review the theory of shift-invariant subspaces found in existing literature
([7], [10], [16]). Many characteristics of closed shift-invariant subspaces are determined
by their fibres in the frequency domain.
The next chapter (Chapter 2) defines the FMRA of dilation factor M and establishes
the properties of multiresolution subspaces, which will provide the quantitative criteria for
the construction of FMRAs. We also show that the scaling property of an FMRA also
holds for the wavelet subspaces and that the Hilbert space L2(R) can be decomposed into
the orthogonal sum of these wavelet subspaces. In addition, we provide an example of an
FMRA constructed from a scaling function, whose underlying low pass filter is of narrow
band.
In Chapter 3, we begin by characterizing wavelet frames generated by a finite number of
mother wavelets. Our focus is on developing the properties of the wavelet subspaces of an
FMRA using shift-invariant subspace theory. Next, we prove the first of our major results
of this thesis (Theorem 3.10), which not only establishes the existence of tight wavelet
frames but also provides the means to construct them. For implementation purposes, we
summarize our construction techniques into an algorithm. We demonstrate our algorithm
explicitly for the case of M = 2 as well as provide another construction method for this
(dyadic) case. Finally, examples of suitable high pass filters are provided for wavelet
frames with diagonal and nondiagonal associated Gramians.
Our last chapter (Chapter 4) is motivated by the construction methods of Chapter
3. We find that the methods of using the fibres underlying an FMRA can be generalized
to a more general setting in the Hilbert space l2(Z). Therefore, we define a sequence
space FMRA whose multiresolution subspaces are modulation invariant and apply our
iv
techniques to construct wavelet frames for l2(Z). The main difference in this case is that
the scaling sequences and wavelets are nonstationary. Finally, we show the connection of
the fibres underlying an FMRA of L2(R) with the sequence space FMRA generated by
them and also the connection between the fibres of wavelet subspaces of L2(R) and wavelet
subspaces of l2(Z) under their respective FMRAs. We also mention the considerations to
be taken into account when attempting to proceed in the reverse direction of obtaining
L2(R) FMRAs from sequence space FMRAs.
v
Chapter 1
Basic Theory of Frames
1.1 Fourier Series and Fourier Transform
We shall review the standard definition of the Fourier series of a function in L1[0, 1], the
space of all 1-periodic integrable functions on the interval [0, 1]. The Fourier series S(f)





where the Fourier coefficients of f are defined as fˆ [n] :=
∫ 1
0
f(γ)e−2piinγdγ for n ∈ Z, the
set of integers. Every function f in L2[0, 1], the space of all 1-periodic square integrable




where Sn(f) is the n
th partial sum of the Fourier series of the function f and the con-
vergence of the sequence {Sn(f)} is in the L2-norm. We shall also require the following
1
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Parseval’s identity (see [20]):
∞∑
n=−∞
∣∣∣fˆ [n]∣∣∣2 = ‖f‖2L2[0,1] , f ∈ L2[0, 1].
We shall define the Fourier transform on L1(R), the space of integrable functions on the
real line and extend its definition to L2(R). The Fourier transform fˆ of an L1(R)-function
f is defined on the real line as























For any function f ∈ L1(R) ∩ L2(R), its Fourier transform fˆ lies in the space L2(R) and∥∥∥fˆ∥∥∥
2
= ‖f‖2 (see [20]). Since L1(R) ∩ L2(R) is dense in L2(R), we extend the Fourier
transform to an unitary operator on L2(R) by defining fˆ as the Cauchy limit of {F(fn)}
for some sequence of functions {fn} in L1(R) ∩ L2(R) converging to f in L2(R). The
Fourier transform of functions in L2(R) is therefore a bijection that satisfies
〈fˆ , gˆ〉 = 〈f, g〉 for all f, g ∈ L2(R),
and this is known as the Plancherel Theorem.
Let ZK denote the set {0, 1, ..., K−1} and S(K) be the space of all complex K-periodic
sequences. The discrete Fourier transform of a periodic sequence a ∈ S(K) is defined to



















is unitary. Therefore the inverse discrete Fourier











We let L∞[0, 1] to be the space of essentially bounded Lebesgue measurable functions
on [0, 1] and l2(Z) to be the space of square summable sequences. We shall also denote the
set of natural numbers and the set of complex numbers by N and C respectively. Finally,
1E denotes the characteristic function over the set E.
1.2 Frames and Shift-Invariant Subspaces
We shall state some standard results concerning frames of closed shift-invariant subspaces
of L2(R) found in the existing literature (see [6], [7], [10] and [16]), which will be used
in establishing the existence and construction of wavelet frames. A sequence of vectors
{fn} that belongs to a separable Hilbert space H is said to be a frame for H if there exist




|〈f, fn〉|2 ≤ B ‖f‖2 .
The constants A and B are called frame bounds. A frame is said to be tight if it is
possible to choose A = B and a frame is said to be exact if it ceases to be a frame when
any one of its elements is removed. An exact frame is also known as a Riesz basis (see
[21]). The following theorem gives us an elementary characterization of frames.
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Theorem 1.1. [6] A sequence {fn} of vectors in a Hilbert space H is a frame for H if









and ‖a‖l2(Z) ≤ C ‖h‖.
In our study of wavelet frames, we shall deal with closed shift-invariant subspaces,
which are closures of spaces spanned by integer translates of functions. We define span Ω
to be the linear space generated by all finite linear combinations of elements in Ω and its
closure by span Ω. We define the integer shift operator of k units by
τkf := f(· − k), k ∈ Z, f ∈ L2(R).
Definition 1.1. A closed shift-invariant subspace S of L2(R) is said to be generated by
Ω ⊂ L2(R) if S = span{τkφ : k ∈ Z, φ ∈ Ω}. The cardinality of a smallest generating set
Ω for S is called the length of S which is denoted by len S. The subspace S is a finitely
generated shift-invariant (FSI) space if len S is finite. If len S = 1, then S is called a
principal shift-invariant (PSI) space.
The next two theorems show that every closed shift-invariant subspace of L2(R) is
countably generated and every PSI space is generated by a PSI tight frame.
Theorem 1.2. [10] Let S be a closed shift-invariant subspace of L2(R). Then there exists
a countable set Ω ⊂ S such that S is generated by Ω.
Theorem 1.3. [16] Given any PSI space S, there exists a function φ ∈ S such that {τkφ}
forms a tight frame for S.
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We shall characterize the collection of closed shift-invariant subspaces of L2(R) by
mappings from the interval [0, 1) to the collection of closed subspaces of l2(Z). We shall
begin with a lemma concerning sequences of the form
fˆ||γ := {fˆ(γ + k)}k,
where f is a function in L2(R) and γ ∈ [0, 1).
Lemma 1.4. For f ∈ L2(R), the sequence fˆ||γ lies in l2(Z) for almost every γ ∈ [0, 1).
Proof. Denote F (γ) :=
∥∥∥fˆ||γ∥∥∥2
l2(Z)
. The function F lies in L1[0, 1] as
∫ 1
0













∣∣∣fˆ(γ)∣∣∣2 dγ = ∫ ∞
−∞
|f(t)|2 dt
by using the Monotone Convergence Theorem and the Plancherel Theorem. The result
follows as F (γ) is finite for almost every γ ∈ [0, 1).
Definition 1.2. A range function is a mapping J : [0, 1)→ {closed subspaces of l2(Z)}.
The mapping J is measurable if γ 7→ 〈P (γ)a, b〉l2(Z) is a measurable function for each
a, b ∈ l2(Z), where P (γ) is the associated orthogonal projection from l2(Z) onto J(γ).
Theorem 1.5. [7] A closed subspace S of L2(R) is shift-invariant if and only if
S = {f ∈ L2(R) : fˆ||γ ∈ J(γ) for a.e. γ ∈ [0, 1)},
where J is a measurable range function. There is a one-to-one correspondence between S
and J by identifying range functions which are equal almost everywhere. Furthermore, if
Ω ⊂ S is a countable set that generates S, then
J(γ) = span{φˆ||γ : φ ∈ Ω} for a.e. γ ∈ [0, 1).
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Definition 1.3. For a closed shift-invariant subspace S of L2(R) generated by some
countable set Ω ⊂ S, define Sˆ||γ := span{φˆ||γ : φ ∈ Ω}, which is called the fibre of S at γ.
By Theorem 1.5, this definition is independent of the generating set for almost every
γ ∈ [0, 1) and hence is well defined up to sets of measure zero. Then, it follows immediately
from Theorem 1.5 that the fibres of a closed shift-invariant subspace S of L2(R) at γ ∈
[0, 1) are closed subspaces of l2(Z) for almost every γ ∈ [0, 1), since the range of range
functions are closed subspaces of l2(Z).
Corollary 1.6. Let S be a closed shift-invariant subspace generated by some countable
set Ω := {φn : n ∈ I} ⊂ S. Then the fibres of S at γ ∈ [0, 1) are closed subspaces of l2(Z)
for almost every γ ∈ [0, 1).
Proof. We would like to see the proof from a different perspective. For every n ∈ I, by
Lemma 1.4, there exists a set of Lebesgue measure zero En ⊂ [0, 1), such that φˆn||γ ∈ l2(Z)
for γ ∈ [0, 1)\En. Let E =
⋃
n∈I
En. Therefore, for all φ ∈ Ω, φˆ||γ ∈ l2(Z) for γ ∈ [0, 1)\E.
Consequently, we have span{φˆ||γ : φ ∈ Ω} ⊆ l2(Z) for γ ∈ [0, 1)\E. Since |E| = 0 and
l2(Z) is a complete normed linear space, our result therefore follows.
Theorem 1.5 gives us a characterization for a function f lying in a closed shift-invariant
subspace S of L2(R) by the condition that the sequence fˆ||γ must lie in the fibre of S at
γ for almost every γ ∈ [0, 1). We shall also see that the length of S is determined by the
essential supremum of the dimension of the fibres of a closed shift-invariant subspace S.
Theorem 1.7. [10] Let S be a closed shift-invariant space. Then S is a FSI space if and
only if ds := ess sup dim{Sˆ||γ : γ ∈ [0, 1)} is finite. In such a case, ds = len S and S can
be written as the orthogonal sum of ds = len S PSI spaces.
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Corollary 1.8. Given any FSI space S, there exists a finite subset Ω ⊂ S of cardinality
len S such that {τkφ : k ∈ Z, φ ∈ Ω} forms a tight frame for S.
Proof. The proof follows from Theorems 1.3 and 1.7.
Corollary 1.8 is a generalization of Theorem 1.3 and together with the following the-
orem, provide us with the fundamental results needed to establish the existence of tight
wavelet frames.
Theorem 1.9. [10] Let V be a closed shift-invariant subspace of a closed shift-invariant
subspace S of L2(R) and let W be the orthogonal complement of V in S. Then W is
a closed shift-invariant space and Sˆ||γ is the orthogonal sum of Vˆ||γ and Wˆ||γ for almost
every γ ∈ [0, 1).
Corollary 1.10. Let V be a closed shift-invariant subspsace of a closed shift-invariant
subspace S of L2(R). Then Vˆ||γ is a subspace of Sˆ||γ for almost every γ ∈ [0, 1).
We shall observe that a subspace S of a FSI space W is the space W itself when the
dimension of their fibres agree for almost every γ ∈ [0, 1) and this observation is important
in the construction of wavelet frames from the approach of using fibres.
Proposition 1.11. Let W be a FSI space and S be the FSI space generated by a finite
subset Ω of W . Suppose that dim Wˆ||γ = dim Sˆ||γ for almost every γ ∈ [0, 1). Then
W = S.
Proof. Since Ω ⊂ W and W is a closed shift-invariant space, S = span{τkφ : k ∈ Z, φ ∈
Ω} ⊆ W . By Theorem 1.9, T := W	S is also a shift-invariant space and Wˆ||γ = Sˆ||γ⊕Tˆ||γ
a.e. for γ ∈ [0, 1). By our hypothesis, dim Tˆ||γ = 0 a.e. for γ ∈ [0, 1) and hence by Theorem
1.7, T is also a FSI space with len T = 0. Therefore T = {0} and W = S.
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Definition 1.4. The spectrum of a FSI space S is defined by σ(S) := {γ ∈ [0, 1) :
dim Sˆ||γ > 0} up to modulo measure zero sets.
Proposition 1.12. Let V be a closed shift-invariant subspsace of a closed shift-invariant
subspace S of L2(R). Then σ(V ) is a subset of σ(S).
Proof. The proof follows from Corollary 1.10.
The spectrum of a FSI space is important as it determines which are the important
subsets of [0, 1) to consider when constructing wavelet frames in the frequency domain
using fibres. Our next theorem characterizes when a finite generating set is a frame for
its closed linear span by the eigenvalues of its associated Gramian.






λ+(γ) be the smallest nonzero eigenvalue of Φ(γ) and Λ(γ) be the largest eigenvalue of
Φ(γ) for γ ∈ [0, 1). Then {τkφ : k ∈ Z, φ ∈ Ω} is a frame for its closed linear span S
if and only if
1
λ+(γ)






Remark. We remark that if the spectrum of S is full, i.e. σ(S) = [0, 1), then the frame




= ‖Λ‖L∞(σ(S)) = 1, then
the exact frame is an orthonormal basis of S (see [13]).
Chapter 2
Frame Multiresolution Analysis
2.1 Definition of Frame Multiresolution Analysis
We begin this chapter with the definition of a frame multiresolution analysis of L2(R).
Definition 2.1. A frame multiresolution analysis (FMRA) {Vj, φ} of dilation factor M
of L2(R), whereM is a positive integer greater than or equal to 2, comprises of a sequence
of closed linear subspaces {Vj} of functions in L2(R) and a function φ ∈ V0 such that the
following conditions hold:
(i) (nested) For every j ∈ Z, Vj ⊂ Vj+1.








(iii) (scaling) For every j ∈ Z, the function f lies in Vj if and only if the function f(M ·)
lies in Vj+1.
(iv) (shift-invariant) The function f lies in V0 implies that the function τkf lies in V0 for
all k ∈ Z.
9
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(v) (frame) The sequence {τkφ} is a frame for the subspace V0.
The function φ is known as the scaling function while the subspaces Vj’s are known as
approximation spaces or multiresolution subspaces. An FMRA is said to be nonexact and
respectively exact if the frame for the subspace V0 is nonexact and respectively exact. In
classical multiresolution analyses (MRAs) studied in [8] and [15], the frame condition is
replaced by that of an orthonormal basis or an exact frame.
We note that the shift-invariant property of an FMRA is implied by the frame property
of an FMRA. Further, it was shown in [9] that the separation property of an FMRA of
dilation factor 2 is always present whenever the scaling function lies in L2(R). We note
that the proof also applies when the dilation factor ofM = 2 is replaced by other integers
greater than 2.
The concept of a frame multiresolution analysis is used to construct L functions
ψ1, ..., ψL, called mother wavelets, where L = M − 1 or M , such that the collection
{M j2ψm(M j · −k) : j, k ∈ Z,m = 1, ..., L} is a frame for L2(R). In the studies of classical
MRAs in [8] and [15], the mother wavelets give rise to an orthonormal basis or an exact
frame for L2(R). As we shall see in the next chapter, unlike classical MRAs, an FMRA
may lead to M instead of M − 1 mother wavelets.
2.2 Properties of Multiresolution Subspaces
We shall establish several properties of multiresolution subspaces that will help in the
construction of FMRAs. First, we define the dilation operator D : L2(R)→ L2(R) by
Df :=
√
Mf(M ·), j ∈ Z, f ∈ L2(R).
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We note that the dilation operator is an isometric isomorphism of L2(R). The following
proposition shows that for every j ∈ Z, the sequence {φjk : k ∈ Z}, where
φjk(t) :=M
j
2φ(M jt− k), (2.1)
is a frame for Vj.
Proposition 2.1. Let {τkφ} be a frame for V0 := span{τkφ : k ∈ Z} and for j ∈ Z, define
Vj := {f ∈ L2(R) : f(M−j·) ∈ V0}. (2.2)
Then {φjk : k ∈ Z} defined in (2.1) is a frame for Vj with the same frame bounds as those
for V0.















and {τkφ} is a frame for V0, we have
A ‖f‖22 = A ‖fj‖22 ≤
∞∑
k=−∞
|〈f, φjk〉|2 ≤ B ‖fj‖22 = B ‖f‖22 .
The next proposition is on a general FSI space of L2(R). It characterizes a function of
a FSI space in terms of its expression in the frequency domain.
Proposition 2.2. Let {τkφ : k ∈ Z, φ ∈ Ω} be a frame for its closed linear span V , where
Ω := {φ1, ..., φL} ⊂ L2(R). The function f ∈ L2(R) lies in V if and only if there exist
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Proof. (⇒) For any f ∈ V , since {τkφ : k ∈ Z, φ ∈ Ω} is a frame for V , by Theorem
































−2piikγ in L2[0, 1], where
{a(m)k } ∈ l2(Z) for m = 1, ..., L and applying the inverse Fourier transform on both sides
of (2.3).
Let us return to our study of multiresolution subspaces of the form (2.2). We may use
the definition of Vj to further characterize functions belonging to the dilated space V1 in
the frequency domain.
Proposition 2.3. Let {τkφ} be a frame for V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
define Vj by (2.2). Then for any function ψ ∈ V1, there exists a 1-periodic function




G(γ)φˆ(γ) in L2(R). (2.4)




lies in V0. We apply Proposition 2.2 to conclude







We shall show next a sufficient condition to ensure that the nesting property holds for
the subspaces Vj’s. This condition is known as the scaling condition.
Theorem 2.4. Let {τkφ} be a frame for V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
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Then, for every j ∈ Z, we have Vj ⊆ Vj+1.




















. Then B lies in L2[0, 1]




−2piikγ in L2(R) for some {bk} ∈ l2(Z) by
Parseval’s identity.

































































j+1t− k) in L2(R).
Thus the function f lies in Vj+1 by Proposition 2.1.
Proposition 2.5. Let V0 := span{τkφ : k ∈ Z}, where φ ∈ L2(R), and define Φ(γ) :=∥∥∥φˆ||γ∥∥∥2
l2(Z)
. Then the spectrum of V0, σ(V0) is the set {γ ∈ [0, 1) : Φ(γ) > 0}.
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Proof. The proof follows clearly from Definition 1.4.
We shall prove a lemma that shows that the function H in (2.5) need not be unique.
Lemma 2.6. Let {τkφ} be a frame for V0 := span{τkφ : k ∈ Z}. Define Φ(γ) :=∥∥∥φˆ||γ∥∥∥2
l2(Z)












|H0(γ)|2Φ(γ) = |H(γ)|2Φ(γ) a.e. (2.9)
Proof. Let N := [0, 1)\σ(V0), It is clear that (2.8) holds on σ(V0). On N , we have
φˆ(γ) = 0 and hence by (2.5), φˆ(Mγ) = 0 a.e. In this case, (2.8) is automatically satisified.
In addition, it is obvious that (2.9) holds both on N and on σ(V0).
The following theorem is a converse to Theorem 2.4.
Theorem 2.7. Let {τkφ} be a frame for V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
define Vj by (2.2). Assume that V0 ⊆ V1 and define Φ(γ) :=
∥∥∥φˆ||γ∥∥∥2
l2(Z)
. Then there exists
a 1-periodic function H ∈ L∞[0, 1] such that (2.5) holds.
Proof. Since {τkφ} is a frame for V0, by Theorem 1.13, there exist positive constants A
and B such that A ≤ Φ(γ) ≤ B a.e. on σ(V0).
Since V0 ⊆ V1, we have φ ∈ V1. Then we apply Proposition 2.3 to conclude that










)∣∣∣2 ∣∣∣H0 ( γ
M
)∣∣∣2 a.e.
Let N := [0, 1)\σ(V0) and H ∈ L2[0, 1] be a 1-periodic function such that H = H0 a.e.
on σ(V0) and H is bounded on N by a positive constant, say, C. Using Lemma 2.6, we




)∣∣∣2 ∣∣∣H ( γ
M
)∣∣∣2 a.e.
When n =Mm+ r, where m ∈ Z and r ∈ ZM ,












































Note that Φ(Mγ) ≤ B a.e. and so by (2.11),
∑
r∈ZM






This implies that for almost every γ ∈ [0, 1
M
)
and r ∈ ZM ,
∣∣H (γ + r
M








= 0, that is, γ + r
M
∈ N , then ∣∣H (γ + r
M




then we may assume that A ≤ Φ (γ + r
M
) ≤ B. Thus for almost every γ ∈ [0, 1
M
) and
r ∈ ZM ,
∣∣H (γ + r
M
)∣∣2 ≤ max{C2,MBA−1}. Hence H is essentially bounded on the
interval [0, 1).
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We shall state well-known theorems, which give the density and separation properties
of an FMRA. Although these results were established for M = 2, a careful examination
of their proofs reveals that they also hold for other integer values of M greater than 2.
As we have mentioned earlier in Section 2.1, the separation property is obtained for free
whenever our function φ lies in L2(R).
Theorem 2.8. [9] Let φ ∈ L2(R) and define V0 := span{τkφ : k ∈ Z}. For each j ∈ Z,
define Vj by (2.2) and assume that V0 ⊆ V1. The union
∞⋃
j=−∞





{ω ∈ R :
∣∣∣φˆ(M−jω)∣∣∣ > 0} = R (modulo a measure zero set).
Corollary 2.9. Let φ ∈ L2(R) and define V0 := span{τkφ : k ∈ Z}. For each j ∈ Z,
define Vj by (2.2). Assume that




Vj is dense in L
2(R).
Proof. If
∣∣∣φˆ∣∣∣ > 0 a.e. on E, a neighbourhood of zero, then for j ∈ N, φˆ(M−j·) is nonzero
a.e. on M jE := {M jω : ω ∈ E}. Since the union
∞⋃
j=0
M jE = R (modulo a measure zero
set), the result holds.
Theorem 2.10. [9] Let φ ∈ L2(R) and define V0 := span{τkφ : k ∈ Z}. For each j ∈ Z,




Lemma 2.11. Let φ ∈ L2(R) be a nonzero function. Define V0 := span{τkφ : k ∈ Z}
and for each j ∈ Z, define Vj by (2.2). Assume that for every j ∈ Z, we have Vj ⊆ Vj+1.
Then for every j ∈ Z, Vj is a proper subspace of Vj+1.
Proof. Suppose that Vk = Vk+1 for some k ∈ Z. For a given j ∈ Z, let f ∈ Vj+1.
Then f(M−j−1+k+1·) ∈ Vk+1. Since f(M−j+k·) also lies in Vk, therefore f lies in Vj and
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Vj = Vj+1. Since j ∈ Z is arbitrary, the set
∞⋂
j=−∞
Vj = V0. Applying Theorem 2.10 gives
V0 = {0}, which is a contradiction.
We shall now combine our results so far in this section to obtain the following theorem.
Theorem 2.12. Let φ ∈ L2(R) and define V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
define Vj by (2.2) and Φ(γ) :=
∥∥∥φˆ||γ∥∥∥2
l2(Z)
. Suppose that the following hold:
(i)
∣∣∣φˆ∣∣∣ > 0 a.e. on a neighbourhood of zero.
(ii) A ≤ Φ(γ) ≤ B a.e. on σ(V0).











Then {Vj, φ} defines a frame multiresolution analysis.
Proof. The set V0 is a shift-invariant subspace. By Theorem 1.13, {τkφ} is a frame for
V0 with frame bounds A and B. It follows from Theorem 2.4 and Lemma 2.11 that for
every j ∈ Z, Vj ⊂ Vj+1. By the definition of Vj, f lies in Vj if and only if f(M−j·) lies
in V0, while f(M ·) lies in Vj+1 if and only if f(M−j−1(M ·)) lies in V0. Therefore f lies in
Vj if and only if f(M ·) lies in Vj+1. Applying Corollary 2.9 and Theorem 2.10, we have
∞⋃
j=−∞




Vj = {0}. Thus, all the conditions of an FMRA
are satisfied.
For our purpose of constructing wavelet frames from a given FMRA {Vj, φ} in the next
chapter, we need to introduce another sequence of subspaces {Wj}, which is defined as
follows. For each j ∈ Z, let Wj be the orthogonal complement of Vj in Vj+1. The next
proposition shows that the sequence of subspaces {Wj} also has the scaling property.
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Proposition 2.13. Define V0 := span{τkφ : k ∈ Z} and for each j ∈ Z, define Vj by
(2.2). Then for each j ∈ Z, Wj, the orthogonal complement of Vj in Vj+1, is given by
Wj = {f ∈ L2(R) : f(M−j·) ∈ W0}. (2.12)
Proof. For any h ∈ Vj and g ∈ Wj ⊆ Vj+1, we have h(M−j·) ∈ V0 and g(M−j·) ∈ V1.




g(M−jt)h(M−jt)dt =M j〈g, h〉 = 0,
we conclude that g(M−j·) lies in W0.
The last theorem in this section motivates the finding of mother wavelets in W0. This
will be seen more clearly in Theorem 3.3.
Theorem 2.14. Let {Vj} be an increasing sequence of closed linear subspaces of L2(R)








Vj = {0}. Then the subspaces Wj’s are




Proof. For i < j, and given any fi ∈ Wi ⊆ Vi+1 ⊆ Vj and fj ∈ Wj, it is clear that
〈fi, fj〉 = 0. Let Pj be the orthogonal projector from L2(R) onto Vj. ThenWj = {f−Pjf :
f ∈ Vj+1}. Noting that lim
j→∞
Pjf = f and lim
j→−∞
Pjf = 0, we conclude that for any





Therefore, the result of the direct sum follows since Pj+1−Pj is the orthogonal projector
from L2(R) onto Wj.
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2.3 Example of Frame Multiresolution Analysis
We shall conclude the chapter with an example of an FMRA, which is constructed by
using a scaling function whose Fourier transform has compact support.





and η is a continuous nonvanishing
function on the interval [−α, α].






n. This implies that α − n < −α. Thus the intersection of the intervals
[−α − n, α − n) and [−α, α) is empty. Similarly, for n ≤ −1, we have α < −α − n











Since η2(γ) is continuous and nonvanishing on the compact set [−α, α], there exist
positive constants A and B such that for all γ ∈ [−α, α], we have
A ≤ η2(γ) ≤ B. (2.13)










: Φ(γ) = 0} = [−1
2




Then it follows from Theorem 1.13 that {τkφ} is a frame for V0 := span{τkφ : k ∈ Z}.
For each j ∈ Z, define Vj by (2.2).
Define H(γ) :=






















and let |H(γ)| be bounded above for γ ∈ N . Extend H to be a 1-periodic function
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, if γ ∈ [−α, α)
= η(γ)1[−α,α)(γ) = φˆ(γ)
Finally, since
∣∣∣φˆ∣∣∣ > 0 on [−α, α), it follows from Theorem 2.12 that {Vj, φ} is an




set N is empty and by Theorem 1.13, {τkφ} is an exact frame for V0. Furthermore, the
function H is unique and the FMRA is exact.
Chapter 3
Wavelet Frames
3.1 Characterizations of Wavelet Frames
We shall characterize the existence of wavelet frames for a given FMRA {Vj, φ}. First,
we shall characterize the existence of a function ψ in W0, where W0 is the orthogonal
complement of V0 in V1, by using 1-periodic functions H and G known as analysis filters.
Theorem 3.1. Let {Vj, φ} be an FMRA and H be a 1-periodic function that lies in
L∞[0, 1] such that (2.5) holds. Define W0 as the orthogonal complement of V0 in V1. Let





































= 0 a.e. (3.2)
Proof. We note that ψ lies in W0 if and only if for all k ∈ Z,
〈ψ, τkφ〉 = 0. (3.3)
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Define F (γ) :=
∞∑
k=−∞
φˆ(γ + k)ψˆ(γ + k). Then the function F lies in L1[0, 1]. This can be
seen by observing that∫ 1
0

















= ‖φ‖2 ‖ψ‖2 ,
using the Monotone Convergence Theorem and the Plancherel Theorem.




φˆ(γ + k)ψˆ(γ + k)
]
e−2piinγ. Then using (2.5)



























We apply the Monotone Convergence Theorem and the Cauchy-Schwarz inequality to
obtain


















∣∣∣φˆ(γ)ψˆ(γ)∣∣∣ dγ ≤ (∫
|γ|>K
∣∣∣φˆ(γ)∣∣∣2 dγ) 12 (∫
|γ|>K
∣∣∣ψˆ(γ)∣∣∣2 dγ) 12 ,
which goes to 0 as K →∞. Therefore
lim
K→∞
∥∥SK − F e−2piin·∥∥L1[0,1] = 0. (3.5)
By a standard result in [20], we conclude that there exists a subsequence {SKj} that






























= F (γ)e−2piinγ a.e.






















































Consequently, F = 0 a.e. is a necessary and sufficient condition for (3.3) to hold for
all n ∈ Z, where necessity follows from the Fourier uniqueness theorem for L1[0, 1] (see
[1]).
Our next theorem gives us the motivation to find a finite subset Υ ⊂ W0, such that
{τkψ : k ∈ Z, ψ ∈ Υ} is a frame for W0. We shall begin with the following lemma.
Lemma 3.2. Let {Wj} be a sequence of pairwise orthogonal closed linear subspaces of
L2(R). Suppose that L2(R) =
∞⊕
j=−∞
Wj. Then any function f in L
2(R) can be written





























the norm ‖·‖2 is continuous, we take limits on both sides by letting n→∞ to obtain the
result.
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Theorem 3.3. Let {Vj, φ} be an FMRA and for each j ∈ Z, let Wj be the orthogonal




−k) : j, k ∈ Z,m = 1, ..., L} is a frame for L2(R) with frame bounds C and D if and only
if {τkψm : k ∈ Z,m = 1, ..., L} is a frame for W0 with frame bounds C and D.
Proof. We shall define ψmjk :=M
j
2ψm(M
j · −k) for m = 1, ..., L.
(⇒) Suppose that the collection {ψmjk : j, k ∈ Z,m = 1, ..., L} is a frame for L2(R) with
frame bounds C and D. By Proposition 2.13, for m = 1, ..., L, for a given j ∈ Z and any
k ∈ Z, ψmjk lies in Wj.
Let f be an arbitrary function that lies in W0. By applying Theorem 2.14, we have∑
j,k∈Z
∣∣〈f, ψmjk〉∣∣2 = ∞∑
k=−∞







|〈f, τkψm〉|2 ≤ D ‖f‖22 ,
and it follows that the collection {τkψm : k ∈ Z,m = 1, ..., L} is a frame for W0.
(⇐) Assume that the collection {τkψm : k ∈ Z,m = 1, ..., L} is a frame for W0 with frame
bounds C and D. Given a fixed j ∈ Z, by Proposition 2.13, for any f ∈ Wj, we have
























∣∣〈f, ψmjk〉∣∣2 ≤ D ∥∥∥M− j2f(M−j·)∥∥∥2
2
. (3.6)
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Therefore, for a given j ∈ Z, the collection {ψmjk : k ∈ Z,m = 1, ..., L} is a frame for Wj
with frame bounds C and D.





2(R), where for each j ∈ Z, fj ∈ Wj, and if i 6= j, 〈fi, ψmjk〉 = 0 for all
























∣∣〈fj, ψmjk〉∣∣2 . (3.7)











∣∣〈fj, ψmjk〉∣∣2 ≤ D ∞∑
j=−∞
‖fj‖22 . (3.8)






∣∣〈f, ψmjk〉∣∣2 ≤ D ‖f‖22 .




−k) : j, k ∈ Z,m = 1, ..., L} is called a wavelet frame. From a practical point of view, the
higher frequency components of a signal are represented by Wj-components of larger j
since the space Wj is generated by translates of L functions ψm(M
j·), where m = 1, ..., L.
3.2 Properties of Wavelet Subspaces
Let {Vj, φ} be an FMRA. Then by Theorem 2.7, there exists a 1-periodic function H ∈
L∞[0, 1] such that (2.5) holds. Since V0 = span{τkφ : k ∈ Z}, by Definition 1.3, Vˆ0||γ :=
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span{φˆ||γ} for γ ∈ [0, 1) (modulo a measure zero set). We observe from Proposition 2.1
that V1 = span{
√
Mφ(M · −k) : k ∈ Z} = span{
√
Mφ(M(· − k) − r) : k ∈ Z, r ∈
ZM} = span{τkDτrφ : k ∈ Z, r ∈ ZM}. Since (Dτrφ)∧(γ) =
√
MF(φ(M · −r))(γ) =
√







































: r ∈ ZM
}
, (3.9)
for γ ∈ [0, 1) (modulo a measure zero set). Now we shall be concerned only with γ ∈ [0, 1)
such that Vˆ0||γ and Vˆ1||γ are subspaces of l2(Z). There is a set of measure zero Ξ such that
this holds on [0, 1)\Ξ, since by Lemma 1.4, φˆ||γ and (Dτrφ)∧||γ, where r ∈ ZM , lie in l2(Z)
for almost every γ ∈ [0, 1).













, if k =Mn+ r, n ∈ Z
0, otherwise.
(3.10)

































Proposition 3.4. The sequence spaces Vˆ0||γ and Vˆ1||γ are also spanned by {aγ,0,0} and
{aγ,1,r : r ∈ ZM} respectively.
Proof. By definition, Vˆ0||γ = span{aγ,0,0}. Now we note that for r ∈ ZM , if k =Mn+ l for





























































6= 0, it follows that Vˆ1||γ = span{aγ,1,r : r ∈ ZM}.
We shall use Proposition 2.3 to define another set of sequences to represent a collection
of L functions ψ1, ..., ψL lying in V1, such that {τkψm : k ∈ Z,m = 1, ..., L} forms a frame
for W0, the orthogonal complement of V0 in V1.
Let ψm ∈ V1 for m = 1, ..., L. Then by Proposition 2.3, there exist 1-periodic functions
G1, ..., GL ∈ L2[0, 1] such that ψˆm(Mγ) = 1√
M
Gm(γ)φˆ(γ) in L
2(R) for m = 1, ..., L.








is finite. We shall now only consider γ ∈ [0, 1)\(Ξ ∪ Λ) and define
bmγ,0,0 ∈ l2(Z) such that {bmγ,0,0(k)}k := ψˆm||γ for m = 1, ..., L. Then we observe that for







































for m = 1, ..., L.
For m = 1, ..., L, the sequences aγ,0,0, aγ,1,r for r ∈ ZM and bmγ,0,0 for m = 1, ..., L satisfy
the following properties:
(i) ‖aγ,0,0‖2l2(Z) = Φ(γ).











(iii) For r, s ∈ ZM and r 6= s, 〈aγ,1,r, aγ,1,s〉l2(Z) = 0.
(iv) For m = 1, ..., L,
∥∥bmγ,0,0∥∥2l2(Z) = Ψm(γ).
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Proof. The proof follows clearly from the definition of the sequences and from (3.11) and
(3.12).

























where G := [G1, G2, ..., GL] ∈ L2[0, 1]L.
Proof. The proof follows from Theorem 1.9 and Proposition 3.5.
We note that (3.13) is of the same form as (3.2) in Theorem 3.1. In order to determine
the number of sequences bmγ,0,0 that are nonzero and to span the sequence space Wˆ0||γ, we
need to consider the dimension of the sequence space Vˆ1||γ. For p = 1, ...,M , define the
sets
∆p := {γ ∈ [0, 1) : dim Vˆ1||γ = p}, (3.14)
up to sets of measure zero.
Proposition 3.7. For r ∈ ZM , define
Nr := {γ ∈ [0, 1) : aγ,1,r = 0} =
{



















In addition, the spectrum of V1, σ(V1) is the disjoint union of ∆p for p = 1, ...,M .
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Proof. For a given p ∈ {1, ...,M} and a fixed γ ∈ [0, 1), since Vˆ1||γ = span{aγ,1,r : r ∈ ZM},
it follows that for dim Vˆ1||γ = p, we must have exactly p of the sequences aγ,1,r, r ∈ ZM ,
to be nonzero. Therefore, one of the subsets of ∆p is given as {γ ∈ [0, 1) : ‖aγ,1,r‖ >
0, ‖aγ,1,s‖ = 0}, where r ∈ J and s ∈ ZM\J and J ⊆ ZM is a particular chosen set with
|J | = p. Then the union of all such subsets of ∆p will give us ∆p up to sets of measure
zero. Since the maximum dimension of Vˆ1||γ is |ZM | = M , we have the decomposition of
σ(V1) into the disjoint union of ∆p for p = 1, ...,M .
Proposition 3.8. The spectrum of W0, σ(W0) =
M⋃
p=2
[(∆p ∩ σ(V0)) ∪ (∆p\σ(V0))] ∪
(∆1\σ(V0)), where the subsets in the union are disjoint.
Proof. Note that whenever γ 6∈ σ(V0), dim Vˆ0||γ = 0. By Theorem 1.9, dim Wˆ0||γ =
dim Vˆ1||γ − dim Vˆ0||γ. For dim Wˆ0||γ > 0, we need to consider the sets ∆1\σ(V0) and the
sets ∆p for p ≥ 2, where ∆p can be partitioned into the disjoint union of ∆p ∩ σ(V0) and
∆p\σ(V0).
The following proposition concerns the associated Gramian of the set Υ = {ψ1, ..., ψL}.









[G1, G2, ..., GL]























































Proof. The proof follows from the decomposition of the sequence φˆ||γ in (3.11) and by
applying Proposition 3.5 to Ψ(γ) =
[〈bmγ,0,0, bnγ,0,0〉l2(Z)]Lm,n=1.
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3.3 Existence and Construction of Wavelet Frames
We shall now establish the main theorem of this chapter which would provide us with
necessary and sufficient conditions for the existence of wavelet frames. The proof is
constructive and gives an algorithmic approach of constructing tight wavelet frames.
Theorem 3.10. Let {Vj, φ} be an FMRA and H be a 1-periodic function that lies in
L∞[0, 1] such that (2.5) holds. Define Φ(γ) :=
∥∥∥φˆ||γ∥∥∥2
l2(Z)
and W0 as the orthogonal com-
plement of V0 in V1. Next, set
N := {γ ∈ [0, 1) : Φ(γ) = 0},








> 0, r ∈ ZM},
Γ :=
{
γ ∈ [0, 1) : Φ(Mγ) = 0,Φ (γ + r
M
)
> 0, r ∈ ZM
}
,






MΓ0 := {γ =Mω : ω ∈ Γ0}.
Then the following statements are equivalent.
(1) |Γ| = 0.
(2) |Γ0| = 0.





∣∣∣H0 (γ + r
M
)∣∣∣2 ≤ b a.e. (3.19)
with H0(γ) = H(γ) on σ(V0) and |H0(γ)| is bounded above and below by some
positive constants on N .
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∣∣∣H (γ + r
M
)∣∣∣2 ≤ b0 a.e. on F. (3.20)
(5) |MΓ0| = 0.
(6) There exist ψ1, ..., ψM−1 ∈ W0 such that {τkψm : k ∈ Z,m = 1, ...,M − 1} is a tight
frame for W0.
(7) There exist ψ1, ..., ψM−1 ∈ W0 such that W0 = span{τkψm : k ∈ Z,m = 1, ...,M−1}.
Proof. By Theorem 1.13, we have A ≤ Φ(γ) ≤ B a.e. on σ(V0), where A and B are the












We apply Lemma 2.6 to (3.21) to conclude that for any 1-periodic function H0 ∈ L∞[0, 1]












We shall be using (3.21) and (3.22) in our proofs.





















































> 0 for r, s ∈ ZM . Thus Γr − rM ⊆ Γ0 and we conclude that
Γr = Γ0 +
r
M
for r ∈ ZM .







∣∣Γ0 + rM ∣∣ =M |Γ0|
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and the result follows.
(2) ⇒ (3): We shall choose a function H0 so that it satisfies our criteria. Therefore
























∣∣∣H0 (γ + r
M
)∣∣∣2 ≤ Φ(Mγ) ≤ B a.e.,





for s ∈ I to be an arbitrary bounded measurable
function that have their absolute values bounded above and below by some fixed positive
constants. We apply the above arguments to all nonempty sets I ⊆ ZM . On the set F\Γ0,
we have













∣∣∣H (γ + r
M
)∣∣∣2 ≤ Φ(Mγ) ≤ B a.e.
Therefore the result follows since |Γ0| = 0.
(3) ⇒ (4): The result follows from the fact that F + r
M
is a subset of σ(V0) for every
r ∈ ZM .














)∣∣2 ≤ b0. Therefore there exists s ∈ ZM such that ∣∣H ( γM + sM )∣∣ > 0.



































0, which is a contradiction unless |MΓ0| = 0.
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(5) ⇒ (6): Now we shall consider the sets ∆p as defined in (3.14) for p = 1, ...,M . For















over all subsets J ⊆ ZM with |J | = p, r ∈ J and s ∈ ZM\J .
We shall consider each individual subset of the union. Let












= 0 for k ∈ ZM\Zp}, (3.23)
where {r0, ..., rM−1} = ZM , be an arbitrary subset in the union. For γ ∈ E, we may




) ≤ B for k ∈ Zp. Therefore, dim Vˆ1||γ = p, dim Vˆ0||γ = q
for some q = 0 or 1 and by Theorem 1.9, dim Wˆ0||γ = p − q. Our focus will be on the
situation of p−q ≥ 1. If p−q = 0, then we may proceed straight to (3.25) and also ignore
(3.26) and (3.29). Since |MΓ0| = 0, then using Proposition 2.5 and Equation (3.23), we
may assume that for a given γ ∈ [0, 1), either dim Vˆ1||γ < M or dim Vˆ0||γ = 1. Hence


















and let X(γ) := V (γ)− ‖V (γ)‖Cp e1 where e1 is the unit vector (1, 0, ..., 0)T in Cp.
Define f(γ) :=

‖X(γ)‖−2Cp , if ‖X(γ)‖Cp > 0
0, otherwise
and U(γ) := I − 2f(γ)X(γ)X(γ)∗, where I is the identity matrix. Then U is the unitary
p× p Householder reflector matrix-valued function. It is measurable as f is measurable.
This is easily seen by the fact that the sets {γ ∈ [0, 1) : f(γ) ≥ α > 0} = {γ ∈ [0, 1) :
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where T is a 1× p matrix-valued function and U1 is a (p− 1)× p matrix-valued function.
Therefore Uq is a (p− q)× p matrix-valued function for q ∈ {0, 1}.







for k ∈ ZM and m = 1, ..., L, where L = M − 1, on the













































arbitrarily such that Gm will
be bounded and measurable.











































































where G = [G1, G2, ..., GL].
3.3 Existence and Construction of Wavelet Frames 35
Since U(γ) is an unitary matrix, the rows of Uq(γ) are orthonormal. Therefore,
Uq(γ)Uq(γ)






















































for m,n = p− q + 1, ..., L. Next, using Proposition 3.5 and Equations (3.29) and (3.30),
we observe that for m = 1, ..., p − q, ∥∥bmγ,0,0∥∥2l2(Z) = 1, while for m = p − q + 1, ...,M ,∥∥bmγ,0,0∥∥2l2(Z) = 0. Also 〈bmγ,0,0, bnγ,0,0〉l2(Z) = 0 for m 6= n.
We perform the above procedure for all the sets in the partition of ∆p and for all







arbitrarily such that Gm will be bounded and measurable. Since Wˆ0||γ = span{ψˆm||γ : m =
1, ..., L} for almost every γ ∈ [0, 1) and the corresponding Gramian Ψ(γ) is diagonal with
its nonzero entries equal to 1 for almost every γ ∈ [0, 1), by Theorem 3.1, Propositions
1.11 and 3.9 and Theorem 1.13, {τkψm : k ∈ Z,m = 1, ..., L} forms a tight frame for W0
with frame bound 1.
(6) ⇒ (7): The proof of this part is clear.
(7) ⇒ (2): For a given γ ∈ [0, 1), we may assume that φˆ||γ, ψˆm||γ ∈ l2(Z) for m =






for r ∈ ZM . Therefore, by Propositions 2.5, 3.4 and 3.5, we conclude that dim Vˆ0||Mγ = 0
and dim Vˆ1||Mγ = M . Hence, we require dim Wˆ0||Mγ = M . But this contradicts our
hypothesis since by Theorem 1.7, ess sup dim{Wˆ0||γ : γ ∈ [0, 1)} ≤ M − 1. Hence we
conclude that |Γ0| = 0.
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Notice that in our proof of (5) ⇒ (6) of Theorem 3.10, we are always able to obtain a
collection of M mother wavelets that forms a tight frame for W0 regardless of the value
of |MΓ0| by setting L = M in the proof. Therefore, we also have the following existence
corollary.
Corollary 3.11. Let {Vj, φ} be an FMRA and H be a 1-periodic function that lies in
L∞[0, 1] such that (2.5) holds. Define Φ(γ) :=
∥∥∥φˆ||γ∥∥∥2
l2(Z)
. Then, there exist ψ1, ..., ψM ∈
W0 such that {τkψm : k ∈ Z,m = 1, ...,M} is a tight frame for W0, where W0 is the
orthogonal complement of V0 in V1. Therefore, len W0 ≤M .
Proof. Besides utilizing the constructive proof of Theorem 3.10, the existence of a tight
frame of M mother wavelets in W0 can be established by using shift-invariant subspace
theory. By Theorem 1.9, W0 is a closed shift-invariant subspace of L
2(R) and for almost
every γ ∈ [0, 1), dim Wˆ0||γ = dim Vˆ1||γ − dim Vˆ0||γ ≤ M . By Theorem 1.7, W0 is also a
FSI space with len W0 ≤ M . Using Corollary 1.8, there exists a finite subset Υ ⊂ W0 of
cardinality len W0 such that {τkψ : k ∈ Z, ψ ∈ Υ} forms a tight frame for W0. In the
event that len W0 < M , we may append additional zero functions to the set Υ.
Remark. The upper bound on len W0 is sharp. Indeed, if |Γ0| > 0, where Γ0 is as defined
in Theorem 3.10. we need a generating set of M mother wavelets for W0.
We shall summarize our approach of constructing tight mother wavelets in Theorem
3.10 and Corollary 3.11 in the following algorithm.
Algorithm for constructing tight mother wavelets
1. If |Γ0| = 0, then set L :=M − 1, else set L :=M .
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2. Consider p ∈ {1, ...,M} and a set E satisfying (3.23) for some choice of an indexed
set {r0, ..., rM−1} = ZM .


















and let X(γ) :=
V (γ)− ‖V (γ)‖Cp e1, where e1 is the unit vector (1, 0, ..., 0)T in Cp, on the set E.
4. On the set E, if ‖X(γ)‖Cp > 0, then set U(γ) := I − 2 ‖X(γ)‖−2Cp X(γ)X(γ)∗, else
set U(γ) := I.
5. On the set E0 := E\σ(V0), set U0(γ) := U(γ). On the set E1 := E ∩ σ(V0), set
U1(γ) to be the submatrix consisting of the second to the last rows of U(γ).







as in (3.24) on the
set Eq. Note that for the case p = q, we skip this step and proceed to the next step
instead.







:= 0 on the set Eq.







arbitrarily such that Gm will
be bounded and measurable.
9. Repeat Steps 2 to 8 for all choices of indexed sets {r0, ..., rM−1} = ZM and all values
of p ∈ {1, ...,M}.







arbitrarily such that Gm will
be measurable.
Proposition 3.12. Suppose that {τkψm : k ∈ Z,m = 1, ..., L} is a frame for its closed
linear span W0. Define the set E as in (3.23), where {r0, ..., rM−1} = ZM . Let S be
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a measurable subset of E and US(γ) be a 1-periodic measurable L × L unitary matrix-


































on the set [0, 1)\S, then the resulting collection {τkψ˜m : k ∈ Z,m = 1, ..., L}













m = 1, ..., L.
Proof. Referring to Definition 1.3 and Equation (3.12), for almost every γ ∈ [0, 1), the
span of { ˆ˜ψ1||γ, ..., ˆ˜ψL||γ} under the unitary transformation is Wˆ0||γ. The functions ψ˜1, ..., ψ˜L
under the transformation are still measurable. On the set S, the new associated Gramian
of Υ˜ := {ψ˜1, ..., ψ˜L} is given by Ψ˜(γ) = US(γ)Ψ(γ)US(γ)∗, where Ψ(γ) is the original
Gramian as defined in Proposition 3.9. The eigenvalues are preserved under the unitary
transformation of Ψ(γ). By Proposition 1.11 and Theorem 1.13, the set {τkψ˜m : k ∈
Z,m = 1, ..., L} is still a frame for W0.
Corollary 3.13. Suppose that {τkψm : k ∈ Z,m = 1, ..., L} is a frame for its closed linear
span W0. Define the set E as in (3.23), where {r0, ..., rM−1} = ZM . Let S be a measurable














for all r ∈ ZM simultaneously
on the set S, where m,n ∈ {1, ..., L}, then the resulting collection {τkψ˜m : k ∈ Z,m =
1, ..., L} still forms a frame for W0.
Proof. The proof follows from Proposition 3.12 by setting the unitary matrix US(γ) :=
Pmn, where Pmn is the identity matrix with the m
th and the nth rows interchanged.
Remark. Many different frames can be obtained by performing the swapping process for
the sets in the partition of ∆p for p = 1, ...,M in (3.16).
3.4 Constructing Filters Using Matrix Extension for M = 2 39
3.4 Constructing Filters Using Matrix Extension for
M = 2
Under the setting of Corollary 3.11, we shall use our matrix extension algorithm following
the corollary to construct 1-periodic high pass analysis filters G1 and G2 for the case of
dilation factor M = 2. We can decompose σ(V1) into the disjoint union of
∆1 := {γ ∈ [0, 1) : Φ(γ2 ) > 0,Φ(γ2 + 12) = 0} ∪ {γ ∈ [0, 1) : Φ(γ2 ) = 0,Φ(γ2 + 12) > 0},
∆2 := {γ ∈ [0, 1) : Φ(γ2 ) > 0,Φ(γ2 + 12) > 0}. (3.31)
We shall use the algorithm on the subsets ∆2\σ(V0), ∆2∩σ(V0), ∆1\σ(V0), ∆1∩σ(V0)
and [0, 1)\σ(V1), which form a partition of [0, 1). In the event that γ ∈ σ(V0), it suffices
to assume that A ≤ Φ(γ) ≤ B, where A and B are frame bounds for the sequence {τkφ}.
Similarly, we may assume that A ≤ Φ (γ
2
) ≤ B for γ
2
























> 0 and also
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> 0 and also
Φ(γ) > 0. Our matrices V (γ) and X(γ) are defined as in (3.32). If ‖X(γ)‖2C2 > 0, we set
U(γ) := I − 2 ‖X(γ)‖−2C2 X(γ)X(γ)∗. If ‖X(γ)‖2C2 = 0, we set U(γ) := I. We define U1(γ)

























































= 0 for r0, r1 ∈ Z2,














































, where U(γ) := 1 if |X(γ)| = 0, and U(γ) := −1





















arbitrarily such that G1 and G2 will be bounded and measurable.






























can be arbitrarily defined such that G1 and G2 will be bounded































can be arbitrarily defined such that G1 and G2 will be bounded and
measurable. Our selection above is due to the fact that dim Wˆ0||γ = 0.
























arbitrarily such that G1 and G2 will be bounded and measurable.
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3.5 Constructing Filters Using Gramian Analysis for
M = 2
Our matrix extension method gives us tight wavelet frames with their associated Gramians
being diagonal. We shall now present a second method. This method, which has been
used in [14] and not necessarily produce tight frames, is based on the analysis of the
Gramian Ψ(γ). It is applicable only in simpler situations such as M = 2. Likewise,
we shall be working on the subsets ∆2\σ(V0), ∆2 ∩ σ(V0), ∆1\σ(V0), ∆1 ∩ σ(V0) and
[0, 1)\σ(V1), which form a partition of [0, 1), where ∆1 and ∆2 are as defined in (3.31).
In the event that γ ∈ σ(V0), it suffices to assume that A ≤ Φ(γ) ≤ B, where A and B are




) ≤ B for
γ
2











For the subsets [0, 1)\σ(V1) and ∆1 ∩ σ(V0), we may define our filters as in the matrix
extension method of the previous section.





= 0, then by Proposition

























can be arbitrarily defined such that G1 and G2 will be bounded and measurable.


















to be measurable for which 2c1 ≤
∣∣G1 (γ2 + 12)∣∣2 ≤ 2d1 for

































can be arbitrarily defined such that G1
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to be measurable for which 2c2 ≤
∣∣G1 (γ2)∣∣2 ≤ 2d2 for some
positive constants c2 and d2 independent of γ so that c2AI ≤ Ψ(γ) ≤ d2BI.















































= 0 so that by Theorem 3.6,













































by the frame bounds
and applying Proposition 3.9.


















































































In addition, we need to ensure that the Gramian Ψ(γ) fulfills the conditions of Theorem












not both zero simultaneously for m = 1, 2
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such that the sequences b1γ,0,0 and b
2
γ,0,0 are orthogonal to each other in order to obtain
a diagonal Gramian and such that G1 and G2 will be bounded and measurable. In
























to be measurable and such that 2c3 ≤
∣∣G1 (γ2)∣∣2 ≤ 2d3 and 2c4 ≤ ∣∣G2 (γ2 + 12)∣∣2 ≤ 2d4 for
some positive constants c3, d3, c4 and d4 independent of γ. Therefore, by Proposition 3.9,








∣∣G1 (γ2)∣∣2Φ (γ2) and Ψ2(γ) = 12 ∣∣G2 (γ2 + 12)∣∣2Φ (γ2 + 12) and we have
Ac3 ≤ Ψ1(γ) ≤ Bd3 and Ac4 ≤ Ψ2(γ) ≤ Bd4.
Let us now construct wavelet frames with diagonal Gramians from the FMRA in Ex-
ample 2.1 of Section 2.3 for the case of dilation factor M = 2 based on the approach




ω : ω ∈ E}.





and η is a continuous nonvanishing
function on the interval [−α, α]. Define V0 := span{τkφ : k ∈ Z}. For each j ∈ Z,
define Vj by (2.2) with M = 2. Let W0 be the orthogonal complement of V0 in V1. As










, while the 1-periodic low pass analysis filter is defined as
H(γ) :=


































: Φ(γ) = 0} = [−1
2




3.5 Constructing Filters Using Gramian Analysis for M = 2 44
Since η2 is continuous and nonvanishing on the compact set [−α, α], we have A ≤ Φ(γ) ≤




)\N , where A and B are some positive constants.
We can decompose σ(V1) into the disjoint union of ∆1 and ∆2, which are defined as in
(3.31)
By the strategy outlined using Gramian analysis, we define the filters G1 and G2 for a






















, if γ ∈ ∆2 ∩ σ(V0)
√




















, if γ ∈ ∆2 ∩ σ(V0)
√






























, if γ ∈ ∆2\σ(V0)
0, otherwise
Accordingly, let Ψm(γ) :=
∥∥∥ψˆm||γ∥∥∥2
l2(Z)
for m = 1, 2.
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Consequently, we have A ≤ Ψ1(γ) ≤ B and A3 ≤ Ψ2(γ) ≤ B3.
On the set ∆2 ∩ σ(V0), as shown in the analysis earlier in this section, we have A3 ≤
Ψ1(γ) ≤ B3, where Ψ1(γ) is given in (3.33).

























is greater than zero, we have A ≤ Ψ1(γ) ≤ B.





































































∆1 = (E2\E3) ∪ (E3\E2), 12∆2 = E2 ∩ E3.
For simplicity, we shall consider the case η ≡ 1 and φˆ = 1[−α,α).
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When α ∈ (0, 1
4
]
, since α ≤ 1
2
−α and α− 1
2
≤ −α, we have E2\E3 = E2, E3\E2 = E3
and E2 ∩ E3 = ∅. Therefore, 12∆2 = ∅, 12∆1 = [0, α) ∪ [12 − α, 12) and 12(∆1\σ(V0)) =
[α
2



























































































































































In other words, for γ ∈ [1− 2α, 1− α), ψˆ1(γ) = 0 and Ψ1(γ) = 1.
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are similar and we shall only state the
results here.












(∆2\σ(V0)) = [12 −α, α), 12∆1 = [0, 12 −α)∪ [α, 12)
and 1
2
(∆1\σ(V0)) = [α2 , 12 − α) ∪ [α, 12 − α2 ). The mother wavelets and the diagonal values






















































































(∆1\σ(V0)) = ∅. The mother










































Hence, tight wavelet frames with frame bound 1 are obtained.
Remark. We would like to point out that by the remark after Theorem 1.13, when α = 1
2
,








and N = 1
2
∆1 = ∅ and Ψ1(γ) = 1 a.e. on [0, 1).
Now we shall present examples of wavelet frames with nondiagonal Gramians by mod-
ifying the filters in Example 3.1.







and η is a continuous nonvanishing and
nonconstant function on [−α, α]. Define Φ, Vj for each j ∈ Z and W0 and the 1-periodic
low pass analysis filter H as in Example 3.1. Since η2 is continuous and nonvanishing on




)\N , where A and B are
some positive constants and N is the zero set of Φ as defined in Example 3.1.


















−e−piiγ, if γ ∈ ∆2\σ(V0)
0, otherwise
We define Ψm(γ) :=
∥∥∥ψˆm||γ∥∥∥2
l2(Z)
for m = 1, 2.
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∣∣∣∣∣∣∣ = −2e−piiγ 6= 0. (3.34)



















































































































The eigenvalues of Ψ(γ) are obtained from the equation




















































. Hence, we obtain wavelet
frames with nondiagonal Gramians.
Chapter 4
Frame Multiresolution Analysis and
Wavelet Frames of l2(Z)
4.1 Properties of Fibres
Our study in Chapter 3 involves fibres which are subspaces of l2(Z). This suggests ex-
ploring the study of l2(Z) in terms of frames multiresolution analysis and wavelet frames.
We shall see that fibres belong to a special case of this more general setting on l2(Z).
Let {Vj, φ} be an FMRA. Then by Theorem 2.7, there exists a 1-periodic function H ∈
L∞[0, 1] such that (2.5) holds. From Proposition 2.1, we observe that Vj = span{M
j
2φ(M j·
−k) : k ∈ Z} = span{M j2φ(M j(· − k) − r) : k ∈ Z, r ∈ ZMj} = span{τkDjτrφ : k ∈
Z, r ∈ ZMj}. Since (Djτrφ)∧(γ) = M
j









, by Definition 1.3,
Vˆj||γ := span
{
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and hence
Vˆj||γ = span{vγ,j,r : r ∈ ZMj}, (4.1)














We would like to examine the sequence spaces Vˆj||γ which are fibres of the shift-invariant
subspaces Vj and develop a frame multiresolution analysis (FMRA) of l
2(Z) using these
sequence spaces. We are concerned only with γ ∈ [0, 1) such that for every j ∈ N ∪ {0},
Vˆj||γ is a subspace of l2(Z). Such a γ exists almost everywhere in [0,1) since by Corollary
1.6, for each j ∈ N ∪ {0}, there exists a subset Ξj ⊂ [0, 1) of measure zero such that Vˆj||ω
is a subspace of l2(Z) for all ω ∈ [0, 1)\Ξj and the union Ξ :=
∞⋃
j=0
Ξj is a measure zero set.













, if k =M jp+ r, p ∈ Z
0, otherwise
(4.3)
Proposition 4.1. For j ∈ N ∪ {0}, the sequence spaces Vˆj||γ are spanned by {aγ,j,r : r ∈
ZMj}.














































6= 0, it follows that Vˆj||γ = span{aγ,j,r : r ∈ ZMj}.
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jl + r)aγ,j+1,Mj l+r. (4.5)
Proof. For a fixed j ∈ N ∪ {0} and a fixed r ∈ ZMj , we observe that if k = M jn + r for




































jl + r)aγ,j+1,Mj l+r(k),
since we also have k = M j+1s +M jt+ r for some s ∈ Z and t ∈ ZM , where n = Ms + t
and this representation of n is unique by the division algorithm. For k 6=M jn+ r, where
n ∈ Z, then both sides of (4.5) are equal to zero at the kth-ordinate.
Let us suppose that there are functions ψm ∈ V1 for m = 1, ..., L, such that {τkψm :
k ∈ Z,m = 1, ..., L} spans W0, the orthogonal complement of V0 in V1. Then by Propo-




2(R) for m = 1, ..., L. For j ∈ N ∪ {0}, by Definition 1.3 and Propo-
sition 2.13,
Wˆj||γ := span{(Djτrψm)∧||γ : r ∈ ZMj ,m = 1, ..., L}
= span{umγ,j,r : r ∈ ZMj ,m = 1, ..., L}, (4.6)
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Likewise, we shall restrict γ ∈ [0, 1)\Ξ such that for every j ∈ N ∪ {0}, Wˆj||γ is a
subspace of Vˆj||γ. Such a γ exists almost everywhere in [0,1) since by Corollary 1.10, there
exists a subset Λj ⊂ [0, 1)\Ξ of measure zero such that this holds for a given j ∈ N ∪ {0}
and all γ ∈ [0, 1)\(Ξ ∪ Λj) and the union Λ :=
∞⋃
j=0
Λj is a set of measure zero.













, if k =M jp+ r, p ∈ Z
0, otherwise
(4.8)
Proposition 4.3. For j ∈ N ∪ {0}, the sequence spaces Wˆj||γ are spanned by {bmγ,j,r : r ∈
ZMj ,m = 1, ..., L}.
Proof. The proof is similar to that of Proposition 4.1.























jl + r)aγ,j+1,Mj l+r, (4.9)
for m = 1, ..., L.
Proof. The proof is similar to that of Proposition 4.2.
4.2 l2(Z) FMRA and Wavelet Subspaces
As we have seen in Chapter 3, the process of constructing mother wavelets ψm for m =
1, ..., L, depends on ensuring that for almost every γ ∈ [0, 1), the sequences ψˆm||γ for
m = 1, ..., L, span Wˆ0||γ and that the Gramian’s nonzero eigenvalues are bounded above
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and below by positive constants. Besides ensuring the measurability of the functions ψm
for m = 1, ..., L, this process is done exclusively in the sequence space l2(Z). This sparks
our interest in developing an FMRA for l2(Z) and using it to construct wavelet frames
for l2(Z).
Our motivation in defining the modulation operator comes from the fact that shifts in
the time domain correspond to modulations in the frequency domain.
Definition 4.1. For j ∈ N ∪ {0}, define the modulation operator Mj : l2(Z)→ l2(Z) by
(Mja)(k) := e−2pii
k
Mj a(k) for k ∈ Z.
We shall proceed with the definition of a frame multiresolution analysis of l2(Z) and
use it to construct wavelet frames for l2(Z). Based on the isomorphism of l2(Z) with
L2[0, 1], our approach here is related to recent studies of periodic wavelet frames in [11]
and [12].
Definition 4.2. A frame multiresolution analysis (FMRA) {Vˆj, φˆj}j∈N∪{0} of l2(Z) con-
sists of a sequence of subspaces {Vˆj}j∈N∪{0} of l2(Z) such that it satisfies the following
conditions:






(iii) (frame) There exist positive constants A and B such that for every j ∈ N ∪ {0},
there is a sequence φˆj ∈ Vˆj such that the collection {Mrj φˆj : r ∈ ZMj} is a frame
for Vˆj with frame bounds A and B.
For j ∈ N ∪ {0}, let φˆj ∈ l2(Z) and define
Vˆj := span{Mrj φˆj : r ∈ ZMj}. (4.10)
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For j ∈ N ∪ {0}, we define the orthogonal sequences aj,r, r ∈ ZMj , by
aj,r(k) :=

φˆj(k), if k =M
jp+ r, p ∈ Z
0, otherwise
(4.11)





Proposition 4.5. For j ∈ N∪{0}, the sequence spaces Vˆj are spanned by {aj,r : r ∈ ZMj}.

























which implies that Vˆj = span{aj,r : r ∈ ZMj}.
We would like to characterize when modulations of a set of sequences ϕˆmj for m =
1, ..., L, where j ∈ N∪{0}, form a frame for their linear span with the help of the following
theorem developed for L2[0, 1] functions. For j ∈ N∪{0}, we define the 1
M j
-shift operator







Theorem 4.6. [11] For j ∈ N ∪ {0} and ϕmj ∈ L2[0, 1] for m = 1, ..., L, the collection
{T rj ϕmj : r ∈ ZMj ,m = 1, ..., L} is a frame for its linear span V with frame bounds A and














jp+r)· for m = 1, ..., L.
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Corollary 4.7. For j ∈ N∪{0} and ϕˆmj ∈ l2(Z) for m = 1, ..., L, the collection {Mrjϕˆmj :
r ∈ ZMj ,m = 1, ..., L} is a frame for its linear span Vˆ with frame bounds A and B if and







for all nonzero eigenvalues λmr , m = 1, ..., L, of Rj(r) :=
[〈amj,r, anj,r〉l2(Z)]Lm,n=1, where amj,r
is defined in a similar way as in (4.11) for m = 1, ..., L.
Proof. Now {Mrjϕˆmj : r ∈ ZMj ,m = 1, ..., L} is a frame for Vˆ with frame bounds A and







∣∣〈aˆ,Mrjϕˆmj 〉l2(Z)∣∣2 ≤ B ‖aˆ‖2l2(Z) . (4.15)








aˆ(n)e2piin·. We also define the functions fmj,r for m = 1, ..., L as in







∣∣〈a, T rj ϕmj 〉L2[0,1]∣∣2 ≤ B ‖a‖2L2[0,1] , (4.16)
that is, {T rj ϕmj : r ∈ ZMj ,m = 1, ..., L} is a frame for its linear span V with frame bounds
A and B. Also for m,n ∈ {1, ..., L}, 〈fmj,r, fnj,r〉L2[0,1] = 〈amj,r, anj,r〉l2(Z). Therefore, the result
follows from Theorem 4.6.
Let us now return to the context of Vˆj of the form (4.10).
Corollary 4.8. For j ∈ N ∪ {0}, the collection {Mrj φˆj : r ∈ ZMj} is a frame for Vˆj with
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where Nj := {r ∈ ZMj : aj,r = 0}. In addition, the collection {M
j
2aj,r : r ∈ ZMj\Nj} is
an orthogonal basis for Vˆj with frame bounds A and B.
Corollary 4.9. For j ∈ N ∪ {0}, dim Vˆj =M j − |Nj|, where Nj := {r ∈ ZMj : aj,r = 0}.
Proposition 4.10. For j ∈ N ∪ {0}, the following are equivalent:
(1) Vˆj ⊆ Vˆj+1.











jl + r)aj+1,Mj l+r. (4.19)
Proof. (1) ⇒ (2): The proof of this part follows from the definition of Vˆj’s.
(2) ⇒ (3): For a fixed j ∈ N ∪ {0} and a fixed r ∈ ZMj , we observe that if k = M jp+ r





















jl + r)aj+1,Mj l+r(k),
where hˆj+1 is the discrete Fourier transform of hj+1. For k 6=M jp+ r, where p ∈ Z, both
sides of (4.19) are equal to zero at the kth-ordinate.
(3) ⇒ (1): The proof of this part follows from Proposition 4.5.
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Proposition 4.11. For every j ∈ N ∪ {0}, assume that Vˆj ⊆ Vˆj+1. Then the sequence
spaces Vˆj, j ∈ N ∪ {0}, are invariant under the modulation operator Mk for k ≤ j.





















Therefore Mka lies in Vˆj.
We shall find a sufficient and necessary condition for the density condition of an FMRA
to be satisfied.
Lemma 4.12. Suppose that a ∈ l1(Z) and
∞∑
n=−∞
a(r + M jn) = 0 for all j ≥ 0 and
r ∈ ZMj . Then a = 0.
Proof. For any  > 0, there exists N ∈ N such that
∑
|r|>N
|a(r)| < . For each r ∈ Z,


















∣∣a(r +M jn)∣∣ < .
Lemma 4.13. Let Vˆ be a subspace of l2(Z) that is invariant under the modulation operator
Mj for all j ∈ N ∪ {0}, and suppose that b ∈ l2(Z). Then
〈a, b〉l2(Z) = 0 for all a ∈ Vˆ , (4.20)
if and only if
a(n)b(n) = 0 for all n ∈ Z and a ∈ Vˆ . (4.21)
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Proof. (⇐) This direction is obvious.
(⇒) For any a ∈ Vˆ , j ∈ N ∪ {0} and l ∈ ZMj ,












a(r +M jn)b(r +M jn)e−2pii
lr
Mj = cˆ(l). (4.22)




a(r +M jn)b(r +M jn) = 0, (4.23)






l1(Z) by the Cauchy-Schwarz inequality.
Theorem 4.14. Let Vˆ be a subspace of l2(Z) that is invariant under the modulation




Z : a(n) = 0} is an empty set.
Proof. (⇐) Assume that Ω is empty. It suffices to show that if b ∈ l2(Z) is orthogonal to
Vˆ , then b = 0. By Lemma 4.13, for all n ∈ Z and a ∈ Vˆ , a(n)b(n) = 0. Since Ω is empty,
for any n ∈ Z, there exists a ∈ Vˆ such that a(n) 6= 0. Thus b(n) = 0 for all n ∈ Z and
hence b = 0.
(⇒) Suppose that Ω is not empty. Then there exists k ∈ Z such that for all a ∈ Vˆ ,
a(k) = 0. Let ek = {δ(n−k)}n ∈ l2(Z) where δ is the discrete Dirac. Hence for all a ∈ Vˆ ,
〈a, ek〉l2(Z) = 0, which shows that Vˆ is not dense in l2(Z) and this is a contradiction.
Corollary 4.15. For j ∈ N ∪ {0}, assume that Vˆj ⊆ Vˆj+1, where Vˆj is as defined in
(4.10). Then the union
∞⋃
j=0
Vˆj is dense in l
2(Z) if and only if
∞⋂
j=0
{n ∈ Z : φˆj(n) = 0} is
an empty set.
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Proof. Let Vˆ :=
∞⋃
j=0
Vˆj. Then by Proposition 4.11, Vˆ is invariant under the modulation
operator Mj for all j ∈ N ∪ {0}. Lastly, we note that
⋂
a∈Vˆ
{n ∈ Z : a(n) = 0} = {n ∈ Z :
aj,r(n) = 0 for all j ∈ N ∪ {0}, r ∈ ZMj} = {n ∈ Z : φˆj(n) = 0 for all j ∈ N ∪ {0}}.
The process of constructing wavelet frames involves finding sequences ψˆmj ∈ Vˆj+1 for
m = 1, ..., L, such that the collection {Mrjψˆmj : r ∈ ZMj ,m = 1, ..., L} is a frame for Wˆj,
the orthogonal complement of Vˆj in Vˆj+1, with frame bounds C and D independent of j.
For j ∈ N∪{0} and m = 1, ..., L, given the sequences ψˆmj ∈ Vˆj+1, we define the orthogonal
sequences bmj,r for r ∈ ZMj by
bmj,r(k) :=

ψˆmj (k), if k =M
jp+ r, p ∈ Z
0, otherwise
(4.24)




bmj,r for m = 1, ..., L.
Proposition 4.16. For every j ∈ N∪{0}, the sequence space Wˆj is spanned by {Mrjψˆmj :
r ∈ ZMj ,m = 1, ..., L} if and only if it is spanned by {bmj,r : r ∈ ZMj ,m = 1, ..., L}.
Proof. The proof is similar to that of Proposition 4.5.
Proposition 4.17. For j ∈ N ∪ {0}, the following are equivalent:
(1) span{Mrjψˆmj : r ∈ ZMj ,m = 1, ..., L} ⊆ Vˆj+1.











jl + r)aj+1,Mj l+r. (4.26)
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Proof. The proof is similar to that of Proposition 4.10
We shall restate Corollary 4.7 for the wavelet subspaces Wˆj’s.
Theorem 4.18. The collection {Mrjψˆmj : r ∈ ZMj ,m = 1, ..., L} is a frame for Wˆj with







for all nonzero eigenvalues λmr , m = 1, ..., L, of Rj(r) :=
[〈bmj,r, bnj,r〉l2(Z)]Lm,n=1.
Proposition 4.19. For j ∈ N ∪ {0}, assume that Vˆj ⊆ Vˆj+1 and span{Mrjψˆmj : r ∈










∥∥aj+1,Mj l+r∥∥2l2(Z) gˆnj+1(M jl + r). (4.29)
Proof. The proof follows from Propositions 4.10 and 4.17.








Proof. For i < j, and given any ai ∈ Wˆi ⊆ Vˆi+1 ⊆ Vˆj and aj ∈ Wˆj, it is clear that
〈ai, aj〉 = 0. Also by definition, Vˆ0 is orthogonal to the Wˆj’s. Let Pj be the orthogonal
projector from l2(Z) onto Vˆj. Then Wˆj = {a − Pja : a ∈ Vˆj+1}. Since lim
j→∞
Pja = a, we




(Pj+1a− Pja) + P0a.
Therefore, the result of the direct sum follows since Pj+1−Pj is the orthogonal projector
from l2(Z) onto Wˆj.
4.2 l2(Z) FMRA and Wavelet Subspaces 62





Vˆj,r where Vˆj,r := span{aj,r} with dimension 0 or 1 for all r ∈ ZMj .




V˜j+1,r where V˜j+1,r :=
span{aj+1,Mj l+r : l ∈ ZM} with dimension between 0 and M for all r ∈ ZMj . Let us now
suppose that for j ∈ N ∪ {0}, the collection {Mrjψˆmj : r ∈ ZMj ,m = 1, ..., L} spans Wˆj,




Wˆj,r where Wˆj,r = span{bmj,r : m =
1, ..., L} with dimension between 0 and L for all r ∈ ZMj .
The orthogonal decomposition of the spaces Vˆj and Wˆj for j ∈ N ∪ {0} provides us
with a tool to characterize their orthogonal direct sum relationship with Vˆj+1.
Proposition 4.21. For j ∈ N ∪ {0}, the sequence space Vˆj+1 can be expressed as the
orthogonal direct sum Vˆj+1 = Vˆj⊕ Wˆj if and only if for every r ∈ ZMj , the sequence space
V˜j+1,r can be expressed as the orthogonal direct sum V˜j+1,r = Vˆj,r ⊕ Wˆj,r.
Proof. (⇒) Assume that Vˆj+1 = Vˆj ⊕ Wˆj. By Propositions 4.10 and 4.17, we have
Vˆj,r ⊕ Wˆj,r ⊂ V˜j+1,r for all r ∈ ZMj . (4.30)
Let a ∈ V˜j+1,r0 for a given r0 ∈ ZMj . Now































⊕[Vˆj,r0⊕ Wˆj,r0] . (4.31)
Since the sets V˜j+1,r where r ∈ ZMj\{r0} and Vˆj,r0 ⊕ Wˆj,r0 ⊆ V˜j+1,r0 are pairwise orthog-





V˜j+1,r and c ∈ Vˆj,r0 ⊕ Wˆj,r0 ⊆
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V˜j+1,r0 which implies that b = a − c ∈ V˜j+1,r0 . Then necessarily b = 0 and so a = c.
Therefore
V˜j+1,r0 ⊆ Vˆj,r0 ⊕ Wˆj,r0 , (4.32)
where r0 ∈ ZMj is arbitrary. Combining (4.30) and (4.32) gives us the result.












. This gives us Vˆj+1 = Vˆj ⊕ Wˆj.
Theorem 4.22. For j ∈ N ∪ {0}, assume that Vˆj ⊆ Vˆj+1 and let r ∈ ZMj . The sequence





∥∥aj+1,Mj l+r∥∥2l2(Z) gˆmj+1(M jl + r) = 0. (4.33)
Furthermore, if (4.33) holds, then the sequence space V˜j+1,r can be written as the orthogonal
direct sum V˜j+1,r = Vˆj,r ⊕ Wˆj,r if and only if
dim V˜j+1,r = dim Vˆj,r + dim Wˆj,r. (4.34)
Proof. The proof of (4.33) follows from the definition of Vˆj,r and Wˆj,r and from Proposi-
tions 4.10 and 4.17. The proof of the necessary and sufficient condition in (4.34) is clear
since Vˆj,r + Wˆj,r ⊆ V˜j+1,r and dim(Vˆj,r + Wˆj,r) = dim Vˆj,r + dim Wˆj,r = dim V˜j+1,r.
Theorem 4.23. Suppose that {Vˆj, φˆj}j∈N∪{0} is an FMRA of l2(Z). Then for j ∈ N∪{0},
there exists ψˆmj ∈ Vˆj+1 for m = 1, ...,M such that {Mrjψˆmj : r ∈ ZMj ,m = 1, ...,M} forms
a tight frame for Wˆj with frame bound 1. Therefore, the collection {Mrjψˆmj : r ∈ ZMj ,m =
1, ...,M, j ∈ N ∪ {0}} ∪ {φˆ0} is a frame for l2(Z).
Proof. Fix j ∈ N∪{0}. In our procedure to construct wavelet frames, we are interested in
cases when dim Wˆj > 0 and we shall proceed by determining gˆ
m
j+1(M
jl+r) form = 1, ..., L,
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l ∈ ZM and r ∈ ZMj , satisfying Equations (4.33) and (4.34) and 〈bmj,r, bnj,r〉 = 0 for
m,n = 1, ..., L, where L =M . As we shall see, our approach is similar to the proof of (5)
⇒ (6) in Theorem 3.10.
Suppose that dim V˜j+1,r = p for some 1 ≤ p ≤ M and dim Vˆj,r = q for some q = 0 or
1. Therefore, we need dim Wˆj,r = p− q. If p− q = 0, then we proceed straight to (4.37)
and also ignore (4.38), (4.41) and (4.43). Let {l0, ..., lM−1} = ZM such that
∥∥aj+1,Mj lk+r∥∥2l2(Z) > 0 for k ∈ Zp,∥∥aj+1,Mj lk+r∥∥2l2(Z) = 0 for k ∈ ZM\Zp. (4.35)
By Corollary 4.8, for k ∈ Zp, we have A
M j+1
≤ ∥∥aj+1,Mj lk+r∥∥2l2(Z) ≤ BM j+1 . Consider
the p × 1 matrix V := 1√
M
[∥∥aj+1,Mj lk+r∥∥l2(Z) hˆj+1(M jlk + r)]p−1k=0. Then there exists an











where U1 is a 1× p matrix and U2 is a (p− 1)× p matrix.
If V = 0, then by Proposition 4.19, we have ‖aj,r‖2l2(Z) = 0 and hence q = 0. In this
case we set U2 := U .
Now we shall define gˆmj+1(M
jlk+r) for m = 1, ..., L and for k ∈ ZM . For m = 1, ..., p−q







∥∥aj+1,Mj lk+r∥∥l2(Z)]p−q,p−1m=1,k=0 . (4.36)
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For m = p− q + 1, ..., L and k ∈ Zp, we define
gˆmj+1(M
jlk + r) = 0. (4.37)
For m = 1, ..., L and k ∈ ZM\Zp, we define gˆmj+1(M jlk + r) arbitrarily.





∥∥aj+1,Mj lk+r∥∥2l2(Z) gˆmj+1(M jlk + r) = 0, (4.38)





∥∥aj+1,Mj lk+r∥∥2l2(Z) gˆmj+1(M jlk + r) = 0, (4.39)





∥∥aj+1,Mj lk+r∥∥2l2(Z) gˆj+1(M jlk + r)∗ = 0, (4.40)







Since U is an unitary matrix, the rows of U2 are orthonormal. Therefore, U2U
∗
2 = I.





∥∥aj+1,Mj lk+r∥∥2l2(Z) gˆnj+1(M jlk + r) = δmnM j , (4.41)





∥∥aj+1,Mj lk+r∥∥2l2(Z) gˆnj+1(M jlk + r) = 0, (4.42)
for m,n = p− q+ 1, ..., L. Next, using Proposition 4.19 and Equations (4.41) and (4.42),
we conclude that
∥∥bmj,r∥∥2l2(Z) = 1M j for m = 1, ..., p− q, (4.43)∥∥bmj,r∥∥2l2(Z) = 0 for m = p− q + 1, ..., L. (4.44)
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Therefore, dim Wˆj,r = p − q and by Theorem 4.18 and Proposition 4.19, {Mrjψˆmj : r ∈
ZMj ,m = 1, ..., L} forms a tight frame for Wˆj with frame bound 1. For the case when
p = 0, there is no restriction to the values of gˆmj+1(M
jlk + r) for m = 1, ..., L and k ∈ ZM
except that they be finite. Applying Theorem 4.20, the collection {Mrjψˆmj : r ∈ ZMj ,m =
1, ..., L, j ∈ N ∪ {0}} ∪ {φˆ0} is a frame for l2(Z).
Corollary 4.24. Suppose that {Vˆj, φˆj}j∈N∪{0} is an FMRA of l2(Z). Then for j ∈ N∪{0},
there exists ψˆmj ∈ Vˆj+1 for m = 1, ..., nj such that {Mrjψˆmj : r ∈ ZMj ,m = 1, ..., nj} forms
a tight frame for Wˆj, where nj := max
r∈Z
Mj
{dim V˜j+1,r − dim Vˆj,r}. Thus, the collection
{Mrjψˆmj : r ∈ ZMj ,m = 1, ..., nj, j ∈ N ∪ {0}} ∪ {φˆ0} is a frame for l2(Z).
Proof. Clearly nj is bounded above by M as dim V˜j+1,r ≤ M . By our construction, for
m = nj+1, ...,M and r ∈ ZMj , sincem ≥ nj+1 ≥ dim V˜j+1,r−dim Vˆj,r+1, it follows from
Proposition 4.19 and Equation (4.42) that
∥∥bmj,r∥∥2l2(Z) = 0. Thus for m = nj + 1, ...,M ,
ψˆmj = 0. The proof then follows from our construction process by setting L = nj in
Theorem 4.23.
By Corollary 4.24, it is possible to have less number of sequences ψˆmj to obtain a tight
frame for Wˆj. To achieve this, we require the set
Γj := {r ∈ ZMj : aj,r = 0, aj+1,Mj l+r 6= 0 for all l ∈ ZM} (4.45)
to be empty for a given j ∈ N ∪ {0}. The set Γj is analogous to the set Γ in Theorem
3.10.
Corollary 4.25. Suppose that {Vˆj, φˆj}j∈N∪{0} is an FMRA of l2(Z). Then for j ∈ N∪{0},
there exists ψˆmj ∈ Vˆj+1 for m = 1, ...,M−1 such that {Mrjψˆmj : r ∈ ZMj ,m = 1, ...,M−1}
forms a tight frame for Wˆj if and only if the set Γj defined in (4.45) is empty. If the latter
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holds for all j ∈ N ∪ {0}, the collection {Mrjψˆmj : r ∈ ZMj ,m = 1, ...,M − 1, j ∈
N ∪ {0}} ∪ {φˆ0} is a frame for l2(Z).
Proof. (⇐) If Γj is empty, then necessarily for all r ∈ ZMj , dim V˜j+1,r − dim Vˆj,r ≤M − 1
as there does not exist r ∈ ZMj such that dim V˜j+1,r =M and dim Vˆj,r = 0. Therefore, it
follows that nj ≤M − 1, where nj is as defined in Corollary 4.24. Then the proof follows
by applying Corollary 4.24.
(⇒) If Γj is not empty, then by the definition of V˜j+1,r and Vˆj,r, there exists r ∈ ZMj
such that dim V˜j+1,r =M and dim Vˆj,r = 0. Therefore, this requires dim Wˆj,r =M and so
M − 1 ψˆmj ’s are not sufficient.
4.3 Connection of Fibres with FMRA and Wavelet
Subspaces of l2(Z)
The motivation for us to develop a connection between the fibres of the multiresolution
and wavelet subspaces of L2(R) and multiresolution and wavelet spaces of l2(Z) comes
from the following theorem.
Theorem 4.26. [7] Let S be a closed shift-invariant space generated by some countable
set Ω ⊂ L2(R). Then {τkφ : k ∈ Z, φ ∈ Ω} is a frame for S with frame bounds A and B
if and only if {φˆ||ω : φ ∈ Ω} is a frame for the fibre of S at ω with the same frame bounds
for almost every ω ∈ [0, 1). In particular, the former is an exact frame if and only if the
latter is an exact frame.
Corollary 4.27. Let ϕ ∈ L2(R). Then for j ∈ N ∪ {0}, {τkDjτrϕ : k ∈ Z, r ∈ ZMj} is a
frame for its closed linear span V with frame bounds A and B if and only if {(Djτrϕ)∧||ω :
r ∈ ZMj} is a frame for the fibre of V at ω with the same frame bounds for almost every
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ω ∈ [0, 1). In particular, the former is an exact frame if and only if the latter is an exact
frame.
Let {Vj, φ} be an FMRA of L2(R) and Wj be the orthogonal complement of Vj in
Vj+1. Consider γ ∈ [0, 1)\(Ξ ∪ Λ) as in Section 4.1. We shall show that the fibres of
Vj at γ, which are subspaces of l
2(Z), will form a corresponding multiresolution analysis






Proposition 4.28. For j ∈ N ∪ {0} and r ∈ ZMj , we have Mrj φˆγ,j = vγ,j,r, that is,
modulation of the scaling sequence at γ and level j by r times gives the sequence vγ,j,r,
where vγ,j,r is defined by (4.2).













Mj aγ,j,l)(k) = vγ,j,r(k).
We refer to (4.1) for the following corollary.
Corollary 4.29. For j ∈ N∪{0}, the sequence spaces Vˆj||γ are spanned by {Mrjφγ,j : r ∈
ZMj}.
For j ∈ N ∪ {0} and m = 1, ..., L with bmγ,j,r as in (4.8), we define wavelet sequences at





Proposition 4.30. For j ∈ N∪{0}, m = 1, ..., L and r ∈ ZMj , we have Mrjψˆmγ,j = umγ,j,r,
that is, modulation of the wavelet sequence at γ and level j by r times gives the sequence
umγ,j,r, where u
m
γ,j,r is defined by (4.7).
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Mj bmγ,j,l)(k) = u
m
γ,j,r(k).
Based on (4.6), we obtain the following corollary.
Corollary 4.31. For j ∈ N ∪ {0}, the sequence spaces Wˆj||γ are spanned by {Mrjψmγ,j :
r ∈ ZMj ,m = 1, ..., L}.
To establish the density condition of the union
∞⋃
j=0
Vˆj||ω in l2(Z) for almost every ω ∈
[0, 1), we need the following theorem.
Theorem 4.32. The union
∞⋃
j=0
Vj is dense in L
2(R) if and only if the set
∞⋂
j=0
{ω ∈ R :
φˆ(M−jω) = 0} is of measure zero.
Proof. By the nesting property of an FMRA, the union
∞⋃
j=0
Vj is the same as the union
∞⋃
j=−∞




2H(M−jω)φˆ(M−jω) for almost every ω ∈ R. Therefore, the support of φˆ(M−j+1·) is
contained in the support of φˆ(M−j·) up to a set of measure zero. Applying Theorem 2.8
and taking complement of the set
∞⋃
j=0
{ω ∈ R :
∣∣∣φˆ(M−jω)∣∣∣ > 0} yields the result.
Corollary 4.33. The union
∞⋃
j=0
Vj is dense in L




dense in l2(Z) for almost every ω ∈ [0, 1).
Proof. (⇒) There exists a set E ⊂ [0, 1) of measure zero such that for every ω ∈ [0, 1)\E
and j ∈ N ∪ {0}, Vˆj||ω is a subspace of l2(Z). Let F :=
∞⋂
j=0
{ω ∈ R : φˆ(M−jω) = 0}











. Then by Theorem
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4.32, |Fn| = |F | = 0. For ω ∈ [0, 1)\(E ∪
⋃
n∈Z
Fn) and n ∈ Z, there exists j ∈ N ∪ {0}





6= 0. Applying Corollary 4.15
gives the result.











= ∅. For n ∈ Z, define En := E+n. For a given k ∈ Z and


























En, which is a set of measure zero. Therefore, for ω ∈ R\F , there exists
j ∈ N ∪ {0} depending on ω such that
∣∣∣φˆ(M−jω)∣∣∣ > 0 and the result holds.
We shall now establish the connection between an FMRA {Vj, φ} of L2(R) with the
FMRA of l2(Z) formed by its fibres.
Theorem 4.34. Let φ ∈ L2(R). Define V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
define Vj by (2.2). Then {Vj, φ}j∈Z is an FMRA of L2(R) with frame bounds A and B
if and only if {Vˆj||ω, φˆj||ω}j∈N∪{0} is an FMRA for l2(Z) with the same frame bounds for
almost every ω ∈ [0, 1).
Proof. In our proof, we shall be concerned with an arbitrary ω ∈ [0, 1)\E, where E is a
measure zero set, such that for every j ∈ N ∪ {0}, Vˆj||ω is a subspace of l2(Z).
(⇒) Corollary 1.10 implies that the sequence spaces Vˆj||ω satisfy the nesting property.
Since (Djτrφ)∧||ω =Mrj φˆω,j for r ∈ ZMj , by Corollary 4.27, {Mrj φˆω,j : r ∈ ZMj} is a frame
for Vˆj||ω with frame bounds A and B. The density requirement of
∞⋃
j=0
Vˆj||ω in l2(Z) is
satisfied using Corollary 4.33. Hence {Vˆj||ω, φˆω,j}j∈N∪{0} is an FMRA of l2(Z) with frame
bounds A and B.
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(⇐) By Corollary 4.27, {τkφ} is a frame for the shift-invariant space V0 with frame bounds
















= M ‖aω,1,r‖2l2(Z). Noting that




































∣∣∣hˆω,1(r)∣∣∣2 ≤ ‖aω,0,0‖l2(Z) ‖aω,1,r‖−1l2(Z) ≤ MBA−1 by































































Since H is measurable and lies in L∞[0, 1], the hypothesis of Theorem 2.4 is satisfied
and together with Lemma 2.11, the spaces Vj’s satisfy the nesting property for j ∈ Z.




2(R) follows from Corollary 4.33 and the separation
condition of an FMRA is fulfilled by Theorem 2.10. Lastly, the scaling condition of an
FMRA is present by our definition of the spaces Vj’s.
The following is the analogous result about the wavelet frame of an FMRA {Vj, φ} of
L2(R) with the wavelet frames of the FMRA of its fibres.
Theorem 4.35. Let φ ∈ L2(R). Define V0 := span{τkφ : k ∈ Z} and for each j ∈ Z,
define Vj by (2.2) and let Wj be the orthogonal complement of Vj in Vj+1. Let ψ1, ..., ψL ∈
W0. Then {τkψm : k ∈ Z,m = 1, ..., L} forms a frame for W0 with frame bounds C and
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D if and only if for every j ∈ N ∪ {0}, {Mrjψˆmω,j : r ∈ ZMj ,m = 1, ..., L} is a frame for
Wˆj||ω with the same frame bounds for almost every ω ∈ [0, 1).





some 1-periodic functions Gm lying in L
2[0, 1]. In our proof, we shall be concerned with
an arbitrary ω ∈ [0, 1)\E, where E is a measure zero set, such that for every j ∈ N∪{0},
Vˆj||ω and Wˆj||ω are subspaces of l2(Z).
(⇒) By the proof of Theorem 3.3, for j ∈ N∪{0}, the collection {ψmjk : k ∈ Z,m = 1, ..., L}
is a frame for Wj with frame bounds C and D. Since (Djτrψm)∧||ω =Mrjψˆmω,j for r ∈ ZMj
and m = 1, ..., L, Corollary 4.27 implies that {Mrjψˆmω,j : r ∈ ZMj} is a frame for Wˆj||ω
with the same frame bounds.
(⇐) By Corollary 4.27, {τkψm : k ∈ Z,m = 1, ..., L} is a frame for the shift-invariant
space W0 with frame bounds C and D.
The reverse procedure of obtaining an FMRA and a wavelet frame for L2(R) from a
l2(Z) FMRA and its wavelet frame is as follows.
Theorem 4.36. Let {Vj, φ}j∈Z be an FMRA of L2(R) and let Wj be the orthogonal
complement of Vj in Vj+1. Suppose that for almost every ω ∈ [0, 1), there exist gˆmω,1 ∈ S(M)




frame for Wˆ0||ω with frame bounds C and D. In addition, for m = 1, ..., L, if the 1-periodic







:= gˆmω,1(r), where r ∈ ZM , lies in L2[0, 1], then




frame for W0 with frame bounds C and D.
Proof. Assume that the functions Gm lies in L
2[0, 1] form = 1, ..., L. In our proof, we shall
be concerned with an arbitrary ω ∈ [0, 1)\E, where E is a measure zero set, such that for
4.3 Connection of Fibres with FMRA and Wavelet Subspaces of l2(Z) 73








are finite. Since ψˆm||ω = ψˆmω,0 for all m = 1, ..., L, {ψˆm||ω : m = 1, ..., L}
forms a frame for Wˆ0||ω with frame bounds A and B. Also by Theorem 3.1, ψm lies
in W0 for all m = 1, ..., L. Finally, Proposition 1.11 and Corollary 4.27 implies that
{τkψm : k ∈ Z,m = 1, ..., L} is a frame for W0 with frame bounds C and D.
As a final remark, we note the requirement for the functions Gm to lie in L
2[0, 1] for
m = 1, ..., L would be ensured by using the Householder reflector matrix as the unitary
matrix U in the construction proof of Theorem 4.23.
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