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RG Equations from Whitham Hierarchy
A.Gorsky†, A.Marshakov‡§, A.Mironov¶‖, A.Morozov∗∗
The second derivatives of prepotential with respect to Whitham time-variables
in the Seiberg-Witten theory are expressed in terms of Riemann theta-functions.
These formulas give a direct transcendental generalization of algebraic ones for the
Kontsevich matrix model. In particular case they provide an explicit derivation
of the renormalization group (RG) equation proposed recently in papers on the
Donaldson theory.
1 Introduction
The Seiberg-Witten (SW) theory [1] provides an anzatz for the low-energy effective action
of 3d, 4d and 5d N = 2 SUSY Yang-Mills models. It describes the dependence of the BPS
spectra ai(hk,Λ) and effective coupling constants Tij(hk,Λ) on bare coupling (parameter like
Λ = ΛQCD) and the choice of vacua, parametrized by the vacuum expectation values (v.e.v.)
hk =
1
k
〈tr φk〉 of the scalar field φ in the adjoint representation of the gauge group G. As
explained in ref.[2], this essentially RG problem has a natural interpretation in terms of the
quasiclassical (Whitham) integrable hierarchies (see [3] for the most recent review and the list
of references). One expects that (the logarithm of) the generating function of the topological
correlators,
logZ(a, t) =
〈
exp
( ∞∑
n=2
tnTr Φ
n
)〉
vac{a}
(1.1)
(Φ(ϑ) is the chiral N = 2 superfield, φ being its lowest component), is expressed through
the prepotential (quasiclassical τ -function) F(α, T ) that is uniquely determined by a family of
the spectral curves, parametrized by the ”flat” moduli αi. (The Seiberg-Witten prepotential
FSW (a) itself is obtained when the Whitham times Tn = δn,1, then also αi = ai.) So far such
relation has been established [4] only in the case of Generalized Kontsevich Model (GKM) [5, 6],
which is an example of 0 + 0-dimensional quantum field theory. Since [2] the Seiberg-Witten
theory belongs to the universality class of 0 + 1-dimensional integrable systems, it is a natural
affine (”1-loop”) generalization of Kontsevich theory, which can be hopefully understood in
the nearest future. The present paper contains some preliminary investigation of this problem
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through the study of basic relevant properties of the Seiberg-Witten prepotential. This is
a necessary but only the first step towards generalization of the results of ref.[4] from the
Kontsevich to Donaldson theory.
The prepotential theory [7] defines F(α, T ) as a generating function of meromorphic 1-forms
on the spectral curves and admits straightforward evaluation of quantities like:1
∂F
∂T n
=
β
2πin
∑
m
mTmHm+1,n+1 = β
2πin
T1Hn+1 +O(T2, T3, . . .) (1.2)
∂2F
∂αi∂T n
=
β
2πin
∂Hn+1
∂ai
(1.3)
∂2F
∂Tm∂T n
= − β
2πi
(
Hm+1,n+1 + β
mn
∂Hm+1
∂ai
∂Hn+1
∂aj
∂2ij log θE(~0|T )
)
(1.4)
etc. In these formulas the gauge group is G = SU(N), parameter β = 2N , m,n = 1, . . . , N−1,
and T -derivatives are taken at constant αi. Hm,n are certain homogeneous combinations of hk,
defined in terms of the h-dependent polynomial P (λ) which is used to describe the Seiberg-
Witten (Toda-chain) spectral curves:
Hm+1,n+1 = − N
mn
res∞
(
P n/N(λ)dP
m/N
+ (λ)
)
= Hn+1,m+1 (1.5)
and
Hn+1 ≡ Hn+1,2 = −N
n
res∞P n/N(λ)dλ = hn+1 +O(h2) (1.6)
The SW theory itself allows one to evaluate derivatives (1.2), (1.4) at n = 1, since after
appropriate rescaling
hk → T k1 hk, Hk → T k1Hk (1.7)
T1 can be identified with Λ, and Λ is explicitly present in the SW anzatz. Eqs. (1.2), (1.4) at
n = 1 are naturally interpreted in terms of the stress-tensor anomaly,
. . .+ ϑ4Θµµ = βtrΦ
2 = . . .+ ϑ4βtr
(
GµνG
µν + iGµνG˜
µν
)
, (1.8)
since for any operator O
∂
∂ log Λ
〈O〉 = 〈βTrΦ2,O〉 (1.9)
Analogous interpretation for n ≥ 2 involves anomalies of Wn+1-structures.
For n = 1, eq.(1.2), i.e. eq.(1.9) for O = I, has been derived in [9, 10] in the form
∂FSW
∂ log Λ
=
β
2πi
(T 21 h2) (1.10)
1 We define the symbols
∮
and res with additional factors (2πi)−1 so that
res0
dξ
ξ
= −res∞ dξ
ξ
=
∮
dξ
ξ
= 1
This explains the appearance of 2πi factors in the Riemann identities like (3.13) and thus in all the definitions
of section 3 below. Accordingly, the theta-functions are periodic with period 2πi, not unity (cf. [8]), and
∂θ(~ξ|T )
∂Tij = iπ∂
2
ijθ(
~ξ|T )
since periods of the Jacobi transformation ξi ≡
∫ ξ
dωi belong to 2πi (Z + T Z ).
2
Eq.(1.9) for O = hm – the analogue of for n = 1 and any m = 1, . . . , N − 1, –
∂hm
∂ log Λ
= −β∂h2
∂ai
∂hm
∂aj
∂2ij log θE(~0|T ) (1.11)
Formulas of such a type first appeared for the SU(2) case in [11], and literally in this form for
the SU(2) case in [12, 13] and for the general SU(N) case in [12]. It was deduced from its
modular properties and also from sophisticated reasoning in the framework of the Donaldson
theory (the topological correlator (1.1) is an object from the Donaldson theory, i.e. topological
subsector of the N = 2 SUSY Yang-Mills theory, which can be investigated with the help of
the twisting procedure). In (1.11), one can substitute hm by any homogeneous function of h’s,
e.g. by Hm.
Eq. (1.4) can be also rewritten as:
∂2
∂Tm∂T n
(
F(α, T )− β
2
4πi
FGKM(α, T )
)
= − β
2
2πimn
∂Hm+1
∂ai
∂Hn+1
∂aj
∂2ij log θE(~0|T ) (1.12)
where the prepotential of the Generalized Kontsevich Model [4],
FGKM(α|T ) ≡ 1
2N
∑
m,n
TmTnHm+1,n+1 (1.13)
implicitly depends on the moduli αi through the coefficients of the polynomial P (λ).
A direct purpose of this paper is to prove eqs.(1.2), (1.4) for all m,n = 1, . . . , N − 1 by
methods developed in refs.[7]. An explicit derivation of (1.11) will be given directly in terms
of calculus on Riemann surfaces [14, 15], without appealing to 4d topological theory (see also
[16] for related consideration).
Sections 2 and 3 contain a brief summary of the Seiberg-Witten anzatz and prepotential
theory (restricted to one complex dimension – to spectral curves). In sections 4 and 5 it is
further specialized for the particular case of SW (Toda-chain) curves, explicit expressions are
given for the relevant meromorphic forms and the formulas (1.2)-(1.4) are explicitly derived. An
independent short proof of relation (1.11) is given in s.6, while the derivation of (1.11) directly
from (1.2) and (1.4) is presented in s.7. Remaining problems are summarized in Conclusion.
Appendix A (an extract from [14]) contains a proof of the relation connecting two canonical
bi-differentials on Riemann surfaces, which play the central role in reasoning of ss.5 and 6.
Appendix B is devoted to the explicit check of eq.(1.11) in the simplest case of genus one
curves (i.e. for the SU(2) gauge group).
2 The SW Anzatz
The simplest description of the SW anzatz [1] exists in terms of finite-dimensional integrable
systems or 0+1 dimensional integrable field theory [2, 17, 18, 19, 20, 21]. With any N = 2
SUSY gauge theory one associates an integrable system with the Lax 1-form L(ξ)dξ – a section
of a holomorphic bundle over a bare spectral curve. Its eigenvalue, dSSW (ξ) is a meromorphic
1-form on the full spectral curve. The periods
ai =
∮
Ai
dSSW , a
D
i =
∮
Bi
dSSW (2.1)
3
depend on the Hamiltonians hk =
1
k
trLk of integrable system and a characteristic feature of
the Lax operator is that their variations w.r.t. moduli,
∂dSSW
∂uk
= dvk, (2.2)
are holomorphic differentials on the full spectral curve so that Tij = ∂aDi /∂aj is the symmetric
period matrix and, thus, aDi can be represented as a
i-derivatives,
aDi =
∂FSW
∂ai
(2.3)
of the prepotential FSW (a).
The variation of dSSW w.r.t. moduli depends on the choice of coordinate on the curve, which
is fixed under the variation. The difference is always a total derivative, but of a function which
is multivalued or has singularities. The total-derivatives of a single-valued function do not
change ai and aDi – the ordinary A- and B-periods of dSSW . However, the Whitham dynamics
depends on more delicate characteristics such as coefficients of expansion near the singularities,
which are affected by total derivatives. In this paper, we request (2.2) to be an exact equality
(not modulo total derivatives). This fixes a distinguished parametrization (coordinate) of the
full spectral curve.
In the framework of the N = 2 supersymmetric Yang-Mills theory, the Hamiltonians hk are
associated with the v.e.v. hk =
1
k
〈trφk〉 which spontaneously break the gauge symmetry down
to abelian one, while FSW (ai) is the prepotential of effective abelian N = 2 SUSY theory at
low energies, ai being the lowest components of abelian N = 2 superfield.
In present paper, we concentrate on the case of pure gauge N = 2 SUSY Yang-Mills theory
in 4 dimensions with the gauge group SU(N). Then the relevant (0 + 1)d integrable system
is periodic Toda chain of the length N , the bare spectral curve is double-punctured sphere,
dξ = dw
w
, L(w) is N ×N matrix, the full spectral curve is given by
det
N×N
(L(w)− λ) = 0, (2.4)
i.e.
P (λ) = ΛN
(
w +
1
w
)
, (2.5)
where
P (λ) = λN −
N∑
k=2
ukλ
N−k =
N∏
i=1
(λ− λi) (2.6)
and
uk = (−)k+1
∑
i1<...<ik
λi1 . . . λik (2.7)
are the Schur polynomials of hk =
1
k
∑N
i=1 λ
k
i :
log
(
λ−NP (λ)
)
= −∑
k
hk
λk
(2.8)
Here u0 = 1, u1 = 0, u2 = h2, u3 = h3, u4 = h4 − 12h22, . . .
Alternative representation of the same family of spectral curves is in the hyperelliptic form:
Y 2 = P 2(λ)− 4Λ2N , Y = ΛN
(
w − 1
w
)
(2.9)
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The curves of this family are simultaneously 2-fold and N -fold coverings of punctured Riemann
spheres parametrized by λ and w respectively. Among all hyperelliptic curves, the Toda-chain
ones (2.9) are distinguished by the property that there exists a function w = 1
2
Λ−N(P + Y )
which has N -fold pole and N -fold zero (since w−1 = 1
2
Λ−N(P − Y )) at the ”infinities” λ =∞±
on two sheets of the hyperelliptic curve.
From (2.5) and (2.9), we get generic relation between variations of different parameters:
δP + P ′δλ = NPδ log Λ + Y
δw
w
(2.10)
with δP = −∑λN−kδuk and P ′ = ∂P/∂λ which can be used in evaluation of various derivatives.
In particular, on a given curve (i.e. for fixed uk and Λ),
dw
w
=
P ′dλ
Y
(2.11)
dSSW = λ
dw
w
=
λdP
Y
(2.12)
and
∂dSSW
∂uk
∣∣∣∣∣
w=const
=
λN−k
P ′
dw
w
=
λN−kdλ
Y
= dvk, k = 2, . . . , N (2.13)
are g = N − 1 holomorphic 1-forms on the curve (2.9) of genus g = N − 1. Their A-periods
σik =
∮
Ai
dvk =
∂ai
∂uk
(2.14)
and dωi = σ
−1
ik dv
k are the canonical holomorphic 1-differentials,∮
Ai
dωj = δ
i
j ,
∮
Bi
dωj = Tij (2.15)
where Tij is the period matrix of (2.9). In (2.13), we assumed that coordinate w is constant
when moduli uk are varied. It is necessary to satisfy (2.2). If, instead, λ is constant, one would
get
∂dSSW
∂uk
∣∣∣∣∣
λ=const
=
λN−kdλ
Y
− d
(
λN−k+1
Y
)
(2.16)
and the total derivative in the r.h.s. would prevent one from direct applying of the reasoning
of next sections 3 and 4. In what follows we assume that all moduli-derivatives are taken at
constant w, without mentioning this explicitly.
The periods
ai =
∮
Ai
dSSW (2.17)
define ai as functions of uk (i.e. hk) and Λ, or, inverse, uk as functions of a
i and Λ. In this
paper, we are going to evaluate, among other things, ∂uk/∂ log Λ|ai=const. From (2.17),
∑
k

 ∂uk
∂ log Λ
∣∣∣∣∣
ai=const

∮
Ai
∂dSSW
∂uk
+
∮
Ai
∂dSSW
∂ log Λ
= 0 (2.18)
so that ∑
k
∂uk
∂ log Λ
∂ai
∂uk
= −
∮
Ai
∂dSSW
∂ log Λ
= −N
∮
Ai
P
P ′
dw
w
= −N
∮
Ai
Pdλ
Y
=
= −N
∮
Ai
(P + Y )dλ
Y
= −2NΛN
∮
Ai
wdλ
Y
= −2NΛN
∮
Ai
wdvN
(2.19)
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We use this relation in explicit derivation of eq.(1.11) in s.6 below.
Another, much simpler relation can be deduced right now. Since
NPdλ = λdP −∑
k
kukλ
N−kdλ (2.20)
and due to (2.12)-(2.14), one obtains from (2.19):
−∑
k
∂uk
∂ log Λ
∂ai
∂uk
= ai −∑
k
kuk
∂ai
∂uk
(2.21)
or
∂uk
∂ log Λ
= kuk − ai∂uk
∂ai
(2.22)
This, of course, follows from dimensional considerations.
Below we put Λ = 1 to simplify formulas (one can also say that Λ is absorbed in rescaling
of λ, u, h and T ’s).
3 Prepotential theory
The prepotential theory, as developed in [7], defines the prepotential (quasiclassical or Whitham
τ -function) for any finite-gap solution of the KP/Toda hierarchy, i.e. for the following set of
data:
– complex curve (Riemann surface) of genus g;
– a set of punctures (marked points) on it;
– coordinates ξ in the vicinities of the punctures.
In this section we consider the simplest case of a single puncture, say at ξ = ξ0 = 0.
Given this set of data, one can introduce meromorphic 1-differentials with the poles at
ξ = ξ0 = 0 only such that
dΩn =
(
ξ−n−1 +O(1)
)
dξ, n ≥ 1 (3.1)
This condition defines dΩn up to arbitrary linear combination of g holomorphic differentials
dωi, i = 1, . . . , g and there are two different ways to fix this ambiguity.
The first way is to require that dΩn have vanishing A-periods,∮
Ai
dΩn = 0 ∀i, n (3.2)
We keep the notation dΩn for such differentials. Their generating functional,
W (ξ, ζ) =
∞∑
n=1
nζn−1dζdΩn(ξ) (3.3)
is well known in the theory of Riemann surfaces. It can be expressed through the Prime form
E(ξ, ζ) = θ∗(
~ξ−~ζ)
ν∗(ξ)ν∗(ζ)
:2
W (ξ, ζ) = ∂ξ∂ζ logE(ξ, ζ) (3.4)
2 For example, for genus g = 1
dΩ1 = (℘(ξ)− const)dξ, dΩ2 = −1
2
℘′(ξ)dξ, . . . , dΩn =
(−)n+1
n!
∂n−1℘(ξ)dξ
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One needs to take care about the choice of coordinate ζ in order to guarantee that dΩn in this
expansion indeed satisfies the condition (3.1). We shall check this property explicitly when
(3.3) will be used in s.4 below. Such W (ξ, ζ) has a second order pole on diagonal,
W (ξ, ζ) ∼ dξdζ
(ξ − ζ)2 +O(1) =
∞∑
n=1
n
dξ
ξn+1
ζn−1dζ +O(1) (3.5)
and this explains the choice of expansion coefficients in (3.3).
The second way is to impose the condition like (2.2),
∂dΩˆn
∂ moduli
= holomorphic (3.6)
We shall concentrate on the situation when the number of moduli is equal to the genus of
the spectral curve, which is the case in the SW theory. This time we introduce a different
generating functional for dΩˆn with infinitely many auxiliary parameters Tn:
dS =
∑
n≥1
TndΩˆn =
g∑
i=1
αidωi +
∑
n≥1
TndΩn (3.7)
(the generating functionals like (3.3) with a single expansion parameter ζ are obtained as a
variation of this one under Miwa-like transform, ∆Tn ∼ ζn). The periods
αi =
∮
Ai
dS (3.8)
can be considered as particular coordinates on the moduli space. Note that these periods are
not just the same as (2.1), eq.(3.8) defines αi as functions of hk and T
n, or, alternatively, hk
as functions of αi and T n so that derivatives ∂hk/∂T
n are non-trivial. In what follows we shall
consider αi and T n,
Tn = resξ=0 ξ
ndS(ξ) (3.9)
as independent variables so that partial derivatives w.r.t. αi are taken at constant T n and
partial derivatives w.r.t. T n are taken at constant αi. In particular,
∂dS
∂αi
= dωi,
∂dS
∂T n
= dΩn (3.10)
Now one can introduce the prepotential F(αi, T n) by an analog of conditions (2.3):
∂F
∂αi
=
∮
Bi
dS,
∂F
∂T n
=
1
2πin
res0 ξ
−ndS (3.11)
Their consistency follows from (3.10) and Riemann identities. In particular,
∂2F
∂Tm∂T n
=
1
2πin
res0 ξ
−n ∂dS
∂Tm
=
1
2πin
res0 ξ
−ndΩm =
1
2πim
res0 ξ
−mdΩn (3.12)
From this calculation, it is clear that the definition (3.11) assumes that coordinates ξ are not
changed under the variation of moduli. This means that they provide a moduli-independent
and
W (ξ, ζ) =
∞∑
n=1
(−)n+1ζn−1
(n− 1)!
∂n−1
∂ξn−1
℘(ξ)dξdζ − const · dξdζ = ℘(ξ − ζ)dξdζ = ∂ξ∂ζ log θ∗(ξ − ζ)
where ∗ denotes the odd theta-characteristic. For g = 1 ν2∗(ξ) = θ∗,i(0)dωi is just dξ.
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parametrization of the entire family – like λ or w in the case of (2.9). Since moduli-independence
of ξ should be also consistent with (3.6), the choice of ξ is strongly restricted: to w±1/N in the
case of (2.9).
The last relation in (3.12) (symmetricity) is just an example of the Riemann relations and
it is proved by the standard reasoning:
0 =
∫
dΩm ∧ dΩn =
∮
Ai
dΩm
∮
Bi
dΩn −
∮
Ai
dΩn
∮
Bi
dΩm +
1
2πi
res
(
dΩmd
−1dΩn
)
=
= 0 + 0 +
1
2πin
res0 ξ
−ndΩm − 1
2πim
res0 ξ
−mdΩn
(3.13)
where (3.2) and (3.1) are used at the last stage. The factors like n−1 arise since ξ−n−1dξ =
−d(ξ−n/n). In next sections 4, 5, we shall use a slightly different normalization dΩn ∼
wn/N dw
w
= N
n
dwn/N , accordingly the residues in (3.13) and (3.11) and (3.12) will be multi-
plied by N/n instead of 1/n.
By definition, the prepotential is a homogeneous function of its arguments ai and T n of
degree 2,
2F = αi ∂F
∂αi
+ T n
∂F
∂T n
= αiαj
∂2F
∂αi∂αj
+ 2αiT n
∂2F
∂αi∂T n
+ TmT n
∂2F
∂Tm∂T n
(3.14)
Again, this condition can be proved with the help of Riemann identities, starting from (3.11),
(3.8) and (3.9). At the same time, F is not just a quadratic function of ai and T n, a non-trivial
dependence on these variables arise through the dependence of dωi and dΩn on the moduli
(like uk or hk) which in their turn depend on a
i and Tn. This dependence is described by the
Whitham equations obtained, for example, by substitution of (3.7) into (3.10) [7]:
dΩˆn + Tm
∂dΩˆn
∂ul
∂ul
∂Tm
= dΩn, (3.15)
i.e. 
∑
m,l
Tm
∂ul
∂Tm

∮
Ai
∂dΩˆn
∂ul
= −
∮
Ai
dΩˆn (3.16)
The integral in the l.h.s. is expressed, according to (3.6), through the integrals of holomorphic
1-differentials, while the integral in the r.h.s. – through the periods of dS. If
∮
Ai
∂dS
∂ul
=
∮
Ai
dV l = Σil (3.17)
then
Tm
∂uk
∂Tm
= Σ−1ki α
i (3.18)
For particular families of curves these formulas can be simplified further.
4 Specialization to the Toda-chain (SW) spectral curves
Our goal now is to apply eqs.(3.11) and (3.12) to the particular case of the spectral curves (2.9).
The first problem is that naively there are no solutions to eq.(3.6) because the curves (2.9) are
8
the spectral curves of the Toda-chain hierarchy (not of KP/KdV type). The difference is that
the adequate description in the Toda case requires two punctures instead of one. As already
mentioned in s.2 above, for the curves (2.9) there exists a function w with the N -degree pole
and zero at two points (to be used for the punctures) λ =∞±, where ± labels two sheets of the
curve in the hyperelliptic representation (2.9), w(λ =∞+) =∞, w(λ =∞−) = 0. Accordingly,
there are two families of the differentials dΩn: dΩ
+
n with poles at ∞+ and dΩ−n with poles at
∞−.
However, there are no differentials dΩˆ±, only dΩˆn = dΩˆ+n +dΩˆ
−
n , i.e. condition (3.6) requires
dΩˆn to have poles at both punctures. Moreover, the coefficients in front of w
n/N at ∞+ and
w−n/N at ∞− (3.1) are just the same (in Toda-hierarchy language, this is the Toda-chain case
with the same dependence upon negative and positive times).
The differentials dΩˆn for the family (2.9) have the form:
dΩˆn = Rn(λ)
dw
w
= P
n/N
+ (λ)
dw
w
(4.1)
The polynomials Rn(λ) of degree n in λ are defined by the property that P
′δRn − R′nδP is
a polynomial of degree less than N − 1. Thus, Rn(λ) = P n/N+ (λ), where
(∑+∞
k=−∞ ckλ
k
)
+
=∑+∞
k=0 ckλ
k. For example:
R1 = λ,
R2 = λ
2 − 2
N
u2,
R3 = λ
3 − 3
N
u2λ− 3
N
u3,
R3 = λ
4 − 4
N
u2λ
2 − 4
N
u3λ−
(
4
N
u4 +
2(N − 4)
N2
u22
)
,
. . .
(4.2)
These differentials satisfy (3.6) provided the moduli-derivatives are taken at constant w (not
λ!). Thus, the formalism of the previous section 3 is applicable for ξ = w∓1/N .
The Seiberg-Witten differential dSSW is just dSSW = dΩˆ2, i.e.
dS|Tn=δn,1 = dSSW , αi
∣∣∣
Tn=δn,1
= ai, αDi
∣∣∣
Tn=δn,1
= aDi (4.3)
Thus, the data one needs for the definition of prepotential can be fixed as follows: the punctures
are at λ =∞±, the relevant coordinates in the vicinities of these punctures are ξ ≡ w−1/N ∼ λ−1
at ∞+ and ξ ≡ w+1/N ∼ λ−1 at ∞−. The parametrization in terms of w, however, does not
allow to use the advantages of hyperelliptic parametrization (2.9). Therefore, at some stages
of calculations below we shall transform the above definitions to the coordinate λ. For this
purpose, let us introduce one more notation: dΩ˜ for the differentials which, in contrast to dΩ,
are defined by (3.1) with ξ = λ−1 (while this condition is imposed with ξ = w∓1/N for all dΩ’s).
5 Evaluation of the prepotential derivatives
Near λ = ±∞ the parameter w±1 = 1
2
(P ± Y ) = P (λ) (1 +O(P−2)) = P (λ)
(
1 +O(λ−2N)
)
.
Thus, in the calculations involving w±n/N with n < 2N , one can substitute w±1/N by P (λ)1/N .
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5.1 First derivatives
After all comments we made above, (see especially the remark after eq.(3.13)) one can write
now for n < 2N :
∂F
∂T n
=
N
2πin
(
res∞+w
n/NdS + res∞−w
−n/NdS
)
=
=
N
2πin
(
res∞+w
n/N + res∞−w
−n/N)(∑
m
TmP
m/N
+ (λ)
)
dw
w
=
=
N2
iπn2
∑
m
Tmres∞
(
P
m/N
+ (λ)dP
n/N(λ)
)
= − N
2
iπn2
∑
m
Tmres∞
(
P n/N(λ)dP
m/N
+ (λ)
)
(5.1)
Substituting this expression into (3.14) and one can compare it with the prepotential of Gen-
eralized Kontsevich Model (GKM) [4],
F (N)GKM(T ) =
∑
m,n
TmTn
2mn
res∞
(
P n/N(λ)dP
m/N
+ (λ)
)
(5.2)
The obvious new ingredient in the SW case is the additional transcendental piece 1
2
aiaDi arising
due to non-trivial spectral curve. Of course, the dependence of the polynomial P (λ), i.e.
coefficients uk on Tm is now also transcendental – as dictated by the Whitham equations (3.18).
In the GKM case, the Whitham equations can be resolved algebraically:
T (GKM)n = −
N
N − nres∞P (λ)
1−n/Ndλ (5.3)
These quantities appeared first [22] in the context of topological Landau-Ginzburg theories (see
also the first two references of [7] and [4]), where P (λ) = W ′(λ) is the first derivative of the
superpotential.
If evaluated at Tn = δn,1, (5.1) becomes:
∂F
∂Tn
= − N
2
iπn2
res∞P n/N(λ)dλ =
N
iπn
Hn+1 (5.4)
Here
Hn+1 ≡ −N
n
res∞P
n/N(λ)dλ =
∑
k≥1
(−)k−1
k!
(
n
N
)k−1 ∑
i1+...+ik=n+1
hi1 . . . hik =
= hn+1 − n
2N
∑
i+j=n+1
hihj +O(h
3)
(5.5)
Note that these are essentially the same algebraic combinations of hk as (5.3), but hk as functions
of T are, of course, different for the GKM and SW theories. This completes the proof of eq.(1.2).
5.2 Mixed derivatives
For the mixed derivatives, one obtains
∂2F
∂αi∂T n
=
∮
Bi
dΩn =
1
2πin
res0 ξ
−ndωi =
=
N
2πin
(
res∞+w
n/Ndωi + res∞−w
n/Ndωi
)
=
N
iπn
res∞ P (λ)n/Ndωi
(5.6)
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Let us introduce a special notation for the coefficients of expansion of P (λ)n/N :
P (λ)n/N =
n∑
k=−∞
p
(N)
nk λ
k
(5.7)
Then,
res∞ P (λ)n/Ndωi =
n∑
k=−∞
p
(N)
nk res∞ λ
kdωi (5.8)
The canonical differential is
dωj(λ) = σ
−1
jk dv
k(λ) = σ−1jk
λN−kdλ
Y (λ)
= σ−1jk
λN−kdλ
P (λ)
(
1 +O(λ−2N)
)
=
= −σ−1jk
∂ logP (λ)
∂uk
dλ
(
1 +O(λ−2N)
)
)
(5.9)
From (2.8) and σ−1jk =
∂uk
∂aj
, one gets:
dωj(λ)
(
1 +O(λ−2N)
)
=
∑
n≥2
σ−1jk
∂hn
∂uk
dλ
λn
=
∑
n≥1
∂hn+1
∂ai
dλ
λn+1
(5.10)
so that for k < 2N
res∞λkdωi =
∂hk+1
∂ai
(5.11)
Note that the residue vanishes for k < 1. Therefore, from (5.8) it follows for n < 2N :
res∞ wn/Ndωi = res∞ P (λ)n/Ndωi =
n∑
k=−∞
p
(N)
nk
∂hk+1
∂ai
=
n∑
k=1
p
(N)
nk
∂hk+1
∂ai
(5.12)
Further,
n∑
k=−∞
p
(N)
nk δhk+1 =
∞∑
k=1
∮
∞
dλ
λk+1
P (λ)n/Nδhk+1 =
= −
∮
∞
dλP (λ)n/Nδ logP (λ) = −N
n
∮
∞
δP (λ)n/Ndλ = δHn+1
(5.13)
and, finally,
res∞ wn/Ndωi = res∞ P (λ)n/Ndωi =
∂Hn+1
∂ai
(5.14)
Therefore,
∂2F
∂αi∂T n
=
N
iπn
res∞ P (λ)n/Ndωi =
N
iπn
∂Hn+1
∂ai
(5.15)
This completes the proof of eq.(1.3).
5.3 Second T -derivatives
5.3.1 First step
The expression (5.1) is not directly applicable to the evaluation of the second derivatives of F ,
because P (λ) depends on T through uk, and u(T ) is a solution to the transcendental Whitham
equations (3.18). Therefore, we use general formulas (3.12):
∂2F
∂Tm∂T n
=
1
2πin
res0ξ
−ndΩn =
N
2πin
(
res∞+w
n/NdΩm + res∞−w
−n/NdΩm
)
(5.16)
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It is much easier to evaluate the residues involving the differentials dΩ˜ instead of dΩ (see the
end of the previous section 4). Thus, one needs an expression for dΩ±n through dΩ˜
±
n which is
easily obtained from the asymptotics at λ =∞:
dΩ±n = ±
(
w±n/N +O(1)
) dw
w
=
N
n
dw±n/N + . . . =
=
N
n
dP n/N + . . . =
N
n
n∑
k=1
kp
(N)
nk λ
k−1dλ+ . . . =
N
n
n∑
k=1
kp
(N)
nk dΩ˜
±
k
(5.17)
The dots denote the non-singular terms which are unambiguously determined by the singular
ones. Therefore, to establish formula (5.17), it is enough to compare only the singular terms
of dΩn and dΩ˜n (since both these sets form complete basis of differentials with zero A-periods
and holomorphic outside +∞ or −∞) (note that only the k > 0 terms are singular).
Substituting (5.17) and (5.7) into (5.16), one gets for m,n < 2N :
∂2F
∂Tm∂T n
= − N
2
iπmn
m∑
l=1
lp
(N)
ml res∞w
n/NdΩ˜l
dΩ˜l = dΩ˜
+
l + dΩ˜
−
l
(5.18)
5.3.2 Szego¨ kernel
In order to evaluate the remaining residue in (5.18), one needs a representation of dΩ˜n or their
generating bi-differential W (ξ, ζ) in hyperelliptic coordinates. This is not a trivial problem:
the scalar Green function which is the most natural quantity to be associated with W (ξ, ζ),
〈∂X(ξ)∂X(ζ)〉 = ∂ξ∂ζ log
(
|E(ξ, ζ)|2 exp
(
Im(~ξ − ~ζ)1/(4πi)
ImT Im(
~ξ − ~ζ)
))
=
= W (ξ, ζ)− 1
2πi
dωi(ξ)(ImT )−1ij dωj(ζ)
(5.19)
in the hyperelliptic parametrization looks as follows [23]:
〈∂X(λ)∂X(µ)〉 =

∫
∣∣∣∣∣∣
g∏
i=1
dvi
Y (vi)
∏
i<j
(vi − vj)
∣∣∣∣∣∣
2


−1
×
×
∫ 

∣∣∣∣∣∣
g∏
i=1
dvi
Y (vi)
∏
i<j
(vi − vj)
∣∣∣∣∣∣
2
1
Y (µ)
∂
∂λ
1
λ− µ
g∏
i=1
µ− vi
λ− vi
(
Y (λ) +
+Y (µ)
g∏
i=1
λ− vi
µ− vi +
g∑
j=1
Y (vj)
λ− µ
vj − µ
∏
i6=j
λ− vi
vj − vi



+ (λ↔ µ)
(5.20)
This expression cannot be used effectively, but, fortunately, a simple trick allows one to proceed
without using (5.20).
Indeed, there is another bi-differential, which has a very simple hyperelliptic representation.
It is the square of the Szego¨ kernel – the fermionic Green function:
Ψe(ξ, ζ) = 〈ψ(ξ)ψ˜(ζ)〉 = θe(
~ξ − ~ζ)
θe(~0)E(ξ, ζ)
(5.21)
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which is a 1/2-differential in both variables and depends on the choice of theta-characteristic e
(boundary condition for the fermions). A simple hyperelliptic representation exists for the even
non-singular half-integer characteristics. Such characteristics are in one-to-one correspondence
with the partitions of the set of all the 2g + 2 ramification points into two equal subsets, {r+α }
and {r−α }, α = 1, . . . , g+1, Y (λ) =
∏g+1
α=1(λ−r+α )(λ−r−α ). Given these two sets, one can define:
Ue(λ) =
√√√√g+1∏
α=1
λ− r+α
λ− r−α
= Y −1(λ)
g+1∏
α=1
(λ− r+α ) (5.22)
In terms of these functions, the Szego¨ kernel is equal to [14, 15]
Ψe(λ, µ) =
Ue(λ) + Ue(µ)
2
√
Ue(λ)Ue(µ)
√
dλdµ
λ− µ (5.23)
The squares of the Szego¨ kernel and the bi-differentialW (ξ, ζ) are always related by the identity
(see Proposition 2.12 in the Fay’s book in [14], [15] and section Appendix A below):
Ψe(ξ, ζ)Ψ−e(ξ, ζ) = W (ξ, ζ) + dωi(ξ)dωj(ζ)
∂2
∂zi∂zj
log θe(~0|T ) (5.24)
This allows one to express W (ξ, ζ) in (3.12) through the square of the Szego¨ kernel (note that,
for the half-integer characteristics, −e is equivalent to e).
A crucial point is that, for a peculiar even theta-characteristic e = E, the Szego¨ kernel for
the Toda-chain curves (2.9) is especially simple and contributions to (3.12) are easily evaluated.
Existence of distinguished characteristic follows from the special shape of Y 2 = P 2 − 4Λ2N =
(P − 2ΛN)(P + 2ΛN), which implies a distinguished separation of all the ramification points
(zeroes of Y 2) into two equal sets consisting of the zeroes of P (λ) ± 2ΛN = ∏Nα=1(λ − r±α ).
Associated even theta-characteristic is denoted through E in (1.4) and later on. Eq.(5.23)
allows one to evaluate the square of the corresponding Szego¨ kernel:
Ψ2E(λ, µ) =
P (λ)P (µ)− 4Λ2N + Y (λ)Y (µ)
2Y (λ)Y (µ)
dλdµ
(λ− µ)2 (5.25)
Expanding this expression near µ =∞±, one gets:
Ψ2E(λ, µ) =
∑
n≥1
Ψˆ2E(λ)
nλn−1dµ
µn+1
(
1 +O
(
P−1(µ)
))
(5.26)
where
Ψˆ2±E (λ) ≡
P (λ)± Y (λ)
2Y (λ)
dλ =


(
1 +O(λ−2N)
)
dλ near ∞±
O(λ−2N)dλ near ∞∓
(5.27)
In order to make use of (5.24), one needs a similar expansion for dωj(µ), which is provided
by (5.10):
dωj(µ) =
∑
n≥1
ndµ
µn+1
(
1
n
∂hn+1
∂aj
)
(5.28)
Now, writing down (3.3) in the hyperelliptic parametrization (with ζ = 1/µ) and substitut-
ing (3.3), (5.26) and (5.10) into (5.24), one gets for 1 ≤ n < 2N :
dΩ˜±n (λ) = λ
n−1Ψˆ2±E (λ)− ρindωi(λ)
dΩ˜n(λ) = λn−1(Ψˆ2+E (λ) + Ψˆ
2−
E (λ))− 2ρindωi(λ)
(5.29)
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where
ρin ≡
1
n
∂hn+1
∂aj
∂2ij log θE(~0|T ) (5.30)
One can see that condition (3.1) is fulfilled what a posteriori justifies the use of expansion (3.3)
in the hyperelliptic coordinates on the Toda-chain curves (2.9).
5.3.3 Final step
Now we are ready to finish evaluation of (5.18): for m,n = 1, . . . , N − 1
∂2F
∂Tm∂T n
=
N2
iπmn
m∑
l=1
lp
(N)
ml res∞w
n/NdΩ˜+l =
N2
iπmn
m∑
l=1
lp
(N)
ml res∞w
n/N
(
λl−1dλ− 2ρildωi(λ)
)
(5.31)
The first term at the r.h.s. is equal to:
m∑
l=1
lp
(N)
ml res∞w
n/Nλl−1dλ = res∞
(
wn/NdP
m/N
+ (λ)
)
= res∞
(
P n/N(λ)dP
m/N
+ (λ)
)
(5.32)
The second term is evaluated with the help of (5.14) and (5.13):
−2
(
m∑
l=1
lp
(N)
ml ρ
i
l
)
res∞wn/Ndωi(λ) = −2∂Hm+1
∂aj
∂2ij log θE(~0|T )
∂Hn+1
∂ai
(5.33)
The sum of expressions (5.32) and (5.33) is:
∂2F
∂Tm∂T n
=
N2
iπmn
(
res∞
(
P n/N(λ)dP
m/N
+ (λ)
)
− 2∂Hm+1
∂ai
∂Hn+1
∂aj
∂2ij log θE(~0|T )
)
(5.34)
This completes the proof of eq.(1.4).
5.4 Second α-derivatives
The remaining second derivative (needed, for example, to complete the expression (3.14)) is
just the period matrix of the spectral curve (2.9):
∂2F
∂αi∂αj
=
∮
Bi
dωj = Tij (5.35)
6 Derivatives over Λ from the SW Anzatz
In this section we turn to the direct proof of eq.(1.11). Within the approach of ref.[2], eq.(1.11)
is a particular case of (1.4), being the only case which has meaning within the SW anzatz
per se, without any extension to the whole Whitham hierarchy. Thus, it deserves a special
consideration, which does not rely upon the prepotential theory of ss.3 and 4.
Instead, we derive (1.11) from the relation (2.19). For this purpose, we need to know A-
periods of the differential P+Y
Y
dλ = 2wdλ
Y
. According to (5.26), this is nothing but twice the
14
square of the Szego¨ kernel 2Ψ2E(λ,∞) for the particular even theta-characteristic E and at
µ =∞. 3
The A-periods of Ψ2 are easily evaluated with the help of (5.24), since W has vanishing
A-periods. Therefore, one gets from (2.19), (5.29) and (5.30):
− ∂uk
∂ log Λ
∂ai
∂uk
= 2NΛN
∮
Ai
wdλ
Y
= N
∮
Ai
P + Y
Y
dλ =
= 2N
∮
Ai
Ψˆ2E(λ) = 2Nρ
i
1 = 2N
∂h2
∂aj
∂2ij log θE(~0|T )
(6.1)
(Instead of using (5.29) and (5.30), one can directly apply (5.24) together with (2.15) and take
into account that the only differential dvk(µ) = µ
N−kdµ
Y (µ)
= dµ
µk
(1+O(µ−1)) which does not vanish
at infinity is dv2 so that dωˆj(∞) = σ−1jk dvˆk(∞) = σ−1j,2 = ∂u2/∂aj .)
This proves the relation (1.11):
∂uk
∂ log Λ
= −2N ∂uk
∂ai
∂u2
∂aj
∂2ij log θE(~0|T ) (6.2)
Here one can substitute uk at the both sides of the equation by any function of uk (but not of
any other arguments!), for instance, by hk or Hk+1. Also, u2 = h2.
In s.Appendix B below, we give an even more explicit proof of (6.2) for N = 2, i.e. for
the elliptic spectral curves in the Toda-chain parametrization (2.9), which does not rely upon
transcendental relations like (5.24). The only transcendental ingredient of that proof will be
the well known Picard-Fuchs equation.
7 On the relation between log Λ-derivatives of the Hamil-
tonians and the prepotential T -derivatives
7.1 log Λ- versus logT1-derivatives
From the relation (2.10)
P ′δλ−∑
k
λN−kδuk = NPδ log Λ (7.1)
it follows that
δai =
∮
Ai
δλ
dw
w
=
∑
k
δuk
∮
Ai
λN−k
P ′
dw
w
+Nδ log Λ
∮
Ai
P
P ′
dw
w
(7.2)
3 In general, 1-differential with a double pole has 2g zeroes and is defined modulo linear combination of g
holomorphic 1-differentials. This ambiguity allows one to impose constraints on locations of any g of the 2g
zeroes. For example, one can require the differential to have g double zeroes. Such a differential is a square of
a 1/2-differential (which can change sign when carried along a non-contractable contour) and can be written
explicitly as a square of the Szego¨ kernel Ψ2e(λ, µ), where µ is the location of the double pole. However, on
peculiar curves there can be special choices of points µ and characteristics e, where the degeneracy of zeroes
increases. In particular, wdλ
Y
on the curve (2.9), which has double pole at λ =∞ on one sheet of the curve, has
a single 2g = 2N − 2-fold zero at λ = ∞ on the other sheet. It means that, for some theta-characteristic, all
the zeroes of Ψ2e(λ,∞) should coincide. This is indeed the case as explicitly demonstrated in the main body of
the text.
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and ∑
k
∮
Ai
dvk
(
∂uk
∂ log Λ
∣∣∣∣∣
a=const
)
= −N
∮
Ai
P
P ′
dw
w
= −N
∮
Ai
Pdλ
Y
(7.3)
This is the expression that we used in s.6.
On the other hand, for αi = T1a
i +O(T2, T3, . . .)
δαi = αiδ logT1 + T1
∮
Ai
δλ
dw
w
+O(T2, T3, . . .) (7.4)
and, for constant Λ and Tn = δn,1,
∑
k
∮
Ai
dvk
(
∂uk
∂ log T1
∣∣∣∣∣
α=const
)
= −α
i
T1
= −
∮
Ai
λdP
Y
(7.5)
Since λdP = NPdλ+
∑
k kukλ
N−kdλ, from (7.3) and (7.5) it follows that
∂uk
∂ log T1
∣∣∣∣∣
α=const
=
∂uk
∂ log Λ
∣∣∣∣∣
a=const
− kuk = −ai∂uk
∂ai
(7.6)
The last equality follows from (2.22).
Relation (7.6) is, of course, true for any homogeneous algebraic combinations of uk, in
particular, for hk and Hk.
7.2 Consistency check
To check the consistency between (1.4) and (1.11), let us take the relation (1.2),
β
2πi
Hk+1 = k
T1
∂F
∂Tk
(7.7)
and differentiate it w.r.t. T1.
Then, expressing the l.h.s. with the help of (7.6) through log Λ-derivative of Hk+1 and
making use of (1.11) one gets:
β
2πi
∂Hk+1
∂ logT1
=
β
2πi
(
∂Hk+1
∂ log Λ
− (k + 1)Hk+1
)
= − β
2
2πi
∂Hk+1
∂ai
ρi1 − (k + 1)
β
2πi
Hk+1 (7.8)
On the other hand, express the r.h.s. through the second prepotential derivative and apply
(1.4):
β
2πi
∂Hk+1
∂ log T1
= k
∂2F
∂T1∂Tk
− β
2πi
Hk+1 =
=
β2
2πi
(
1
2
res∞
(
P k/N(λ)dP
1/N
+ (λ)
)
− ∂Hk+1
∂ai
ρi1
)
− β
2πi
Hk+1
(7.9)
Since P
1/N
+ (λ) = λ, one can use (5.5):
βres∞
(
P k/N(λ)dP
1/N
+ (λ)
)
= −2kHk+1 (7.10)
(since β = 2N), and one can see that the r.h.s. of (7.8) and (7.9) are identical. This proves the
consistency of (1.4) and (1.11), or, in other words, provides a direct derivation of (1.11) from
(1.2) and (1.4). Eq.(1.11) is the particular case of (1.4) when T2 = T3 = . . . = 0.
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7.3 Consistency check for non-vanishing T2, T3, . . .
The generalization of relation (2.22) for the case of generic non-vanishing time-variables can be
obtained by the substitution of eqs.(1.2)-(1.4) into the homogeneity relation (3.14). Eq.(3.14)
implies that
∂F
∂T n
=
∑
i
αi
∂2F
∂αi∂T n
+
∑
m
Tm
∂2F
∂Tm∂T n
(7.11)
and substitution of (1.2)-(1.4) gives for n = 1, . . . , Nc − 1 and Tm≥N = 0
αi
∂Hn+1
∂ai
=
∑
m
Tm
(
(m+ n)Hm+1,n+1 + β
m
∂Hm+1
∂ai
∂Hn+1
∂aj
∂2ij log θE(~0|T )
)
(7.12)
For Tm = δm,1 and with the help of (1.11), eq.(7.12) turns into (2.22).
8 Conclusion
This paper contains a technical proof of identities (1.4) and (1.11). The main motivation for
these by-now standard [14, 15] calculations is to demonstrate once again the relevance of the
prepotential theory (the quasiclassical integrability) to the study of effective actions, beyond
the Generalized Kontsevich Model (GKM) and even the SW anzatz. This is an old claim [6, 2],
but, for any check of such claims, one needs at least some relatively independent results about
effective actions derived by relatively alternative methods. This time such a result is provided,
in the form of eq.(1.11), by ref.[12].
In this paper, we have concentrated on the simplest example of the SW theory for the pure
gauge models in 4d with the gauge group SU(N). One could further:
– Evaluate higher derivatives of the prepotential. This time there are no results from the
Donaldson theory yet – to compare with. Still one can evaluate, at least, log Λ-derivatives like
it is done in s.6 above with the help of the SW anzatz itself.
– Consider 5d models, other gauge groups and include matter fields. Considerations of s.6
are literally applicable (and (1.11) remains just the same, only β = 2N −Nf ) for the case when
Nf is even and all the masses are pairwise coincident, Q(λ) = Λ
2N−Nf ∏Nf
ι=1(λ −mι) = q2 so
that Y 2 = P 2 − 4Q = (P − 2q)(P + 2q) factorizes into two polynomials of degree N . The case
of different masses is more sophisticated (this is the well-known phenomenon: the SW anzatz
is much more elegant when masses are pairwise coincident, compare for example with ref.[18]).
– Analyze the UV-finite models, e.g. generic Hitchin families of spectral curves (with non-
trivial, at least elliptic bare curves) instead of the simplest Toda-chain ones. Here one can make
contact with the recent results of refs.[24] and [25].
It is also interesting to put the relation of the Donaldson and SW theories to the calculus
on Riemann surfaces (i.e. to the free-field formalism in conformal field theories) on a more solid
ground.
However, the main remaining problem in the context of the present paper is to work out
the exact relation between the generating function (1.1) and the prepotential, which should
extend the result [4] for GKM to less trivial theories. As an intermediate step, one can consider
partition function of integrable system in Hitchin formalism, where it is naturally expressed in
form of the (1d) Kontsevich-like integral.
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Appendix A A-periods of squared Szego¨ kernel from the
Wick theorem
For the sake of completeness, we present here a derivation of the relation (5.24). It can be
found, for example, in the Fay’s book [14].
As most results in the calculus on Riemann surfaces, it can be derived from the basic
relation: the Wick theorem for the correlator of fermions (1/2-differentials),
〈
n∏
i=1
ψ(ξi)ψ˜(ζi)〉e = det
n×n〈ψ(ξi)ψ˜(ζj)〉e (A.1)
where the l.h.s. is equal to
〈
n∏
i=1
ψ(ξi)ψ˜(ζi)〉e = θe(
∑
i
~ξi −∑i ~ζi)
θe(~0)
∏
i<j E(ξi, ξj)E(ζi, ζj)∏
i,j E(ξi, ζj)
(A.2)
and pairwise correlators at the r.h.s. are Szego¨ kernels (5.23) (the particular case of (A.2) for
n = 1 gives (5.23) itself). The Wick theorem is the property of the theories with quadratic
action (it is especially simple for 1/2-differentials that generically do not possess zero modes),
and it is valid for any characteristic (abelian gauge field) e, not obligatory half-integer. All
non-trivial information about the special functions on Riemann surfaces (complex curves) one
usually needs is effectively summarized in (A.1) and (A.2).
In particular, in order to derive (5.24) one takes the 4-point correlator (n = 2) and considers
the limit where ξ1 = ξ2 and ζ1 = ζ2. The only tricky thing is that one simultaneously adjusts
e (thus, this is a kind of the ”double-scaling limit”).
First, write down (A.1) explicitly for the case of n = 2:
θe(~0)θe(~ξ1 + ~ξ2 − ~ζ1 − ~ζ2)E(ξ1, ξ2)E(ζ1, ζ2) =
= θe(~ξ1 − ~ζ1)θe(~ξ2 − ~ζ2)E(ξ1, ζ1)E(ξ2, ζ2)− θe(~ξ2 − ~ζ1)θe(~ξ1 − ~ζ2)E(ξ2, ζ1)E(ξ1, ζ2)
(A.3)
Now, put ξ1 = ξ2 = ξ. Then (A.3) becomes
θe(2~ξ − ~ζ1 − ~ζ2)θe(~0)E(ζ1, ζ2)
θe(~ξ − ~ζ1)θe(~ξ − ~ζ2)E(ξ, ζ1)E(ξ, ζ2)
= ∂ξ log

θe(~ξ − ~ζ1)E(ξ, ζ2)
θe(~ξ − ~ζ2)E(ξ, ζ1)

 =
= ∂ξ log
E(ξ, ζ2)
E(ξ, ζ1)
+ dωi(ξ)

∂ log θe(~ξ − ~ζ1)
∂ξi
− ∂ log θe(
~ξ − ~ζ2)
∂ξi


(A.4)
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Next, let us use the fact that θe(~ξ) = θ∗(~ξ + ~e) and substitute ~e by ~e − (~ξ − ~ζ2) to get from
(A.4):
θe(~ξ − ~ζ1)θ−e(~ξ − ~ζ2)
θe(~0)θ−e(~ζ1 − ~ζ2)
E(ζ1, ζ2)
E(ξ, ζ1)E(ξ, ζ2)
=
= ∂ξ log
E(ξ, ζ2)
E(ξ, ζ1)
+ dωi(ξ)

∂ log θe(~ζ2 − ~ζ1)
∂ξi
− ∂ log θe(
~0)
∂ξi


(A.5)
Finally, put ζ1 = ζ2 = ζ . Then the last relation turns into (5.24):
Ψe(ξ, ζ)Ψ−e(ξ, ζ) =
θe(~ξ − ~ζ)θ−e(~ξ − ~ζ)
θe(~0)θ−e(~0)E(ξ, ζ)
= ∂ξ∂ζ logE(ξ, ζ) + dωi(ξ)dωj(ζ)
(
∂2 log θe(~0)
∂ξi∂ξj
)
(A.6)
Appendix B Explicit derivation in elliptic case
B.1 Calculation based on Thomae formula and Picard-Fuchs equa-
tions
The SW curve:
w +
1
w
= P (λ),
P (λ) = λN −
N∑
k=2
ukλ
N−k,
Y 2(λ) = P 2 − 4
(B.1)
Periods:
ai =
∮
Ai
dS =
∫
Ai
λ
dw
w
=
∮
Ai
λP ′dλ√
P 2 − 4 ,
σik =
∂ai
∂uk
=
∮
Ai
dvk =
∮
Ai
λN−kdλ√
P 2 − 4 ,
i = 1, . . . , N − 1, k = 2, . . . , N
(B.2)
For the direct check of eq.(1.11), one needs to use integration by parts,
d
(
λk+1√
P 2 − 4
)
= (k + 1)
λkdλ√
P 2 − 4 −
λk+1PdP
(P 2 − 4)3/2 (B.3)
and the Thomae formula for the even non-singular theta-constant [14, 15],
θ4e(~0) =
(
det σ2
) ∏
1≤α<β≤g+1
(r+α − r+β )(r−α − r−β ) (B.4)
In the case of genus g = 1, P = λ2 − h, a = 2 ∮Ai λ2dλ√P 2−4 , ∂a∂h = σ = ∮Ai dλ√P 2−4 . Then
∂σ
∂h
=
∮
A
Pdλ
(P 2 − 4)3/2 = −
1
2
∮
A
dλ
λ2
√
P 2 − 4 (B.5)
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since
d
(
1
λ
√
P 2 − 4
)
= − dλ
λ2
√
P 2 − 4 −
PdP
λ(P 2 − 4)3/2 (B.6)
and dP = 2λdλ. Further, since
d
(√
P 2 − 4
λ
)
= −
√
P 2 − 4
λ2
dλ+
PdP
λ
√
P 2 − 4 =
=
2(λ2 − h)λ2 − ((λ2 − h)2 − 4)
λ2
√
P 2 − 4 dλ =
(
λ2 − h
2 − 4
λ2
)
dλ√
P 2 − 4
(B.7)
one gets the Picard-Fuchs equation:
4(4− h2)∂σ
∂h
= a (B.8)
With the help of these relations, one can easily prove (1.11) for genus g = 1. With the help
of the Thomae formula, it can be rewritten as follows (β = 2N = 4):
β
πi
(
∂h
∂a
)2
∂ log θE(~0)
∂T =
1
πi
(
∂h
∂a
)2
∂h
∂T
∂ log(4σ2r+r−)
∂h
= a
∂h
∂a
− 2h, (B.9)
In accordance with (2.22), the r.h.s. is equal to −∂h/∂ log Λ. Here
r± =
√
h± 2 (B.10)
and [14, 15]
∂T
∂h
=
∑
α
ωˆ2(λα)
∂λα
∂h
=
1
πiσ2
∑
α
1
Yˆ 2(λα)
∂λα
∂h
(B.11)
where the four ramification points λα = {±r±}, i.e.
∂T
∂h
= − 1
2πiσ2(r+r−)2
= − 1
2πiσ2(h2 − 4) (B.12)
Finally,
∂ log(r+r−)
∂h
=
1
2(r+)2
+
1
2(r−)2
=
h
h2 − 4 (B.13)
All together these relations prove (B.9):
1
πi
(
∂h
∂a
)2
∂h
∂T
∂ log(4σ2r+r−)
∂h
=
= −2σ
2(h2 − 4)
σ2
[
a
2σ(4− h2) +
h
h2 − 4
]
=
a
σ
− 2h = a∂h
∂a
− 2h
(B.14)
It is an interesting exercise to prove (1.11) for any N > 2 by the method of this Appendix,
i.e. to derive it directly from the Thomae formula and Picard-Fuchs equations.
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B.2 Calculation with the help of elliptic integrals
In the case of genus g = 1, one can also use the rich collection of formulas for elliptic integrals
and elliptic functions from the standard textbooks. We use as a main source here the books
[8]. To keep closer contact with these books, we change our definition of the θ-function to the
standard one.
First, we express the main integrals through the elliptic integrals and then rewrite them via
θ-functions. To this end, we need to fix integration contours. We choose the A-cycle to encircle
the points λ = r− and λ = r+. Then,
a = 2
∮
A
λ2dλ√
P 2 − 4 =
2
π
r+E(k)
∂a
∂h
= σ =
∮
A
dλ√
P 2 − 4 =
1
πr+
K(k)
(B.15)
where K(k) and E(k) are complete elliptic integrals of the first and the second kinds respec-
tively, the elliptic modulus k = 2
r+
so that the complimentary modulus k′ = r
−
r+
. Complete
elliptic integrals, as well as their modulus, can be written through θ-constants [8]:
K =
π
2
θ23, k =
θ22
θ23
, k′ =
θ24
θ23
, E =
θ43 + θ
4
4
3θ43
K − 1
12K
θ′′′1
θ′1
(B.16)
The latter expression can be reduced to
E = −2i
θ23
∂τ log θ2 (B.17)
with the help of equation θ′′a = 4πi∂τθa, the Jacobi identities
θ′1 = πθ2θ3θ4, θ
4
2 + θ
4
4 = θ
4
3 (B.18)
and the evident derivatives
θ42 =
4i
π
∂τ log
θ4
θ3
, θ43 =
4i
π
∂τ log
θ4
θ2
, θ43∂τ log
θ4
θ3
= θ42∂τ log
θ4
θ2
(B.19)
of the addition formulas
θ21(v)θ
2
2 = θ
2
4(v)θ
2
3 − θ23(v)θ24
θ21(v)θ
2
3 = θ
4
4(v)θ
2
2 − θ22(v)θ24
θ21(v)θ
2
4 = θ
2
3(v)θ
2
2 − θ22(v)θ23
θ24(v)θ
2
4 = θ
2
3(v)θ
2
3 − θ22(v)θ22
(B.20)
Collecting all pieces together, one can write(
a
∂h
∂a
− 2h
)(
∂a
∂h
)2
= aσ − 2hσ2 = 1
πi
∂τ log (θ3θ4) (B.21)
To simplify this expression further, one can use the duplication formula [8]
θ3(τ)θ4(τ) = θ
2
4(2τ) (B.22)
Finally, let us note that the value of τ used in formulas (B.16) – τ = iK
′
K
[8] is half period of
the curve (B.1), since T =
∮
B
dλ√
P2−4∮
A
dλ√
P2−4
= 2iK
′
K
. This restores the correct form of (B.9)
aσ − 2hσ2 = 4
πi
∂T log θ4 (B.23)
Therefore, with this choice of the integration contour, θE = θ4.
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