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Abstract
We propose an algorithm for Bayesian functional optimisation
- that is, finding the function to optimise a process - guided
by experimenter beliefs and intuitions regarding the expected
characteristics (length-scale, smoothness, cyclicity etc.) of
the optimal solution encoded into the covariance function
of a Gaussian Process. Our algorithm generates a sequence
of finite-dimensional random subspaces of functional space
spanned by a set of draws from the experimenter’s Gaussian
Process. Standard Bayesian optimisation is applied on each
subspace, and the best solution found used as a starting point
(origin) for the next subspace. Using the concept of effective
dimensionality, we analyse the convergence of our algorithm
and provide a regret bound to show that our algorithm con-
verges in sub-linear time provided a finite effective dimension
exists. We test our algorithm in simulated and real-world ex-
periments, namely blind function matching, finding the opti-
mal precipitation-strengthening function for an aluminium al-
loy, and learning rate schedule optimisation for deep networks.
1 Introduction
Functional optimisation arises in circumstances where we
seek to optimise continuously varying phenomena. For ex-
ample we may wish to optimise the curve of an aeroplane’s
wing to minimise drag and maximise lift, define the optimal
tempering profile (temperature as a function of time) to max-
imise the strength of an alloy, or find the activation function
that works best in a neural network. A common characteris-
tics in these examples is that evaluating the performance of a
particular function is (a) expensive (for example fabricating
a wing or training and evaluating a deep network) and (b) re-
sults in a noisy measurement. Furthermore we often have a
beliefs regarding the characteristics that will perform best in
a given circumstance. For example physical intuition may tell
us that a plane’s wing should vary on a length-scale of me-
ters, and that sharp points are likely to degrade performance.
Two related works in the area of functional Bayesian opti-
misation are [Vien et al. 2018] and control function optimi-
sation [Vellanki et al. 2019]. In [Vien et al. 2018] functions
are represented as elements in a reproducing kernel Hilbert
space (RKHS). At each iteration an acquisition functional is
optimised using (Frechet) gradient descent (with multi-start
at a random initial point to avoid local minima), the objective
evaluated, models updated and the process repeated. How-
ever, experimenter beliefs about the solution only guide the
optimisation procedure indirectly. Alternatively, [Vellanki
et al. 2019] searches the space of Bernstein polynomials of
(at most) a particular degree, where strong shape function
constraints can be enforced. Shape priors include priors on
monotonicity, unimodality, and other properties that may be
expressed as constraints on the Bernstein basis of the solu-
tion, but not the looser beliefs that we are concerned with
here (e.g. the expected length-scale of variation of a plane’s
wing, the smoothness of our solution (lack of sharp edges, or
otherwise), stationarity of form etc).
In this paper we propose an algorithm to solve expensive
functional optimisation problems with beliefs on the solution
expressed as a Gaussian Process covariance function, allow-
ing us to encode “loose” beliefs and intuitions regarding for
example length-scales, smoothness, and cyclicity of the op-
timal solution. We note in passing that, while our primary
focus is on the encoding of beliefs/intuitions of this form, in
principle it is possible to encode harder “shape priors” using
our approach. For example monotonicity may be enforced
in the Gaussian Process [Riihima¨ki and Vehtari 2010], and
some relevant physical constraints may be directly built into
covariance functions [Jidling et al. 2017]. We also provide
a sub-linear regret bound to assure the performance of our
algorithm through the concept of equivalent dimension.
The approach we take is to construct a sequence of low-
dimensional search spaces by sampling the Gaussian pro-
cess encoding our beliefs regarding the optimal solution to
define a function basis (REMBO style [Wang et al. 2013]),
and then use Bayesian optimisation to find the best solution
(function) in this subspace. This solution (function) then be-
comes the origin in our next (random) subspace (similar to
LineBO [Kirschner et al. 2019]), and the process repeats until
the experimental budget is exhausted. By defining our search
spaces using samples from a GP encoding our beliefs regard-
ing the solution we give preference to subspaces that satisfy
our expectations of the solution - for example if choose a GP
with a long lengthscale SE covariance then our search sub-
spaces will tend (on average) to span slowly varying, smooth
functions, accelerating optimisation.
In our experiments, we begin by testing our algorithm on
blind function matching. This allows us to explore the per-
formance of our algorithm under idealised conditions. We
then test of these results carry over into real-world condi-
tions by considering two real-world problems, namely find-
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ing the optimal heat-treatment function for Al-Sc (aluminium-
scandium) alloy to maximise its strength, and obtaining the
optimal learning-rate schedule for training a deep network.
1.1 Notation
We use N = {0, 1, . . .}, Ni = {0, 1, . . . , i − 1} and
span(x0, x1, . . .) = {
∑
i αixi|αi ∈ R}. |D| is the number
of elements in a finite set D. L2(B) is the set of L2-integrable
functions f : B→ R, andHK (B) the Reproducing-Kernel
Hilbert Space [Aronszajn 1950] with reproducing kernel
K : B × B → R. Column vectors are a,b, . . . and ma-
trices V,W, . . ., with elements ai, . . . ,Wi,j , . . .. a  b is
the element-wise product. J·K is the Iverson bracket [Iverson
1962] (for bool q, JqK = 1 if q true, 0 otherwise).
2 Problem Statement
This paper is concerned with solving the problem:
g∗ = argmax
g∼GP(0,κ):‖g‖L2(A)≤Lmax
f (g) (1)
where f : L2(A)→ R is an expensive (to evaluate) and noisy
functional. That is, we want to find the function g : A→ R
that produces the best results when applied in some process
f - e.g. we may wish to find the best activation function for
a neural network or the best temperature profile to optimise
the properties of an alloy.
By assuming g∗ ∼ GP(0, κ) is a draw from a zero-mean
Gaussian Process characterised by the covariance function
κ : A× A→ R, the experimenter may assert beliefs and in-
tuitions regarding the properties of g through the selection of
the covariance κ. For example, the length-scale, smoothness
and periodicity characteristics of κ control the length-scale,
smoothness and periodicity characteristics of g∗, allowing
the experimenter to specify how quickly the temperature may
change in an annealing process, or how smooth the surface
of a wing is. This is in contrast to the strong “shape priors”
of [Vellanki et al. 2019], which allows strong constraints on
g such as monotonicity and unimodality to be enforced, but
not looser beliefs on e.g. length-scale and periodicity.
3 Background
3.1 Gaussian Processes
A Gaussian process GP(µ,K) is a distribution on a space
of functions f : X → R with mean µ : X → R and co-
variance K : X × X → R [MacKay 1998, Rasmussen
and Williams 2006]. Let f ∼ GP(µ,K) be a draw from a
Gaussian process. Then the posterior of f given noisy ob-
servations D = {(xi, yi)|yi = f(xi) + i, i ∼ N (0, σ2)}
is f(x)|D ∼ N (µD(x), σ2D(x)), where σ2D(x) = KD(x, x),
KD(x, x
′) is the posterior covariance:
µD(x) = µ(x) +K(x, D)
(
K(D, D) + σ2I
)−1
(y − µ(D))
KD(x, x
′) = K(x, x′)−K(x, D) (K(D, D)+σI)−1K(D, x′) (2)
and we use the shorthand notations:
µ (D) =
[
µ (xi)
]T
i∈N|D|
,K (D, D) =
[
K (xi, xj)
]
i,j∈N|D|
K (x, D) = K (D, x)T =
[
K (x, xi)
]
Note that this applies to functions f : X→ R for any X on
which a covariance K : X× X→ R can be defined.
Algorithm 1 Standard Bayesian Optimisation.
input Prior K : X× X→ R on f ∼ GP(0,K).
Initial observations D = {(x, y = f(x) + )|x ∼ DA,
 ∼ N (0, σ2)} (for distribution DA).
Modelling f ∼ GP(0,K), proceed:
for t = 0, 1, . . . until converged on X do
Solve x← argmaxx∈X at(x|D).
Observe y ← f(x) + ,  ∼ N (0, σ2).
Update D← D ∪ {(x, y)}.
end for
Return (x?, y?) = argmax(x,y)∈Dy.
3.2 Standard Bayesian Optimisation
Typically Bayesian optimisation is concerned with solving:
x∗ = argmax
x∈X⊆Rn
f (x) (3)
where f is expensive to evaluate and observations are noisy.
The aim is to solve (3) using the minimum evaluations of f .
Modelling f ∼ GP(0,K) as a draw from a Gaussian process,
Bayesian optimisation [Jones et al. 1998] is an iterative algo-
rithm (algorithm 1) for solving (3). At each iteration a (com-
putationally cheap) surrogate acquisition function based on
the GP model is optimised to select the next sample point, an
observation is made at that point, and the GP model updated.
The algorithm terminates either when some termination con-
dition is satisfied or the budget (number of times f may be
evaluated) is reached. Popular acquisition functions include
probability of improvement [Kushner 1964], expected im-
provement [Mockus 2002] and Gaussian process upper confi-
dence bound (GP-UCB) [Srinivas et al. 2012]. In this paper
we use the GP-UCB acquisition function (of course others
could be substituted):
at (x|D) = µD (x) +
√
βtσD (x)
where βt are a sequence of constants (see [Srinivas et al.
2012, Brochu et al. 2010] for details). In practice we find
that the βt recommended by [Brochu et al. 2010, page 16]
works well in our case without requiring many additional
parameters to be selected.
4 Method
Recall that we are concerned with solving (1):
g∗ = argmax
g∼GP(0,κ):‖g‖L2(A)≤Lmax
f (g)
where f : L2(A) → R is an expensive (to evaluate) and
noisy functional and g∗ ∼ GP(0, κ), where κ characterises
our expectations on the solution g∗ (e.g. the time-scale at
which the temperature profile of the heat-treatment process
varies, the smoothness of the plane’s wing). We model f ∼
GP(0,K), and K is our prior over the objective function f .
In standard Bayesian optimisation the search space is most
often a finite-dimensional vector space Rd. For practical rea-
sons (e.g. computational complexity of global optimisation of
the acquisition function) early work concentrated on the low-
dimensional case, roughly d . 10. Recently progress has
been made in the high dimensional case, typically by the con-
struction of either a single low-dimensional embedded sub-
space of the search space or a sequence of low-dimensional
embedded subspaces on which standard (low-dimensional)
optimisation may proceed. For example, REMBO [Wang
et al. 2013] constructs a single subspace by random embed-
ding and applies Bayesian Optimisation to this subspace,
while LineBO [Kirschner et al. 2019] constructs a sequence
of 1-dimensional subspaces (lines), optimising on each be-
fore proceeding to the next in a principled manner.
Functional Bayesian Optimisation represents the logical
extension of high-dimensional Bayesian optimisation to the
infinite dimensional case, where the discrete index i ∈ Nn
identifying element xi of vector x ∈ Rn is supplanted by
the continuous argument a ∈ A in the evaluation g(a) of
function g ∈ L2(A). However one may still apply subspace
methods analogous to REMBO and LineBO - for example,
as observed in [Vien et al. 2018], random RKHS vectors
may be used to define a basis for a subspace T ⊂ L2(A),
and optimisation may proceed on T as it has an (effectively)
finite dimension. Alternatively, [Vellanki et al. 2019] uses
Bernstein polynomials to span a subspaceU ⊂ L2(A), where
optimisation may proceed as U has an (effectively) finite
dimension. However neither of these approaches provide a
clear means of using our loose priors (as opposed to “hard”
shape priors [Vellanki et al. 2019]) on g∗ to accelerate the
optimisation procedure.
Motivated by this, our algorithm (section 4.2) is a hybrid
extension of REMBO and LineBO. The outer loop selects
a sequence of S (S is the outer-loop budget) d-dimensional
subspaces (as in LineBO, but multi-dimensional) by sam-
pling from GP(0, κ) to generate a finite basis for Us =
bs + span(h
0
s, h
1
s, . . . h
d−1
s ) ⊂ L2(A), where s ∈ NS is an
iteration count, bs is the best solution found up to iteration
s, and h0s, h
1
s, . . . , h
d−1
s ∼ GP(0, κ)) that favours functions
with the characteristics we expect in g∗, while the inner loop
searches Us using standard Bayesian Optimisation. Note that:
1. The algorithm uses two distinct covariance functions:
(a) Covariance κ guides subspace selection for each outer
loop iteration s, guiding the algorithm to explore sub-
spaces of functions with characteristics we expect of g∗.
(b) Covariance K characterises the functional space, which
we discuss in detail in section 4.1.
2. Each function g evaluated in the inner loop is a weighted
sum of the basis functions h0s, h
1
s, . . . , h
d−1
s , and, recur-
sively through the bias bs, all previous such bases. This
sum contains at most dS terms. In our implementation we
use pre-sampling and caching to avoid computational is-
sues arising from this as described in the supplementary.
3. Convergence of the inner loop can be assessed using either
a simple budget of T evaluations (resulting in ST evalua-
tions overall over S outer loop iterations) or a simple re-
gret test as per LineBO [Kirschner et al. 2019] to terminate
the inner loop if err(g?s) < , where:
err (g) = µD (g) + σD (g)−ming′∈Us (µD (g′)− σD (g′))
4.1 Modelling the Objective
In our algorithm we model f as a draw from a zero-mean
Gaussian Process f ∼ GP(0,K), where K : L2(A) ×
L2(A)→ R. This necessitates the construction of an appro-
priate covariance K. Two potential approaches to construct-
ing this covariance are:
1. As per [Vien et al. 2018], buildK : Hκ (A)×Hκ (A)→ R
on the RKHS Hκ (A) by taking a stationary covariance
on Rd and replacing ‖x − x′‖22 with ‖g − g′‖2Hκ(A). For
example:
K (g, g′) = exp(− 12γ2 ‖g− g′‖2Hκ(A)) (4)
2. Noting that L2(A) is a Hilbert space, build K : L2(A)×
L2(A)→ R by taking a stationary covariance on Rd and
replacing ‖x− x′‖22 with ‖g− g′‖2L2(A). For example:
K (g, g′) = exp(− 12γ2 ‖g− g′‖2L2(A)) (5)
Both approaches require numerical approximation. In the first
approach, functions g, g′ ∈ L2(A) must be approximated as
g ≈∑i αiκ(·, ci), g′ ≈∑i α′iκ(·, ci) for a suitable grid of
points ci ∈ A (e.g. an even grid of N1/m points per axis in
A ⊂ Rm with spacing τ ), so:
‖g− g′‖2Hκ(A) ≈
∑
i,j(αi − α′i)(αj − α′j)κ
(
ci, cj
)
(6)
Likewise in approach 2, using the same grid, we may use a
histogram approximation:
‖g− g′‖2L2(A) ≈
∑
i(g(c
i)− g′(ci))2τm (7)
The computational cost of the first approach scales quadrat-
ically with the size N of the grid, whereas approach 2 scales
linearly. Furthermore approach 1 conflates two distinct be-
liefs, namely (a) our beliefs regarding the expected proper-
ties of the g∗ ∼ GP(0, κ) (smoothness, length-scale etc),
and (b) our prior regarding the characteristics of the objective
f ∼ GP(0,K), as the recipe for approach 1 embeds the for-
mer into the latter via (6) in the construction of K. However
there is no a-priori reason to link these concepts, or presume
that such linking will improve convergence.
By contrast the approach we have selected (approach 2)
builds K from the (solution, or κ-) belief agnostic function-
difference measure ‖g − g′‖L2(A), so κ and K serve two
distinct purposes: κ guides our choice of search sub-space,
giving preference to subspaces containing mostly functions
that we expect to be similar to the optimal solution g∗; and
K is used to model our objective function f .
We discuss how (7) may be efficiently computed using a
grid approximation in the supplementary material. For prac-
tical purposes, we note that the computational cost of this
approximation on our algorithm scales linearly with the grid-
size N , so the penalty for “overdoing it” to ensure an accu-
rate approximation is relatively small (for example in our ex-
periments we use N = 100 without difficulty), so we recom-
mend being generous in this respect. If the grid is too small
then the effect will be similar to choosing a length-scale on
K that is too large, as an overly coarse grid will be unable
to capture fine (sharp) features in g (effectively calculating
Algorithm 2 Sequential-Subspace-Search Bayesian Func-
tional Optimisation (S3-BFO) Algorithm.1
input Prior K : L2(A)× L2(A)→ R on f ∼ GP(0,K).
input Prior κ : A× A→ R on g∗ ∼ GP(0, κ).
Let (g?[0], y
?
[0]) = (0, 0).
Modelling f ∼ GP(0,K), proceed:
for s = 0, 1, . . . , S − 1 (outer loop)do
Assign bs ← g?[s].
Sample h0s, h
1
s, . . . , h
d−1
s ∼ GP(0, κ).
Initial observations Ds = {(g = bs +
∑
j λjh
j
s, y =
f(g) + )|λ ∼ DRd ,  ∼ N (0, σ2)}.
for t = 0, 1, .. until converged on Us (inner loop)do
Solve λ← argmaxλ∈Rdat(bs +
∑
j λjh
j
s|D[s] ∪Ds).
Project g← bs +
∑
j λjh
j
s.
Observe y ← f(g) + ,  ∼ N (0, σ2).
Update Ds ← Ds ∪ {(g, y)}.
end for
Let D[s+1] = D[s] ∪ Ds.
Let (g?[s+1], y
?
[s+1]) = argmax(g,y)∈D[s+1]y.
end for
Return (g?[S], y
?
[S]).
the difference smoothed approximations). Finally, we implic-
itly assume a low-dimensional domain A = Rν for g (practi-
cally ν ≤ 3). This captures many physical cases of interest
like scheduling (ν = 1) or wing design (ν = 2) while still re-
taining a practical grid size N = ρν . The extension to higher
dimensions will require some additional approximation of g
to keep the computational cost within sensible bounds, but
this is beyond the scope of the present paper.
4.2 The Algorithm
Our proposed algorithm is shown in algorithm 2. As noted
previously, the outer loop selects a sequence of subspaces
by drawing a basis h0s, h
1
s, . . . , h
d−1
s ∼ GP(0, κ) to define a
subspace Us = bs + span(h0s, h1s, . . . , hd−1s ) that is biased
to favour functions with the characteristics we expect of
the optima g∗ ∼ GP(0, κ). The inner loop uses standard
Bayesian Optimisation with a GP-UCB acquisition function
to find the best solution on this subspace, which then becomes
the bias bs+1 for the next outer-loop iteration, and so on. The
selection of the subspace dimension d is discussed in section
5.2, but loosely speaking 1 ≤ d ≤ max(10, de), where d = 1
makes the algorithm behave like LineBO, d = de makes it
behave like REMBO, de is the effective dimension of the
objective f (definition 1, though this is rarely known), and
10 is the practical upper-bound for computational reasons.
The hyperparameters for covariance K are tuned for max-
log-likelihood in the usual manner.
1For clarity, when reading this algorithm, note that the su-
per/subscript s implies “for iteration s”, whereas the super/subscript
[s] implies “up to but not including iteration s”, so for example Ds
is the set of observations made during iteration s, whereas D[s] is
the set of all observations made prior to iteration s.
5 Convergence Analysis
As in the analysis of REMBO and LineBO, our convergence
analysis is based around the concept of effective dimension-
ality. For the functional case we define this as follows:
Definition 1 Let f : L2(A) → R. The effective dimen-
sion of f is the lowest de ∈ N such that there ex-
ists h¯0, h¯1, . . . , h¯de−1 ∈ L2(A) such that ‖f(g + g⊥) −
f(g)‖L2(A) = 0 ∀g ∈ T, ∀g⊥ ∈ T⊥, where T =
span(h¯0, h¯1, . . . , h¯de−1).
In our analysis of algorithm 2 we first consider the inner
and outer loops separately. The inner-loop may be analysed
in terms of the standard BO optimisation using GP-UCB
acquisition function [Srinivas et al. 2012]; whereas the outer
loop analysis more closely models the analysis of LineBO in
[Kirschner et al. 2019].
5.1 Inner-Loop Convergence
Our aim here is to bound cumulative regret bound Rt =∑
t(f(g
∗)− f(gt)) on the inner loop of algorithm 2 in terms
of the inner-loop iteration counter t. The complicating factors
are:
1. The model is not built on the variables optimised by the in-
ner loop (the λ’s) but rather the projection of these objects
into function space (the g’s).
2. The model used for f is built from not just the current
instance of the inner loop but all previous instances.
With regard to point 1, note that, in terms of our basis Us,
we can rewrite ‖g− g′‖22 as:
‖g− g′‖2L2(A) =
∥∥∑
i (λi − λ′i) his
∥∥2
L2(A)
= (λ− λ′)THs (λ− λ′)
where Hs  0, Hsij =
〈
his, h
j
s
〉
L2(A), which has the form of
a Mahalanobis distance. But this is equivalent to a standard
Euclidean distance operating on data that has been appropri-
ately scaled and rotated. In particular, the maximum informa-
tion gain [Cover and Thomas 1991] γt of a covariance func-
tion depends only on the number of observations and not how
they have been rotated and/or scaled. Thus if we construct
our covariance function K by taking a translation-invariant
covariance on Rd with now maximum information gain and
then translating it to a covariance on L2(A) then the maxi-
mum information gain of the resulting covariance will be the
same as for the original.
With regard to point 2, recall that the posterior of f ∼
GP(0,K) at outer iteration s prior to entering the inner loop
is f(g)|D[s] ∼ N (µD[s](g), σ2D[s](g)) as per (2). Similarly, at
iteration t in the inner loop the posterior of f ∼ GP(0,K)
is f(g)|D[s] ∪ Ds ∼ N (µD[s]∪Ds(g), σ2D[s]∪Ds(g)) as per (2).
See figure 1, it is not difficult to show that this posterior is
equivalent to the posterior of f ∼ GP(µD[s] ,KD[s]) given Ds -
the posterior of the biased GP whose prior covariance isKD[s] .
Hence, for outer-loop iteration s, the inner loop is essen-
tially standard GP-UCB BO, [Srinivas et al. 2012], but with
covariance prior KD[s] . Denoting by γD[s],t the maximum in-
formation gain for this covariance function, we have from
By definition, the posterior mean and variance of f ∼ GP(0,K) given D[s] ∪ Ds are:
µD[s]∪Ds (g) =
[
K
(
D[s], g
)
K (Ds, g)
]T [
K
(
D[s], D[s]
)
+ σ2I K
(
D[s], Ds
)
K
(
Ds, D[s]
)
K (Ds, Ds) + σ
2I
]−1 [
yD[s]
yDs
]
σ2D[s]∪Ds (g) = K (g, g)−
[
K
(
D[s], g
)
K (Ds, g)
]T [
K
(
D[s], D[s]
)
+σ2I K
(
D[s], Ds
)
K
(
Ds, D[s]
)
K (Ds, Ds)+σ
2I
]−1 [
K
(
D[s], g
)
K (Ds, g)
]
Likewise, the posterior mean and covariance of f ∼ GP(0,K) given only D[s] are:
µD[s] (g) = K
(
g, D[s]
) (
K
(
D[s], D[s]
)
+ σ2I
)−1
yD[s]
K2D[s] (g, g
′) = K (g, g′)−K (g, D[s]) (K (D[s], D[s])+ σ2I)−1K (D[s], g′)
Using the matrix inversion lemma, it is straightforward to rewrite the former in terms of the latter:
µD[s]∪Ds (g) = µD[s] (Ds) +KD[s] (g, Ds)
(
KD[s] (Ds, Ds) + σ
2I
)−1 (
yDs − µD[s] (Ds)
)
σ2D[s]∪Ds (g) = KD[s] (g, g)−KD[s] (g, Ds)
(
KD[s] (Ds, Ds) + σ
2I
)−1
KD[s] (Ds, g)
Figure 1: Derivation of posterior distribution of f in the inner loop of algorithm 2 in terms of Ds.
[Srinivas et al. 2012], theorem 2, that the regret for the inner
loop of our algorithm goes as:
O∗ (√dtγD[s],t)
where we follow the notation of [Srinivas et al. 2012] in us-
ing O∗ to denote O with log factors suppressed. Let γt be
the maximum information gain for covariance K. Clearly
γD[s],t = γsT+t, and moreover we have seen that the maxi-
mum information gain of K is precisely the maximum infor-
mation gain of the non-functional covariance from which it
was constructed. Hence for some standard covariance func-
tions we have the bounds [Seeger et al. 2008, Srinivas et al.
2012]:
• Linear: γD[s],t ∈ O(d log t).
• Squared exponential: γD[s],t ∈ O((log t)d+1).
• Matern ν > 1: γD[s],t ∈ O(t
d(d+1)
2ν+d(d+1) log t).
where we have used the fact that log(sT+t) = log t+log(1+
sT
t ) ∈ O(log t) in this construction (s being fixed for any
given instance of the inner loop).
5.2 Outer-Loop and Overall Convergence
With regard to the outer-loop convergence we have the follow-
ing result, which is analogous to Proposition 1 in [Kirschner
et al. 2019] and considers on the number of (outer-loop) iter-
ations the algorithm performs:
Theorem 1 Let f ∼ GP(0,K) be a draw from a Gaus-
sian Process with twice Frechet-differentiable covariance
K : L2(A) × L2(A) → R with effective dimension de and
maxima g∗ = arg maxg∈L2(A) f(g), and let δ ∈ (0, 1). Then,
using the notation of algorithm 2, after s (outer-loop) itera-
tions of algorithm 2, with probability at least 1− δ:
f (g∗)− f(g?[s]) ∈ O(Jd < deK ( 1s log ( 1δ )) 2de−d + d,δ)
where d,δ is the (order-of) regret bound for the inner-loop
(on the subspace Us = bs + span(h0s, h1s, . . . , hd−1s ), not the
whole space L2(A)), (g?[s], y
?
[s]) is the best solution found up
to the start of iteration s, and J·K is the Iverson bracket.
Proof: The proof may be found in the supplementary ma-
terial. It is based around the proof of proposition 1 from
[Kirschner et al. 2019], with some novel aspects. 
Note that, unlike LineBO, we do not build-in a require-
ment that the inner loop terminate with err(g?s) <  for some
fixed . Instead, d,δ is used, which is the (order-of) regret
bound on the inner loop. If the simple regret test is imple-
mented on the inner loop then d,δ = . An alternative, fixed
budget strategy is also discussed below. Also unlike LineBO
the exponent in the regret bound includes the dimension d of
the random subspaces. At one extreme, if d = 1 and we use
the inner-loop convergence condition err(g?s) < , then theo-
rem 1 is essentially the same as Proposition 1 in [Kirschner
et al. 2019] for LineBO with d,δ = . In this case the in-
ner loop may be expected to take T ∈ O( 21−2κ ) iterations to
complete, and the overall number of function evaluations re-
quired by the algorithm isO(S 21−2κ ) [Kirschner et al. 2019],
where κ ∈ (0, 0.5) is a function of the covariance K. If in-
stead d = 1 and the inner loop is allocated a fixed budget
of T iterations then we find 1,δ ∈ O(Tκ− 12 ), and the algo-
rithm will make precisely ST function evaluations. At the
opposite extreme, if d = de then the first term in the regret
bound in theorem 1 disappears entirely and the regret is en-
tirely due to de,σ . This case is analogous to REMBO, where
we know that, with probability 1, any random basis suffices
to capture the necessary variation of f . Note that in this case
we may set S = 1 without affecting our regret bound. The
regret bound in this case collapses to precisely the standard
regret bounds found in for example [Srinivas et al. 2012].
Between these extremes the algorithm may be expected to
act somewhat like a combination of LineBO and REMBO,
although of course if de is too large - say de & 10 - then
setting d = de will not be practical, so in this case multiple
outer-loop iterations (S > 1) will be required.
6 Experimental Results
We consider simulated and real-world experiments. In our
simulated experiment we take a draw q from a GP and then
attempt to reconstruct this draw (that is, find g such that
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Figure 2: Results for simulated experiments. The top row shows the convergence of ‖g− q‖L2([0,1]) for three draws with the SE
kernel with γ = 1, γ = 0.3 and γ = 0.1 for the different algorithms, while the bottom row shows same for Matern 1/2 and 3/2
(with γ = 0.3), respectively, and examples of functions found by the various algorithms compared to the target function for a
draw from SE GP with γ = 0.3 (corresponding solutions to top row, centre).
g = q) without explicit knowledge of q, but with the ability to
test/calculate ‖g− q‖L2(A). Our two real-world experiments
are finding the optimal precipitation strengthening function
for a metallic alloy of Aluminium and finding the optimal
rate scheduling for deep network training.
All optimisers were implemented in and run with
SVMHeavy v7 [Shilton 2001–2020] (code available at https:
//github.com/apshsh/SVMHeavy), excepting the KWN im-
plementation, which is proprietary at present.
We have compared our method with the following: 10-
d-Line-Bernstein, which tunes the weights of a 10th order
Bernstein polynomial approximation using LineBO; BFO-
SP, which implements Vellanki’s algorithm [Vellanki et al.
2019]; BFO-SP projected, which is like BFO-SP but models
f in function space as per our algorithm; and BFO-SGD,
which is our implementation of [Vien et al. 2018]’s algorithm.
All models were based on variants of the SE kernel (real,
L2 or RKHS), and all experiments were repeated 5 times to
generate error bars. See supplementary for further details on
experimental setup.
6.1 Simulated experiment
The aim of this experiment is to investigate the role of ex-
perimenter beliefs in functional optimisation, so for the pur-
poses of this experiment we assume that the experimenter has
a good intuitive understanding of the expected lengthscale,
smoothness etc (in the form of a covariance function) that
cannot be directly used in the alternative methods. To achieve
this, we consider function reconstruction - that is, given a tar-
get function q : [0, 1] → R, we aim to solve the functional
optimisation problem:
g∗ = argmaxg:[0,1]→R ‖g− q‖L2([0,1])
As our target functions we have used draws from three
Gaussian process, q ∼ GP(0, k), where k(x, x′) =
exp( 12γ (x− x′)2) and γ = 1, γ = 0.3 and γ = 0.1, respec-
tively, as well a draw from a Gaussian process q ∼ GP(0, κ),
where κ is Matern-1/2 kernel (with γ = 0.3), and another
where κ is a Matern-3/2 kernel (with γ = 0.3). In these ex-
periments we assume the experimenter has a good intuition
regarding the target function, so the covariance κ is the same
as the GP k from which the target was drawn.
Figure 2 shows convergence results for the functions drawn
from a GP for different lengthscales, along with a sample of
the functions found by the difference approaches (first run
in sequence). We note that most methods perform reason-
ably for the longest lengthscale, which represents the sim-
plest function to approximate. As the lengthscale is short-
ened we see that our method continues to perform well due
to the incorporation of experimenter knowledge, while the al-
ternatives become progressively less accurate. For 10-d-Line-
Bernstein this is because the Bernstein polynomial of that
order is unable to capture the complexity resulting from the
shorter length-scale; and likewise for the BFO-SP variants,
although the algorithm is designed to tune the complexity as
required, this takes some time, whereas in our algorithm the
experimenter intuition is built in. Finally, figure 2, bottom
right, shows the best functions found by each algorithm in
the first simulation run.
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Figure 3: Convergence of precipitation-strengthening. As
the alloy strength is highly dependent on the temperature
profile there is large variance in strength in the early stages
depending on the (random) set of initial observations.
6.2 Precipitation Strengthening in Al-Sc Alloy
Heat treatment of alloys makes them stronger by providing
a desired grain structure through precipitation of different
crystal structures. Normally, the alloy is heated to a high
temperature to first homogenise the structure, then taken
through a series of temperature to achieve desired pattern
of precipitates. For Al-Sc alloy precipitation strengthening
has been proven to be particularly effective [Knipling et al.
2006, 2011, Seidman et al. 2002]; however, as scandium
is expensive and the experimental process time-consuming
there has been relatively little work in the determination of
optimal temperature profile [Deane et al., Vahid et al. 2018,
Vellanki et al. 2017].
In this experiment we model the precipitation-
strengthening process using Kampmann and Wagner’s nu-
merical model (KWN) [Wagner et al. 2001, Knipling et al.
2010]. This model was implemented in MATLAB and allows
us to predict the final strength of the alloy processed accord-
ing to a given temperature profile (suitably discretized, in
our experiments using 100 timepoints). As shown in figure 3,
our algorithm converges more quickly than the alternatives.
As for the simulated experiment, in this case BFO-LB10
(LineBO to tune the weights of a 10th order Bernstein poly-
nomial) converges second fastest, followed by Vellanki’s
method (BFO-SP and BFO-SP (projected)).
6.3 Learning Rate Schedule Optimisation
As noted in [Bengio 2012], and following [Vellanki et al.
2019], stochastic gradient descent (SGD) works better if the
learning rate is varied as a function of training duration. In
this experiment we optimise the learning rate for a neural net-
work trained on the MNIST dataset (other parameters being
kept constant). As a baseline we compare results achieved
with our method, and the other baselines already described,
with SGD using learning rate 0.1 (decaying exponentially as
per [Vellanki et al. 2019]) and momentum 0.8, and Adam
with default hyper-parameters [Kinga and Adam 2015]. Un-
like [Vellanki et al. 2019] we do not enforce a decreasing rate
prior for any of the methods compared.
Results are shown in table 1 (results for SGD, Adam and
SGD 1.26%
Adam 0.86%
BFO-SGD∗ 0.87%
10-d Line-Bernstein 0.78%
BFO-SP (projected) 0.78%
BFO-SP 0.77%
S3-BFO 0.76%
Table 1: Validation error of MNIST neural network for differ-
ent learning rate schedules (∗results from [Vien et al. 2018]).
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Figure 4: Scheduling functions found by optimisers.
BFO-SGD are sourced from [Vien et al. 2018, Vellanki et al.
2019]). Note that our method achieves the lowest validation
error of all approaches considered ([Vellanki et al. 2019]
achieves a better result, but only be applying decreasing
prior). Actual learning rate schedules are shown in figure 4
(learning rate schedule for BFO-SGD can be found in [Vel-
lanki et al. 2019, Vien et al. 2018]. It is perhaps interesting to
note that most solutions found are a simple rise/fall function
with a single peak.
7 Conclusion
We have proposed an algorithm for Bayesian functional opti-
misation - that is, optimisation problems such as finding the
best temperature profile for alloy heat treatment, where exper-
iments are expensive/time-consuming and results are noisy.
Our algorithm allows the experimenter to express prior be-
liefs regarding the solution in the form of a covariance func-
tion, specifying e.g. length-scale, smoothness, etc. Guided
by this prior, our algorithm generates a sequence of finite-
dimensional random subspaces, applying standard Bayesian
optimisation on each and then building the next subspace
from the best solution found. We have presented a sub-linear
regret bound for our algorithm and provided experimental re-
sults on simulated and real-world experiments, namely sim-
ulated function mapping, finding the optimal precipitation-
strengthening function for an aluminium alloy, and learning-
rate scheduling for deep-network training.
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8 Supplementary: Caching and Optimisation
To improve calculation speed, in our implementation we pre-
define a grid {ci ∈ A = [0, 1]m ⊂ Rm|i ∈ NN} on A as an
even grid of N1/m points per axis in A ⊂ Rm. Specifically,
assuming A is an m-dimensional unit hypercube, an even
grid of N1/m points per axis with spacing τ = N−1/m (see
below). This allows us to approximate points g ∈ L2(A)
using g ∈ RN .
The set of initial observations D[0] are sampled on our
grid before entering the algorithm, so g is represented as g,
gi = g(ci), ∀(g, y) ∈ D[0], which also gives us a sampled
form b0 = g?[0] of bg for the first (outer) iteration (s = 0).
To draw basis functions hjs ∼ GP(0, κ) in our algorithm we
draw an N -dimensional vector:
hjs :=
 h
j
s
(
c0
)
hjs
(
c1
)
...
 ∼ N
0,
 κ
(
c0, c0
)
κ
(
c0, c1
) · · ·
κ
(
c1, c0
)
κ
(
c1, c1
) · · ·
...
...
. . .


This allows us to evaluate g on our grid (and cache for later):
g :=
[
g
(
c0
)
g
(
c1
)
. . .
]T
= bs +
∑
j λ
t
jh
j
and the process may be repeated for subsequent iterations. It
follows that we can easily approximate:
‖g− g′‖2L2(A) ≈ ‖g − g′‖22τm (8)
and thus avoid the need to (a) repeatedly re-evaluate our basis
functions hjs on our grid and (b) calculate lengthy weighted
sums of basis elements when evaluating g or evaluating the
covariance matrix on our grid.
The number of points N required to attain reasonable ac-
curacy in our approximation (8) depend on the characteristics
of the (tested) functions (g, ·) ∈ D. In our algorithm these lie
in the span of a set of draws from GP(0, κ), and so inherit
their characteristics from the covariance prior κ. Thus if κ
is has length-scale γ then it seems reasonable to select N ≈
(D/γ)m for some constant D. However this does not guar-
antee the accuracy of (8), as g ∼ GP(0, κ) only implies that
g is likely to have characteristics suitable for such an approx-
imation - for example, for an SE kernel κ, the space of possi-
ble draws from GP(0, κ) is independent of the length-scale
γ (the SE kernel is universal [Micchelli et al. 2006, Sriperum-
budur et al. 2011]), so even if the particular prior used in our
algorithm has a long length-scale γ it is possible (though un-
likely) that our algorithm will explore regions that vary on a
much shorter scale than we might naively expect. In practice
we recommend being generous when selecting N as the com-
plexity of all relevant operations in our algorithm (weighted
sums and (8)) scale linearly with N , so the penalty for “over-
doing it” to ensure accurate approximation in (8) is relatively
small (for example in our experiments we use N = 100).
9 Supplementary: Convergence Analysis -
Proof of Theorem 1
We begin by proving some preliminary results. We define
Gκ,d(b) to be the distribution of random subspaces of L2(A)
of the form b + span(h0, h1, . . . , hd−1), where b is some
fixed “origin” point and h0, h1, . . . , hd−1 ∼ GP(0, κ). For
each outer-loop iteration s of algorithm 2, the inner loop per-
forms Bayesian Optimisation on a subspace Us ∼ Gκ,d(bs).
For notational convenience we defineU[s] = ∪i∈Ns Ui, x∗s =
arg minx∈Us f(x), and x
∗
[s] = arg minx∈U[s] f(x). We have
the results (it seems probable that lemma 1 is “well known”,
but we have been unable to find a reference):
Lemma 1 Let U ⊆ V = {v ∈ Rde |‖v‖2 ≤ L}, where
U = span(u0,u1, . . . ,ud−1)+b∩V, ui ⊥ uj ∀i 6= j ∈ Nd,
ui ∼ Ui ∀i ∈ Nd, b ∼ B, for smooth distributions Ui,B.
Then the probability that U intersects the de-ball of radius
r = βL, β ∈ (0, 1], at the origin is at least Ω(βde−d) if
d < de, 1 otherwise.
Proof: Denote the probability of intersection by ζd,de(β).
With probability 1 we have that ‖ui‖2 6= 0 ∀i ∈ Nd. Hence
we may assume dim(U) = d.
If d = de then U = V and ζde,de(β) = 1 trivially. If
d = 0 then the probability of intersection is precisely the
probability that a point selected from a smooth distribution
falls into an de-ball of radius r = βL, which goes as the ratio
of the measure of the de-ball and the measure of V - that is,
ζ0,de(β) = Ω(β
de).
Otherwise if 0 < d < de note that, as both V and the
de-ball are rotationally symmetric about the origin, we may
always assume that ui = [ δ0,i δ1,i . . . δd−1,i 0 ]u˜i, i ∈ Nd,
where δi,j is the Kronecker-delta symbol. Hence, writing
b = [ bˆ bˇ ], bˆ ∈ Rd, bˇ ∈ Rde−d, and noting that u˜i 6= 0
∀i ∈ Nd with probability 1 and bˇ ∼ Bˇ (conditioned on bˆ),
we have with probability 1:
ζd,de(β) = Pr
(
min
γ∈Rd
∥∥∥∥[ bˆ+ γ  u˜bˇ
]∥∥∥∥
2
≤ βL
)
= Pr
(∥∥bˇ∥∥
2
≤ βL)
where  is the elementwise product and the minima is at-
tained with γi = −bˆi/u˜i ∀i ∈ Nd. However this is pre-
cisely equivalent to the d = 0 case with decreased de, hence
ζd,de(β) = ζ0,de−d(β) = Ω(β
de−d) when 0 < d < de. 
Lemma 2 (analog of [Kirschner et al. 2019], Lemma 2)
For outer-loop iteration s of algorithm 2:
Pr
(
f (g∗)− f
(
g∗[s]
)
≤ τ
)
≥ 1− exp (−sξ (τ))
where ξ(τ) is a lower bound on:
ξ (τ) ≤ Pr (∃g ∈ U, f (g∗)− f (g) ≤ τ |U ∼ Gκ,d (b))
Furthermore if the first-order minimum condition is met at
g∗ then ξ(τ) = Ω(τ
de−d
2 ) if d < de, ξ(τ) = 1 otherwise.
Proof: The proof follows the approach of [Kirschner et al.
2019], extended to the functional domain. Using the inequal-
ity 1− x ≤ e−x, we have that:
Pr(f(g∗)− f(g∗[s]) ≤ τ) = 1− Pr(f(g∗)− f(g∗[s]) ≥ τ)
= 1−∏i∈Ns Pr (f (g∗)− f (g∗i ) ≥ τ)≥ 1− (1− ξ (τ))s
≥ 1− exp (−sξ (τ))
Recall that, by definition, ∃h¯0, h¯1, . . . , h¯de−1 ∈ L2(A)
such that ‖f(g>+g⊥)−f(g>)‖L2(A) = 0 ∀g> ∈ T, ∀g⊥ ∈
T⊥, where T = span(h¯0, h¯1, . . . , h¯de−1). We adopt the no-
tational convention that ∀g ∈ L2(A), g = g> + g⊥ where
g> ∈ T, g⊥ ∈ T⊥. Define:
Vτ =
{
g ∈ L2(A)∣∣ f (g∗)− f (g) ≤ τ}
to be the set of solutions within τ ≥ 0 of the optima. As
f(g) = f(g>) it follows that Vτ = Vτ> ⊕ T⊥, where:
Vτ> = {g> ∈ T| f (g∗)− f (g>) ≤ τ}
has dimension de. Hence to place a lower bound on ξ(τ) it
suffices to bound the probability that a random d-dimensional
linear subspace U ∼ Gκ,d(b) projected onto T (ie. U> =
{g>|g ∈ U}, U ∼ Gκ,d(b)) intersects Vτ>. To bound this,
define:
V˜τ,α> =
{
g> ∈ T| α2L2max ‖g
∗ − g>‖2L2(A) ≤ τ
}
where α > 0. Using the fact that f is twice Frechet differ-
entiable we have that f(g∗ + q) ≥ f(g∗)− α2L2max ‖q‖
2
L2(A)
for sufficiently small α2L2max ‖q‖
2
L2(A). Letting q = g> − g∗
we see that f(g∗) − f(g>) ≤ α2L2max ‖g> − g
∗‖2L2(A), so
V˜τ,α> ⊆ Vτ>.
Hence to place a lower bound on ξ(τ) it suffices to bound
the probability that a random d-dimensional linear subspace
U> in a de-dimensional space intersects a de-ball at the origin
of radius
√
2τ/αLmax, which by Lemma 1 is Ω(τ
de−d
2 ) if
d < de and 1 otherwise, completing the proof. 
Having established the above result the proof of theorem 1
follows almost precisely that of [Kirschner et al. 2019], proof
of proposition 1, excepting that de − 1 is replaced by de − d
wherever present, and rather than enforcing an upper bound
on  we allow it to vary with order d,δ .
10 Supplementary: Details of Experimental
Procedure
In the paper we have compared the following methods:
1. S3-BFO: our method as described, using a d = 1 dimen-
sional search subspace, 5 initial observations, S = 4 outer
loop iterations, T = 30 inner loop iterations (fixed bud-
get on the inner loop), L2(R)-SE covariance prior K on f
with length-scale selected for maximum likelihood at each
model update, SE covariance prior κ on g∗ with length-
scale 0.3 unless otherwise stated, GP-UCB acquisition
function.
2. 10-d-Line-Bernstein: LineBO algorithm used to tune the
weights of 10th-order Bernstein polynomial, using 4 lines
in sequence, 30 iterations per line (standard GP-UCB BO
on each line), where f is modelled on weights of Bern-
stein polynomial using SE covariance K with length-scale
selected for maximum likelihood at each iteration.
3. BFO-SP: Vellanki’s algorithm [Vellanki et al. 2019], with
f modelled on weights of Bernstein polynomial using SE
covariance K with length-scale selected for maximum
likelihood at each iterations.
4. BFO-SP (projected): like BFO-SP, except that in this case
f has been modelled in function space using L2(R)-SE
covariance prior with length-scale selected for maximum
likelihood at each iteration.
5. BFO-SGD: based on [Vien et al. 2018], f modelled in
function space usingHκ (R)-SE covariance prior (as per
[Vien et al. 2018]) with length-scale selected for maximum
likelihood at each iteration, κ is SE covariance with length-
scale 0.3 unless otherwise stated. Note that, while we were
unable to obtain source code from the authors, every effort
has been made to ensure that our implementation matches
the description as closely as possible.
When calculating norms in L2 we have used a uniform
grid with spacing τ = 0.01 (so N = 100 for a 1-dimensional
function) - see section 8 for more information on how this ef-
fects our simulation. All experiments were repeated 5 times
to obtain error bars. All optimisers and simulators were imple-
mented in and run with SVMHeavy v7 [Shilton 2001–2020]
and a proprietary KWN implementation. SVMHeavy is avail-
able on github at https://github.com/apshsh/SVMHeavy.
