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Test de aleatoriedad para procesos puntuales espaciales
basado en el cálculo de la dimensión fractal
Yolanda Beatriz Caballero Pérez
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espacial completa (AEC). En este trabajo se propone una prueba basada en la dimen-
sión fractal por el método de Box Counting para evaluar dicha hipótesis. Los resultados
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Bogotá, D.C., Octubre de 2017
Dedicado a
A la memoria de Luis Fernando Rozo.
A Juan Camilo, Constanza y Michel.
Agradecimientos
A Ramón Giraldo por tanto tiempo dedicado a este documento.
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la posición (ascensión derecha, declinación) de 4215 galaxias observadas en
la concentración Shapley. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Conjunto de datos Longleaf Pines [23], consiste en la información de coor-
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Matérn con diferentes parámetros de intensidad (λ) y distancia de inhibición
(ri). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
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K̂theo(r). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.13. Las Figuras 3.13A y 3.13C representan dos simulaciones de patrón agregado
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Introducción
((El Universo está escrito en el lenguaje de las matemáticas y sus caracteres son
triángulos, ćırculos y otras figuras geométricas, sin las cuales es humanamente imposible
entender una sola de sus palabras. Sin ese lenguaje, navegamos en un oscuro laberinto.))
Galileo
El concepto de fractal fue formalmente acuñado por primera vez en 1967 [47]. En
el siglo XIX varios autores, entre ellos Poincaré, Julia, Liapunov y Cantor, definieron
conjuntos fractales, siendo éste ultimo quien propuso en 1883 el llamado “Conjunto de
Cantor” o “Polvo de Cantor”.
Muchas de las formas del universo poseen geometŕıa fractal, v.g. galaxias, neuro-
nas, nubes, ŕıos, formaciones montañosas, árboles y helechos. También, muchas de las
creaciones del ser humano tienen comportamiento fractal, por ejemplo la música clásica
occidental tiene fluctuaciones de tono que siguen una ley de potencia [45].
Los fundamentos matemáticos de la teoŕıa fractal han sido tratados extensamente en
la literatura ([1],[10],[30],[44],[46],[57] y [58]). El tema ha sido abordado también desde la
teoŕıa de la medida ([27],[28] y [29]).
Los fractales brindan una alternativa para el análisis de datos que exhiben compor-
tamientos aparentemente desordenados o de los que no es posible obtener información
en la práctica. Por ejemplo, se podŕıan utilizar para caracterizar sismos de magnitudes
pequeñas que no pueden ser detectados por acelerógrafos de gran precisión [62]. Las leyes
de potencia y la invarianza de escala o autosimilaridad estad́ıstica pueden considerarse las
propiedades más valiosas de la geometŕıa fractal. La teoŕıa de fractales ha sido aplicada
en diversos campos del conocimiento. Por ejemplo, en las ciencias de la tierra Man-
delbrot (1982) propuso técnicas para medir la dimensión fractal de objetos geográficos [48].
El comportamiento fractal se ha extendido al estudio de aglomeraciones urbanas [11].
El concepto de ciudades fractales consiste en el análisis de estructuras autosimilares al
interior de las ciudades, vecindades, sectores y redes de transporte. Además de introducir
una nueva visión de elementos como la expansión urbana, se proponen metodoloǵıas
alternativas para realizar estimaciones de densidad poblacional en términos de análisis




En áreas como geoloǵıa y geof́ısica también ha sido un tema abordado. [62] se en-
foca en aplicaciones de teoŕıa del caos, análisis fractal y multifractal en ciencias de la tierra.
Una aplicación de teoŕıa de fractales en estad́ıstica se relaciona con series de tiem-
po. Existen varios trabajos principalmente con aplicaciones en finanzas e hidroloǵıa
([33],[42],[43], [49] y [51]).
El análisis multifractal de datos se encuentra estrechamente ligado a la estad́ıstica
espacial. Varios documentos teóricos y prácticos abordan el tema de multifractalidad
en estad́ıstica espacial ([13],[14],[15],[16],[17],[18], [19] y [21]). Algunos trabajos incluyen
además aplicaciones basadas en Sistemas de Información Geográfica (SIG) ([2],[20],[65]
y [66]). [52] realiza una aplicación espećıfica de multifractalidad y estad́ıstica clásica
para un distrito de oro en Zarshuran (Iran). Literatura más reciente trata el análisis
multifractal en geoestad́ıstica como una herramienta para determinar anomaĺıas de precio
en aglomeraciones urbanas ([39] y [40]).
Con relación a la estad́ıstica espacial, los fractales se han empleado principalmente en
geoestad́ıstica con el objetivo de determinar anomaĺıas en los datos para separarlas de la
ĺınea base.
Por otro lado, el análisis de procesos puntuales espaciales es el área de la estad́ıstica
espacial que se dedica a estudiar las caracteŕısticas de eventos que pueden ser representa-
dos de manera puntual en el espacio, aśı como su distribución espacial. Sus antecedentes
teóricos provienen desde Poisson (1837), Erlang(1909) y Neyman(1939) en el contexto
de redes telefónicas y procesos espaciales agregados o cluster, Janossy (1948), Khinchin
(1960), Matheron (1975), Matthes, Kerstan, Mecke (1978) y Srinivasan (1974) [35]. La
literatura al respecto es extensa ([41],[55] y [56]). [25] trata también el análisis de procesos
puntuales espacio temporales. Por su parte, otros se enfocan además del análisis de
patrones puntuales, en el uso de la libreŕıa especializada Spatstat ([5],[6],[9] y [7]).
Un proceso puntual espacial es un proceso estocástico, donde cada realización consiste
en un conjunto de puntos en Rd (generalmente en R2 o R3). Son útiles en el estudio de
eventos naturales como sismos y terremotos, poblaciones de animales o plantas, part́ıculas,
células, distribuciones de galaxias o estrellas, ocurrencia de enfermedades, epidemioloǵıa
y fenómenos sociales [6]. En general la distribución de eventos en una región puede ser
estudiada empleando teoŕıa de procesos puntuales espaciales.
El primer paso en el análisis de procesos puntuales espaciales, consiste en evaluar
la hipótesis de Aleatoriedad Espacial Completa (AEC). Para ello existen entre otras,
pruebas gráficas basadas en distancia al evento más cercano (función F ), la distancia al
vecino más cercano (función G), distancias entre eventos (función H) y la distancia media
entre eventos (función K) [25].
INTRODUCCIÓN XI
En este trabajo se propone una prueba de AEC para patrones puntuales, basada en
la dimensión fractal, particularmente en la metodoloǵıa Box Counting.
El documento está organizado de la siguiente forma: en el capitulo 1, inicialmente
se presentan conceptos básicos de la teoŕıa de patrones puntuales espaciales (tales como
estacionariedad, ergodicidad y homogeneidad) y se hace la definición de las pruebas
de aleatoriedad basadas en las funciones F , G y K. Posteriormente, se enuncian las
definiciones de geometŕıa fractal, autosimilaridad, autosemejanza, invarianza de escala,
algunos ejemplos de fractales matemáticos y dimensión Box Counting.
En el capitulo 2 se expone la prueba propuesta en el trabajo que permite evaluar la
hipótesis de AEC a través del cálculo de la dimensión fractal, aplicando la metodoloǵıa
Box Counting. También se desarrolla un algoritmo computacional para este fin.
En el capitulo 3 se lleva a cabo un estudio de simulación para evaluar el comporta-
miento de la prueba y comparar con las pruebas tradicionales basadas en las estad́ısticas
F , G y K.
En el capitulo 4 se aplica la prueba propuesta para evaluar la hipótesis de AEC en
tres conjuntos de datos reales ampliamente reportados en la literatura.
El escrito finaliza con conclusiones y trabajo futuro.
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1.1. Patrones Puntuales Espaciales
1.1.1. Generalidades
El análisis de procesos puntuales espaciales es una de las tres principales ramas
de la estad́ıstica espacial, junto a la geoestad́ıstica (i.e. análisis de procesos continuos
espaciales) y el estudio de procesos espaciales discretos o análisis de áreas [23]. Existen
muchas referencias acerca de la teoŕıa, análisis y aplicaciones de patrones puntuales
espaciales y espacio temporales ([25],[35],[41] y [55]).
La importancia de los patrones puntuales radica en su utilidad al estudiar la dis-
tribución espacial de fenómenos que ocurren en coordenadas espećıficas, v.g. sismos,
deslizamientos, poblaciones animales o vegetales, información epidemiológica y datos de
asentamientos humanos.
Algunos ejemplos de patrones puntuales que se mencionan ampliamente en la litera-
tura se encuentran contenidos en la libreŕıa Spatstat del software R [9]. A continuación se
describen tres conjuntos de datos que muestran caracteŕısticas esenciales.
La Figura 1.1A muestra el conjunto de datos “Cells” [9], que corresponde a los centros
de 42 células biológicas observadas mediante un microscopio en un corte histológico. Se
aprecia como la distancia entre los centros es regular, debido a que el tamaño de las célu-
las es regular. Este es un ejemplo t́ıpico de lo que se denomina patrón puntual de inhibición.
El conjunto de datos “Reedwood” [9], en la Figura 1.1B, representa la ubicación de
65 secoyas (i.e. especie de cońıfera) en un área de 23 metros de lado. En este caso es
posible apreciar agrupamiento de árboles. Es un ejemplo de lo que se conoce como patrón
puntual agregado o cluster.
La Figura 1.2 muestra el conjunto de datos Shapley [9]. Se refiere a la posición (ascen-
sión derecha, declinación) de 4215 galaxias observadas en la concentración Shapley. En
este caso no resulta trivial definir qué tipo de distribución espacial siguen las observaciones.
1
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(A) Conjunto de datos “Cells” [9], represen-
ta los centros de 42 células biológicas ob-
servadas mediante un microscopio en un
corte histológico.
(B) Conjunto de datos “Reedwood” [9], repre-
senta la ubicación de 65 secoyas en un área
de 23 metros de lado.
Figura 1.1. Los conjuntos de datos “Cells” y “Reedwood”, contenidos en la libreŕıa Spatstats [9].
Cuando un patrón puntual cuenta con información adicional a la localización del
evento se denomina “Patrón Puntual Marcado”, éstos son generalizaciones de procesos
puntuales y son altamente relevantes en aplicaciones prácticas. A cada punto (loca-
lización) xi se le asigna una cantidad m(xi) (puede ser numérica o categórica) [41].
Por ejemplo, en el caso de un conjunto de sismos cada uno con localización x, y, z
en R3 (z representa la profundidad del epicentro), se tiene un atributo que indica su
magnitud (variable de marcado). Existen también patrones puntuales espacio tempora-
les, estos proveen además de la localización, el tiempo de ocurrencia, (v.g. localización
y fechas de 100 casos consecutivos de śıntomas gastrointestinales no espećıficos) [25] y [41].
Otro ejemplo de patrón puntual marcado es el conjunto de datos Longleaf Pines [23]
(Figura 1.3). En éste se da la información de coordenadas y diámetros a la altura del pecho
(DAP) de 584 pinos en un área cuadrada de 200m x 200m (4 hectáreas) de bosque en el
condado Thomas (Georgia, USA). Las localizaciones del patrón observado se notan como
M = x1, ..., x584, y sus DAP se notan como m(x1), ...,m(x584). El diámetro del ćırculo en
la gráfica simboliza la variable de marcado m(xi).
En aplicaciones reales los patrones puntuales analizados estad́ısticamente son finitos.
Sin embargo, tiene sentido emplear modelos que corresponden a procesos puntuales
infinitos, la elección depende de la situación. En algunos casos los patrones describen
fenómenos que ocurren en un área estrictamente delimitada (v.g. centros de marcas
de balas en un objetivo circular, centros de los poros en la superficie de un ladrillo,
centros de poros de aire en un queso Suizo). En otros casos el patrón puntual puede
ser considerado como parte de un patrón mucho mayor y se puede asumir que éste se
encuentra distribuido de la misma manera que la ventana de observación ([41] y [64]).























Figura 1.2. Conjunto de datos Shapley, contenido en la libreŕıa Spatstat [9]. Representa la posi-
ción (ascensión derecha, declinación) de 4215 galaxias observadas en la concentración
Shapley.
Usualmente, cuando se decide analizar un patrón puntual asumiendo que es una rea-
lización de un proceso puntual infinito, se asume homogeneidad e isotroṕıa (propiedades
que serán definidas en la sección 1.1.2.2) [64].
El objetivo fundamental del estudio de patrones puntuales espaciales es identificar y
modelar la distribución espacial de un conjunto de localizaciones. Es de interés particular
la presencia de tendencia en las localizaciones de los puntos. Para concluir que existe
agrupamiento (i.e. clustering), es necesario en primera medida descartar su ausencia [64].
1.1.2. Patrones Puntuales Espaciales
El proceso puntual es un proceso estocástico, cuya realización es un patrón puntual
espacial. Este puede ser definido y estudiado en espacios abstractos, pero en general se
consideran dos o tres dimensiones (por simplicidad en la presentación, sólo se asume R2).
El patrón puntual espacial es un conjunto de datos finito (colección de localizaciones)
([35],[41],[60] y [64]). También se puede definir como datos en forma de conjunto de
puntos con localización irregularmente distribuida en una región espacial ([25] y [35]).
Sea un proceso puntual X, donde cada realización es un patrón puntual x con número
finito de puntos. Se asume que X se extiende a través de R2 pero es observado solamente
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Figura 1.3. Conjunto de datos Longleaf Pines [23], consiste en la información de coordenadas y
diámetros a la altura del pecho (representado por el tamaño del ćırculo en la gráfica)
de 584 pinos en un área cuadrada de 200mx200m de bosque en el condado Thomas
(Georgia, USA).
al interior de una ventana de observación A. Se define x como una muestra finita de X,
tal qué [6]
x = {x1, x2, ...xn} , xi ∈ A, n ≥ 0·
La ventana de observación A es fija y conocida. Para cada región A, se define N(A) como
la variable aleatoria del conteo de puntos de x en A [6].
Un concepto importante dentro del análisis de patrones puntuales es la intensidad,
que se define como el valor esperado del número de puntos por unidad de área. Es una
medida de abundancia de los eventos. La intensidad puede ser constante a lo largo de
la ventana de observación (homogénea) o puede variar de una localización a otra (no
homogénea) [6].
1.1.2.1. Intensidad homogénea
Sea un proceso puntual X, se dice que su intensidad es homogénea si, para cada
sub-región A en R2 el número esperado de puntos en A es proporcional al área de A
denotada como |A| [6]
E[N(X ∩A)] = λ|A|,
λ se conoce como intensidad del proceso puntual homogéneo, es constante y corresponde
al número promedio de puntos por unidad de área y N(X) es la variable aleatoria
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que representa el número de puntos del proceso puntual en la región A. Un estimador






1.1.2.2. Estacionariedad, isotroṕıa y ergodicidad
A continuación se definen tres propiedades importantes en el análisis de patrones
puntuales espaciales.
Estacionariedad
Un proceso puntual X en Rd, es llamado estacionario (homogéneo) si las propieda-
des estad́ısticas de X y X + v son idénticas para cualquier vector v [6]. Sea x un
patrón puntual y x + v = {xi + v : i = 1, · · · , n} el resultado de trasladar cada punto de
x en un vector v, se puede afirmar que x y x+v tienen la misma distribución [41], por tanto
N(x)
d
=N(x + v), para todo x y v.
Isotroṕıa
Un proceso puntual es isotrópico cuando es invariante a la rotación con respecto al origen
[64].
Ergodicidad
Además de la estacionariedad e isotroṕıa, la ergodicidad también se asume con frecuencia
en estad́ıstica de procesos puntuales espaciales. Si un proceso puntual es ergódico, esto
supone que analizar una muestra (un patrón puntual) de un tamaño apropiado permitirá





= λ con probabilidad 1,
donde λ es la intensidad del proceso, A es una región tal que A ⊂ Rd, de modo que la
expresión A ↑ Rd significa que la ventana A converge al espacio completo Rd. La carac-
teŕıstica numérica más importante para un proceso puntual estacionario es la intensidad
λ, que denota la media de puntos por unidad de área o volumen ([60] y [41]).
1.1.3. Proceso homogéneo de Poisson y AEC
En un patrón puntual x bajo AEC la variable aleatoria N(A) sigue una distribución
de Poisson, por tanto se asimila a un proceso homogéneo de Poisson que cumple con dos
propiedades fundamentales: Es homogéneo e independiente ([25] y [64]).
Por una parte, la homogeneidad implica que el valor esperado del número de puntos
del patrón puntual que cae en una región A debe ser proporcional a su área |A|, como
E[N(A)] = λ|A|. (1.1)
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Con λ constante [6].
La variable aleatoria N(A) (número de puntos del patrón puntual en una región
A) sigue una distribución de Poisson con media λ|A| como en (1.2), para λ constante,
positiva y finita (1.1),
P (N(A) = n) =
λn|A|ne−λ|A|
n!
, para n = 0, 1, ...· (1.2)
Por otra parte, la independencia implica que si A1 y A2 son dos subregiones disyuntas del
área de interés A, entonces, las variables aleatorias N(A1) y N(A2) son independientes [6].
Dado que bajo AEC los eventos en A son i.i.d; entonces para el vector de eventos
(x1, ..., xn) en A satisface qué,
P (x1 ∈ A1, · · · , xn ∈ An) =
n∏
i=1
(|Ai|/|A|) , A1, · · · , An ⊂ A. (1.3)
Esto quiere decir que cada evento tiene la misma probabilidad de ocurrir en cualquier parte
contenida en el espacio A. Los eventos no se atraen (cluster) ni se repelen (inhibición) [23].
El proceso homogéneo de Poisson se toma como referencia y representa un estándar
idealizado que es empleado como primera aproximación, por tanto es el punto de partida
en el estudio de cualquier proceso puntual espacial.
La mayoŕıa de los análisis comienzan con una prueba para evaluar la hipótesis de
AEC. Si esta no se rechaza apenas merece la pena realizar otros análisis estad́ısticos al
patrón puntual. Por otra parte, las pruebas que permiten evaluar la hipótesis de AEC, son
usadas también como parte del análisis exploratorio del conjunto de datos ([25] y [41]).
La Figura 1.4, muestra una simulación de un patrón homogéneo de Poisson en R2 (AEC)
con n = 100.
1.1.4. Pruebas de Monte Carlo en patrones puntuales
La hipótesis de AEC puede ser evaluada usando métodos de Monte Carlo como se
muestra a continuación.
Suponga una hipótesis simple H0. Sea t1 el valor observado de un estad́ıstico T
para un conjunto de datos y sea {t2, · · · , ts} los valores de T observados para s − 1,
simulaciones independientes de la distribución de T bajo H0 (se asume por conveniencia
que la distribución de T es continua). Si H0 es cierta, los valores {t1, t2, · · · , ts} son inter-
cambiables e igualmente probables. De aqúı que si R denota el numero de ti observados,
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Figura 1.4. Simulación de un patrón puntual bajo AEC con n = 100.
rechaza H0 si y solo si r ≤ k donde r ∈ Z+ ([25] y [35]).
La pérdida de potencia resultante de una implementación de Monte Carlo es leve
comparada con una prueba clásica. Según Marriot (1979), la cantidad de simulaciones s
no necesita ser muy grande; para una prueba al 5 % es suficiente con s = 100 y para una
prueba al 1 % seŕıa suficiente s = 500 ([25] y [35]).
Las pruebas de Monte Carlo son basadas en simulación. Para el caso de las pruebas
de AEC, se calcula la función correspondiente para s simulaciones de patrones puntuales
bajo H0: AEC, estableciéndose “bandas de confianza”. Posteriormente se calcula la
estad́ıstica con base en el patrón observado. Si esta se encuentra por fuera de las bandas
de confianza se rechaza H0.
1.1.5. Pruebas para evaluar la hipótesis de AEC
Una prueba de hipótesis t́ıpica, compara el valor de un resumen cuantitativo de los
datos observados con el calculado bajo el supuesto de que la hipótesis nula es cierta, en
este caso la de AEC. En esta sección, se describen tres de las pruebas más empleadas
para evaluar la hipótesis de AEC.
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1.1.5.1. La función K -Ripley
Sea dij = ‖xi − xj‖ la distancia entre dos puntos xi, xj del patrón puntual x, donde
(i 6= j). Si el patrón puntual es agregado muchas de las distancias dij serán pequeñas.
Análogamente, si se trata de un patrón puntual de inhibición pocas de las distancias dij
serán pequeñas [6], [64] y [25].
Suponga un proceso puntual estacionario X y defina t(u, r,x) como el número
de puntos en el patrón x que se encuentran a una distancia menor o igual a r de la




Ij , Ij =
{
1 si 0 < ‖u− xj‖ ≤ r
0 e.o.c.
. (1.4)
La función K está definida como
K(r) =
E [t(u, r,x)|u ∈ X]
λ
.
La definición de la función K no depende de u, ya que se asume que X es estacionario e





La variable aleatoria t(u, r,X) es el número de puntos de X que se localizan al interior
del disco de radio r con centro en u. Para un proceso homogéneo de Poisson se puede
establecer que E [t(u, r,X)] = λπr2, y la función K bajo AEC está dada por [6],[64] y [25]
KAEC(r) = πr
2.
Para un patrón de inhibición, se esperaŕıan menos eventos dentro de la distancia r
(K(r) < πr2). Análogamente se esperaŕıa mayor número de eventos para el caso de un
proceso puntual agregado, K(r) > πr2 [59].
A continuación se define la función K emṕırica. Sea Ĥ(r) la función de distribución








Iij , donde Iij =
{
1 si dij ≤ r
0 e.o.c.
. (1.5)
El denominador n(n − 1) es el total de pares de puntos distintos. Ĥ(r) es el número de
puntos que se encuentran dentro de un ćırculo de radio r. La contribución de cada evento
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El valor t̄(r) es el número medio de vecinos dentro de una distancia r a cada punto. En
un patrón bajo AEC se espera que t̄(r) = λπr2 (intensidad por el área del ćırculo de radio
r). Dado que el número máximo de vecinos que podŕıa tener cualquier punto es n − 1,
tiene sentido definir λ = (n− 1)/|A|. Multiplicando ambos lados de (1.7) por |A|, se tiene




Se define la función emṕırica K reemplazando (1.5) en (1.8)







dónde eij(r) es una corrección del efecto de borde (sección 1.1.6).
En resumen, la función K es el promedio acumulativo de puntos que caen dentro de
una distancia r de un punto, corregido el efecto de borde y dividido por la intensidad [6],
[64] y [25].
La gráfica de r contra K̂(r) permite evaluar emṕıricamente la hipótesis de AEC. La
Figura 1.5 muestra el resultado de la prueba para cuatro conjuntos de datos. La zona en
gris determina las bandas de confianza definidas mediante simulaciones de Monte Carlo
bajo AEC [K̂lo(r), K̂hi(r)]. Se rechaza la hipótesis nula cuando la curva para el patrón
observado K̂obs(r) se ubica fuera de dichas bandas. Si se ubica por debajo indica que se
trata de un patrón de inhibición, mientras que, si la curva se encuentra en la parte superior
de las bandas calculadas se trata de un patrón agregado. Particularmente la Figura 1.5A
muestra el resultado de la prueba gráfica para el caso de una simulación de patrón puntual
de Poisson con n = 103, se aprecia como la curva observada se encuentra al interior de
las bandas de confianza, por tanto no hay evidencia que permita rechazar la hipótesis nula.
La Figura 1.5B, describe el resultado de la prueba gráfica de AEC basada en la
función K para el conjunto de datos Cells (Figura 1.1A), siendo éste un caso t́ıpico de
patrón puntual de inhibición. Como se puede comprobar en la gráfica, la curva observada
de la función se encuentra fuera de las bandas de confianza, por tanto, se debe rechazar
la hipótesis nula, concluyendo qué se trata de un proceso de inhibición.
De manera similar la Figura 1.5C muestra el resultado de la función K para el
conjunto de datos Reedwood (Figura 1.1B), que es un caso de patrón puntual agregado
(i.e. cluster). La curva observada se encuentra por encima de las bandas de confianza
determinadas, por lo tanto, se rechaza la hipótesis de AEC, en favor de que el patrón es
agregado.
Un caso similar ocurre con el patrón puntual correspondiente a Longleaf Pines (Figura
1.3). En la Figura 1.5D se puede observar el resultado de la función K para este conjunto
de datos, de esta se puede inferir que se debe rechazar la hipótesis nula y concluir que las
observaciones corresponden a una realización de un patrón agregado.
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(A) Función K con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 103.
(B) Función K con bandas de confianza para
el conjunto de datos Cells [9].
(C) Función K con bandas de confianza para
el conjunto de datos Reedwood [9]
(D) Función K con bandas de confianza para
el conjunto de datos Longleaf Pines [9]
Figura 1.5. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función K para
cuatro conjuntos de datos. Se muestran en color gris las bandas de confianza calcula-
das mediante simulaciones de Monte Carlo [K̂lo(r), K̂hi(r)]. En color negro la curva
calculada para el patrón observado K̂obs(r) y en color rojo la curva teórica bajo AEC
K̂theo(r).
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1.1.5.2. Función F: Distancia de espacio vaćıo
Sea un proceso puntual X, la distancia desde una localización fija arbitraria u ∈ R2
al punto más cercano del proceso es llamada distancia de espacio vaćıo, y se denota como [6]
d(u,X) = mı́n {‖u− xi‖ : xi ∈ X} ·
Para un proceso estacionario la función de distribución acumulada de la distancia de
espacio vaćıo se define como [6]
F (r) = P {d(u,X) ≤ r} .
Se asume que X es estacionario, por lo tanto F no depende de u. La distancia al vecino
más cercano de X es mayor que r, si y solo si el disco de radio r no contiene puntos de X,
d(u,X) > r sii N(X ∩ b(u, r)) = 0,
donde b(u, r) es el disco de radio r, con centro en u [6].
Si X es un proceso homogéneo de Poisson en R2 de intensidad λ, el número de puntos
que ocurren en un área A tiene distribución de Poisson con media λ|A|. Si B es un disco
de radio r, entonces |A| = πr2. La función F bajo AEC se define como la probabilidad de
que no caigan puntos en B [6]
FAEC(r) = 1− P {d(u,X)} = P {N(X ∩ b(u, r)) = 0}
= 1− e−λπr2 ·
Bajo AEC, se define el valor esperado de la distancia de espacio vaćıo E [d(u,X)] =
1/(2
√
λ) y su varianza V ar [d(u,X)] = (1/π − 1/4)/λ [6].
La gráfica de r contra F (r) = 1 − e−λπr2 permite evaluar emṕıricamente la hipótesis
de AEC. La Figura 1.6 ilustra el resultado para diferentes conjuntos de datos. Cuando
se trata de un patrón puntual bajo AEC la curva observada se ubica al interior de las
bandas de confianza en color gris (Figura 1.6A). Para el caso de un patrón agregado, los
espacios vaćıos son mayores que en para el caso de un patrón bajo AEC y de inhibición.
La curva por encima de las bandas de confianza definidas mediante una prueba de Monte
Carlo permite concluir que se trata de un patrón inhibición y una curva por debajo de
las bandas de confianza corresponde a un patrón puntual agregado (i.e.cluster) [25].
La gráfica de r contra F̂ (r) permite evaluar emṕıricamente la hipótesis de AEC. La
Figura 1.6B muestra el resultado de la prueba gráfica de AEC basada en la función F
para el conjunto de datos Cells. La parte superior de la curva observada se encuentra por
encima de las bandas de confianza. Se rechaza la hipótesis nula, se trata de un patrón
puntual de inhibición.
En el caso del conjunto de datos Reedwood, la curva observada se encuentra por
debajo de las bandas de confianza, como se puede apreciar en la Figura 1.6C. Se rechaza
CAPÍTULO 1. MARCO TEÓRICO 12
(A) Función F con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 103.
(B) Función F con bandas de confianza para
el conjunto de datos Cells [9].
(C) Función F con bandas de confianza para
el conjunto de datos Reedwood [9]
(D) Función F con bandas de confianza para
el conjunto de datos Longleaf Pines [9]
Figura 1.6. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función F para
cuatro conjuntos de datos. Se muestran en color gris las bandas de confianza calcu-
ladas mediante simulaciones de Monte Carlo [F̂lo(r), F̂hi(r)]. En color negro la curva
calculada para el patrón observado F̂obs(r) y en color rojo la curva teórica bajo AEC
F̂theo(r).
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también la hipótesis de AEC y se concluye que el patrón es agregado.
Finalmente, en el caso del conjunto de datos Longleaf Pines; de lo mostrado en la
Figura 1.6D se concluye que las observaciones corresponden a una realización de un
patrón agregado.
1.1.5.3. Función G: Distancia al vecino más cercano
Si xi es uno de los puntos en un patrón puntual x, la distancia al vecino más cercano
di = mı́ni 6=j ‖xj − xi‖, también puede escribirse como [6]
di = d(xi,x/xi).
Se define como la distancia más corta desde xi hasta el patrón x/xi, que consiste en todos
los puntos de x excepto xi [6].
Para un proceso estacionario X la función de distribución de la distancia al vecino
más cercano se define como [6]
G(r) = P {d(u,x/u) ≤ r|X tiene un punto en u} ; para r ≥ 0.
El valor u es una localización arbitraria.
Suponga X un proceso uniforme de Poisson en R2 con intensidad λ. Teniendo en
cuenta que los eventos son independientes, la localización de u no afecta la distribución
de probabilidad. Para AEC [6]
G(r) = P {d(u,x/u ≤ r)} .
Para un patrón bajo AEC la distribución de G es igual a la distribución de F y se define[6]
GAEC(r) = 1− e−λπr
2
.
Si el patrón puntual es agregado muchas de las distancias di serán pequeñas. Análo-
gamente, si se trata de un patrón puntual de inhibición pocas de las distancias di serán
pequeñas [6].








1 si di ∈ di : di ≤ r, ∀i
0 e.o.c.
, (1.9)
donde, di = mı́n dij , ∀j 6= i ∈ S, i = 1, 2, ..., n.
La función G representa el número de elementos del patrón con distancias menores a
r, normalizadas por el total de puntos n del patrón puntual. Mediante pruebas de Monte
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Carlo se genera un intervalo de confianza que permite aceptar o rechazar la hipótesis de
AEC [25].
La Figura 1.7 muestra el resultado de la prueba gráfica para diferentes conjuntos de
datos. En el caso de un patrón puntual bajo AEC la curva observada se ubica al interior
de las bandas de confianza en color gris (Figura 1.7A). En el caso de un patrón puntual
agregado, las distancias al vecino más cercano deben ser más pequeñas que lo esperado
bajo condiciones de AEC (curva por encima de las bandas de confianza calculadas).
Análogamente, un patrón puntual regular o de inhibición debeŕıa tener distancias mayores
hasta su vecino más cercano que lo esperado para un patrón puntual bajo AEC (curva
por debajo de las bandas de confianza).
La gráfica de r contra G(r) permite evaluar emṕıricamente la hipótesis de AEC. La
Figura 1.7B, describe el resultado de la prueba gráfica de AEC basada en la función G
para el conjunto de datos Cells, siendo éste un caso t́ıpico de patrón puntual de inhibición.
La zona en gris determina las bandas de confianza definidas mediante simulaciones de
Monte Carlo bajo la hipótesis de AEC. Como se puede comprobar en la gráfica, la curva
observada de la función se encuentra por debajo de las bandas de confianza, por tanto,
se debe rechazar la hipótesis de AEC, confirmando qué se trata de un proceso de inhibición.
La Figura 1.7C muestra el resultado de la función G para el conjunto de datos
Reedwood. La curva observada se encuentra por encima de las bandas de confianza
determinadas. Se rechaza la hipótesis de AEC, en favor de que el patrón es agregado.
Para el caso Longleaf Pines. La Figura ??) muestra el resultado de la función G de este
patrón. Se debe rechazar la hipótesis nula y concluir que las observaciones corresponden
a una realización de un patrón agregado.
1.1.6. El efecto de borde
A pesar de que se asume que el patrón puntual estacionario es infinito, en la mayoŕıa de
los casos se cuenta únicamente con información al interior de una ventana de observación
A. Si el conjunto de datos solo provee los puntos al interior de la ventana, la información
completa del vecindario no está disponible para los puntos ubicados cerca del borde de A.
Dado que las funciones F , G y K se basan en distancias, para su estimación se necesita
información afuera de la ventana de observación. La Figura 1.8 muestra un elemento del
patrón puntual cuyos vecinos más cercanos se encuentran fuera de la ventana de observa-
ción A. En este caso las funciones estimadas basadas en distancia no seŕıan insesgadas [41].
En resumen, el efecto de borde se refiere al error relacionado con la información
que no es observable cuando se calcula un estad́ıstico cercano al ĺımite del área de
interés. Existen varias metodoloǵıas para corregir el efecto de borde en los estimado-
res de las funciones F , G y K. Este tema puede ser profundizado en la literatura ([41] y [6]).
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(A) Función G con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 103.
(B) Función G con bandas de confianza para
el conjunto de datos Cells [9].
(C) Función G con bandas de confianza para
el conjunto de datos Reedwood [9]
(D) Función G con bandas de confianza para
el conjunto de datos Longleaf Pines [9]
Figura 1.7. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función G para
cuatro conjuntos de datos. Se muestran en color gris las bandas de confianza calcula-
das mediante simulaciones de Monte Carlo [Ĝlo(r), Ĝhi(r)]. En color negro la curva
calculada para el patrón observado Ĝobs(r) y en color rojo la curva teórica bajo AEC
Ĝtheo(r).
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Figura 1.8. En la figura se muestra un elemento del patrón puntual cuyos vecinos más cercanos
se encuentran fuera de la ventana de observación A. Las funciones estimadas basadas
en distancia no seŕıan insesgadas (Elaboración propia).
1.2. Fractales
1.2.1. Generalidades
((Clouds are not spheres, mountains are not cones, coastlines are not circles, and bark is
not smooth, nor does lightning travel in a straight line.))
B. Mandelbrot [48]
Si bien la geometŕıa Euclidiana puede simplificar el mundo que nos rodea no es la
manera más exacta de representar los objetos naturales, la geometŕıa de la naturaleza es
sumamente compleja y pareciera en ocasiones comportarse desordenadamente.
Las figuras geométricas tradicionales tienden a simplificarse a medida que la escala
aumenta. Por ejemplo, el resultado de ampliar un ćırculo es una curva, al acercarse más
es una recta. No obstante, la naturaleza no se comporta de este modo, una montaña que
de lejos podŕıa representarse mediante un triángulo no se simplifica a medida que nos
acercamos.
Mandelbrot (1967), pretend́ıa medir con cierto grado de exactitud la longitud de la
costa de Gran Bretaña, concluyendo que el resultado depende de la escala de medición.
Esto significa que la longitud de la costa es menor si se mide empleando una imagen de
satélite, que si se mide estando de pie sobre ella. ¿Qué pasaŕıa si el objetivo es medir
la longitud de la costa empleando una regla o un microscopio?. El resultado puede ser
resumido en una ley de potencia: a mayor escala, mayor longitud [47].
En términos simples un fractal es un objeto cuya estructura se replica (de manera
exacta o similar) a medida que se ampĺıa, v.g. la hoja de un helecho tiene la misma forma
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que el helecho completo. Para poder afirmar que un objeto tiene comportamiento fractal,
éste debe cumplir con dos propiedades: ser autosimilar (autoaf́ın) y poseer dimensión
fraccionaria, estos conceptos serán definidos adelante.
1.2.2. Ejemplos clásicos
En esta sección se explican algunos de los clásicos ejemplos de fractales matemáticos.
1.2.2.1. El conjunto de Cantor
Cantor, propuso uno de los más importantes conjuntos fractales. Su desarrollo teórico
es definido de manera simple en [28]:
En primer lugar, se parte del segmento de recta constituido por el intervalo cerrado
C0 = [0, 1].
Posteriormente, se obtiene el conjunto C1 al remover de C0 la tercera parte central,
es decir: C1 = [0,
1
3 ] ∪ [
2
3 , 1].
El siguiente conjunto C2, se obtiene al remover la tercera parte central de los dos
























En cada iteración el conjunto decrece, tal qué: C0 ⊇ C1 ⊇ C2 ⊇ · · · . Por lo tanto el





En la Figura 1.9 se representan las primeras cinco iteraciones del Conjunto de Cantor,
se aprecia la disminución de la longitud del conjunto, para valores grandes de k el








Figura 1.9. Primeras cinco iteraciones del Conjunto de Cantor.
Para la k-ésima iteración, el conjunto Ck está compuesto por 2
k intervalos disyuntos,
cada uno con longitud (1/3)k. Luego, la longitud total de Ck, se puede escribir como

























De (1.10) se concluye que el Polvo de Cantor es un conjunto de longitud total igual a
cero. Está compuesto por infinitos intervalos (1.11).
1.2.2.2. La curva de Koch
Su construcción se describe con detalle en [28]. Se desarrolla a continuación.
Se parte del segmento de recta constituido por el intervalo cerrado C0 = [0, 1], con
longitud L(C0) = 1. A continuación, se obtiene el conjunto C1, al remover de C0 la tercera
parte central, y reemplazarla por un triángulo equilátero con lados de longitud L(C0)3 =
1
3
al cual se le suprime la base, C1 está compuesto por 4 segmentos iguales y su longitud es:
L(C1) =
4
3L(C0). El mismo procedimiento se repite en las iteraciones siguientes, de modo
que para la k−ésima iteración L(Ck) = 43L(Ck−1). En la Figura 1.10 se representan las
primeras cuatro iteraciones en la construcción de la curva de Koch.
Cuando k → ∞ la longitud de la curva L(Ck) → ∞. De aqúı se concluye que la
curva de Koch tiene longitud infinita aunque puede ser dibujada en un segmento finito, es
continua en todos sus puntos sin embargo no es derivable en ninguno [48].
Una variación de la Curva de Koch es el Copo de Nieve de Koch. Este se construye
partiendo de un triángulo equilátero y siguiendo el mismo procedimiento que para la Curva
de Koch. El resultado de sus primeras tres iteraciones se aprecia en la Figura 1.11.
1.2.2.3. Triángulo de Sierpinski
La construcción de este conjunto fractal se describe a continuación [28].
Iniciando con la superficie de un triángulo equilátero de lado l = 1; su área se puede








y su peŕımetro P (S0) = 3 · l = 3.
Posteriormente, se trazan ĺıneas que unen los puntos medios de cada lado de S0. S1 es
el resultado luego de remover el triángulo central (no se remueve su peŕımetro), se obtienen
en total 3 triángulos equiláteros, cada uno de lado l1 =
1
2 , por tanto se define el área y






Figura 1.10. Primeras cuatro iteraciones en la construcción de la Curva de Koch.















donde S1 es un subconjunto de S0.
Para obtener S2 se repite el procedimiento anterior en cada uno de los 3 triángulos
que componen S1, el resultado son 3






El resultado final se puede ver en la Figura 1.12; se cumple qué S0 ⊇ S1 ⊇ S2 ⊇ · · · ,





El conjunto Sk para la k−ésima iteración está compuesto por 3k triángulos equiláteros
de lado lk = 2










tanto, el área total del triángulo en la iteración k es
A(Sk) = 3
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C0 C1
C2 C3
Figura 1.11. Construcción del Copo de Nieve de Koch.










El segmento de ĺınea que dibuja los bordes del triángulo Sk contiene los bordes de todos
los triángulos obtenidos en iteraciones anteriores, dado que Sk está compuesto por 3
k
triángulos equiláteros, cada uno con lado de longitud lk = 2
−k, el peŕımetro total de Sk
se puede escribir:






cuando k →∞ se tiene
ĺım
k→∞








Se puede concluir que cuando k → ∞ el área del triángulo converge a cero (1.12) y su
peŕımetro tiende a infinito (1.13). El Triángulo de Sierpinski es un objeto geométrico con
peŕımetro infinito pero sin área.
1.2.3. Autosimilaridad e invarianza de escala
“Al ampliar partes de un fractal, emergen estructuras que parecen ser idénticas al
original” [58]. Ésta es una definición simple y acertada de autosimilaridad. Cuando un
objeto puede ser expresado como la unión de objetos o patrones, donde cada uno de
ellos es una copia reducida del objeto completo, se habla de autosimilaridad exacta.
Cuando las partes conservan algunas propiedades estad́ısticas del original, se habla de
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S0 S1 S2
S3 S4 S5
Figura 1.12. Primeras cinco iteraciones del fractal Sierpinski Gasket.
autosimilaridad estad́ıstica o autoafinidad (i.e. las partes son parecidas al original).
Los fractales matemáticos como los vistos en la sección anterior son exactamente
autosimilares a diferencia de los fractales que se encuentran en la naturaleza, en
estos casos sus partes son parecidas al todo, v.g. helecho, brócoli. Derivada de esta
propiedad fundamental (autosimilaridad) se puede afirmar que los fractales presentan
invarianza de escala, esto significa que tienen la capacidad de mantener su geometŕıa (o
partes de ella) a diferentes escalas. Por esta razón no es posible determinar su escala
basándose únicamente en la forma del objeto. El Polvo de Cantor, la curva de Koch
y el triángulo de Sierpinski son exactamente autosimilares y presentan invarianza de escala.
1.2.4. Dimensión de similaridad
En esta sección se expone una definición de dimensión por similaridad (i.e. dimensión
fractal) descrita por Mandelbrot (1967) ([1],[47] y [48]).
Una ĺınea de longitud L = 1 puede ser dividida en M segmentos autosimilares más
pequeños, cada uno con longitud ε, entonces
L = M · ε = 1. (1.14)
La ĺınea se compone por M segmentos autosimilares con escala ε = 1/M . Ahora,
considerando el caso de una unidad de área A = 1, ésta puede ser dividida en M unidades
de área autosimilares más pequeñas, cada una con área ε2, como
A = M · ε2 = 1. (1.15)
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Figura 1.13. División de segmento de ĺınea, unidad de área y volumen en elementos autosimilares
de lado ε, tomada de [1].




Sea, una unidad de volumen V = 1, compuesta por M unidades autosimilares más
pequeñas, cada una con volumen ε3, entonces;
V = M · ε3 = 1. (1.16)
Una unidad de volumen se compone por M unidades autosimilares más pequeñas, con
escala ε = 1/(M
1
3 ).
La Figura 1.13 representa la división de objetos geométricos autosimilares. Las ecuaciones



































Ds es la dimensión de similaridad [1].
1.2.4.1. Cálculo de la dimensión de similaridad para algunos conjuntos fractales
A continuación se realiza el cálculo de la dimensión de similaridad Ds para tres con-
juntos fractales descritos en la sección 1.2.2.
Conjunto de Cantor
Al tomar el segmento de ĺınea inicial [0, 1], éste se divide en 3 segmentos iguales (ε = 1/3),
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El Polvo de Cantor, tiene dimensión fraccionaria entre 0 y 1.
Curva de Koch
Al tomar el segmento de ĺınea inicial [0, 1] de la curva, éste se divide en 3 segmentos iguales











La Curva de Koch, tiene dimensión fraccionaria, muy cercana a 1.
Triángulo de Sierpinski
Al tomar el triángulo equilátero inicial de lado l0 = 1, éste se divide en 4 triángulos












Los fractales vistos hasta ahora son exactamente autosimilares. Otro tipo de fractales
son los aleatorios, que son estad́ısticamente autosimilares. Cada parte de un fractal tiene
las mismas propiedades estad́ısticas que el conjunto completo, más no es una copia exacta,
esto ocurre con la mayoŕıa de elementos fractales en la naturaleza [1].
1.2.5. Dimensión Box Counting
La Figura 1.14 muestra una imagen satelital de un cuerpo de agua, a simple vista
se puede afirmar que tiene comportamiento fractal. En este caso como en la mayoŕıa
de los fractales naturales (v.g. ŕıo, helecho, costa de una isla) no es trivial el cálculo
de la dimensión de similaridad Ds empleando la ecuación (1.17), sin embargo, existe
una metodoloǵıa emṕırica que permite determinar la dimensión fractal en estos casos:
Box Counting. Se puede emplear para analizar cualquier estructura (hasta R3), además
es muy conveniente en el análisis de imágenes ya que su estructura asemeja los pixeles [60].
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Figura 1.14. Lake Powell desde la estación espacial EarthKAM Imagen: NASA/EarthKAM.org
(Agosto 4, 2017)
Para comenzar, se cubre el objeto con cuadros de lado δ que no se traslapan y se
cuenta la cantidad de cuadrados necesarios para cubrir el fractal (Γ(δ)). Similarmente se
pueden usar segmentos de ĺınea de longitud δ o cubos de lado δ.








cuadrados para cubrir el
objeto, donde DB es la dimensión Box Counting [1].





























vs log(Γ(δ)), para diferentes valores de δ y ajustar una recta por mı́nimos cuadrados
ordinarios (MCO) se puede estimar la dimensión fractal como
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D̂B = b. (1.22)
En algunos trabajos la recta se dibuja de la forma log(Γ(δ)) = −DBlog(δ) de modo que
D̂B = −b [60].
La Figura 1.15 muestra la aplicación de la metodoloǵıa para el caso de la curva de
Koch, aśı como el conteo de cajas Γ(δ) para diferentes valores de δ. Se puede calcular DB
empleado un solo valor de δ, teniendo en cuenta el resultado que se observa en la última












) = 1.2789. (1.23)
La Figura 1.16 muestra la construcción del gráfico log-log (log(1/δ), log(Γ(δ))), los
puntos representan los resultados obtenidos en la Figura 1.15. Al ajustar una recta por
MCO se obtiene DB = 1.2545, éste valor es muy similar al obtenido en en (1.18).
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δ = 1; Γ(δ) = 1 δ =
1
4





; Γ(δ) = 8 δ =
1
12
; Γ(δ) = 24
δ δ
Figura 1.15. Aplicación de la metodoloǵıa Box Counting para la curva de Koch, se vaŕıan los
valores de δ, el valor Γ(δ) corresponde al conteo de las celdas de lado δ que contienen
algún segmento de la curva (Elaboración propia).














Figura 1.16. Gráfico log-log para el cálculo de DB en el caso de la curva de Koch, donde (DB =
1.255) es la pendiente de la recta, ajustada por MCO (Elaboración propia)
2
Prueba de AEC basada en dimensión Box
Counting
En esta sección se expone en primera instancia la prueba gráfica y cálculo de la
dimensión fractal empleando la metodoloǵıa Box Counting bajo la hipótesis de AEC.
Posteriormente, se realiza el desarrollo teórico de la prueba y cálculo de la dimensión
fractal para el caso de un patrón puntual regular. Se compara el resultado de la prueba pa-
ra un patrón puntual regular con uno que presenta AEC con tamaños de muestra n iguales.
Finalmente se describe la interpretación de la prueba gráfica propuesta, a través de
una función realizada en el programa estad́ıstico R [54].
2.1. Desarrollo teórico de la prueba de AEC basada en la
dimensión Box Counting
Suponga un patrón puntual x bajo AEC, con una muestra n de eventos en A ∈ R2,
donde A es un cuadrado de lado k. Sea N(A) la variable aleatoria que cuenta el número
de eventos de x que ocurren en A de manera que N(A) ∼ Poisson(λ), la probabilidad de
que ocurran exactamente y eventos en un cuadrado de área |A| se puede escribir cómo:




De (2.1) se puede calcular la probabilidad de que ocurra al menos un evento en un
cuadrado de área |A| como
P (N(A) > 0) = 1− P (N(A) = 0) = 1− e
−λ (λ)0
0!
= 1− e−λ. (2.2)
Ahora, teniendo en cuenta el procedimiento para el cálculo de DB descrito en la
sección 1.2.5, es posible dividir el cuadrado original A de lado k en βi cuadrados (Ai) de
lado δi que no se traslapan (Figura 2.1), con área |Ai| = δ2i , donde δi es una fracción de
k, tal que δi =
k
i
, para i = 1, 2, ...,∞.
El área de A se escribe cómo:
28







Figura 2.1. Se puede dividir la ventana de observación A de lado k en βi cuadrados de lado δi
que no se traslapan.



















como el número de puntos por unidad de área |Ai|, τi, a pesar de que
este valor es diferente para cada |Ai| es constante a lo largo de la ventana de observación A.















Reemplazando (2.4) en (2.2), es posible determinar la probabilidad de que ocurra por
lo menos un evento en un cuadrado de área |Ai|, de modo qué
P (N(Ai) > 0) = 1− e−τi = 1− e−
nδ2i
k2 . (2.5)
Por otra parte, sea Γ(δi) la variable aleatoria que cuenta el número de celdas de lado




zi, donde: zi = IN(Ai) =
{
1 si N(Ai) > 0
0 si N(Ai) = 0
. (2.6)
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De (2.5) y (2.6), se puede definir el valor esperado de Γ(δi), como





































Aplicando log a ambos lados de (2.7) se obtiene






































A partir de la ecuación (2.8) se puede construir la gráfica log-log teórica para el cálculo
de la dimensión fractal por el método Box Counting.
El valor de log (E [Γ(δi)]) depende de la longitud de lado del cuadrado inicial (k) y
del número de eventos del patrón puntual (n).
En la primera partición, cuando i = 1, existe un único cuadrado inicial que contiene
todos los eventos, por tanto Γ(δ1) = δ1 = β1 = 1 y por tanto log(Γ(δ1)) = log(1) = 0.
Reemplazado en (2.8) y despejando log (1/(δ1)) se obtiene
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El resultado obtenido en (2.9) es el cruce de la curva con el eje x.
Nótese que ĺım
n→∞
log(1 − e−n) = log(1) = 0. Esto quiere decir que para valores muy
grandes de muestra n, el cruce de la curva con el eje x está determinado por el valor de k
y se puede calcular como −log(k).
En la Figura 2.2 se puede observar la comparación de gráficas teóricas resultantes de
(2.8) para diferentes valores de k, manteniendo constante n. Se evidencia en dicha figura
que el aumento de k se traduce en un desplazamiento de la curva a la izquierda.
Figura 2.2. Gráfico log-log bajo AEC obtenido a través de la ecuación (2.8), se realizan cuatro
curvas manteniendo constante n = 100 y con valores k=1,10,100 y 1000.
Dado que los patrones puntuales que se analizan en la práctica son finitos, no tiene
sentido continuar realizando particiones una vez que el valor esperado de puntos por
unidad de área es menor a uno (τi < 1) esto quiere decir que hay menor cantidad de
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Figura 2.3. La curva representa el gráfico log-log obtenido a través de la ecuación (2.8), para
un patrón puntual bajo AEC con n = 100 y k = 1. El punto representa los valores
cuando τi = 1, calculados según (2.11) y (2.12), el valor de la pendiente de la recta

















Reemplazando (2.11) y (2.10) en (2.8), se puede calcular log(E[Γ(δ√n)]) cuando τi = 1:












= 2log(k)− 2log(k) + log(n) + log(1− e−1)
= log(n) + log(0.6321206)
= log(n)− 0.1992001. (2.12)
Los valores definidos en (2.11) y (2.12), cuando τi = 1, representan el punto en cual la
curva cambia de pendiente. El resultado se puede ver en la Figura 2.3.
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En la Figura 2.4 se evidencia el efecto de la variación de n en la curva. Un aumento
en el tamaño de la muestra n se traduce en el aumento de amplitud de la curva.
Figura 2.4. Gráfico log-log bajo AEC obtenido a través de la ecuación (2.8), se dibujaron cua-
tro curvas manteniendo constante k = 1 y con diferentes tamaños de muestra
n=10,100,1000 y 10000.
2.1.1. Cálculo de la dimensión fractal por el método Box Counting bajo
la hipótesis de AEC
La gráfica teórica log-log para definir la dimensión fractal por el método Box Counting
que se obtiene con la ecuación (2.8) (i.e. bajo AEC) muestra un comportamiento
multifractal (i.e. tiene varias dimensiones fractales) y cambia de pendiente cuando τi = 1.
En este caso se observan dos dimensiones fractales. La primera dimensión fractal DB1
definida como la pendiente de la curva desde el origen cuando δ1 = k (i = 1, ver (2.9)),
hasta τi = 1 con δ√n (i =
√
n, ver (2.10)). La segunda dimensión fractal DB2 corresponde
a la pendiente de la curva desde τi = 1, hasta 1/δi →∞. En la Figura 2.3 se muestra un
ejemplo de cálculo de la primera dimensión fractal DB1.
Para determinar la primera dimensión fractal DB1, en el caso de un patrón
puntual completamente aleatorio, se define la pendiente de la recta desde el punto









Reemplazando (2.9), (2.11) y (2.12) en (1.21)






































= 2 · log(n)− 0.1992001
log(n) + log [1− e−n]
. (2.13)
n
10 100 500 1000 50000 100000 1000000
DB1 1.60 1.80 1.85 1.87 1.915 1.92 1.934
Tabla 2.1. Variación de la primera dimensión fractal DB1 (2.13), para diferentes tamaños de n.
DB1 depende de n, la Figura 2.3 muestra el resultado del cálculo de DB1 para el caso
k = 1 y n = 100. La tabla 2.1 muestra como el aumento en el tamaño de muestra n,





2 · log(n)− 0.1992001
log(n) + log [1− e−n]
= 2.
De lo anterior se puede concluir que la primera dimensión fractal DB1 para un patrón
puntual que presenta AEC, está dada por una recta con pendiente que tiende a 2, para
valores suficientemente grandes de n.
En la práctica, la curva se dibuja hasta cuando log(Γ(δi)) = log(n). Reemplazando
esta igualdad en (2.8)




































hasta el punto [log (1/(δi)) ,log(n)].
Reemplazando (2.11), (2.12) y (2.14) en (1.21) se tiene

































































































es decir, el valor de la segunda dimensión fractal (DB2), para un patrón puntual comple-
tamente aleatorio, depende del factor −(nδ2i )/(k2). DB2 tiende a cero cuando δi → 0.
2.2. Dimensión Box Counting para un patrón puntual espa-
cial regular
Suponga un patrón puntual totalmente regular, con una muestra n de eventos (Figura
2.5); el número de eventos del patrón puntual contenidos en un área |A| es una constante
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Figura 2.5. Simulación de un patrón puntual regular, en una ventana de 1x1 con n = 100, el
comportamiento se asemeja a un patrón de inhibición.
Siguiendo el procedimiento para el cálculo de DB, descrito en la sección 1.2.5, es
posible dividir el cuadrado original de lado k, en βi = i
2 cuadrados de lado δi; donde
δi es una fracción de k, de modo que δi = k/i, para i = 1, 2, ...,∞. Mientras exista
mayor o igual cantidad de puntos que de cuadrados de lado δi (i.e. n ≥ βi) todos los
cuadrados contienen elementos del patrón puntual, por lo qué Γ(δi) = βi, para todo βi ≤ n.














Note que (2.17) tiene forma similar a (1.20) y de alĺı se puede deducir DB = 2.
DB para un patrón puntual totalmente regular (2.17) no depende de n, solamente de
k. La Figura 2.6 evidencia el efecto de la variación de k. Un aumento en el tamaño inicial
del área de interés de lado k, se traduce en una traslación de la recta a la izquierda.
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Figura 2.6. Gráfico log-log obtenido a través de la ecuación (2.17) para un patrón puntual to-
talmente regular, se dibujan cuatro curvas manteniendo constante n = 100 y con
diferentes valores k=1,10,100 y 1000.
2.3. Comparación del comportamiento de la curva bajo AEC
con la recta teórica de un patrón puntual regular
La Figura 2.7 muestra una comparación entre el gráfico de un patrón regular (2.17) y
el de otro aleatorio (2.8) para el mismo tamaño de muestra n = 100 y k = 1. La curva
para los patrones de inhibición se comporta de manera similar al caso regular y se ubica
por encima de la curva bajo AEC.
2.4. Código e interpretación de la prueba gráfica basada en
dimensión Box Counting
Para evaluar el comportamiento de la prueba propuesta se creó una función en R
[54] (apéndice 4.3). Esta recibe como parámetros dos vectores de coordenadas x y y de
un patrón puntual observado. En primer lugar, calcula los valores de Γ(δi) observados
para cada δi = k/i, i = 1, 2, ..., n, retorna una matriz de tamaño n × 2 que contiene en
la primera columna los valores calculados log(1/δi) y en la segunda columna los valores
log(Γ(δi)). Posteriormente realiza una prueba de Monte Carlo con s = 100 simulaciones de
un patrón puntual bajo AEC (i.e. 95 % de significancia), con valores n y k del patrón pun-
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Figura 2.7. El gráfico muestra la comparación entre la recta log-log para un patrón regular,
calculada a través de la ecuación (2.17) y la curva bajo AEC obtenida a través de la
ecuación (2.8), ambos casos con k = 1 y n = 100.
tual observado, para cada una de las simulaciones realiza el cálculo de los valores log(Γ(δi)).
Para cada valor log (1/δi) se calcula log(Γ(δi)) y se construyen las bandas de confianza
definiendo como limite inferior el resultado ubicado con α = 0.025 % y como limite
superior el resultado ubicado con α = 0.975 % . Como resultado la función dibuja las
bandas de confianza en gris, calcula y dibuja la gráfica teórica bajo AEC según (2.8),
muestra en azul la curva para el patrón puntual observado y calcula los siguientes valores
para la curva aleatoria: cruce de la curva teórica con el eje x, valores de los ejes x y y
cuando τi = 1 y dimensión Box Counting DB1.
La Figura 2.8 y la Tabla 2.2, muestran el resultado de la aplicación de la prueba
propuesta para el caso de un patrón puntual regular con n = 100 y k = 1 (Figura 2.5).
En gris las bandas de confianza y en verde la curva bajo AEC. Para que no se rechace la
hipótesis nula, la curva del patrón puntual observado (en azul) debe encontrarse al interior
de las bandas de confianza. Una curva por encima de las bandas de confianza, como en éste
caso, indica que las observaciones siguen un patrón regular o de inhibición que también
resulta en una pendiente mayor para la primera parte de la curva y por tanto mayor
dimensión Box Counting. Una curva por debajo de las bandas de confianza revelaŕıa que
los datos corresponden a una realización de un patrón agregado (cluster).
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Figura 2.8. Resultado de la prueba gráfica para evaluar la hipótesis de AEA, para el caso de un
patrón regular con k = 1 y n = 100, la curva observada se ubica por encima de las
bandas de confianza, por tanto se rechaza la hipótesis nula.
2.4.1. Prueba de AEC basada en dimensión Box Counting y el efecto de
borde
Nótese que la metodoloǵıa Box Counting no se encuentra basada en distancias, sino en
particiones de la ventana de observación A. Por tanto, para la construcción de la prueba
no es necesario tener en cuenta información por fuera de A. De alĺı que es necesario
considerar y realizar correcciones al efecto de borde en la prueba gráfica basada en el
método de Box Counting.
Valores bajo AEC Calculado
Cruce con el eje x 0
Valor del eje x cuando τ = 1 0.8116246
Valor del eje y cuando τ = 1 1.4240492
Primera dimensión Box Counting DB1 1.7545662
Tabla 2.2. Valores resultado de la prueba de AEC basada en dimensión Box Counting, para el
caso de un patrón homogéneo de Poisson con valores n = 100 y k = 1.
3
Estudio de Simulación
Usando la libreŕıa Spatstat [9] del software R [54], se simulan patrones puntuales
homogéneos, regulares y agregados. En cada caso se evalúa la hipótesis de AEC, mediante
la prueba propuesta basada en el cálculo de la dimensión Box Counting, utilizando la
función descrita en el apéndice 4.3. El resultado se compara con los obtenidos a través de
pruebas gráficas basadas en las funciones F , G y K, respectivamente.
3.1. Patrón puntual homogéneo de Poisson
Se simularon cuatro realizaciones de procesos homogéneos de Poisson (i.e. comple-
tamente aleatorios), con diferentes tamaños de muestra n = 39, 466, 4895, 498953. El
resultado se presenta en la Figura 3.1. Para el caso de n = 498953 ya no es posible
distinguir los puntos por separado. La función de intensidad estimada de cada uno de
estos se muestra en la figura 3.2.
Se realizó la prueba para evaluar la hipótesis de AEC basada en el cálculo de la
dimensión Box Counting. El resultado en los cuatro casos se puede apreciar en la Figura
3.3 y en la Tabla 3.1. En los cuatro casos simulados la curva observada se encuentra
al interior de las bandas de confianza (color gris en la gráfica), por tanto se concluye
que no existe evidencia para rechazar la hipótesis de AEC. Para el caso n = 39 en la
Figura 3.3A son más evidentes las bandas de confianza ya que el rango de la gráfica es
menor. Cuando aumenta el rango de cálculo de la dimensión Box Counting, es decir,
cuando aumenta el tamaño de la muestra, se hace más dif́ıcil la percepción de las ban-
das, aunque un acercamiento en una ventana particular permitiŕıa corroborar el resultado.
Para cada conjunto de datos simulado se realizan también las pruebas gráficas de
AEC con base en las funciones F , G y K, con el fin de comparar los resultados con los
obtenidos mediante Box Counting. Las Figuras 3.4 a 3.6 muestran el resultado de la
pruebas gráficas basadas en las funciones F , G y K para los cuatro conjuntos de datos
simulados. En todos los casos la curva observada se ubica al interior de las bandas de con-
fianza (color gris en las gráficas). Por tanto, no existe evidencia para rechazar la hipótesis
nula y se concluye que el patrón se distribuye aleatoriamente en la ventana de observación.
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CAPÍTULO 3. ESTUDIO DE SIMULACIÓN 41
(A) Caso homogéneo de Poisson, n = 39. (B) Caso homogéneo de Poisson, n = 466.
(C) Caso homogéneo de Poisson, n = 4895. (D) Caso homogéneo de Poisson, n = 498953.
Figura 3.1. Simulaciones de patrón puntual aleatorio (i.e. homogéneo de Poisson), con diferentes
tamaños de muestra n=39,466,4895 y 498953.
Para el caso n = 498953 el cálculo de las bandas de confianza para la función F
presenta problemas desde el punto de vista computacional. Con tamaños de muestra
mayores a 3000, la prueba K no calcula corrección al efecto borde en su lugar realiza un
estimado.
De los resultados anteriores se puede concluir que la prueba gráfica basada en Box
Counting es satisfactoria, independientemente del tamaño de muestra. En éste último
sentido podŕıa ser preferible respecto a la prueba gráfica F que es computacionalmente
costosa (con el software R). Por otra parte, ya que la prueba propuesta no requiere hacer
corrección al efecto de borde, para tamaños de muestra mayores a 3000 puede ser más
precisa que la prueba gráfica basada en la función K.
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(A) Caso homogéneo de Poisson, n = 39. (B) Caso homogéneo de Poisson, n = 466.
(C) Caso homogéneo de Poisson, n = 4895. (D) Caso homogéneo de Poisson, n = 498953.
Figura 3.2. Gráfica de la funciones de intensidad para los casos de patrones aleatorios simulados
en la Figura 3.1, con diferentes tamaños de muestra n=39,466,4895 y 498953.
n Cruce de la curva
log-log con el eje x
Valor en el eje x
cuando λ = 1
Valor en el eje y
cuando λ = 1
Primera dimen-
sión fractal DB1
39 0 0.795532 1.391865 1.749606
466 0 1.334193 2.469186 1.850696
4895 0 1.844885 3.490553 1.892025
498953 0 2.849485 5.499770 1.930093
Tabla 3.1. Valores del resultado de la prueba basada en Box Counting, para patrones bajo AEC,
con diferentes tamaños de muestra, n= 39,466,4895 y 498953, se puede apreciar el
aumento de la primera dimensión fractal (DB1) a medida que el tamaño de muestra
es mayor.
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(A) n = 39. (B) n = 466.
(C) n = 4895. (D) n = 498953.
Figura 3.3. Prueba gráfica para evaluar la hipótesis de AEC a través de la dimensión Box Coun-
ting, para los casos simulados en la Figura 3.1, con n=39,466,4895 y 498953. En todos
los casos la curva observada se mantiene al interior de las bandas de confianza, por
tanto, se concluye que no hay evidencia para rechazar la hipótesis nula.
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(A) Función F con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 39.
(B) Función F con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 466.
(C) Función F con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 4895.
(D) Función F con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 498953.
Figura 3.4. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función F para
cuatro simulaciones de patrón puntual de Poisson. Se muestran en color gris las ban-
das de confianza calculadas mediante simulaciones de Monte Carlo [F̂lo(r), F̂hi(r)].
En color negro la curva calculada para el patrón observado F̂obs(r) y en color rojo la
curva teórica bajo AEC F̂theo(r).
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(A) Función G con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 39.
(B) Función G con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 466.
(C) Función G con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 4895.
(D) Función G con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 498953.
Figura 3.5. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función G para cua-
tro simulaciones de patrón puntual de Poisson. Se muestran en color gris las bandas
de confianza calculadas mediante simulaciones de Monte Carlo [Ĝlo(r), Ĝhi(r)]. En
color negro la curva calculada para el patrón observado Ĝobs(r) y en color rojo la
curva teórica bajo AEC Ĝtheo(r).
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(A) Función K con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 39.
(B) Función K con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 466.
(C) Función K con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 4895.
(D) Función K con bandas de confianza para
una simulación de patrón puntual de Pois-
son con n = 498953.
Figura 3.6. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función K para
cuatro simulaciones de patrón puntual de Poisson. Se muestran en color gris las ban-
das de confianza calculadas mediante simulaciones de Monte Carlo [K̂lo(r), K̂hi(r)].
En color negro la curva calculada para el patrón observado K̂obs(r) y en color rojo
la curva teórica bajo AEC K̂theo(r).
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3.2. Simulación de un patrón de inhibición
Se simularon cuatro realizaciones de proceso de inhibición estacionario utilizando el
Modelo II de Matérn en una ventana de observación de una unidad de área. Se procuró
que los tamaños de muestra resultantes para cada caso sean similares a los obtenidos en
la sección 3.1, en este caso los tamaños de muestra obtenidos son n=50, 441, 6952 y 456038.
Este proceso se genera partiendo de la simulación de un proceso uniforme de Poisson
con intensidad (λ). Para cada punto se define un tiempo de llegada que corresponde a un
número uniformemente distribuido entre [0, 1]; un punto es borrado del conjunto de datos
si se encuentra a una distancia menor de la distancia de inhibición ri (parámetro que se
determina durante la simulación) de otro punto con tiempo de llegada anterior [9].
La Figura 3.7 muestra la distribución espacial de los patrones simulados. Las respec-
tivas gráficas de la función de intensidad estimada se dan en la Figura 3.8.
En primer lugar, se realizó en cada caso la prueba gráfica para evaluar la hipótesis de
AEC mediante dimensión Box Counting. Su resultado se puede evidenciar en la Figura
3.9. Se aprecia, como es de esperarse, que la curva (con los cuatro tamaños de muestra)
se ubica por encima de las bandas de confianza. Como conclusión se rechaza la hipótesis
nula en favor de la hipótesis de inhibición.
Con el fin de verificar los resultados se realizaron las pruebas gráficas para evaluar
la hipótesis de AEC basadas en las funciones F , G y K. La gráfica resultante para el
caso de la función F con tamaño de muestra n = 50 no aportó evidencia suficiente para
rechazar la hipótesis nula (Figura 3.10A), para los tamaños de muestra n = 441 y 6952
(Figuras 3.10B y 3.10C) los resultados permiten rechazar la hipótesis nula y asumir que
los datos siguen un patrón de inhibición. Por otra parte, en el caso n = 456038 el cálculo
de las bandas de confianza para la función F presenta problemas desde el punto de vista
computacional (Figura 3.10D).
Por otra parte, la prueba gráfica basada en la función G permite rechazar la hipótesis
nula en todos los casos (Figuras 3.11A a 3.11D) en favor de que los datos siguen un
patrón de inhibición. Finalmente la prueba gráfica basada en la función K (Figuras 3.12A
a 3.12D) permite rechazar la hipótesis de AEA para los tamaños de muestra n = 50 y
n = 441 pero no aporta evidencia suficiente para rechazar la hipótesis nula en los casos
n = 6952 y n = 456038. Con tamaños de muestra mayores a 3000, la prueba K no calcula
corrección al efecto borde en su lugar realiza un estimado.
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(A) Simulación de patrón de inhibición,
Matérn II (λ = 100, ri = 0.07), tamaño
de muestra n = 50.
(B) Simulación de patrón de inhibición,
Matérn II (λ = 1000, ri = 0.025), tamaño
de muestra n = 441.
(C) Simulación de patrón de inhibición,
Matérn II (λ = 10000, ri = 0.005), tamaño
de muestra n = 6952.
(D) Simulación de patrón de inhibición,
Matérn II (λ = 1000000, ri = 0.0005), ta-
maño de muestra n = 456038.
Figura 3.7. Simulaciones de patrón puntual de inhibición utilizando el Modelo II de Matérn con
diferentes parámetros de intensidad (λ) y distancia de inhibición (ri).
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(A) Función de intensidad patrón de inhibi-
ción simulado en la Figura 3.8A, n = 50.
(B) Función de intensidad patrón de inhibición
simulado en la Figura 3.7B, n = 441.
(C) Función de intensidad patrón de inhibición
simulado en la Figura 3.7C, n = 6952.
(D) Función de intensidad patrón de inhibi-
ción simulado en la Figura 3.7D, n =
456038.
Figura 3.8. Gráficas de la función de intensidad estimada para las simulaciones de patrón de
inhibición de la Figura 3.7.
CAPÍTULO 3. ESTUDIO DE SIMULACIÓN 50
(A) Prueba gráfica para evaluar la hipótesis de
AEC, a través de la dimensión Box Coun-
ting, caso de patrón de inhibición simulado
con tamaño de muestra n = 50.
(B) Prueba gráfica para evaluar la hipótesis de
AEC, a través de la dimensión Box Coun-
ting, caso de patrón de inhibición simulado
con tamaño de muestra n = 441.
(C) Prueba gráfica para evaluar la hipótesis de
AEC, a través de la dimensión Box Coun-
ting, caso de patrón de inhibición simulado
con tamaño de muestra n = 6952.
(D) Prueba gráfica para evaluar la hipótesis de
AEC, a través de la dimensión Box Coun-
ting, caso de patrón de inhibición simulado
con tamaño de muestra n = 456038.
Figura 3.9. Resultados de la prueba gráfica para evaluar la hipótesis de AEC, a través de dimen-
sión Box Counting, para los casos de patrones de inhibición simulados en la Figura
3.7, con diferentes tamaños de muestra. En todos los casos se rechaza la hipótesis
nula, teniendo en cuenta que la curva observada se ubica por encima de las bandas
de confianza.
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(A) Función F con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 50.
(B) Función F con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 441.
(C) Función F con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 6952.
(D) Función F con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 456038.
Figura 3.10. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función F para
cuatro simulaciones de patrón puntual de inhibición Matérn II. Se muestran en
color gris las bandas de confianza calculadas mediante simulaciones de Monte Carlo
[F̂lo(r), F̂hi(r)]. En color negro la curva calculada para el patrón observado F̂obs(r)
y en color rojo la curva teórica bajo AEC F̂theo(r).
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(A) Función G con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 50.
(B) Función G con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 441.
(C) Función G con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 6952.
(D) Función G con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 456038.
Figura 3.11. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función G para
cuatro simulaciones de patrón puntual de inhibición Matérn II. Se muestran en
color gris las bandas de confianza calculadas mediante simulaciones de Monte Carlo
[Ĝlo(r), Ĝhi(r)]. En color negro la curva calculada para el patrón observado Ĝobs(r)
y en color rojo la curva teórica bajo AEC Ĝtheo(r).
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(A) Función K con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 50.
(B) Función K con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 441.
(C) Función K con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 6952.
(D) Función K con bandas de confianza pa-
ra una simulación de patrón puntual de
inhibición Matérn II, tamaño de muestra
n = 456038.
Figura 3.12. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función K para
cuatro simulaciones de patrón puntual de inhibición Matérn II. Se muestran en
color gris las bandas de confianza calculadas mediante simulaciones de Monte Carlo
[K̂lo(r), K̂hi(r)]. En color negro la curva calculada para el patrón observado K̂obs(r)
y en color rojo la curva teórica bajo AEC K̂theo(r).
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3.3. Simulación de patrón agregado
3.3.1. Patrón Puntual Thomas
Para evaluar el desempeño de la prueba propuesta bajo agregación espacial y comparar
está misma con las clásicas (basadas en funciones F , G y K) se simularon dos casos
particulares de proceso no homogéneo.
Neyman (1939), propuso un modelo basado en larvas de insectos. Que consiste en
un proceso de Poisson para grupos de larvas (hijos) alrededor de cada insecto (padre) [25].
Supóngase que ocurren m eventos padres, con una distribución Poisson(λ) y que
cada padre independientemente produce un número aleatorio de eventos hijos S, todos
ellos ocupando la misma posición que su padre. El número de padres m en una región
A sigue una distribución de Poisson con media λ|A|. El número de hijos en A, N(A) es
igual a S1 + ... + SM , y si la función generadora de probabilidad de S es fS(z), entonces
la función generadora de probabilidad de N(A) está dada por [25]:
f(z;A) = e−λ|A|{1−fS(z)}.
El proceso de Thomas es una variación del proceso Neyman que consiste en agre-
gaciones de patrones distribuidos aleatoriamente, cada hijo desplazado de su padre una
distancia isotrópica Gausiana N(0, σ2I) [6] e incluye los padres en el patrón final, esto
evita agregaciones de tamaño cero [25].
Se simuló un proceso Thomas con parámetros λ = 30, σ = 0.08 y µ = 20 (n = 524)
y otro con λ = 200 y µ = 200 manteniendo σ (n = 41832). Los patrones resultantes se
presentan en la Figuras 3.13A y 3.13C y sus correspondientes funciones de intensidad
estimadas en las Figuras 3.13B y 3.13D, respectivamente. Tanto la inspección de los
patrones como los gráficos de las funciones de intensidad estimada señalan que existe
agregación espacial.
Con ambas simulaciones se obtuvo el gráfico basado en Box Counting (Figu-
ras 3.14A y 3.14B). Estos indican que debe rechazarse la hipótesis de aleatoriedad en
favor de la agregación (puesto que las curvas están por debajo de las bandas de confianza).
Los gráficos correspondientes a las funciones F , G y K (Figuras 3.15A a 3.17B)
permiten llegar a la misma conclusión.
La conclusión general de la simulación en el caso del patrón agregado es igual a los
casos anteriores (aleatorio e inhibición). Es decir, la prueba basada en Box Counting
permite obtener resultados análogos a los que arrojan las funciones F , G y K. En casos
en que n aumenta la prueba propuesta es preferible a la F .
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(A) Simulación de patrón agregado,
Thomas(λ = 30, σ = 0.08, µ = 20),
tamaño de muestra n = 524.
(B) Función de intensidad para el patrón si-
mulado en la Figura 3.13A.
(C) Simulación de patrón agregado,
Thomas(λ = 200, σ = 0.08, µ = 200),
tamaño de muestra n = 41832.
(D) Función de intensidad para el patrón si-
mulado en la Figura 3.13C.
Figura 3.13. Las Figuras 3.13A y 3.13C representan dos simulaciones de patrón agregado Thomas
con diferentes parámetros y su función de intensidad en las Figuras 3.13B y 3.13D
respectivamente.
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(A) Thomas(λ = 30, σ = 0.08, µ = 20), ta-
maño de muestra n = 524.
(B) Thomas(λ = 200, σ = 0.08, µ = 200), ta-
maño de muestra n = 41832.
Figura 3.14. Prueba de aleatoriedad espacial para dos simulaciones de patrón puntual cluster,
Thomas(λ, σ, µ) con diferentes parámetros, mediante el uso de la dimensión Box
Counting.
(A) Función F con bandas de confianza para
una simulación de patrón puntual agrega-
do Thomas, tamaño de muestra n = 524.
(B) Función F con bandas de confianza para
una simulación de patrón agregado Tho-
mas, tamaño de muestra n = 41832.
Figura 3.15. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función F para dos
simulaciones de patrón puntual agregado Thomas. Se muestran en color gris las ban-
das de confianza calculadas mediante simulaciones de Monte Carlo [F̂lo(r), F̂hi(r)].
En color negro la curva calculada para el patrón observado F̂obs(r) y en color rojo
la curva teórica bajo AEC F̂theo(r).
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(A) Función G con bandas de confianza para
una simulación de patrón puntual agrega-
do Thomas, tamaño de muestra n = 524.
(B) Función G con bandas de confianza para
una simulación de patrón agregado Tho-
mas, tamaño de muestra n = 41832.
Figura 3.16. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función G para dos
simulaciones de patrón puntual agregado Thomas. Se muestran en color gris las ban-
das de confianza calculadas mediante simulaciones de Monte Carlo [Ĝlo(r), Ĝhi(r)].
En color negro la curva calculada para el patrón observado Ĝobs(r) y en color rojo
la curva teórica bajo AEC Ĝtheo(r).
(A) Función K con bandas de confianza para
una simulación de patrón puntual agrega-
do Thomas, tamaño de muestra n = 524.
(B) Función K con bandas de confianza para
una simulación de patrón agregado Tho-
mas, tamaño de muestra n = 41832.
Figura 3.17. Pruebas gráficas para evaluar la hipótesis de AEC con base en la función K para dos
simulaciones de patrón puntual agregado Thomas. Se muestran en color gris las ban-
das de confianza calculadas mediante simulaciones de Monte Carlo [K̂lo(r), K̂hi(r)].
En color negro la curva calculada para el patrón observado K̂obs(r) y en color rojo
la curva teórica bajo AEC K̂theo(r).
4
Aplicaciones
4.1. Base de datos Cells
En la Figura 4.1 se presenta el patrón espacial Cells (descrito anteriormente en la
sección 1.1.1) y su función de intensidad estimada. Es un ejemplo de patrón de inhibición.
Figura 4.1. Gráfica del patrón y función de intensidad para el conjunto de datos Cells, contenido
en el paquete Spatstat ([7] y [55]), representa los centros de 42 células biológicas
observadas mediante un microscopio en un corte histológico.
En la sección 1.1.5, se evaluó la hipótesis de AEC para este conjuno de datos a través
de pruebas basadas en las funciones F , G y K (Figuras 1.6B, 1.7B) y 1.5B). Como
resultado, en todos los casos se rechazó la hipótesis nula y se concluyó que se trata de un
proceso de inhibición.
En la Figura 4.2 se evalúa ahora la hipótesis de AEC empleando la prueba propuesta
basada en dimensión Box Counting. La curva calculada se ubica por encima de las bandas
de confianza, lo que indica que se rechaza la hipótesis nula. La prueba confirma los
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Figura 4.2. Contraste gráfico para evaluar la hipótesis de AEA a través de dimensión Box Coun-
ting, al conjunto de datos Cells [9]. La curva observada se ubica por encima de las
bandas de confianza, razón por la cual se rechaza la hipótesis nula y se concluye que
se trata de un patrón de inhibición.
resultados ya conocidos para este conjunto de datos, es decir que se trata de un patrón
de inhibición.
4.2. Base de datos Reedwood
Se trata de un ejemplo t́ıpico de patrón agregado (descrito anteriormente en la sección
1.1.1). Su distribución espacial y función de intensidad estimada se observa en la Figura 4.3.
Se evalúa la hipótesis de AEC mediante la prueba propuesta basada en dimensión
Box Counting (Figura 4.4). La curva calculada se ubica por debajo de las bandas de
confianza, por tanto se rechaza la hipótesis nula. En la sección 1.1.5, se evaluó la hipótesis
de AEC para este conjuno de datos a través de pruebas basadas en las funciones F , G
y K (Figuras 1.6C, 1.7C y 1.5C). En todos los casos se rechazó la hipótesis nula y se
concluyó que se trata de un proceso de agregado.
4.3. Base de datos Longleaf Pines
Otro ejemplo descrito anteriormente en la sección 1.1.1 es el patrón Longleaf Pines
la Figura 4.5 muestra su distribución espacial y función de intensidad estimada. No es
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Figura 4.3. Distribución espacial y función de intensidad del conjunto de datos Redwood conte-
nido en el paquete Spatstat [7]. Representa 62 secoyas en un cuadrado de 23 metros
de lado. Los colores claros muestran agrupamientos de árboles.
evidente asumir de qué tipo de patrón se trata.
La hipótesis de AEC para este conjunto de datos usando pruebas basadas en las fun-
ciones F , G y K fué evaluada en la sección 1.1.5 (Figuras 1.6D, 1.7D y 1.5D). En todos los
casos se rechazó la hipótesis nula y se concluyó que se trata de un patrón puntual agregado.
Finalmente, en la Figura 4.6 se evalúa la hipótesis nula empleando la prueba propuesta
basada en dimensión Box Counting. La curva calculada se ubica por debajo de las bandas
de confianza, lo que es evidencia para rechazar ésta hipótesis. La prueba confirma los
resultados ya conocidos para este conjunto de datos, concluyendo que se trata de un
patrón agregado.
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Figura 4.4. Contraste gráfico para evaluar la hipótesis de AEA a través de dimensión Box Coun-
ting, al conjunto de datos Redwood [9]. La curva observada se ubica por debajo de
las bandas de confianza, razón por la cual se rechaza la hipótesis nula y se concluye
que se trata de un patrón agregado o cluster.
Figura 4.5. Distribución espacial y función de intensidad del conjunto de datos Longleaf Pines
contenido en el paquete Spatstat [7]. Representa las coordenadas de ubicación 584
pinos en un área cuadrada de doscientos metros de lado (4 hectáreas) de bosque en
el condado Thomas (Georgia, USA) [23].
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Figura 4.6. Contraste gráfico para evaluar la hipótesis de AEA a través de dimensión Box Coun-
ting, al conjunto de datos Longleaf Pines [9]. La curva observada se ubica por debajo
de las bandas de confianza, razón por la cual se rechaza la hipótesis nula y se concluye
que se trata de un patrón agregado o cluster.
Conclusiones
• Se propone y desarrolla teóricamente una prueba para evaluar la hipótesis de AEC
basada en el cálculo de la dimensión fractal, mediante la metodoloǵıa Box Counting.
Bajo condiciones de AEC se definen dos dimensiones fractales. La primera DB1,
definida desde (1/δi) = 1 hasta τi = 1, depende del tamaño de muestra n. La se-
gunda DB2 desde τi = 1 hasta cuando (1/δi)→∞, tiende a cero cuando (1/δi)→∞.
Para realizar la prueba gráfica se realizan simulaciones de Monte Carlo y se obtienen
bandas de confianza bajo AEC. La prueba consiste en establecer si la curva obtenida
con los datos se ubica en el interior de las bandas de confianza calculadas bajo
aleatoriedad.
Los resultados teóricos y los análisis de datos reales y simulados permiten concluir
que curvas Box Counting por encima de las bandas de confianza corresponden a
patrones regulares, aśı mismo, las que están por debajo hacen referencia patrones
agregados.
• La prueba propuesta mostró buen desempeño en los tres escenarios (aleatoriedad,
inhibición y agregación), presentando incluso mejor comportamiento que las
funciones F y K. El resultado también fué el esperado en las aplicaciones con datos
reales. En ningún caso se presentaron inconsistencias respecto a lo obtenido con las
pruebas tradicionales basadas en las funciones F , G y K. Una de las ventajas de la
prueba es que no es necesario considerar efecto de borde, ya que se basa únicamente
en particiones de la ventana de observación.
• En casos de patrones puntuales espaciales con valores grandes de n, la función F
presenta inconvenientes en la generación de las bandas de confianza. La función K
muestra inconvenientes para descartar la hipótesis nula en el caso de patrones de
inhibición y no calcula el efecto de borde, sino que realiza una estimación. En estos
casos la prueba propuesta podŕıa ser mejor alternativa.
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Trabajo futuro
• El presente trabajo deja abierta la exploración de la teória de fractales en el estudio
de patrones puntuales espaciales. Una tarea es estudiar el comportamiento de la
prueba de AEC basada en dimensión Box Counting para casos particulares en que
las pruebas gráficas tradicionales presenten inconvenientes, como en el caso de los
patrones puntuales h́ıbridos [8].
• Hacer la implementación de la prueba propuesta en una libreŕıa del software R,
mejorando sus tiempos de respuesta.
• Profundizar en el significado de la dimensión fractal que resulta de la aplicación de
la prueba propuesta aśı como las aplicaciones de la teoŕıa de fractales al modelar
patrones puntuales espaciales.
• Realizar el desarrollo teórico de la prueba propuesta para el caso de patrones
puntuales en R3.
• Extender la teória considerada al caso de patrones puntuales espacio-temporales.
• Para el caso de patrones marcados espacio-temporales plantear un modelo dinámico




La función BoxCountingDim escrita en R [54], realiza el contraste gráfico que
permite evaluar la hipótesis de AEC, mediante simulaciones de Monte Carlo. Calcula y
grafica las bandas de confianza y curva teórica bajo la hipótesis nula, dibuja la curva
log-log observada, lo que permite comparar su comportamiento y rechazar H0 cuando ésta
se ubica fuera de las bandas de confianza. A continuación se muestra el código fuente,
que si bien es susceptible de mejoras, presenta buen desempeño.
1 ########Función que r e a l i z a e l t e s t de a l e a t o r i e d a d propuesto##############
2 BoxCountingDim=func t i on (X1 , Y1) {
3 k=max(X1 , Y1)





9 f o r ( i in 2 : n) {
10 i=1+i
11 k0=k/ i
12 (XY=unique ( data . frame ( c e i l i n g (X/k0 ) , c e i l i n g (Y/k0 ) ) ) )
13 (Na=length (XY$ c e i l i n g .X. k0 . ) )
14 Nd=c (Nd, Na)
15 de l=c ( del , k0 )
16 }
17 m=matrix ( c ( log10 (1 / de l ) , log10 (Nd) ) , nco l =2)
18 re turn (m)
19 }
20 b1=BoxCount1 (X1 , Y1)
21 z=100
22 n=length ( b1 [ , 1 ] )
23 nn=subset ( b1 , b1 [ ,2]== log10 (n) )
24 nmin=min (nn)
25 de l=b1 [ , 1 ]
26 todos=matrix ( nrow=n , nco l = z )
27 f o r ( i in 1 : z ) {
28 x=r u n i f (n , 0 , k )
29 y=r u n i f (n , 0 , k )
30 as . vec to r (b<−BoxCount1 (x , y ) [ , 2 ] )




33 bandas=matrix ( nrow=n , nco l =2)
34 f o r ( i in 1 : n) {
35 banda=range ( todos [ i , ] )
36 bandas [ i , ]= banda
37 }
38 p1=data . frame ( del , bandas [ , 1 ] )
39 p2=data . frame ( del , bandas [ , 2 ] )
40 names ( p2 )=c ( ”px” , ”py” )
41 names ( p1 )=c ( ”px” , ”py” )
42 p1 <− p1 [ order (−de l ) , ]
43 pp=rbind ( p2 , p1 )
44 p lo t ( del , bandas [ , 1 ] , type=” l ” , c o l=” gray ” , main=” log−l og con bandas de
con f i anza ” , cex . main =0.7 , cex . lab =0.7 , xlab=expr e s s i on ( l og (1 / de l t a [ i ] ) ) , y lab
=expr e s s i on ( l og (N( de l t a [ i ] ) ) ) )
45 l egend ( ” bottomright ” , c ( ”Bandas de con f i anza ” , ”Curva Teór ica ” , ”Observado” ) ,
c o l=c ( ” gray ” , ”Green” , ”Blue” ) , l t y = 1 , border=” gray ” , cex = 0 . 7 )
46 polygon (pp$px , pp$py , c o l=” gray ” , border = ” gray ” )
47 po in t s ( del , b1 [ , 2 ] , type=” l ” , c o l=”Blue” )
48 d e l t a=k/ seq (1 , n )
49 logN=2∗ l og10 ( k )−2∗ l og10 ( d e l t a )+log10 (1−exp(−n∗ d e l t a ˆ2/k ˆ2) )
50 po in t s ( log10 (1 / de l t a ) , logN , type = ” l ” , c o l=”Green” )
51 t e o r i c a<−f unc t i on (n , k ) {
52 d e l t a=k/ seq (1 , n )
53 logN=2∗ l og10 ( k )−2∗ l og10 ( d e l t a )+log10 (1−exp(−n∗ d e l t a ˆ2/k ˆ2) )
54 crucex=−1∗ l og10 ( k )−1/2∗ ( log10 (1−exp(−1∗n) ) )
55 i n f l e y=log10 (n) −0.1992001
56 i n f l e x =1/2∗ l og10 (n)−l og10 ( k )
57 DB1=2∗ ( log10 (n) −0.1992001) / ( log10 (n)−l og10 (1−exp(−1∗n) ) )
58 r e s=c ( crucex , i n f l e x , i n f l e y ,DB1)
59 nombres=c ( ”Cruce x” , ” i n f l e x . x” , ” i n f l e x . y” , ”DB1” )
60 f=data . frame ( nombres , r e s )
61 re turn ( f )
62 pr in t ( f )
63 }
64 t e o r i c a (n , k )
65 }
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