Purpose: Integrating a linac with a magnetic resonance imager (MRI) will revolutionize the accuracy of external beam radiation treatments. Irradiating in the presence of a strong magnetic field, however, will modify the dose distribution. These dose modifications have been investigated previously, mainly using Monte Carlo simulations. The purpose of this work is to experimentally verify the use of the EGSnrc Monte Carlo (MC) package for calculating percent depth doses (PDDs) in a homogeneous phantom, in the presence of a realistic parallel magnetic field. Methods: Two cylindrical electromagnets were used to produce a 0.207 T magnetic field parallel to the central axis of a 6 MV photon beam from a clinical linac. The magnetic field was measured at discrete points along orthogonal axes, and these measurements were used to validate a full 3D magnetic field map generated using COMSOL Multiphysics. Using a small parallel plate ion chamber, the depth dose was measured in a polystyrene phantom placed inside the electromagnet bore at two separate locations: phantom top surface coinciding with top of bore, and phantom top surface coinciding with center of bore. BEAMnrc MC was used to model the linac head which was benchmarked against the linac's commissioning measurements. The depth dose in polystyrene was simulated using DOSXYZnrc MC. For the magnetic field case, the DOSXYZnrc code was slightly modified to implement the previously calculated 3D magnetic field map to be used in the standard electromagnetic macros. Results: The calculated magnetic field matched the measurements within 2% of the maximum central field (0.207 T) with most points within the experimental uncertainty (1.5%). For the MC linac head model, over 93% of all simulated points passed the 2%, 2 mm c acceptance criterion, when comparing measured and simulated lateral beam and depth dose profiles. The parallel magnetic field caused a surface dose increase, compared to the no magnetic field case, due to the Lorentz force confining contaminant electrons within the beam. The surface dose increase was measured to be approximately 10% (relative to no field D max ) when the phantom surface coincided with the top of the electromagnet's bore. This effect was enhanced by moving the phantom surface to the center of the magnet's bore in relatively high magnetic field (> 0.13 T). The surface dose for this setup increased by 30% and the entire buildup region was affected. When the dimensions and composition of the ion chamber air cavity and entrance window were included, EGSnrc was able to accurately simulate these dose increases, both at the surface and in the buildup region. All the simulated points were within 1% of the measurements for both setups. The ferromagnetic linac head was determined to have a negligible effect on the final PDD comparison. Conclusions: Irradiating in the presence of a parallel magnetic field causes measurable surface and buildup depth dose increases. We have experimentally verified that the EGSnrc Monte Carlo package is able to accurately calculate the PDDs with these surface and buildup dose modifications in a homogeneous phantom.
INTRODUCTION
The integration of an external radiotherapy unit (linac) with a magnetic resonance imager (MRI) has been an active area of research over the past decade. [1] [2] [3] The ultimate goal of such an integrated Linac-MR system is to use the MRI's exquisite soft tissue contrast to acquire real-time images of the irradiated volume and adapt the treatment delivery concurrently. [1] [2] [3] Tracking moving tumors, and adapting the plan to changes in the tumor's shape and size as well as to changes in the patient's anatomy would allow for a reduction in treatment margins and lead to increased healthy tissue sparing.
At the Cross Cancer Institute (Edmonton, Canada), we have developed a system consisting of a bi-planar MRI mechanically coupled to a linear accelerator such that both MRI and linac rotate in unison around the patient. 1, 4 Two different Linac-MR configurations have been proposed by our group to date. The first configuration system has the linac mounted on the side of the bi-planar magnet, freely irradiating between the two pole plates. This has been termed a transverse (or perpendicular) configuration linac-MR as the MRI's main magnetic field is perpendicular to the radiation beam's central axis (CAX). For the second configuration, the linac irradiates through an open port in one of the pole plates. As the main magnetic field is parallel to the beam's CAX, this is called a parallel configuration Linac-MR. Both these configurations have been previously described in detail. 1, [4] [5] [6] It has been previously shown that systems with a transverse magnetic field configuration suffer from significant dose modifications when compared to conventional, no magnetic field, treatments. [7] [8] [9] [10] These modifications are caused by the Lorentz force altering the trajectory of the dose depositing, secondary electrons inside and near the exit surface of the patient. Effects such as the electron return effect (ERE), 8 depth dose modifications, and lateral beam profile shifts have all been investigated, and shown to increase the exit surface dose and to create hot and cold spots at tissue-air or tissuelung interfaces. These dose perturbations generally become more severe at higher magnetic field strengths. 9 The aforementioned dosimetric effects are considerably reduced for a parallel magnetic field configuration system, with the ERE reduced from~40% (transverse magnetic field) to < 5% of the isocenter dose, 4 as the Lorentz force no longer causes the secondary electrons to return, but simply confines their lateral spread within the beam area. The electron path confinement, however, results in an increased number of contaminant electrons being concentrated within the beam area by the parallel magnetic field. These extra contaminant electrons, originating in the linac head and in the irradiated air column between the linac head and the patient, will cause an increase in the surface and buildup doses of the patient. The magnitude of this increase depends on the configuration and strength of the main magnetic field and of the fringe fields. The surface dose increase has been calculated using MC to be as high as > 400% 11 of D max for unrealistic fringe magnetic fields (or for magnets with no yoke), and as low as 3% 5 for realistically small fringe magnetic fields (or for magnets with appropriately designed yokes) for a 20 9 20 cm, 2 6 MV photon beam in the presence of a 0.5 T magnetic field.
A precise understanding of all the magnetic field dose effects is paramount to the clinical implementation of an integrated linac-MR unit. All the magnetic field induced dose differences compared to a conventional treatment have to be thoroughly understood and incorporated in the treatment planning process. The MC simulation method of dose calculation is typically considered one of the most accurate methods of calculating dose distributions in a given geometry. 12 The two main MC packages that have been used extensively so far to simulate the magnetic field effects for integrated linac-MR units are Geant4 3, 8, 13, 14 and EGSnrc, 4, 5, 10, 15 with the PENELOPE package also having been used in determining the change in the response of selected detectors in magnetic field. 16, 17 Geant4 dose calculations, in the presence of a magnetic field for a transverse linac-MR, have been experimentally validated by Raaijmakers et al.
14 using a small magnet for the experimental setup. Malkov and Rogers 18 have recently compared EGSnrc calculated point doses for the NE2571 ion chamber to measurements 19 in the context of ion chamber response with various magnetic field strengths. However, to date, EGSnrc depth dose calculations in phantom or patient in the presence of a parallel magnetic field have not been verified by experiment. The purpose of the current study is to experimentally explore the accuracy of EGSnrc calculated depth doses in a homogeneous tissue-like phantom, with a slight modification to the EGS code required to read in the 3D magnetic field map and use it in the standard electromagnetic field macros as previously described. 5, 15 This is achieved by verifying the agreement between the EGS calculated percent depth doses (PDDs) and the measurements performed using a parallel plate ion chamber in a polystyrene phantom placed inside the bore of a solenoidal electromagnet and irradiated using a clinical linac.
MATERIALS AND METHODS

2.A. Electromagnet measurement setup
Two solenoid electromagnets (model 3472-70, GMW Associates, San Carlos, CA, USA) were used to produce a magnetic field parallel to a 6 MV photon beam. Each of these electromagnets consists of two cylindrical copper coils connected in series, with water cooled disks above, below, and in between them, shown as thin gray bands in Fig. 1 . The electromagnets have an outer diameter of 39.4 cm, and an inner diameter of 17.7 cm, while each copper coil and water cooling disk have a height of 5.15 cm and 0.95 cm, respectively. The two electromagnets were stacked on top of each other, electrically connected in series, and placed on a wooden stand as shown in Fig. 1 . To reduce the distortion in the magnetic field, the stand was constructed with no metal components. The wooden stand with the two electromagnets on top was placed on the floor of the treatment vault, and the bore was centered in the 6 MV beam of a Varian Silhouette linac (Varian Medical Systems, Palo Alto, CA, USA). The magnetic field at the center of the 26.3 cm deep, 17.7 cm diameter common bore was measured to be 0.207 T, for a 69.0 A current. This magnetic field is close to the highest obtainable with this experimental setup, as the maximum allowed current for the two electromagnets is 70.0 A.
The magnetic field distribution resulting from the two GMW electromagnetic coils is different from the magnetic field distribution of a parallel configuration linac-MR. Magnetic field homogeneity is significantly poorer compared to the imaging magnet, and the fringe magnetic fields, in a relative sense, are significantly larger as the experimental magnet is yokeless. However, the experimental magnet was mobile enough to be placed in a clinical linac vault to study the increase in surface and buildup doses. For the parallel linac-MR configuration, both the COMSOL calculation of the 3-D magnetic field distribution and formation of a validated linac head model are very complex and being pursued. This experimental magnet provided a more controlled, simple approach to test the EGSnrc Monte Carlo system with a realistic, variable, parallel magnetic field.
A polystyrene phantom was custom built for measurements inside the parallel field electromagnet as shown in Fig. 2 . The phantom had a rail design that allowed the ion chamber insert to be reproducibly stepped up or down within the magnet bore with various thicknesses of buildup material on top. The dimensions of the phantom were 13 9 13 9 28 cm when fully loaded with buildup inserts, with rounded corners that allowed it to be easily inserted in the electromagnet bore. The buildup inserts were 0.1 cm and 0.6 cm thick, and the 1.4 cm thick ion chamber insert was custom built. A small PTW Markus parallel plate ion chamber (PTW, Freiburg, Germany) was snuggly fit in the phantom's ion chamber insert for the depth dose measurements. This ion chamber has a 0.03 mm polyethylene entrance window, 5.3 mm diameter collector electrode and 2.0 mm electrode separation, and it is small enough to fit and be easily centered in the electromagnet bore.
Air gaps around cylindrical ion chambers are known to alter the chamber response in a transverse magnetic field. 20 The sensitive volume of the Markus ion chamber used in this study is embedded by design in the acrylic body of the chamber with a guard ring, making air gaps virtually nonexistent. Air gaps may potentially exist only between the entrance window and the buildup material layers. However, magnetic field lines at the location of the chamber within the electromagnet's volume are essentially parallel to the radiation beam. Therefore, the presence of a possible slab like air gap in a parallel magnetic field is expected to have a minimal impact on our parallel plate ion chamber's response.
Two experimental setups were used with regard to the position of the phantom within the electromagnet's bore. The first setup had the surface of the phantom at approximately the same height (AE2 mm) as the top of the electromagnets, as shown in Fig. 3(a) , with a source to surface distance (SSD) of~170 cm, while for the second setup, the top surface of the phantom was aligned with the center of the bore [given by the plane where the top electromagnet rests on the bottom one, Fig. 3(b) ], with an SSD of~183 cm.
2.B. Simulating the linac
The EGSnrc MC Package was first used for modeling the high-energy Varian Silhouette linac. All the MC simulations were run on the Westgrid (Western Canada Research Grid) computing cluster. The linac head components were modeled, based on the dimensions and materials provided by the manufacturer, using BEAMnrc, while the depth dose and lateral beam profiles in a water phantom were scored using DOSXYZnrc. The simulated head components were from top to bottom: target, primary collimator, vacuum window, flattening filter, ion chamber, mirror, and collimator jaws. The simulated lateral beam profiles and depth dose curves were compared to the commissioning data measured using a water tank (Blue Phantom, IBA Dosimetry, Bartlett, TN, USA) and an IC-10 ion chamber.
The EGSnrc parameters used for the BEAMnrc linac head simulations were as follows: directional bremsstrahlung splitting, with a splitting radius equal to the field size (5 cm, 10 cm, 20 cm, and 40 cm), as recommended by the BEAMnrc manual, 21 a distance from the bremsstrahlung target to the isocenter (where the field size is defined) of 87.3 cm, and a splitting factor of 1000. The Russian roulette plane was placed approximately 0.12 cm above the bottom of the flattening filter (~12.82 cm from the top of the target). The global electron (ECUT) and photon (PCUT) cut-off energies were set to 0.700 MeV and 0.01 MeV, respectively, for all the linac head components simulated in BEAMnrc, except for air which had ECUT = 0.521 MeV. This parameter set was chosen to speed up the calculation while generating a realistic contaminant electron fluence in the air column within, and right below the linac head, and was achieved by using a modified cross-sectional data file for the BEAMnrc simulations. In this modified data file, air was the only material with cross-sectional data for electron energies below 0.700 MeV (i.e., AE = 0.521 MeV only for air). This ensured that, for all the higher density materials used in the simulation of the treatment head, electrons with energies below 0.700 MeV (including rest mass) would be absorbed locally, while in air, the contaminant electrons could be tracked all the way down to an energy of 0.521 MeV before stopping. For all the DOSXYZnrc simulations, ECUT and PCUT were set to 0.521 MeV and 0.01 MeV, respectively, and the regular (521i-cru.pegs4dat) cross-sectional data file was used.
A phase space was scored 12 cm below the jaws of the linac, slightly (1.4 cm) above the Mylar exit window, and used as the input for DOSXYZnrc (ISOURCE 2, phase space source incident from any direction). Scoring the phase space file below all the components of the linac head would allow us to use the exact same phase space file for our magnetic field simulations once an acceptable match to the commissioning measurements was obtained. The DOSXYZnrc water phantom was modeled to be 66 9 66 9 50 cm 3 , approximately the same dimensions as the water tank used during the commissioning measurements. As the measured data were acquired using an IC-10 ion chamber with an active volume of 0.14 cm 3 and data points were acquired every 0.02 cm, two different phantoms were simulated in DOSXYZnrc to emulate the measurements. One phantom was used for scoring PDDs and had 0.5 9 0.5 9 0.1 cm 3 voxels, while the other phantom was used for scoring lateral beam profiles and had 0.1 9 0.5 9 0.5 cm 3 voxels. A five voxel moving average was used in the 0.1 cm direction to emulate a 0.5 9 0.5 9 0.5 cm 3 volume sampling the dose with an interval of 0.1 cm either down along the beam's central axis or across the beam profile. This process resulted in volume averaging of data points, similar to the one caused by the IC-10 ion chamber, separated at 0.1 cm intervals both in the lateral and depth directions. To speed up the simulations, and as the water phantoms were homogeneous, the HOWFARLESS algorithm was used. This algorithm yields accurate dose results across all energies while improving the simulation efficiency by up to~30%. 22 The spatial and energy distribution of the electron beam hitting the target in the BEAMnrc simulations were both modeled as Gaussian functions. The mean and full width half maxima (FWHM) of these Gaussians were adjusted until the simulated beam profiles and depth dose profiles matched the measurements. As described by Sheikh-Bagheri and Rogers, 23 the small field (5 9 5 cm 2 ) profiles are virtually insensitive to the electron beam energy, but are extremely sensitive to the electron beam focal spot size, while large field profiles (40 9 40 cm 2 ) are sensitive to both the energy and size of the electron beam hitting the target. Thus, starting with the recommended parameters, 23 the size of the electron beam was adjusted until the 5 9 5 cm 2 profile at a depth of 10 cm in water matched the measured one. Then, keeping the same electron beam size as in the previous step, the energy of the electron beam was adjusted until the 40 9 40 cm 2 beam profile at 10 cm depth matched the measurements. Intermediate field sizes of 10 9 10 cm 2 and 20 9 20 cm 2 were also investigated. For each of the four field sizes, the simulated PDD, and the cross beam profiles at 1.5 cm, 5.0 cm, 10.0 cm, and 20.0 cm depths were compared to the ones measured during the commissioning process. Each curve was separately compared using a c factor 24 analysis with a 2%, 2 mm acceptance criterion without using a threshold.
To obtain a better match, the BEAMnrc default global Monte Carlo transport parameters for bremsstrahlung angular sampling and the bremsstrahlung cross sections had to be changed from their default values, 'Simple' and 'BH' (Bethe-Heitler), to the more accurate 'KM' (Koch-Motz) and 'NRC', respectively. 'Simple' determines the emission angle of bremsstrahlung photons by using only the leading term in the Koch-Motz distribution, while the 'KM' option uses the full modified Koch-Motz equation (2BS). 21, 25 The 'NRC' option ensures the NIST bremsstrahlung cross-section database is used and includes corrections for electron-electron bremsstrahlung 21 .
2.C. Measurement and simulation of the magnetic field
An accurate 3D magnetic field map extending all the way to the linac head was required for implementing the magnetic field of the two GMW electromagnets into the MC simulations. The magnetic field was measured using a three-axis Hall magnetometer (Model THM1176, Metrolab Technology SA, Switzerland), with the electromagnets placed in the treatment vault under the linac head. The magnetic field measurements were performed along the three orthogonal axes presented in the Fig. 4 insert, and the measurements were repeated on different days.
The axial component of the magnetic field (B Z ) was measured along the central axis of the electromagnets (the Z axis in Fig. 4 insert) starting from the center of the common bore, and continuing toward the linac head up to a distance of 110 cm from the magnet center. Both the radial and the axial components (B X and B Z , respectively) were measured from À50 cm to +50 cm in both the X and Y directions. For this set of measurements, the magnetic field values were acquired in a plane corresponding to the top of the two magnets (Z~14 cm), parallel to the X and Y axes (see Fig. 4 insert) .
By using the GMW coil dimensions mentioned in Section 2.A, 3D magnetic field maps were simulated using the finite element method (FEM) in COMSOL Multiphysics V4.4 (Burlington, MA, USA), as our group has previous experience in simulating magnetic fields using COMSOL. 6 In our current simulations, the four copper coils were modeled as solid copper, and placed in an air-filled spherical domain 5.0 m in radius with the appropriate magnetic-insulation boundary conditions, where at the inside surface of the sphere B Á n ¼ 0 ( B is the magnetic field vector, and n is the normal vector). A homogeneous current density was assumed in each individual coil in a circular direction around their central axis, where the current density was adjusted to 2.84 9 10 6 A/m 2 to match the 0.207 T magnetic field magnitude measured in the center of the bore. The fields were calculated with default settings using the FGMRES solver, and the mesh consisted of 393091 tetrahedral elements, a minimum element quality of 0.01073 with an element volume ratio of 2.575 9 10 À7 ; refining the mesh further had no effect on the field solution. A parameterized dataset spanning 1.0 m in the Y-plane and 2.0 m in the Z-plane, sampled in 1.0 cm intervals was then used to generate and export B Z and B X field components from COMSOL. Using azimuthal symmetry, this 2D magnetic field solution was then used to generate a 3D magnetic field map containing the magnetic field components B X , B Y , and B Z at 1.0 cm intervals in all directions. The final magnetic field map extended from À50 cm to +50 cm in the X and Y directions, and from À20 cm to +182 cm in the Z direction. This map was validated using the magnetic field measurements, and then implemented in EGSnrc.
2.D. EGSnrc simulations in the presence of a magnetic field
To implement the magnetic field in EGSnrc, the macro packages dosxyznrc_user_macros.mortran and emf_macros.-mortran were modified as previously described. 4, 10, 15 These two macros are called at the end of a charged particle transport step performed in the absence of an electromagnetic field. This approach is based on the implementation by Alex F. Bielajew 26, 27 where the transport in the presence of an electromagnetic (EM) field is superimposed on the field-free charge particle transport. This method implements the approximation that if over the charged particle's step: (a) the change in the particle's kinetic energy is small, (b) the change in the EM field magnitude is small, and (c) the relative change in the particle's direction of motion due to the Lorentz force is also small, then the deflections of charged particles caused by inelastic scattering, multiple scattering and by the EM fields can be decoupled. To ensure that the conditions (a), (b), and (c) are all met simultaneously, emf_macros.mortran uses macros that restrict the step size by imposing upper limits on the amount of deflection in the EM field (EMULMT), the amount of energy loss in the EM field (EMELMT), the amount the EM field changes over the transport step (EMFLMT), and finally on the average amount of change of the direction vector due to multiple scattering (EMMLMT). After a few test simulations, we decided to use the default values for these parameters (EMELMT = 0.02; EMFLMT = 0.02; and EMMLMT = 0.20), except for EMULMT which was changed from 0.02 to 0.001. This caused the step sizes to be shorter, and thus increased the simulation time~2.9 times compared to using the default EMULMT = 0.02, but resulted in a better agreement of the final results with measurements.
The DOSXYZnrc macros were modified in-house to read the full 3D magnetic field map simulated using COMSOL, and to interpolate for any possible particle location. This caused a further increase in simulation time by a factor of 3.5. The same phase space file obtained without a magnetic field was used for both the no magnetic field and with magnetic field DOSXYZnrc simulations. The linac head contains magnetic parts that will modify the magnetic field along the beam path between the target and the Mylar exit window below the collimator jaws. However, we considered that the magnetic field was weak enough (measured~6.4 G at the Mylar window) that it would not significantly modify the contaminant electron trajectories above the linac exit window located 13.4 cm below the lower jaw.
The linac head presence was also not taken into account when calculating the magnetic field. Thus, we are assuming that the ferromagnetic linac head parts only influence the area of very small magnetic field in their immediate vicinity, and have a minimal influence on the magnetic field around the phantom placed at a large SSD, which should lead to negligible effects on the final PDD simulations. To test this assumption, an iron cylinder (20 cm tall, 90 cm diameter) was placed in the COMSOL simulation with its bottom part at a distance of 130 cm from the center of the magnet, approximately where the linac head is located in the experimental setup, and at the same height as the phase space file in the simulations. The magnetic field recalculated with this iron cylinder in place was implemented in DOSXYZnrc and fulldepth dose profiles were simulated for each of the two setups. These were compared to the depth dose curves obtained using the magnetic field calculated without the iron plate.
For the surface and in the buildup region, the simulated PDD values depend on the voxel size in the depth direction. Thus, to emulate the volume averaging present in the measurements, a 0.5 9 0.5 9 0.2 cm 3 cuboid air cavity with a 0.5 9 0.5 9 0.003 cm 3 polyethylene window above the air cavity were simulated inside a 13 9 13 9 28 cm 3 polystyrene block at each measurement depth in separate MC simulations. The whole simulated setup was surrounded by air on all sides. The actual (cylindrical) air cavity of the ion chamber is approximated as a cuboid because DOSXYZnrc only allows cuboidal geometries. More importantly, the chamber dimension in the depth direction (0.2 cm) is accurately modeled to simulate the volume averaging. A more accurate representation of the ion chamber cavity and window could have been defined in DOSRZnrc but that would not accurately implement the scattering in the cuboidal phantom by the rectangular beam.
Each simulation used 200 million particles, and the dose was scored as the dose to the air cavity, with a resulting statistical uncertainty of 0.4% on average. For each depth, a new simulation was performed with both the air cavity and polyethylene window shifted down. Simulating the setup in this manner served to closely approximate the way the ion chamber is stepped down through the polystyrene phantom during the experiments and offered more accurate results, as any ion chamber-specific dose perturbations were taken into account by the simulation. It also enabled us to directly compare the measurements and simulations without having to apply any extra correction factors. 28 Both the measured and the simulated data points were normalized to their respective no magnetic field maximum dose. The absolute difference between the ratio of measurements and simulations and unity was compared to the estimated total uncertainty for each data point. This slab geometry, described above, is very similar to one of the setups investigated by Malkov and Rogers, 18 which has been shown to pass the Fano test with a magnetic field using the default values for the EMULMT, EMELMT, EMFLMT, and EMMLMT parameters, and the default condensed history implementation (one point integration technique). Malkov and Rogers also modified the boundary crossing algorithm and implemented the single scatter calculations which used an analytical expression to transport particles in a constant magnetic field. Thus, their calculations were accurate even when large particle step sizes were used in the EGSnrc simulations. Aside from reading the magnetic field map and interpolating the magnetic field for any particle position, the current study uses EGSnrc's default magnetic field implementation. The current implementation is expected to pass the Fano test, as the parameter that controls the deflection in the EM field (EMULMT) has been reduced from the default 0.02 to 0.001, thus restricting particle transport to fairly small step sizes.
RESULTS AND DISCUSSION
3.A. Measurement and simulation of the magnetic field
The comparison between the COMSOL simulated and the measured magnetic field of the two combined GMW electromagnets is presented in Fig. 4 . The measured data points were calculated as an average of the +X, ÀX, +Y, and ÀY measurements based on the rotational symmetry of the magnetic field. The axial field (Bz) measurements along the Z axis were performed twice on separate days, and averaged. A AE1 cm positioning error was considered for the Metrolab probe, as the sensitive tip of the probe is~1.7 cm long. The simulated data are in excellent agreement with the measurements, all points agreeing within 2% of the maximum 0.207 T central field. More than half of all the simulated points, at the locations where the magnetic field was measured, matched the measured values within the experimental uncertainty at 1.5% of the maximum field. As this magnetic field simulation does not take into account the presence of the ferromagnetic linac head, this also indicates that the electromagnets were placed far enough away such that the main magnetic field was virtually unaffected. The solid black lines represent the physical limits of the polystyrene phantom as it was positioned with its top surface aligned with the top of the magnet bore. In Fig. 4(a) , the top surface of the phantom is at Z = 13.1 cm, while in Figs. 4(b) and 4(c), the solid black lines are simply the sides of the phantom at AE6.5 cm.
3.B. Simulating the linac
The optimal parameters, for the electron beam hitting the target, were found to be the following: mean electron beam energy of 5.55 MeV, with an energy FWHM of 8%, and a spatial FWHM of 0.27 cm. Using these parameters, 100% of the simulated points passed the 2%, 2 mm c acceptance criterion when comparing the beam profiles for the small 5 9 5 cm 2 field size (Fig. 5) . For the large, 40 9 40 cm 2 beam profile (Fig. 6 ), over 93% of the simulated points passed the c acceptance criterion. The 10 9 10 cm 2 and 20 9 20 cm 2 simulated profiles matched the measurements with over 96% and 98% of the points passing the 2%, 2 mm c criterion, respectively.
The 40 9 40 cm 2 cross beam profile at shallow depths is extremely sensitive to the exact shape and dimensions of the flattening filter. The discrepancy noticeable for the 1.5 cm depth in Fig. 6 is probably due to the Varian Silhouette unit having a slightly updated flattening filter, compared to the information available. The simulated depth dose profiles are compared to the ion chamber measurements in Fig. 7 . An excellent agreement was obtained using the aforementioned electron beam parameters with over 99% of the simulated points passing the 2%, 2 mm c criterion.
3.C. Measurements and EGSnrc simulations with a magnetic field
The measured (solid lines) and simulated (points) PDDs for the setup with the surface of the phantom coinciding with the top of the magnet bore [ Fig. 3(a) ] are compared in Fig. 8 . The errors for the simulated points, both with and without the magnetic field, are smaller than the size of the data markers. All the simulated points are within 1% (relative to the maximum dose with no magnetic field, D max ) of the measurements. The absolute difference between unity and the ratio of measured to simulated doses at each point is also compared to the estimate of the total uncertainty in Fig. 8 . For both curves (B = 0 T and B = 0.2 T), the ratio of measured to simulated doses is within the total uncertainty (below solid line) when compared to unity for most points. The few points, for which absolute deviation from unity is greater than the total FIG. 8. Measured and simulated PDD comparison for polystyrene phantom surface coinciding with top of the magnet [see Fig. 3(a) ]. The absolute difference between the ratio of measurements and simulations, and unity is compared to the estimated total uncertainty for each curve separately. [Color figure can be viewed at wileyonlinelibrary.com] uncertainty, have an absolute deviation of < 0.5%. The 10% surface dose increase caused by the parallel magnetic field is accurately simulated using DOSXYZnrc. This surface dose increase is mainly due to the parallel fringe magnetic field confining contaminant electrons that originated in the linac head or in the irradiated air column, thus restricting their lateral scatter. Past the first few millimeters of the buildup region, the magnetic field is seen to have very little overall effect and the two depth dose curves are within 1% of each other.
When the polystyrene phantom's surface coincides with the center of the electromagnet, the additional 13 cm of irradiated air column is experiencing a relatively high magnetic field, above 0.13 T. As such, the surface dose increases by 30%, and the whole buildup region dose is increased by the parallel magnetic field further concentrating contaminant electrons toward the center of the beam. Past d max , the two depth dose curves are virtually identical, as most of the contaminant electrons have stopped and deposited their dose. The surface and buildup dose increase is again accurately modeled by DOSXYZnrc as presented in Fig. 9 , and all the simulated points are again within 1% of the measurements. The absolute differences between unity and the ratios of measured to simulated points are compared in the bottom two FIG. 9 . Measured and simulated PDD comparison for polystyrene phantom surface coinciding with center of the magnet [ Fig. 3(b) ]. The absolute difference between the ratio of measurements and simulations, and unity is compared to the estimated total uncertainty for each curve separately. [Color figure can be viewed at wileyonlinelibrary.com] graphs of Fig. 9 to the estimated total uncertainty. Again, for most points this difference is within the uncertainty, and it is greater than the uncertainty by at most 0.5% for the remaining few points.
Another effect that contributes to the surface dose increase for both setups is the convergence of the fringe magnetic field lines toward the symmetry axis of the electromagnet's bore. This symmetry axis was aligned with the central axis of the high-energy photon beam. Thus, the contaminant electrons, which originate in the area of fringe magnetic field, are spiraling around the converging fringe magnetic field lines and are concentrated toward the center of the radiation beam. This is evident when simulating the surface beam profiles with and without the magnetic field for both experimental setups. Figure 10 shows the surface dose profiles simulated with the phantom top surface coinciding with the center of the magnet. These profiles were calculated at the surface of the polystyrene phantom using 0.1 9 0.1 9 0.1 cm 2 voxels. When the realistic parallel magnetic field is present (B = 0.2 T Real), the contaminant electrons increase the entrance surface dose particularly at the center of the beam, causing the beam profile to no longer be flat. The dose increases at the beam edges as well, as an increased number of contaminant electrons reach the phantom surface under the influence of the parallel magnetic field. Figure 10 also shows a noticeable difference in the surface dose between the default value for EMULMT (0.02) and the smaller one (0.001) that was used for this study for the realistic magnetic field map (B = 0.2 T Real). When using the default value, the step size is large enough to allow the contaminant electrons to have wider circular paths. As such, fewer electrons reach the surface of the phantom close to the center of the beam. When comparing surface dose measurements in the magnetic field with simulations that included the ion chamber air gap and polyethylene window, it was found that using the default EMULMT = 0.02 would result in a 3% underestimation of the surface dose for this particular setup. The rest of the depth dose points simulated using EMULMT = 0.02 were within 2% of the measurements.
Using exactly the same simulation setup, the surface dose profile was also calculated within a constant 0.207 T magnetic field, parallel to the beam central axis by replacing the experimental magnetic field map used before. Figure 10 shows the dose profiles within the constant magnetic field (B = 0.2 T Const) simulated using both the default EMULMT = 0.02 and the modified EMULMT = 0.001. The spatial extent of the constant magnetic field was the same as the one for the experimental magnetic field map (À50 cm to +50 cm in the x and y directions, and À20 cm to +182 cm in the z direction). As the magnetic field is constant and parallel to the beam axis everywhere, the electrons from the phase space file are captured by the magnetic field and not allowed to scatter laterally, as soon as they enter the simulation space. Thus, the resulting profiles are still peaked along the central axis. Using the modified EMULMT = 0.001, again causes the captured electrons to have tighter spirals along the constant magnetic field lines, and thus increases the central dose by~40% more than when using the default EMULMT = 0.02.
The depth dose simulations were all run again using the magnetic field calculated with an iron cylinder in place of the linac head. The PDDs calculated in the presence of the magnetic field with the iron cylinder in place were subtracted from the PDDs obtained in the presence of the magnetic field without the iron cylinder. The resulting difference is presented in Fig. 11 . For the setup where the surface of the polystyrene phantom coincides with the top of the electromagnet bore [ Fig. 3(a) ], the presence of the iron cylinder makes very little difference, with random variations < AE1%. When the surface of the polystyrene phantom is in the center of the 11 . Difference between the PDDs simulated using the magnetic field with the iron plate and the magnetic field without the iron plate. 'Top of Bore' refers to the setup presented in Fig. 3(a) and 'Center of Bore' to the setup in Fig. 3(b) . [Color figure can be viewed at wileyonlinelibrary.com] bore, the depth dose values obtained with the iron cylinder in place tend to be slightly higher than the ones calculated without the iron. Still, the largest difference is < 1%. Keeping in mind that the simulated PDD uncertainty for each point is on average 0.6% (with respect to D max ), which implies a 0.85% uncertainty for each difference curve presented in Fig. 11 , this shows that the presence of the ferromagnetic linac head can be ignored with minimal errors in the calculation of the depth dose profiles for both the setups investigated in the current study.
3.D. Exit dose in parallel magnetic field
A quick exit dose point measurement was also performed with the polystyrene phantom as shown in Fig. 3(a) but flipped upside down inside the magnet's bore. The ion chamber was also upside down with its entrance window flush with the exit surface of the phantom. With the magnetic field turned on, the exit dose was measured to be < 0.05% (of D max measured on the same day with the phantom right side up) higher than without the magnetic field, which is well within our experimental uncertainty. As the Markus parallel plate ion chamber was not designed to be used upside down, further measurements with the ion chamber in this configuration were performed. It was found that measurements taken with the entrance window at the same depth but with the ion chamber upside down are between 1.3% (at depths > d max ) and 3.9% (depths ≤ d max ) lower than measurements taken with the ion chamber in the regular (right side up) orientation.
Simulations were also run with the ion chamber air cavity above the polyethylene entrance window at the bottom of the polystyrene phantom to emulate the upside down measurement setup. The calculated dose without magnetic field matched the measurement to within 1%, while the simulation with the magnetic field present was 1.3% higher than the measurement. Given that the measurements with the parallel plate ion chamber upside down are low, this slightly higher simulated value is to be expected.
CONCLUSION
Irradiation in the presence of a magnetic field parallel to the radiation beam's central axis, results in increased surface and buildup region doses. This increase was measured at two locations within the bore of an electromagnet: with the surface of the phantom at the same height as the top of the bore, and with the surface of the phantom at the center of the magnet bore. Compared to the measurement without a magnetic field, the parallel magnetic field increases the surface dose by 10% (of D max ) when the phantom surface is at the same height as the top of the magnet bore, and by 30% when the phantom surface is at the center of the bore. This increase is due to two processes: the Lorentz force confining contaminant electrons to helical paths around the magnetic field lines, and the fringe magnetic field lines converging toward the magnet's axis of symmetry. The overall effect of the magnetic field used in this study is that the contaminant electrons are concentrated toward the center of the beam which coincides with the electromagnet's symmetry axis.
By using a model of the linac benchmarked using commissioning measurements, and a FEM-generated 3D magnetic field map benchmarked against measurements, simulations of the measurement setup were performed using the EGSnrc Monte Carlo package. Depth dose profiles were scored in DOSXYZnrc with the 3D magnetic field implemented and without a magnetic field. We have shown the ferromagnetic linac head having a minimal impact on the simulated depth doses for this particular setup. The magnetic field is small enough at, and around the linac head (130 cm above the electromagnet center) such that the effects of the large ferromagnetic head can be ignored with minimal errors in the final PDD calculation. This also allows us to use the Sheikh-Bagheri method for tuning the linac head parameters without any further modifications accounting for the presence of the magnetic field. By comparing the simulated PDD profiles with the measured profiles, we have shown that, with a few slight modifications, EGSnrc MC is capable of accurately simulating surface and buildup region dose effects caused by a realistic parallel magnetic field in homogeneous tissue-like phantoms.
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