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The term “Abelian Hopf algebra” is an abbreviation for “Associative; 
co-associative; commutative; co-commutative; graded; connected; locally 
finite Hopf algebra.” This nomenclature is reasonable because V.K.A.M. 
Gugenheim [3] has pointed out that the category H of Abelian Hopf algebras 
over a perfect field k is an Abelian category. In any Abelian category one may 
define the functors Ext” [.5] and the least 12 for which Ext” does not vanish 
identically is called the global dimension of the category. It is well known [4] 
that if k has characteristic zero, then the global dimension of H is zero. Qur 
main result is that if k is perfect and has characteristic p # 0, then the global 
dimension of H is 1. 
The usual procedures of homological algebra are complicated by the fact 
that N has neither projectives nor injectives. 
Section 1 has the purpose of setting out notation. An algebra is taken to 
mean an associative commutative algebra. The only novelty in Section 1 is the 
functor & introduced in 1.10, which plays a vital role. It can be generalized to 
other algebraic structures, e.g., Lie algebras; Jordan algebras. 
Section 2 is logically unnecessary, and is introduced only for the sake of 
intelligibility. It ought to be labeled (Section I*). 
Section 3 introduces Abelian Hopf algebras and relies heavily on the 
results of Milnor and Moore [d]. In these first three sections many well known 
results are quoted without proof. 
Section 4 contains two important results, the large commutative diagram 
in 4.6 and the isomorphism of 4.10, from which the result Ex@ = 0 is a 
corollary. 
Section 5 gives a structure theorem for Abelian Hopf algebras. An object 
in an Abelian category is irreducible if it has no proper nontrivial direct 
summands. An Abelian Hopf algebra is irreducible if it has precisely one 
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primitive generator, and is determined up to isomorphism by the dimension 
of this generator and a kind of Zeeman diagram. 
Section 6 investigates the Grothendieck group of H and comes up with a 
formula for the number of maps from an Abelian Hopf algebra A to an 
Abelian Hopf algebra B in terms of the number of generators of A and B of 
given dimensions, their heights, and the number of linearly independent 
primitive elements each has of given dimension. 
Section 7 suggests lines of further development and problems related to 
Abelian Hopf algebras. 
PRELIMINARIES 
In what follows, k will always denote a perfect field, explicit reference to 
which will often be omitted. Thus @ and Horn are to stand for ox: and 
Horn, . The perfectness of k is required to exploit the results of Milnor and 
Moore (3). From section 5 onwards it is assumed that the characteristic p of 
k is nonzero. 
The term “k-module” will be used as an abbreviation for “positive graded 
locally finite k-module.” In other words, a k-module A is a sequence 
{A, ; A, ,....} of finite d imensional vector spaces over k. A map f: A -+ B of 
k-modules is a sequence (fa ,fi ,...> of k-linear transformationsfi : Bi -+ Bi . 
An “element” a E A is always a homogeneous element, i.e. a E A, for some 
n. We identify k with the k-module (k, 0, 0 ,... }. 
We define a connected k-module to be a triple (A, ea , qA) where A is a 
k-module and Ed: A --f k, qA: k + 4 are maps of k-modules such that 
Carla = 11, and (TIARAS = IA,, y i.e., a k-module B is connected if B, N k. A 
map f: A --f B of connected k-modules is a map of k-modules such that 
cBf7jl = II,, i.e., it is the identity in degree zero. We denote by A the 
k-module (0, ,4, , A, ,... }, so that if A is connected we may write A = k + A. 
If A,B are k-modules we define the k-module A @ B by 
(A@% = c A,@&. 
s+t=n 
If 4 and B are connected so is A @ B and cAOB = <A @ l s and 
?l~g3 =77a O%- We identify A with A @ k and k @ A by means of the 
isomorphisms a + a @ 1 and a - 1 @ a, for a E A. 
We have A @B = A + B + B @ i?. If V is a k-vector space and 
g a k-linear transformation, we use the notation V* = Hom(V, k) and 
g* = Hom(g, lk). If A is a k-module andf a map of k-modules, we define A* 
andf* by (A*), = (A,)* and(f*), = (fn)*. Clearly A** = A andf** =f 
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since all our vector spaces are finite. If A is connected we have Ed* = (yA)*> 
Q* = (Ed)* so that A* is also connected. 
We have (A @B)* = A* @B*. 
It is usual to define the interchange map T: ,4 @ B -+ B @ A by 
T(aOb)=(--Z)g”(bOa)fora~A,,b~B,. 
NOTE 
An Abelian Hopf algebra is the direct sum of an even and an odd part; the 
odd part being an exterior algebra on odd-dimensional generators, and the 
even part having no nonzero elements of odd dimension. This splitting is 
unique and is preserved by maps of Hopf algebras. Since the odd parts are 
biprimitive they are of little interest. To concentrate attention on the even 
parts is tantamount to dropping the factor (- 1)‘~~ in the interchange map. 
From here on we assume either that all elements have even dimension or that 
the factor (-l>, has been dropped. 
1. ALGEBRAS 
1.1. A pair (A, +) will be called an algebra if 
(i) A is a connected k-module; 
(ii) 4: A @ A --+ A is a map of connected K-modules; 
(iii) the following diagrams commute: 
A@A@A -ADA 
104 
i 1 
6 (associativity) 
A@A LA 
A”A\:/k”i’^ (commutativity) 
‘@Ah AiAd” (identity) 
X 
All the algebras we consider will be associative and commutative. We will 
often denote $(a @ b) by ab, for a$ E A. 
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1.2. If (A, +a), (B, &)‘are algebras, a map f: A --+ B of connected k- 
modules is a map of algebras if the diagram 
A@A f@f -BOB 
commutes. 
+A 
1 1 
+B 
L4 f l B 
1.3. The isomorphism k @ k = k makes k into an algebra and the 
maps ea , rl~ into maps of algebras. 
1.4. If (A, +A), (B, &) are algebras, we make A @ B into an algebra by 
defining 
+A@B = (#A @$B)(l @ T 8 11, 
i.e., so that (a @ b)(a’ @ b’) = (au’) @ (bb’) 
1.5. Since @ is exact, +AOB is a monomorphism when restricted to 
(A@z)@(k@B)C(A@B)@(A@B) 
or to 
(k @ d) @ (A @ k) C (9 @ B) 0 (A @ B). 
1.6. SinceA=k+A,$Rinducesamap$A:A@A-+A. 
1.7. Define Q(A) = Coker$, . Q(A) is called the k-module of inde- 
composability classes of 8. It is clear that a set of representatives in A for a 
basis of Q(A) form a set of generators of A as an algebra. We have a pro- 
jection uA: A+Q(A). If fi A -+ B is a map of algebras we define a 
map Q(f): Q(A) + Q(B) by Q(f)(~~(u)) = uB(f(a)) for a E A. In this way Q 
becomes a functor into the category of k-modules. 
1.8. Q(f) is an epimorphism if and only iff is an epimorphism [4]. 
1.9. Q(A 0 B) = Q(A) + Q(B) 
Proof. A@B=A+B+A@B.I~~@BEA@B~~~~ 
a@b =(u@1)*(1 @b)Eh$,gRgB. 
Since these elements form a basis for -4 @ B, we have A @ &? C lm$AoB . 
1.10. Define &(A) to be the quotient of ker$, by the subspace spanned by 
all elements of the form xy @ x - x @ yz and x @ y - y @ x, x, y, z, E A, 
i.e. by lm($A @ 1 - 1 S&J + lm(1 - T). 
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If Cr a, ai = 0, a,, ai E A, we denote the coset of xr a, @ ai E ker$4 by 
(z., a,,. @ a:}. Iff: A -+ B is a map of algebras we define Q(j): &(A) + Q(B)Iby 
This makes Q a functor into the category of K-modules. 
1.11. &(A @B) = &A) +&(B) 
Proof. Let us identify the elements a and a @ 1 for a E A and 6 and 
1 @ b for b E B. Then every element of-is a sum of terms of the form 
a, 6, or ab for a E A, 6 E B. Every element of $(A @ B) is of the form 
where 
T (a& + b,bi t a:e) = 0, 
since we can shift all the b’s to the right and the a’s to the left of the tensor 
product sign in all terms which contain elements of both A and B, by using 
the fact that &A @ B) is a quotient module by l~~($,~s @ 1 - 1 @ $A& 
and l~~(l - T). 
Since A @ A, B @ B and B @ B are linearly independent, we must 
have 
1 a,a; = 0, C b& = 0, 
F T 
C a;&; = 0. 
But, by 1.5, C,. a”, b’i = 0 implies ‘that x3, a: @ ~3:: 
element of &(A @ B) can be written as 
= 0. Hence, every 
and hence the result. 
1.12. If A = k[u]/(ug) then&(A). g 1s enerated as a K-module by (U @ ug-rj 
Proof. A @ A is spanned by u’lE @ ZP, nz, n > 0. Now 
u~Ou”-uOu”+““~lm(BOl-ao$;) 
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so we may restrict attention to u @ umtn-l. This is nonzero only if 
m-)-it-l igandinker$onlyifm+n>g. 
1.13. Define a filtration A = F”A 3 FIA 3 F2A 3 . . . as follows: 
Fn+l A = Fn A.A n 3 0, i.e., an element x E A is of filtration degree n if it 
is a product of at least n elements of A. 
Define En d. = Fn A/Fn+l A and set E,(A) = ‘&,, EnA. 
If x E A, n FrA we obtain an element f E E’A which we say is of degree 
q + r in E,(A). S ince E”A = k and ETA has no nonzero elements of degree 
zero for Y > 0, we find that E,(A) is a connected k-module. We endow 
E,(A) with a product by the rule % * jj = G which is consistent because 
FhA - FrA C F*frA. It is clear that with this product E,(A) is an algebra. 
If f: A --+ B is a map of algebras we obtain a map of algebras Eo( f): 
E,(A) + E,(B) defined by Es(f)(R) =fT). Hence E, is a functor fro-m 
algebras to algebras. 
1.14. (i) Q(E,(A)) = Q(A) = El-4 
(ii) E,(A @B) = E,(A) @ E,(B). 
(iii) E,(k[u]/(ug)) = k[zZj/(~g). 
Proof. (i) follows immediately from the definition; (ii) follows from the 
identity 
F”(A @ B) = c F”A @FtB; 
s+t=n 
(iii) follows from direct computation [2]. 
2. COALGEBRAS 
A coalgebra is a pair (A, 4) such that (A*, $*) is an algebra. In this way, all 
the definitions and results of Section 1 may be dualized. If (A, #a), (B, &) are 
coalgebras, a map f: A + B is a map of coalgebras iff * is a map of algebras, 
and so on. 
Dual to 1.6 we may define a map $A: A --+ A @ A. 
We have that 
#A@) = a 0 1 + 1 63 0 + $L(4, Q E 2. 
Dual to the functor Q, we define a functor P by P(A) = ker$A. The elements 
of P(A) are called the primitive elements of A. 
Dual to 1.8 we have that P(f) is a monomorphism if and only if f is a 
monomorphism, and dual to 1.9 that P(A @ B) = P(A) + P(B). 
Dual to 1.10 we define the functor p, by 
P(A) = ker($, @ 1 - 1 @ $J n ker(1 - T)/lm$A. 
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Dual to 1.13 we define the functor Ep from coalgebras to coalgebras, with 
the properties P(E,(A)) = P(A) and E,(A @ B) = E,(A) @ E,(B). 
3. HOPF ALGEBRAS 
3.1. An (Abelian) Hopf algebra is a triple (A, 4, #) such that 
(i) (A, 4) is an algebra. 
(ii) (A, 4) is a coalgebra. 
(iii) The diagram 
commutes. 
Condition (iii) can be interpreted either by saying that 4 is a map of algebras 
or that + is a map of coalgebras. 
3.2. If (A, $A , +J, (B, +a , h) are Hopf algebras, a map f : A --+ B of 
connected k-modules is a map of Hopf algebras if it is simultaneously a map 
of algebras and of coalgebras. 
3.3. The isomorphism K @ k 3rl K makes K into a Hopf algebra, and 
ca , qA into maps of Hopf algebras. 
3.4. If (4 4A , #A), (B, +I3 7 h) are Hopf algebras, so is (A @ B, +AROB , 
#A @dm 
3.5. (A*, #*, $*) is a Hopf algebra. 
3.6. We denote by H the category of Abelian Hopf algebras. It is clear 
from 3.5 that His isomorphic to its own dual. 
3.7. Let G denote the category of K-modules A for which A,, = 0. Since 
we have forgetful fnnctors from H to the categories of algebras and coalgebras, 
we can extend the functors P, p, Q, & to functors from H to G. We have a 
natural transformation w : P+ Q defined by letting WA: P(A) -+Q(A) be 
the map which assigns to a primitive element in the Hopf algebra A its 
indecomposability class. We say that A is primitive if wd is an epimorphism 
and coprimitive if wA is a monomorphism. If wA is an isomorphism we call 
A bipimitive. 
From Section 2 it follows that P(A) = (Q(A*))* and &A) = (&A*))*. 
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3.8. Let (;4,d, #) be an Abelian Hopf algebra. Since #: 4 -+ 4 @ 4 is a 
map of algebras and E, is a functor, we have a map 
E&b) : E,(A) -+ E&A @ .4) N Es(A) @ E,(A). 
This makes E,(4) into a Hopf algebra. In this way E, may be extended to a 
functor from H to H. Dually, so may Ep. 
Now, E,($ preserves filtration degree, so that 
E&)(E1,4) C EIA @ E’JA + EO,4 @ EIA. 
Hence the elements of EIA (which are just the indecomposable elements) are 
all primitive. So tiEQcA) is an epimorphism and E&A) is primitive. Dually 
E,(A) is coprimitive. 
Now we come to a structure theorem of great importance proved in [4]. 
3.9. If the characteristic of k is zero, every Abelian Hopf algebra is 
isomorphic as an algebra to a polynomial algebra over K with a finite number 
of generators in each dimension, and is biprimitive, i.e., is of the form &,I Bi 
where each Bi is a Hopf algebra of the form K[u], u primitive. 
3.10. If the characteristic of K is p # 0, every Abelian Hopf algebra is 
isomorphic as an algebra to a tensor product of factors of the form (i) k[u] or 
(ii) K[u]/(z#) h an integer > 0 with the restriction that the number of factors 
with a generator of given dimension is finite. 
3.11. As a Corollary of 1.14 (iii) we have that Es(A) N A as an algebra. 
Now E,(A) is primitive, as we saw in 3.8, i.e., we may choose a set of primitive 
generators for E,(A) from A merely by altering #A , and insisting that each 
generator of B be primitive. This defines q&o(A) since a map of algebras is 
defined by its values on a set of generators. 
Dually E,(A) E A is a coalgebra, and E,(A) is obtained from -4 by 
altering $A . Conversely, if A N E,(A) as a Hopf algebra then A is primitive, 
and if A E Ep(L4) as a Hopf algebra A is coprimitive. 
3.12. If two primitive Hopf algebras are isomorphic as algebras, they are 
isomorphic as Hopf algebras, since their diagonal maps # are defined by the 
condition that the generators are primitive. Dually, if two coprimitive Hopf 
algebras are isomorphic as coalgebras they are isomorphic as Hopf algebras. 
3.13. Another basic result of Ref. [4] is that a Hopf algebra is coprimitive 
if an only if the height of every generator is p, i.e., if Y is a generator up = 0, 
where p # 0 is the characteristic of K. 
3.14. It follows that a Hopf algebra is biprimitive if and only if it is a 
tensor product of Hopf algebras of the form k[~]l(up). Such a Hopf algebra is 
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determined up to isomorphism by its underlying connected K-module [2]. 
That is to say, if A and B are biprimitive Hopf algebras which are isomorphic 
as connected K-modules, they are isomorphic as Hopf algebras. 
-- 
3.15. Since pth powers vanish in E,(A), they also vanish in EQEp(A). 
Hence E&?,(A) is coprimitive, and, being also primitive, it must be bi- 
primitive. Dually, E,&,(A) is also biprimitive. But EpEO(A) and EaEp(A) 
are isomorphic as connected K-modules. Hence E,Eo(.i2) N EQEp(A) as 
Hopf algebras. 
Using 1.14 (iii) we can summarize the properties of EP and E, by 
(i) EpEQ = EoE, . 
(ii) Eg = EP ; Eo2 = E, . 
(iii) PE, = P QE, = Q . 
ijE,==p QEe =& 
The following lemma is needed to establish in the next section an important 
property of the functor &. 
3.16. Iff : 9 + B is a map of Hopf algebras, and a is an indecomposable 
element of A such that f(a) # 0 then there is an integer h depending on a 
such thatf(a) = bph, where b is an indecomposable element of B depending 
on a. 
Proof. Applying the functor E. , we have E&f) : Es(A) -+ E,(B). Now 
every indecomposable of E,(A) ’ 1s p rimitive, and every primitive element is a 
pi&-power of an indecomposable for some h. So if x is the element correspond- 
ing to a under the algebra isomorphism between A and E,(A) we have 
E,(f)(x) is primitive, and so is a ph-power of an indecomposable. 
4. THE CATEGORY OF ABELIAN HOPF ALGEBRAS 
4.1. In Ref. [3] it is proved that H is an Abelian category. This fact alone 
makes Abelian Hopf algebras worth studying, particularly as H is a self-dual 
category. In H, k is the zero object and TEEN is the zero map from A to B. 
@ is the direct sum and Horn&l, I?) is made into an Abelian group by the 
rule 
f + g = (bdf 0 g) #A f , g E Homd-4 B) 
The basic 
r31. 
theorem in showing that H is Abelian is the following, proved in 
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4.2.1 The following three statements imply each other: 
(i) k+A%BBC-+kiisexactinH. 
(ii) 01 is a monomorphism and the sequence A @ B -% B !+ C -+ 0 is 
exact in the category of k-modules, y = 4s(o1@ 1) - cA @ 1. 
(iii) p is an epimorphism and the sequence 0 -+ A -% B -% B @ C is 
exact in’ the category of k-modules, 6 = (p @ l)#B - vc @ 1. 
4.3. The functors Ep , EQ are exact. 
Proof. Condition (ii) in 4.2 only involves the algebra structure of A, B, C. 
Hence E, is exact, since it preserves algebra structure. Dually, Ep is exact. 
4.4. From 1.12 and 3.15 (iii) we have that $(A) is generated as a k-module 
by elements (24 @ z&l> where u is a generator of B of height ph. Suppose that 
ck -+ A -% B % C- k is exact in H. We will define a map 6o(~):&C) -Q(A) 
as follows: 
Let {U @ z.&~} be a typical g enerator of&(C). Since p is epimorphic there 
is a v E B such that /3(V) = U. Clearly we have p(v”“) = 0. Since EQ is an 
exact functor which preserves algebra structure, we may assume that the 
indecomposable element z1 is primitive. It follows that v may be chosen 
indecomposable since Q(p) is epimorphic by 1.8. Hence v is primitive, and 
so v ?+ . 1s primitive. The inclusion map of the sub-Hopf algebra of B gener- 
ated by v@ followed by p is null, and hence the inclusion factors through 01 
by the exactness of E. Hence there exists an element w E A such that 
a(w) = vpa. We define ~~(E)({zc @ uphM1 >) to be the indecomposability class 
UA(W) of w. 
4.5. If E: k + A 5 B -% C--t k is exact in H, the sequence 
is exact as a sequence of k-modules. 
Proof. (i) Exactness at &(A): 
&A) is spanned by classes {a @ a$-l }, where a is a generator of A heightpg. 
By 3.16 a(a) = bp’, where 6 is a generator of B of height pg+h. So 
&(a){a @ a+l } = {bps @ bd’(~g-l)) = {b . bd-1 @ b@+‘-Pa)) 
={b@b ,,+u> # 0. 
Hence $(a) is monomorphic. 
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(ii) exactness at &(B): 
Choose a generator (b @ P-l) of&(B), where b is indecomposable and of 
height pt. Suppose &(j3){b @ @-l} = 0. By 3.16 p(b) = cp’, where c is 
indecomposable of height ps+t, or /3(b) = 0. 
Q(P)(b @ b+l) = (c @ cpt+p-l) # 0 
if j3(b) # 0, which is a contradiction. Hence ,6(b) = 0. Without loss of 
generality we may assume B is primitive, by applying the functor E, . By an 
argument similar to that in 4.4, we have that there exists an indecomposable 
a E A such that a(u) = b. Hence jb @ bP’-l) E Im Q(b). Since @ is null, we 
have &CS>&C4 = 0 
(iii) Exactness at Q(C): 
With the notation of 4.4 assume that {U @ &i> E ker 8o(~). Then we 
deduce that +” = 0 and so 
(24 @ u”“-1) = &(p){w @ d--1}. 
This proves that ker &(E) C Im Q(p). The inclusion Im Q(p) C ker S,(E) is 
immediate from the definition of So(c). 
(iv) exactness at Q(A): 
Let a E A be an indecomposable. By 3.16 IX(U) = b$, where b is 
indecomposable; here we use the fact that 01 is a monomorphism. If 
ZL~(U) E ker Q(X) then h > 0, so we have uA(u) = So(~)@(b) @) /3(b)““-3. Hence 
ker Q(a) C Im &(E). The inclusion Im &(E) C ker Q(cY.) follows immediately 
from the definition of S,(E). 
(v) Exactness at Q(B): 
Let b E B be indecomposable and us@) E ker Q(@. Then either /3(b) = 0 or 
/3(b) = d. Choose b, E B such that /3(b,) = c. This is possible because p is 
epimorphic. Then p(b - b$) = 0 and ug(b) = ug(b - bf). By the argu- 
ment in 4.4 we may assume that B is primitive without loss of generality by 
exploiting the fact that B is isomorphic as an algebra to E,(B), and that E, is 
exact. Then b - bf” is primitive and so there is an element a E B such that 
a(u) = b - b;“. Hence uB(b) E ker Im Q(U). So ker Q(p) C Im Q(a). But 
Q(P)Q(ol) = 0 since /3a is null. 
(vi) Exactness at Q(C) follows from 1.8. 
4.6. Dually we have a map S,(E) : P(C) -+ P(A) and an exact sequence of 
R-modules 
‘(=) o-P(A)- P(B) p(B) P(C) 6po P(A) -=+ p(B) p(B) &IT) -+ 0, 
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which we can fit into a complete diagram:- 
&A) 
1 Q(a) 
&P) 
1 Q(P) 
0 Q(C) 
1 1 6pk) 
J=(A) -x-y+ Q(A) 
P(a) 1 -1 Q(a) 
f’(B) 7 Q(B) 
PW 1 1 Q(P) 
P(C) - oc Q(C) 
6pld i -1 
&A) 0 
i%) 
i 
W) 
PW 1 
m> 
4.7. Let X(E) E Horn (Q(C), Q(A)) + Horn (P(C), p(A)) denote the element 
(8Q(E),8p(E)).Let@?:k+A+B-+C+kandb’:k+A’+B’-tC’+k 
be exact in H and 
k-+A +B +C-+k 
4 4 4 
k+A’-+B’-+C’--+k 
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be a commutative diagram. Since the diagram of 4.6 is functoria1 we obtain 
commutative diagrams of k-modules 
&(C) 6go Q(,4) 
i&Y) 
1 1 
Q(a) 
&(C’> - sow) Q(A') 
P(C) - +(a) P(A) 
P(Y) 
-1 1 
Pkd 
P(C’) m @‘) 
It follows that if 01 and y are identity maps, then ~(8) = x(F), i.e., ~(8) 
depends only on the extension class of 8. 
For any Abelian category one can use the Yoneda method of constructing 
the functors Extn from classes of long exact sequences (see chapter VII of 
Ref. [5].) 
4.8. x defines a homomorphism from Ext&(C, A) to 
Horn (&(C),Q(A)) + Horn (P(C), &J). 
Proof. Given 8: K -+ A -+ B -+ C -+ k exact in H, and a mapy: 
A -+ A’, y& is the extension defined by the bottom row of the diagram 
k-+A -+B-+C’--+k& 
Y-1 L i 
k+A’-+D-+C -+kyb, 
where D is the pushout of 
A -+B. 
J 
A’ 
Using 4.7 we obtain S,(yb) = Q(y)So(&?) and S&b) = &)6,(B). 
Dually, if we have a map 1: C’ -+ C, a< is the extension defined by the top 
row of the diagram 
k-+A-+F+C’+k& 
k-+A+B-+C +kd. 
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Where F is the pullback of 
C 
I 
B -+ C, 
we obtain So(&) = So(E)Q([), M&J = b(6P(5). 
If &r , B, are two extensions defining classes in Ext&(C, rZ) we have 
8, + 8, = +A(&‘1 @ &a)#, , so that 
sQ(gl + &2) = &(+A)(sQ(G1) @ sQ(g,)@(tk) = sQ(g~) + sQ(a,> 
SP(~l + 82) = %4)&(4 0 sP(~z,))wc) = Sd~l,) + SP(E,) 
since &(kc> and %b> are the diagonal maps for Q(C) and P(C), and Q(+A) 
and P(+J are addition for Q(A) and P(A). Hence x is a homomorphism. 
4.9. x is a monomorphism. 
Proof. If 8s kerx, then So(&) = S,(8) = 0. Now So(&) = 0 implies 
that Q(B) = Q(A) + Q(C) so that B N A @ C as an algebra. S,(d) = 0 
implies that B N A @ C as a coalgebra. Hence ~(8) = 0 implies that 
B N A @ C as a Hopf algebra, and so 8 = 0. 
4.10. x is an isomorphism. 
Proof. In view of 4.9 we have only to show that x is an epimorphism. It is 
enough to show that given A: Q(C) -+ Q(A) there is an d such that 
x(&) = (A, 0). It will follow by duality that given p: P(C) -+ P(A) there is an 
6’ such that x(8’) = (0, p). Then ~(8 + 8’) = (A, p). 
Let C be generated by indecomposables c, , cs ,... of heights phr,pha,... 
where 1 < hi < co (Note: hi = 00 is a convention to include the case when ci 
is a free generator), and let A be generated as an algebra by a set of generators 
aI , a2 ,..., of heights PSI,... etc. Take B to be generated by the c’s and the 
a’s but instead of giving the c’s heights ph, impose instead the rule 
cp = X({c, @ cp-1 }). The diagonal map of B is defined by letting 
&(aJ = #A(aJ, #s(cJ = &(ci), and this last is well defined because the 
terms of each factor c’ @ c” in z/c(CJ have height less that that of C~ .
Then A is a sub-Hopf algebra of B and C N B/A. Furthermore, if d denotes 
this extension, it is easy to verify that x(8) = (A, 0). 
4.11. Ext$ = 0. 
Proof. 4.10 gives us that 
Ext&(X, Y) = Horn@(X), Q(Y)) + Hom(P(X), P(Y)). 
Since K is a field, Horn is exact. From 4.6 we have that Q and P are both right 
exact. So Ex@(X, Y) is right exact in Y. So ExtH2 = 0. 
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Of course, if the characteristic of k is zero, then & = P = 0 identically, 
and so Ext,$ = 0. That is to say, H has global dimension zero if the charac- 
teristic of k is zero and one otherwise. 
It follows from 4.10 that H has neither projectives nor injectives. For if 
Ext,l(X, Y) = 0 for all Y, we must have &(X) = P(X) = 0 which implies 
that X = k. 
5. THE BIPRIMITIVE SPECTRUM 
We suppose ourselves in the case where the characteristic p of k is nonzero. 
We define a functor S: H + H as follows: 
If CY is either an object or a map (Sol), = a,n,z/s if p divides II 
= 0 otherwise. 
Then Horn&M, SB) N HomH(B, B), (S,Z)* = S/l* and S is exact. 
Effectively S multiplies the dimension of each element by p. 
Define a natural map E: S + idH as follows: 
Suppose x E 4, , for A E H. Then x E (SA),, . Define &(.r) = XP E iz,, . 
Dually we have a natural map 7: idH -+ S defined by 7R = (&)*. Since they 
are natural maps, the diagram 
%A 
SA - S2A 
commutes. 
By iteration we may define natural maps 
En: Sa + idH qn: id,-+ Sn by sm+l = 5 - (S*t”) 
T&+1 7 = (7nS*) * 71 n > 1 and 8’ = [, $ = 77. 
We define 
Let G be the free Abelian semigroup on two symbols, t,q. For every element 
cr E G and object A E H we have defined a subobject a4 and a quotient 
object Ao by the rule above. 
5.1. (c&4 = O(TA) A(m) = (A+ (UA)T = u(A7). 
The proof follows immediately from the commutating diagram above. 
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5.2. The relation CJA N k sets up a Galois connexion between subsets of 
G and sets of objects of H. It is clear that the closed subsets of G are ideals, 
because if uA N k then (mu) A N k for any 7 E G since ok = k for all o E G. 
We use the notation NA = {o E G 1 u A N k}. 
5.3. Ifk-+A-+B+C+kisexactthenNA~Nc_CNB_CNanNc. 
Proof. (i) consider the diagram where nz, R are appropriate integers and 
0 is a natural transformation composed of s’s and q’s. 
sm f 
S”X-----+ 5-Y 
OX 
1 1 
‘TY 
S-f 
S”X - S”Y 
If oy is null and f is manic then ox is null. Dually, if Us is null and f is epic 
then or is null. Hence, if X is a subquotient of Y, NY C Nx . It follows that 
NBCNAnNc. 
(ii) consider the diagram where l, m, 12 are appropriate integers and u, r 
are natural transformations composed of s’s and 7’s. 
k----+SIA-----+SzB--+SSIC---+k 
k - S”A - S’=B _j PC - k 
k c_f S”A - S”B - PC-k 
If uc is null, ug factors through a map 01. If 7a is null, Q factors through a 
map ,8. Hence, if 7A and ‘me are both null (TU), factors 
which is null. Hence NA * Nc C N, . 
5.4. 0 + P([A) -+ P(A) -j Q(A) --f Q(A?) -+ 0 is exact. 
Proof. For the exactness of 0 -+ P(tA) + P(A) -Q(A) see [I]. The 
rest follows by duality. In particular we have that Ep(X) N X if 6X = k. 
We can represent the elements 6”~” of G by points (112, n) in the first 
quadrant of the plane. With the subquotient tmA$’ we associate the region 
{(p, 4) E G - NA ( p > VZ, 4 > n>. In this way we get a kind of Zeeman 
ABELIAN HOPF ALGEBRAS 151 
diagram. For example, with ~A~n/$a+lA~n uTe associate the region 
((WI, 4) E G - N,,lq 3 n} and with 
the region {(m, n)] E G - NA . 
Now ~L47’L/(m+1A7n is coprimitive, since the action of 5: makes it null. 
/3~&tl) being a subobject of a coprimitive object, is also coprimitive, and 
since it is made null by the action of 7, it is also primitive, hence biprimitive. 
We call Pm, n(A) the biprimitivefuctor of A at (m, tz). A is built up out of the 
(P,,,(A)) WZ, n > 0 by multiple extensions. Since t, 7 are natural trans- 
formations, /&, is a functor. 
5.5. If f: A + B induces isomorphisms pm,n(f) for each m, 12, then f is 
an isomorphism. 
Proof. Use induction on extensions. 
5.6. j3*n,n(A) = /3,,,(PAq). 
The proof is immediate from the definition. In view of this we abbreviate /3,,, 
to /3 and we define ol(n,A) = dim Q,(P(A)). 
5.7. ol(n, A) is the number of primitive generators of A of dimension 12. 
Proof. Consider the commutative diagram with exact rows and columns 
k k k 
1 
k-----+kerqEA----+ ker Q ---+ PP> -----+k 
1 1 
k-----+ eA - A - A/tA -k 
k k k 
ker Q is the largest primitively generated sub-Hopf algebra of A, and its 
generators are simply the primitive generators of A. /3(A) is the largest 
quotient of ker yA which is biprimitive, and so is obtained from ker Q, by 
altering the heights of all generators top. Hence ,&A) has the same number of 
generators as ker TV. Thus OL(~, A) is the number of primitive generators of A. 
481/6/2-z 
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5.8. dim Qn(A) = CT ol(n, AT’), dim P,(A) = Cr cr(n, PA). 
Proof. 
Hence 
+, A) = number of primitive generators of A 
= dim (Im (P,(A) -+ Q&W 
= dim P,(A) - dim P,(tA) by 5.4. 
m-1 
dim P,(A) - dim P,(S*lA) = 1 a(n, PA). 
rr=o 
Since P,(fmA) = 0 for n <p we obtain 
dim P,(A) = f ~$12, PA) 
7=0 
and by duality 
dim_O,(A) = f a(%, AT’). 
7=0 
5.9. Choose a basis u:‘), ui”,.... u;: for Im WA, or rather elements of A 
whose classes in Q(A) f orm such a basis. Next choose indecomposable ele- 
(1’ (1’ ments ui , up ,... unO (‘) such that qA(@)) = u!“’ (we assume that we have 
ordered our basis so that this is possible). Since Im WA = ker Q(qA) it follows 
that the elements u:‘) ,... u;:), u:“’ ,... u:: are linearly independent. Carrying 
on in the same way, we define elements u:j’ 1 < i < n; such that 
sA(fp) zz ..p f or 1 < i < n; (of course no > n, > . ..). and all the (@) 
together form a basis for Q(A). 
Let A, be the subalgebra generated by {u:)}~~~ . Then A, is a sub-Hopf 
algebra since, if we define 
p = n E!; 
12 for n = 1 Sipi 0 < Si < p, 
we have #(rr)) = c $) @ $1. 
Ifrn-=a 
Now P(A,) has a basis {up’?*} k > 0 so that P(A) = C,P(A,). Also 
Q(A) = x Q(AT). Hence A = 0, A,. 
5.10. COROLLARY. A is irreducible if dim Im wA = 1. It follows from 5.5. 
that if A and B are irreducible, have primitive generators in the same dimension, 
apld NA = NB then A N B. ~To this extent, a Hopf algebra is determined by 
the diagrams and dimensions of its irreducible factors. 
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5.11. Suppose X is irreducible with a primitive generator us , and a 
generator ur such that am = us. Iffe Hom=(A, A} thenf(us) is primitive 
so there must exist h(f) E k such that f(z+,) = h(jr)zda . It is clear that 
X(f) X(g) = h( fg) and that X( f + g) = X(f) + h(g) since us is primitive. Hence 
X; HomH(X, X) -+ k is a homomorphism. 
SupposefE ker h. Thenf(u,,) = 0 sof(ui) is primitive and we must have 
f(ziJ = TV u,,~ for p E k, i.e., f(~r) = p &qr(ui). It follows that ker X is the 
ideal generated by & ~r . In particular we have 
& qx = lx + lx + .*. + lx (p-times). 
6. THE GROTHENDIECK GROUP OF H 
The Grothendieck group K(C) of an Abelian category C is generated as an 
Abelian group by symbols y(X) f or each object X in C, and has a relation 
Y(X) - Y(Y) + Y(Z) = 0 
for each exact sequence 0 --+ X-+ Y -+ Z-+ 0 in C. 
Let B be the full subcategory of H generated by the biprimitive objects of 
H. B is an Abelian subcategory of H, so we have an injection K(B) -+ K(H). 
The functor Q: H -+ G when cut down to B is exact, since it is then equal to 
P which is left exact, while Q is right exact. Q 1 B has an inverse functor 
U: G -+ B, where U assigns to a k-module M in G the free k-algebra on M in 
which each element of M has height p, made into a Hopf algebra by making 
the elements of M primitive. Hence B and G are isomorphic categories and 
K(B) N K(G). 
Now K(G) z n: Z where the isomorphism assigns to each r(M) E K(G) the 
sequence (dim Ml , dim M, ,...I. 
Let H,z be the full subcategory of H of Hopf algebras A for which 
Ai = 0 0 <i <n, so that we have embeddings H = HI3 Hz3 H,3 .,.. 
Clearly, if X is an object of H, for all n, then X = k. These embeddings 
filter K(H) by 
K(H) = K(H,) 3 K(H,) 3 s... 
n K(H,) = 0. 
i=m 
The functor E, is exact, and so induces an endomorphism of K(H). Let X be 
a Hopf algebra. Choose a generator of minimal dimension in X. Then it 
generates a primitive sub Hopf algebra A of X. Put X, = X/A. Repeating 
the process, we obtain Hopf algebras X, and A, ) with X,,, = X,/An , A, 
primitive. 
Since X can only have a finite number of generators in a given dimension, 
for any m there exists an N such that X, lies in H, for all n > N. 
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Since 8, is primitive, we have E&&J N A, , so that y{&(X)) - y(X) lies 
in K(Z&J for any m. It follows that y(Ea(X)) = y(X) so that E, induces the 
identity on K(H). By duality so does Ep , and hence so does E,E, . But 
EpEQ induces a map whose image lies in K(B). Hence K(B) N K(H). 
Finally, then, K(H) e n; 2. 
We denote the image of y(X) under this isomorphism by the series 
MW, &%.>. If %I is the biprimitive Hopf algebra with one generator in 
dimension m, we have &(B,) = S,, . We may interpret &(X) as the number 
of monogenic biprimitive factors needed in dimension n for the composition 
series for X. Alternatively, the B’s form a set of generators for 
Horn (K(H), 2) N x:1” 2. 
An element of Horn (K(H), 2) is an additive integer valued function on 
H, i.e., a function on objects of H with the property that if 
k+A+B+C+kisexactinH 
then 4(B) = 463 + d(C) 
It follows that given such a 4 there exist integers c, , cs ,..., almost all zero, 
such that 4(X) = f ciBi(X). 
i=l 
In particular, since fjG(X) = 4(X*) is t rue when $ = Bi and X is biprimitive, 
it must, by linearity, be true generally. 
6.1. O,(X) = & dim Q.za @X). 
Proof. 
e,(X) = C 4Wk-WN = 1 dimQ&Wk-W)) 
6.2. Define 
k.i 
= y dim Qn(tkX) by 5.8. 
d(A, t) = 2 tn dim A,EZ[[~]]. 
?Z=O 
From [3] we have that if k --+ A -+ B --+ C + k is exact, then 
d(~, t) i &A, t) d(C, t). It follows that there exist elements 4:” E Z[[t]] 
such that 
d(X, t) = fj qJt)Q(X). 
?I=1 
By evaluating the formula for X.= &,, we obtain qm(t) = (1 - t”“)/(l - t). 
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6.3. It follows from 4.6 that dim&(X) - dim&(X) is an additive 
function. By evaluating in the case when X is biprimitive we obtain 
dim Q,(X) - dim QJX) = dim P,(X) - dim &(X) = e,(X) - e,,(X) 
From 4.10 we have that Ex@(X, Y) has the structure of a vector space over 
K. Hence, it is meaningful to talk of dim Ext,l(X, Y), and in fact this is equal 
to 
XJdim &(X) dim &(Y) + dim P,(X) dim &l(Y)). 
Unfortunately Horn, (X, Y) is not a vector space over k. Luckily, we can 
still define a meaningful dim HomIi (X, Y) as follows: 
HomII (H, I) has a chain of subgroups. 
Ho&(X, Yj>_ (tyqy) HomH(X, Y) 1 . . . . 2 (ty?ly)” HomH(X, Y) 2 .-.* 
We will show that the successive quotients in this chain have a natural 
k-vector structure and we define 
dim Horn, (X, Y) = En dim ((&qr>n HomH (X, Y)/(tny)“+l Horn, (X, Yjj- 
Define an action of k on HomH (X, Y) as follows: if X E K andf : X -+ Y then 
(A .f)n = Anfn . This is again a map of Hopf algebras as is easy to check. We 
haveh.(p.fj =(&).f,andh.(fg) =(A-f)g=f(h*g). 
Nowconsider(X+p)*f--A*f -p..f =/I. 
Computation immediately gives that Q(h) = P(h) = 0. Hence h = ,$yQ’ 
since Q(h) = 0 implies that h factors through (Y and P(h) = 0 implies that 
h factors through 7Y. 
Now if h E ([r~~)n HomH (X, Y) we have h = ([y17y)ng for someg: X-+ Y and 
so (X+p)-h--h*h-p-h == (EY,rly)“((h+~)‘g--.g---.gg) = 
(ty, Ty)ll+lg’. Hence (A + p) * h - h * h - TV * h E (& , qy)n+l Homw(X, Y). 
In this way the quotients 
(LTF)” Horn, (X, Yj 
(5~~ YY+~ Horn, (X Y) 
have the structure of a vector space over K. 
From the exact sequence for Ext it follows that 
dim Horn, (X, Y) - dim Ext& (X, Y) 
is additive in both X and Y. 
6.5. 
dim HomH (X, Y) - dim Ex@ (X, Y) 
= xam 407 - 4dxj e,(y) - e,(x) hm. 
Proof by evaluating both sides for X and Y biprimitive. 
This gives us a formula for dim Homtl (X, Yj. 
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7. OUTLOOK 
If one looks around for other categories beside H for which ExP vanishes, 
one is immediately put in mind of the category of abelian groups. If one 
shifts to the modules of some ring, the global dimension is no longer 1. What 
is the analogous shift for Hopf algebras ? The most obvious generalization 
seems to be as follows: - Let R be an associative, coassociative, cocommuta- 
tive Hopf algebra over K. The category of R-modules has @ as an internal 
operation, i.e. if M and N are R-modules, we make M @ N into an R-module 
by the rule 
where h(r) = &Y’~ @ rni , [ x 1 denotes the dimension of the element, 
m EM, n EN, Y E R. Hence we can talk about algebras, coalgebras, Hopf- 
algebras and so on in the category of R-modules. Dually, we can do the same 
in the category of comodules of R *. In particular we can consider HR , the 
category of Abelian Hopf algebras over R, and dually, (HR)* the category of 
Abelian Hopf algebras in the category of comodules of R*. It is not hard to 
prove that HR is an Abelian category. It is no longer self-dual, and its global 
dimension is not necessarily 1. How this global dimension depends on R 
would seem to be an interesting topic for development. The functors P, Q, p, & 
must now be interpreted as functors from HE to the category of R-modules. 
The functor S of Sections 5 is now a functor for HR to HSR . Since R is 
tiocommutative we have a map Q *: HSR -+ HR which permits us to define 
natural transformations 5: Q*S -+ id and 7: id --f qR”S, generalizing those 
of Section 5. In this way we can define biprimitive spectra for Ha . 
By analogy with the theory of modules over a ring, given an object X in Ha , 
we can define objects XR, the largest subobject with trivial R-action, and X, 
the largest quotient object with trivial R-action. We may think of X+ XR 
and X -+ XR as functors from HR to H. The latter is right exact, the former is 
left exact. The forgetful functor from HR to H has both left and right adjoints. 
Using these, one may compute the left derived functors of X-+ XR , which 
I call H,(R, X) and the right derived functors of X -+ X,, which I call 
H”(R, X). These notations are justified by the analogy with groups. 
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