Special polynomials associated with rational solutions of the second Painlevé equation and other equations of its hierarchy are studied. A new method, which allows one to construct each family of polynomials is presented. The structure of the polynomials is established. Formulaes for their coefficients are found. The degree of every polynomial is obtained. The main achievement of the method lies in the fact that it enables one to construct the family of polynomials corresponding to any member of the second Painlevé hierarchy. Our approach can be applied for deriving the polynomials related to rational or algebraic solutions of other nonlinear differential equations.
Introduction
It is well known that the second Painlevé equation (P 2 ) w zz = 2w 3 + zw + α (1.1) and all members of its hierarchy have rational solutions only at integer values of the parameter α (α = n ∈ Z). These solutions can be written in terms of special polynomials Q (N ) n (z) (N ≥ 1)
, n ≥ 1, w (N ) (z; −n) = −w (N ) (z; n),
where w (N ) (z; n) is a solution of the Nth equation in the hierarchy (N=1 is the case of P 2 ). The polynomials Q (1) n (z) were suggested by A. I. Yablonskii and A. P. Vorob'ev and are called the Yablonskii -Vorob'ev polynomials [1, 2] . While their analogues were introduced by P. A. Clarkson and E. L. Mansfield [3] . All these polynomials can be regarded as nonlinear analogues of classical special polynomials [4] [5] [6] [7] [8] [9] [10] [11] [12] .
The polynomials Q
n (z) satisfy the differential -difference equation
n+1 Q
(1)
n (Q
where Q
0 (z) = 1, Q
1 (z) = z. It is not clear from the first sight that this relation defines exactly polynomials however it is so. Moreover Q (1) n (z) are monic polynomials with integer coefficients. They possess a certain number of interesting properties. In particular, for every integer positive n each polynomial Q (1) n (z) has simple roots only and besides that, two successive polynomials Q (1) n (z) and Q (1) n+1 (z) do not have a common root. The Yablonskii -Vorob'ev polynomials Q (1) n (z) arise in various physical models. For example, partial solutions of the Korteveg -de Vries equation, the modified Korteveg -de Vries equation, the nonlinear Schrödinger equation, the KadomtsevPatviashvili equation can be expressed via the polynomials Q (1) n (z) [4] . The polynomials Q (2) n (z) associated with the second equation of the P 2 hierarchy w zzzz − 10 w 2 w zz − 10 w w 2 z + 6 w 5 − z w − α = 0 (1. 4) in their turn satisfy the differential -difference equation 5) where again Q
1 (z) = z. As far as the polynomials Q (N ) n (z) (N ≥ 3) are concerned, the differential -difference equation analogues to (1.3), (1.5) yet is not obtained. In this connection an important problem is to define the polynomials in another way, i.e. without using the differential -difference equation.
In this paper we present a new method, which solves this problem. In particular, the method allows one to find the degree of each polynomial Q (N ) n (z), to determine its structure and to derive formulas for its coefficients. Our approach can be also applied for constructing other polynomials related to rational or algebraic solutions of nonlinear differential equations. We would like to mention that not long ago it was made an attempt to obtain formulas for coefficients of the Yablonskii -Vorob'ev polynomials Q (1) n (z) [13] . As a result the coefficient of the lowest degree term was found.
The outline of this paper is as follows. In section 2 the algorithm of our method is presented and main theorems are proved. Correlations between the roots of the Yablonskii -Vorob'ev polynomials and properties of their coefficients are discussed in sections 3 and 4, accordingly. In other words sections 2 -4 are devoted to the general case. While several examples are given in sections 5 -7. More exactly the polynomials associated with the first, the second, and the third members of the hierarchy are studied in sections 5, 6, 7, respectively.
Method applied
The P 2 hierarchy can be obtained through the scaling reduction from the hierarchy of the modified Korteveg -de Vries equation [14] [15] [16] [17] [18] , and is the following
where
Every equation of the hierarchy (2.1) has a unique rational solution if and only if α is an integer. All these solutions are expressible via the logarithmic derivative of the polynomials Q (N ) n (z) (N ≥ 1), which will be the objects of our study. Analyzing the expression (1.2) we understand that the polynomials Q (N ) n (z) can be defined as monic polynomials. By p n,N denote the degree of Q (N ) n (z). Then we can present each polynomial in the form
Let us show that it is possible to derive the polynomials Q (N ) n (z) without leaning on the differential -difference recurrence formula or determinantal representation of the rational solutions. For this aim we will use power expansions at infinity for solutions of the equations (2.1). 
Proof. While proving this theorem we will use the algorithms of power geometry. For more information see [19] [20] [21] [22] [23] [24] . First of all it is important to mention that equations (2.1) and the operators L N [w ′ − w 2 ] can be thought of as differential sums with z being an independent variable and w being a dependent one. Let us show that the support
This fact can be proved by induction. For N = 1 it is obvious. Suppose it is true for N = M. Using the recurrent expression (2.2) we get
Thus we immediately obtain
Deriving this expression we did not pay attention to coefficients at the monomials of 
Using the expression (2.1) it can be easily proved that
) stands for the support of the Nth equation in the hierarchy. From the previous expression we see that the polygon corresponding to the equation P Fig. 1 ). The support of P (again α = 0). Let us find the power expansion corresponding to the edge Γ (1) 3 . This edge is characterized by the reduced equation
and the normal cone U
(1) 3 = {λ(1, −1), λ > 0}. Hence the power asymptotics related to the edge Γ (1) 3 is the following
The reduced equation (2.9) is algebraic, therefore its solution does not have critical numbers. A shifted support of (2.10) is the vector B = (−1, −1) = −B 2 . Consequently it belongs to the lattice Z generated by the vectors B 1 , B 2 . This lattice consists of the points M = {(q 1 , q 1 ), q 1 = −2Nl + m, q 2 = l + m}, where m and l are whole numbers. The lattice Z intersects with the line q 2 = −1 by the points q 1 = −(2N + 1)m − 1. The cone of the problem is K = {k < −1}. Thus the exponents of the power expansion with the asymptotic behavior (2.8) belong to the set K = {k = −(2N + 1)m − 1, m ∈ N}. This completes the proof.
The expansion (2.4) at N = 1 and N = 2 was found in [19] and [24] , accordingly. All the coefficients c α,−(2N +1)l−1 (l ≥ 1) in (2.4) can be sequently calculated. For convenience of use let us present the series (2.4) in the form = −1/z. This fact can be verified by direct substitution into (2.1). Therefore it can be set Q
n,k we denote the symmetric functions of the roots
Later in this section when it does not cause any contradiction the index N will be omitted. Our next step is to express s n,m through coefficients of the series (2.11). 
Proof. As far as Q n (z) is a monic polynomial, then it can be written in the form
Note that possibly a n,k = a n,l , k = l. This equality implies that
Expanding this function in a neighborhood of infinity we get
where δ 0,a n,k is the Kronecker delta. The first or the second term in (2.18) are present only if the polynomials Q n−1 (z), Q n (z) have zero roots, accordingly. In our designations the previous expression can be rewritten as
The absence of a zero term in sum is essential only at m = 0. Comparing expansions (2.19) and (2.11) we obtain the equalities
(2.20)
Decreasing the first index by one in (2.20) and adding the result to the original one yields
Note that c 1,−(m+1) = 0, m ≥ 1 and a 1,1 = 0. Then proceeding in such a way we get the required relations (2.13) and (2.14).
Remark 1. It was proved that
has a unique rational solution whenever α is an integer. All these solutions possess convergent series at infinity. For n = 0 every rational solution w (N ) (z; n) has the asymptotic behavior
i.e. the point z = ∞ is a simple root. This fact can be easily seen from the Bäcklund transformation for P (N ) 2
. Thus the formal series (2.4) at α = n coincides with the expansion (2.19) and is also convergent.
Remark 2. Since c
Theorem (2.2) enables us to prove the following theorem. Taking into account that in our case A n,0 = 1 and p n = n(n + 1)/2 we get
The function s n,m can be derived using the expression (2.13). Hence recalling the fact that (2.11) is exactly (2.4) we obtain
(2.25)
Substituting this into (2.24) yields
A n,m = 0, m ∈ {1, 2, . . . , n(n + 1)/2} / {(2N + 1)l, l ∈ N};
(2.26)
Thus we see that the coefficients A n,k of the polynomial Q n (z) are uniquely defined by coefficients c n,−(2N +1)l−1 of the expansion (2.4). This completes the proof.
Remark 3. Expression (2.26) defines the structure of the polynomial Q n (z). Namely if n(n + 1)/2 is divisible by (2N + 1) , i.e. n ≡ 0 mod (2N + 1) or n ≡ 2N mod (2N + 1), then Q n (z) is a polynomial in z 2N +1 . Otherwise (if n(n + 1)/2 is not divisible by (2N + 1)) Q n (z)/z r is a polynomial in z 2N +1 , where r = n(n + 1)/2 mod (2N + 1). In other words
is a polynomial of degree [n(n + 1)/(4N + 2)] with [x] denoting the integer part of x.
Symmetric functions of the roots
In this section we are discussing properties of the symmetric functions. It is important to note that the functions s
n,m can be regarded as relations between the roots a (N ) n,k of the polynomials Q (N ) n (z). Recently the location of the roots in the complex plane was investigated. It was shown that the structure of the roots is very regular. In order to establish our main results we need a lemma. 
. . . Using the remark at the end of the previous section we obtain that the roots of Q 
Coefficients of the Yablonskii -Vorob'ev polynomials
In the next sections we will find first several coefficients of the YablonskiiVorob'ev polynomials for some members of the P 2 hierarchy. While now let us study the general case and prove a theorem.
Proof. The first part of the theorem can be proved by induction on l. Indeed in the case l = 1 we see that A n,(2N +1) = −s n,(2N +1) /(2N + 1). (Here and up to the end of the proof the upper index N is omitted.) Consequently using the second statement of theorem (3.1) we get the correlation deg A n,(2N +1) = deg s n,(2N +1) = 2(N + 1). Let A n,(2N +1)m be a polynomial in n of degree 2(N + 1)m (m < l). The coefficient A n,(2N +1)l can be found with a help of (2.26). Analyzing this expression we understand that the term s n,(2N +1) A n,(2N +1) l−(2N +1) gives the greatest contribution into the degree of A n,(2N +1)l . Hence deg A n,(2N +1)l = 2(N + 1) + 2(N + 1)(l − 1) = 2(N + 1)l.
In order to prove the second part of the theorem first of all we should note that n i=1 i m /n is a polynomial in n for all m ∈ N ∪ {0}. Next let us regard the left-hand side of (3.3) also as a polynomial in n
As far as (3.3) holds, then R n 0 −1,(2N +1)l = 0, where n 0 is obtained from n 0 = min
n. At the same time A n,(2N +1)l is equal to R n,(2N +1)l accurate to a numerical parameter (l = min
. Continuing in such a way we complete the proof.
5 The Yablonskii -Vorob'ev polynomials associated with rational solutions of P 2
In this section our interest is in the polynomials Q
n (z) associated with the equation (1.1). Later in this section the upper index will be omitted. The power expansion at infinity corresponding to the solutions of P 2 ≡ P (1) 2 is the following [21] 
where c α,−3l−1 (l > 1) satisfy the recurrence relation (3.1). Using theorems (3.1) and (4.1) we obtain
Here S 2(l+1) (n), A 4l (n) are polynomials in n of degree 2(l + 1) and 4l, accordingly. Each polynomial Q n (z) is a monic polynomial of degree n(n + 1)/2 and can be written as
Hence the polynomial Q n (z) is divisible by z if and only if n mod 3 = 1. Besides that Q n (z) is a polynomial in z 3 if n mod 3 = 1 and Q n (z)/z is a polynomial in z 3 if n mod 3 = 1. Since every polynomial Q n (z) has simple roots and two successive polynomials do not have a common root then the rational solution w(z; n) of P 2 has n(n − 1)/2 poles with residue 1, which are the roots of Q n−1 (z) and n(n + 1)/2 poles with residue −1, which in their turn are the roots of Q n (z).
With a help of the expression (2.5) we can obtain the symmetric functions of the roots s n,3l . The first few of them are the following 6) s n,9 = −4 n n 2 − 1 (n + 2) n 2 + n − 7 3 n 2 + 3 n − 20 , (5.7)
s n,12 = 8 n n 2 − 1 (n + 2) (11 n 6 + 33 n 5 − 259 n 4 − 573 n 3 +2348 n 2 + 2640 n − 7700), (5.8) s n,15 = −8 n n 2 − 1 (n + 2) (91 n 8 + 364 n 7 − 3468 n 6 − 11678 n 5 + 57138 n 4 + 134164 n 3 − 454161 n 2 − 523250 n + 1401400); (5.9)
The coefficients A n,3l of the polynomials Q n (z) can be found using the expression (2.25) and the symmetric functions s n,3l . The first few of them are written out below A n,3 = n 6 n 2 − 1 (n + 2) , (5.10) where c α,−5l−1 (l > 1) can be sequently found. Using the results of the previous sections we get
Here S 2(2l+1) (n), A 6l (n) are polynomials in n of degree 2(2l + 1) and 6l, accordingly. Being of degree n(n + 1)/2 the polynomial Q n (z) can be written as
Therefore the polynomial Q n (z) is a polynomial in z 5 if n mod 5 = 0 or n mod 5 = 4, Q n (z)/z is a polynomial in z 5 if n mod 5 = 1 or n mod 5 = 3, and Q n (z)/z 3 is a polynomial in z 5 if n mod 5 = 2. The symmetric functions of the roots s n,5l can be obtained with a help of the expression (2.5). The first few of them are the following s n,5 = n n 2 − 1 n 2 − 4 (n + 3) , (6.5) s n,10 = 6 n n 2 − 1 n 2 − 4 (n + 3) (3 n 4 + 6 n 3 − 73 n 2 − 76 n + 504), (6.6) s n,15 = 36 n n 2 − 1 n 2 − 4 (n + 3) (15 n 8 + 60 n 7 − 1010 n 6 −3240 n 5 + 28759 n 4 + 62988 n 3 − 388124 n 2 − 420168 n + 2018016). (6.7)
Using the expression (2.25) and the symmetric functions s n,5l we find the coefficients A n,5l of the polynomials Q n (z). The first few of them are
A n,15 = − n 750 n 2 − 1 n 2 − 4 n 2 − 9 n 2 − 16 (n + 5) (n 8 + 4 n 7 − 248 n 6 − 758 n 5 + 26959 n 4 + 55186 n 3 − 1107792 n 2 − −1135512 n + 15135120).
(6.10)
Besides that we obtain the following estimations A n,5(l+1) ≃ − n 6
5(l + 1)
A n,5l , n → ∞, l ≥ 0; (6.11)
A n,5(l+1) ≃ l (l + 1)
A n,5(l−1)
, n → ∞, l ≥ 1. (6.12)
Thus calculating the coefficients c α,−5l−1 of the expansion (6.1) each polynomial Q n (z) can be constructed. Several polynomials Q n (z) are gathered in Table 6 .1 Table 6 .1: The Yablonskii -Vorob'ev polynomials for P Substituting the polynomials Q n−1 (z) and Q n (z) into (1.2) yields the rational solution w(z; n) of P z (z 14 + 64800 z 7 − 93312000) (z 7 + 7200)
Conclusion
In this paper a method for constructing the polynomials associated with rational solutions of the P 2 hierarchy has been presented. The basic idea of the method is to use power expansions for solutions of the equations studied. These power expansions can be obtained with a help of algorithms of power geometry [19, 20] . Using our approach we have found: the degree of each polynomial, formulas for its coefficients, correlations between its roots. Besides that we have established the structure of the polynomials. The main computations have been done simultaneously for all members of the hierarchy. Our method is sufficiently general and can be applied for constructing polynomials associated with rational or algebraic solutions of other nonlinear differential equations [6] [7] [8] [9] [10] .
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