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We present a self-contained discussion of the universality classes of the generalized epidemic
process (GEP) on Poisson random networks, which is a simple model of social contagions with
cooperative effects. These effects lead to rich phase transitional behaviors that include continuous
and discontinuous transitions with tricriticality in between. With the help of a comprehensive
finite-size scaling theory, we numerically confirm static and dynamic scaling behaviors of the GEP
near continuous phase transitions and at tricriticality, which verifies the field-theoretical results of
previous studies. We also propose a proper criterion for the discontinuous transition line, which is
shown to coincide with the bond percolation threshold.
PACS numbers: 05.70.Fh, 89.75.Da, 64.60.aq
I. INTRODUCTION
Percolation provides a useful paradigm for understand-
ing universal properties of contagions. Studies of dynam-
ical percolation showed that simple contagions with im-
munizing effects, whose transmission events are indepen-
dent of each other, exhibit a continuous phase transition
belonging to the bond percolation universality class on
both regular lattices [1] and random networks [2]. Re-
cently there has been a surge of interest in percolation
models with cooperative effects, which may exhibit dis-
continuous transitions and associated tricritical behav-
iors [3, 4]. In the context of contagion, cooperative effects
are present when the probability of infection changes ac-
cording to the number of contacts with infected individ-
uals, as is often the case with social contagions of behav-
iors [5]. Thus we expect that simple percolation models
with cooperative effects would give us much insight into
the universal properties of social contagions.
The generalized epidemic process (GEP) [6], indepen-
dently proposed by [7] and [8], is a simple variant of dy-
namical percolation with cooperative effects. The model
features an infection probability which changes accord-
ing to the number of contacts with infected individuals.
It has been shown that both continuous and discontinu-
ous transitions are possible on regular lattices [3, 7] and
random networks [3, 8, 9], with scaling properties belong-
ing to the bond percolation universality class [3, 7, 9] in
the vicinity of critical points. Intermediate tricritical be-
haviors were also studied by a field-theoretical approach,
whose notable differences from the ordinary bond perco-
lation behaviors include the change of the upper critical
dimension from 6 to 5 and the breakdown of symmetry
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between the percolation probability and the giant cluster
size [7].
However, even in the mean-field (MF) case, our knowl-
edge of the GEP remains incomplete. First, discussions
of finite-size effects at tricriticality have been missing.
Since actual contagions and numerical simulations in-
volve finite systems, the development of a finite-size scal-
ing (FSS) theory is crucial for a complete and verifiable
description of tricritical behaviors. Second, in the case of
random networks with a single infected seed, the discon-
tinuous transition line has not been properly identified.
It was claimed that a discontinuous transition occurs
when the self-consistency equation for the order parame-
ter abruptly develops a nonzero double root [3]. However,
this criterion does not guarantee the actual occurrence
of a transition, because an infinite infected cluster cor-
responding to the nonzero root may not be achievable
with a finite probability starting from a single infected
seed. To address this problem, we need to find a crite-
rion which ensures that a finite infected cluster is able to
expand indefinitely with a nonzero probability [10].
In this work, we present a self-contained treatment of
the GEP on Poisson random networks. The rest of this
paper is organized as follows: Sec. II gives a description
of the model; Sec. III, based on the locally tree-like struc-
ture of Poisson random networks, presents exact deriva-
tions of the epidemic threshold for all types of transi-
tions and the MF exponents for continuous transitions;
in Sec. IV, using these analytical results, we propose a
set of FSS hypotheses for (tri)critical behaviors of various
physical quantities, all of which are numerically verified;
finally, we summarize our findings and conclude in Sec. V.
II. MODEL
We consider a Poisson random network [11] of N nodes
randomly connected by links so that the mean degree
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2(number of neighbors) of each node is c. A node is in
one of the following four states: unexposed (S1), ex-
posed (S2), infected (I), and removed (R). At each in-
stant, a randomly chosen I node tries to infect every sus-
ceptible (S1 or S2) neighbor and is promptly removed
(I → R) from the dynamics. An S1 neighbor becomes
infected (S1 → I) with a probability λ, or becomes ex-
posed (S1 → S2). An S2 neighbor is infected (S2 → I)
with a probability µ, or nothing happens. The case
λ = µ corresponds to the ordinary dynamical percola-
tion, also called the susceptible–infected–removed (SIR)
model. On the other hand, in social contagions exposure
usually increases the chance of infection (λ < µ) [5]. Nev-
ertheless, for the sake of generality, we do not put any
constraint on the ranges of λ and µ. After each update
[12], the time is increased by 1/I(t), where I(t) is the
number of I nodes at time t.
The contagion starts by putting all nodes in the S1
state, and infecting a single seed node at random. It ends
when all I nodes vanish, leaving a cluster of R nodes. In
the limit N →∞, if this cluster is infinitely large and ac-
counts for a finite fraction r of the network, an epidemic
outbreak is said to occur. It turns out that the probability
P∞ of an epidemic outbreak becomes nonzero only if λ
is above a certain threshold λc determined by the other
parameters. This phenomenon, called epidemic transi-
tion, can also be interpreted as a percolation transition
with the percolation probability given by P∞ and the gi-
ant cluster size given by r. The outbreak size r can be
regarded as an order parameter.
III. PHASE DIAGRAM
AND CRITICAL BEHAVIORS
A. Outbreak size
In order to describe the dependence of r on λ and µ, it
is useful to approximate the network as a tree, which is
composed of a series of levels [13]. Each level consists of
an infinite number of nodes, and links exist only between
adjacent levels, so that nodes in the n-th level pass the
contagion on to their neighbors in the (n + 1)-th level.
The fraction ofR nodes in the n-th level is denoted by rn.
For the SIR model, rn satisfies a recursive relation [2, 3]
rn+1 = 1−
∞∑
k=0
pk[1− rn + (1− λ)rn]k, (1)
where pk is the degree distribution given by
pk =
ck
k!
e−c, (2)
where the mean degree is 〈k〉 = c. For the GEP, we need
a substitution [3]
(1− λ)m → (1− λ)(1− µ)m−1 (3)
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FIG. 1. (Color online) The schematic phase diagram of the
GEP on Poisson random networks is drawn by two control
parameters, which represent the first infection probability λ
and the second infection probability µ, respectively. Insets are
schematic illustrations of the fixed-point condition f(r) = r
in the corresponding region.
for every term with m ≥ 2, which changes Eq. (1) to
rn+1 = 1−
∞∑
k=0
pk
[
1− λ
1− µ (1− µrn)
k − µ− λ
1− µ (1− rn)
k
]
= 1− 1− λ
1− µe
−crnµ +
µ− λ
1− µ e
−crn ≡ f(rn). (4)
This relation defines a map f . If the initial seed belongs
to the zeroth level, we have r0 = 0, so r = r∞ must be the
stable fixed point accessible from r0 = 0. The location of
this fixed point is determined by the behaviors of f near
r = 0, which can be expanded as
f(r) =λcr + [(1− λ)µ− λ] (cr)
2
2
+
(1− λ)µ3 − µ+ λ
1− µ
(cr)3
6
+O(r4). (5)
The insets of Fig. 1 are schematic illustrations of
Eq. (4), where curves representing the map rn+1 = f(rn)
are shown together with the diagonal line rn+1 = rn rep-
resenting the fixed-point condition. The coefficient of r
in Eq. (5), which is obtained from f ′(0), shows that r = 0
becomes an unstable fixed point for λ > 1/c, making the
adjacent fixed point with r > 0 stable. This implies that
the epidemic threshold is always located at λ = λc ≡ 1/c,
which agrees with the bond percolation threshold [14–16].
The transition nature can be determined from the co-
efficient of r2 in Eq. (5), which is obtained from f ′′(0).
The coefficient is negative for µ ≤ µt ≡ 1/(c− 1), which
shows that the transition of r is continuous in this range
of µ. For 0 < ε ≡ (λ− λc)/λc  1, r scales like
r ∼ εβ , β =
{
1 for 0 ≤ µ < µt,
1/2 for µ = µt.
(6)
3TABLE I. Mean-field (tri)critical exponents of the GEP.
β β′ τ ν¯ ν‖
µ < µt 1 1 5/2 3 1
µ = µt 1/2 1 5/2 5/2 1
Meanwhile, if µ > µt, the transition of r becomes dis-
continuous. In this case, Eq. (5) has a stable fixed point
at r > 0 even for λ < λc; but here r = 0 is by itself a
stable fixed point, and there is an unstable fixed point be-
tween the two stable fixed points, so this nonzero stable
fixed point becomes inaccessible. Thus, when the con-
tagion starts from a single seed, one should not mistake
the lower boundary of this region for the discontinuous
transition line. By analogy with equilibrium discontinu-
ous transitions, the boundary can be more aptly called
the “spinodal line,” as marked in Fig. 1.
We have thus obtained a full phase diagram of the GEP
on Poisson random networks, which is illustrated in Fig. 1
in terms of r. Now we discuss the (tri)critical behaviors
of the system in the vicinity of continuous transitions for
µ ≤ µt.
B. Outbreak probability
If PR denotes the probability of an R cluster of size R,
P∞ can be obtained from
P∞ = 1−
∞∑
R=1
PR. (7)
A Poisson random network is locally tree-like: it hardly
contains any loops of finite length [17]. For µ to take
effect, there must be two different chains of infections
leading to a single node: one for exposure, and the other
for infection. This is virtually impossible for finite R
clusters due to the rarity of finite loops. Thus,
∑∞
R=1 PR
on the right-hand side of Eq. (7) is affected only by λ,
and as a result the behaviors of P∞ are indistinguishable
from the MF bond percolation behaviors shown by the
SIR model on Poisson random networks [2]. We note that
a similar mechanism was also found in a related model
of cooperative co-epidemics [18]. Hence, for ε  1, P∞
shows a critical behavior
P∞ ∼ εβ′ , β′ = 1. (8)
Thus the identity β = β′, which reflects the symmetry
between the percolation probability and the giant compo-
nent size of bond percolation, breaks down at tricritical-
ity. This is consistent with the field-theoretical prediction
of [7]. Besides, PR exhibits an algebraic decay
PR ∼ R1−τ , τ = 5/2 (9)
at ε = 0, which is another property of the MF bond per-
colation. We note that β′, and τ can be derived exactly
by generating function techniques [2, 14–16, 19]. An in-
terested reader is referred to Appendices A and B.
C. Exponent ν¯
We present a heuristic argument for the value of the
exponent ν¯, which describes the divergence of the corre-
lation volume ξv ∼ |ε|−ν¯ . From percolation theory [20],
for |ε|  1 one expects PR ∼ R1−τe−R/R0 , where the
cutoff size R0 satisfies a scaling relation R0 ∼ |ε|−1/σ.
This implies
P∞ ' 1−
∫ R0
1
dRPR ∼ R2−τ0 ∼ ε(τ−2)/σ, (10)
which yields a known scaling relation [20]
β′ =
τ − 2
σ
. (11)
Finite-size effects are important when the outbreak size
is comparable to the cutoff size, i.e., Nr ' R0. To put
it another way, finite-size effects are felt when ξv is com-
parable to N . Thus ν¯ is obtained as
ν¯ = β +
1
σ
= β +
β′
τ − 2 =
{
3 for µ < µt,
5/2 for µ = µt.
(12)
Since Poisson random networks are infinite-dimensional,
we have ν¯ = duν [21], where du is the upper critical di-
mension and ν has the MF value, ν
MF
= 1/2 [20]. There-
fore, Eq. (12) implies that du changes from 6 to 5 at the
tricritical point, which agrees with the field-theoretical
result [7].
D. Dynamical exponent ν‖
The above discussions show that the second infection
probability µ is irrelevant to the dynamics as long as the
R cluster remains finite. Since the contagion starts from
a single seed, no infinite R clusters can be formed in a
finite time t. Therefore, the dynamical exponent must
be given by ν‖ = 1, which is equal to the same exponent
of the MF bond percolation [1].
For Poisson random networks, ν‖ = 1 can be justified
by a simple heuristic argument. We note that any node
reached by following a randomly chosen link has on aver-
age c additional neighbors [17]. Thus, at any finite time
t, each I node tries to spread the disease to c suscepti-
ble neighbors on average.The average number of I nodes
therefore evolves like
〈I(t+ 1)〉 = 〈I(t)〉cλ = 〈I(t)〉λ/λc = 〈I(t)〉(1 + ε). (13)
For ε  1, this relation has an approximate solution
〈I(t)〉 ∼ et/t0 ∼ eεt. Hence the characteristic time scale
of the system satisfies
t0 ∼ ε−ν‖ , ν‖ = 1. (14)
4All (tri)critical exponents obtained so far are summa-
rized in Table I.
IV. FSS FORMS AND NUMERICAL RESULTS
A. Extended FSS for the surviving probability
In what follows, we propose an extended FSS theory
for finite size N and finite time t [22], which is useful for
numerical verifications of all exponents obtained so far.
We postulate that the surviving probability Ps, defined
as the probability that the network has at least one I
node, scales as
Ps(t,N, ε) = b
ys Ps(b
z¯t, bN, b−1/ν¯ε), (15)
where b is a scaling factor and z¯ ≡ ν‖/ν¯. In the limit t→∞ and N → ∞, we have Ps → P∞. This is consistent
with Eq. (A7) only for ys = β
′/ν¯. Thus, choosing b =
1/N , we can reduce Eq. (15) to
Ps(t,N, ε) = N
−β′/ν¯Ψs(tN−z¯, εN1/ν¯)
= t
−β′/ν‖Φs(tN−z¯, εN1/ν¯), (16)
where Φs(x1, x2) ≡ Ψs(x1, x2)/x
β′/ν‖
1 . We note that the
validity of the FSS forms like Eqs. (15) and (16) is log-
ically independent of our analytical results obtained in
Sec. III. By numerical means, we aim to verify both FSS
forms and the values of critical exponents.
The FSS form of Eq. (16) can be confirmed by a three-
dimensional data collapse, as shown in Fig. 2. Also see
Fig. 3 for a closer view of several cross sections including
those marked by solid (red or gray) and dashed (black)
lines. All results with respective exponents are consistent
with the scaling forms.
B. Extended FSS for the density of I nodes
An extended FSS theory can also be formulated for the
density of I, which is denoted by ρ
I
. We postulate that
ρ
R
(t,N) = byρρ
R
(bz¯t, bN, b−1/ν¯ε), (17)
wehre ρ
R
≡ 〈R〉/N is the mean density of R nodes. In
the limit N → ∞, we expect ρ
R
' rP∞ ∼ εβ+β′ for
ε  1, which implies yρ = (β + β′)/ν¯. Moreover, the
average density of I nodes satisfies ρ
I
= ∂tρR . Thus, we
can write a scaling form for ρ
I
as
ρ
I
(t,N, ε) = b(β+β
′)/ν¯+z¯ρ
I
(bz¯t, bN, b−1/ν¯ε). (18)
From Table I, it is easy to see that
(β + β′)/ν¯ + z¯ = 1. (19)
Thus, putting b = 1/N , we obtain a scaling form
ρ
I
(t,N, ε) = N−1ΦI(tN−z¯, εN1/ν¯). (20)
As shown in Fig. 4, this scaling form is applicable to both
critical and tricritical points.
C. Static FSS at tricriticality
Since β 6= β′ is expected at the tricritical point, there
arises the problem of how to verify each of these two ex-
ponents numerically. The main difficulty in addressing
this problem lies in the lack of a clear distinction be-
tween outbreaks and non-outbreaks at finite N , which
makes P∞ and r hard to measure. One possible solution
is to plant multiple initial seeds, I0, randomly in the net-
work, so that the initial number of I nodes is no longer
limited to 1. For N  1 and ε 1, all seeds are typically
very far apart and grow independent of each other, so the
outbreak probability is approximately I0P∞, where P∞
is the outbreak probability for a single seed. A proper
renormalization of the system should keep I0P∞ invari-
ant. From Eq. (15), we observe that I0 must be rescaled
as bysI0. Thus, a static FSS form for the mean density
ρ
R
can be written as
ρ
R
(N, ε, I0) = b
y′ρρ
R
(bN, b−1/ν¯ε, bβ
′/ν¯I0). (21)
In the limit N → ∞, we expect ρ
R
' rI0P∞ ∼ I0εβ+β′
for ε  1, which implies y′ρ = β/ν¯. Choosing b = 1/N ,
we can reduce Eq. (21) to
ρ
R
(N, ε, I0) = N
−β/ν¯Φρ(εN1/ν¯ , I0N−β
′/ν¯). (22)
The FSS form of Eq. (22) can be checked by a three-
dimensional data collapse, as shown in the left subplot
of Fig. 5. Also see the other two subplots of Fig. 5 for a
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FIG. 2. (Color online) Numerical verifications of the ex-
tended FSS form Φs for Ps on Poisson random networks with
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FIG. 4. (Color online) Numerical verifications of the ex-
tended FSS form ΦI for ρI on Poisson random networks with
〈k〉 = 5: (a) µ = 0.21 (critical) and (b) µ = 0.25 (tricritical).
closer view along two-dimensional cross sections marked
by solid (red or gray) and dashed (black) lines. The re-
sults confirm the tricritical exponents β, β′, and ν¯ of
Table I.
V. SUMMARY AND OUTLOOK
In summary, we explored the universality classes of the
GEP initiated by a single infected seed (or a finite num-
ber of them) on Poisson random networks. Based on
some simple theoretical arguments, we obtained a com-
plete view of the phase diagram, derived (tri)critical be-
haviors in the vicinity of continuous transitions, and pos-
tulated the multi-variable FSS forms for various quanti-
ties, all of which have been numerically verified.
Our results raise a few notable issues. First, we showed
that any phase transition of the GEP on Poisson random
networks coincides with an ordinary bond percolation
transition. This indicates that even discontinuous transi-
tions are accompanied by a divergent correlation volume,
which is a property also observed in some equilibrium
systems with long-range interactions [23, 24]. Whether
there is a unified description of these equilibrium models
and the nonequilibrium GEP is an interesting question.
Second, the critical exponents of the GEP listed in
Table I are quite different from those associated with
doubly infected clusters of cooperative co-epidemics [18,
25], in spite of many similarities between the models (e.g.,
both models behave like the ordinary SIR model until the
system percolates). The origins of such differences are yet
to be identified.
Finally, we can readily apply the methods discussed
here to more general kinds of random networks with
610-1
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FIG. 5. (Color online) Numerical verifications of the static
FSS form Φρ for ρR on Poisson random networks with 〈k〉 = 5
at tricriticality µ = µt. (a) A three-dimensional (3-d) plot of
data collapse. (b) Cross sections (marked by thick solid lines)
of the 3-d plot for εN1/ν¯ ≈ 2, 0, −2 (from top to bottom). (c)
The cross section of the 3-d plot (marked by a dashed line)
at I0N
−β′/ν¯ ≈ 1.27. The values of tricritical exponents in
Table I are used.
locally tree-like structures, such as scale-free networks
whose structural heterogeneity would certainly affect
the phase diagram and critical behaviors in nontrivial
ways [26]. Addressing these issues would broaden our
knowledge about universal features of contagion under
the influence of cooperative effects.
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Appendix A: Derivation of exponent β′
As noted in the main text, the outbreak probability
can be calculated from the relation
P∞ = 1−
∞∑
R=0
PR. (A1)
The right-hand side can be obtained by a standard gener-
ating function technique [2, 15, 16], which we summarize
in the following.
Provided that R is finite, we consider a generating
function for the number of R neighbors of a randomly
chosen node, which is given as [27]
Gλ(x) =
∞∑
k=0
pk(1− λ+ λx)k = e−λc(1−x). (A2)
The absence of µ here is a consequence of the locally
tree-like structure mentioned in the main text. Now we
consider a generating function for the distribution PR,
which is defined as
Hλ(x) ≡
∞∑
R=1
PRx
R. (A3)
The function satisfies a self-consistency relation
Hλ(x) = xGλ (Hλ(x)) . (A4)
From Eqs. (A1), (A2), and (A4), we obtain
1− P∞ = Gλ(1− P∞) = e−λcP∞ . (A5)
An expansion of this relation about P∞ = 0 gives
(λc− 1)P∞ − (λcP∞)
2
2
+O(P 3∞) = 0, (A6)
which has a nonzero solution for P∞ if and only if λ ≥
λc ≡ 1/c. For ε ≡ (λ− λc)/λc  1, the nonzero solution
satisfies
P∞ ∼ εβ′ , β′ = 1. (A7)
Appendix B: Derivation of exponent τ
Using the ansatz PR ∼ R1−τ at λ = λc, the expo-
nent τ can also be obtained by a generating function
technique [19]. Since 〈R〉 diverges at criticality, τ must
satisfy 2 < τ ≤ 3. As a result, for ∆ 1,the generating
function of PR satisfies
1−Hλc(1−∆) ' a∆τ−2 (B1)
7where a is a constant. From Eq. (A4), we obtain
Hλc(1−∆) ' (1−∆)Gλc(1− a∆τ−2), (B2)
whose asymptotic expansion gives
1− a∆τ−2 ' 1− a∆τ−2 −∆ + a
2∆2(τ−2)
2
+ · · · . (B3)
Since Eq. (A4) is exact for any x, the ∆ term and the
∆2(τ−2) term in Eq. (B3) should be able to cancel each
other. This gives τ = 5/2, which agrees with the MF
bond percolation result.
Just like β′, the value of τ is unaffected by µ. This
is clearly shown in Fig. 6, which shows data collapses
according to a finite-size scaling form
PR ∼ R1−τe−R/R0(N) ∼ R1−τΦR(RN−1/σν¯). (B4)
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P R
Rτ
-
1
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FIG. 6. (Color online) The FSS form ΦR of the cluster
size distribution PR is numerically verified at the epidemic
threshold λ = λc at µ = 0.21 (red or gray) and 0.25 (black).
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