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1 INTRODUCTION 
Recently, there has hcan coosiderable interest  in the development of systems 
for  the classif icat ion of remotely sensed imagery data for inventorying 
natural resources, monitoring crop conditions, e tc ,  Usually, the inherent 
classes in the d a t a  are mu1 t~noda l  , and nonsupervised classif icat ion or clus- 
terjng techniques ( refs .  1, 2)  have been found t o  be effective ( re f .  3 ) .  
These usually break up the image into i t s  inherent modes or clusters. One of 
the crucial problems in the application of clustering techniques for  the clas- 
s if icat ion of imagery data i s  to  label the clusters.  
There i s  considerable interest in the s ta t i s t i ca l  1 i terature in labeling the 
clusters ( re f .  4 ) .  This problem i s  also common in labeling the regions, 
obtained by using segmentation a1 gorithms, in the development of scene under- 
stdnding systems. In the recent 1 i terature,  relaxation label ing algorithms 
( refs .  5,  6 ,  and 7 )  have been proposed for labeling the segmented regions, b u t  
these use re1 ational or spatial properties of the regions t h r o u g h  compatabS1- 
i ty  coefficients. However, in cluster 1 abel ing, the re1 ational properties of 
the clusters are ei ther nonavailable or n o t  meaiingful . For example, in aero- 
space imagery, the regions of interest are crops, nonagricultural areas, e t c ,  
and can be anywhere in the image; hence, i t  i s  d i f f icul t  t o  define relational 
properties. 
I t  i s  the purpose of th i s  paper to address the problem of labeling the 
clusters using the information from a given set of labeled patterns. I t  i s  
assumed that the probability density functions and a priori probabilities of 
the clusters or modes are given. Let these respectively be p ( n  = 1 I X ) ,  S i  , 
i = 1, 2 ,  * * * ,  m where m i s  the number of modes or clusters.  I t  i s  also 
assumed that a set of labeled patterns, X i  (,j) with labels ui (j) = i ;  
j = 1, 2 ,  e * * ,  N i ;  I = 1, 2 ,  * * * ,  C are given, where C i s  the number of 
classes. In remote sensing, the labels for  these patterns are provided by 
analyst interpreter ( A I )  by examining imagery films and using some other 
inforqation such as historic information, crop calender models, etc.  Very 
often, the A1 labels are imperfect. I t  i s  relatively expensive to  acquire 
labels, and a large number of unlabeled patterns i s  usually available. Some 
approaches t h a t  use all the given information are presented in this paper for 
optimum cluster label i ng. 
The paper i s  organized as follows. In section 2,  the problem of obtaining 
optimum class labels t o  the modes i s  formulated as the one t h a t  maxilnizes 
1 i kel i hood criterion by exhaustive search over all possible label assignments. 
Section 3 considers the problem of obtaining probabilities of class labels t o  
the clusters using maximum 1 ikel i hood criterion. A closed-form solution t h a t  
maximizes a lowerbound on the criterion i s  presented in section 3 .  Also, 
expressions for the asymptotic mean and variance of resulting proportions are 
presented. In section 4, probability of correct labeling is  used as a cr i ter-  
ion for obtaining probabilities of class labels for the modes. In  section 5, 
variance of the class propurtion estimates is  proposed as a criterion that 
uses b o t h  the given labeled and unlabeled pattern sets for obtaining the prob- 
abili t ies of class labels t o  the modes, Imperfections i n  t h e  labels of the 
given, labeled set are considered i n  section 6. Section 7 contains the exper- 
imental results in the processing of remotely sensed imagery d a t a  and a con- 
cluding summary i s  given in section 8. The problem of grouping modes into 
their natural classes using unlabeled patterns is  considered in appendix A .  
Appendix B considers a two-class problem I n  which the labeled patterns from a 
single class and a set of unlabeled patterns. are given. Fixed po in t  iteration 
schemes for the probability of correct labeling criterion are presented in 
appendix C. Appendix D addresses the problem of proportion estimation with 
impure clusters. 
2 9  LABEL ASSIGNMENT TO CLUSTERS BY EXHAUSTIVE SEARCH 
I n  general, the c lass-condi t iona l  dens i ty  fu i lc t ions are mu1 t i~ i l oda l .  Let  Ci be 
n 
I/ 
the number of modes of c lass I, where G i  = m. By de f i n i ng  a c r i t e r i o n ,  
1. 
the c lass labe l  assignment t o  the modes t h a t  maximizes the c r i t e r i o n  can be 
chosert as the optimal assignment. Let; pi(X) be the densi ty func t ion  o f  c lass 
1, pi j (X)  he the densi ty func t ion  o f  mode J o f  c lass 1, q i j  be the  a p r i o r i  
probabi 1 i t y  o f  mode j o f  c lass i , q i  be the  a p r i o r i  probabi 1 i t y  o f  c lass i , 
and p(X) be the mixture dens i ty  funct ion.  Then we have the f o l l ow ing  
relationships. 
Choosing the  l i k e l  ihood func t ion  as a c r i t e r i o n ,  the 1 i k e l  ihood o f  occurrence 
o f  given pat terns w i t h  t h e i r  corresponding labe ls  can be expressed by the 
quan t i t y  L '  , where 
Since loga r i t hm f s a monotonic f u n c t i o n  o f  i t s  argument, t a k i n g  l o g a r i t h m  of 
equat ion (2-2) r e s u l t s  i n  
The a p r f o r i  p r o b a b i l i t y  of mode J of c l a s s  i, q l j ,  may be est imated as 
fo l lows.  For a  p a r t i c u l a r  l a b e l  l n g  assignment, l e t  t h e  modes 1, 2, - * * ,  Ci 
belong t o  c lass  i . Then 
If t h e  c l u s t e r i n g  a1 gori thms generate a  re1 a t i  ve l y  fewer number o f  c l u s t e r s  
( i n  remote sensing, t y p i c a l l y  around 12), opt imal  c lass  l a b e l  assignment f o r  
the c l u s t e r s  can easi ly  be obts ined by exhaust ive search; Gy g i v i n g  a ? l  
poss ib le  c lass  l a b e l  assignments t o  c l u s t e r s  and computing t h e  value o f  t he  
c r i t e r i o n  fo r  each assignment, t h e  opt imal  c lass  l a b e l  assignment can be 
chosen as t h e  one t h a t  extremizes t h e  c r i t e r i o n .  If t h e  dens i t y  func t i ons  o f  
t he  modes b,de Gaussion, t h e  c r i t e r i o n  takes a  r e l a t i v e l y  s imple form ( f o r  
example, i f  a  c l u s t e r i n g  a1 g o r i  thm based on the  maximum 1 i k e l  i hood equat ions 
( r e f  . 2) i s  used t o  fit t h e  Gaussion dens i t y  func t i ons  f o r  t h e  modes). 
2.1 CASE I N  WHICH THE NUMBER OF MODES I S  EQUAL TO THE NUMBER OF CLASSES 
AND THE MODE-CONDITIONAL DENS I T  I E S  ARE GAUSS I A N  
Consider a  s imple case i n  which t h e  number o f  c lasses i s  equal t o  t h e  number 
o f  modes and t h e  mode-condit ional d e n s i t i e s  a re  Gaussian. That i s  
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where d re fers  t o  a s a r t i c u l a r  assignment 6f cless labe ls .  Tlie p r o b a b i l i t i e s  
d d qtr and qi are computed according t o  equatian (2-4),  for  t h i s  l abe l  assign- 
ment. Equat-ion (2-8) can se used as a c r f t e f i o n .  However, for  Gaussfan den- 
s l t f e s ,  a simple c r i t e r i o n  can be obtained us'qg the f a c t  tha t  the logar i thm 
i s  a convex upward func t ion  t o  der ive a lower  bound on L. Since logar i thm i s  
a convex upward funct ion,  we have the inequal i t y  
and 
Let  the densfty func t ion  o f  the  ath mode o f  c lass  f be 
using equations (2-9) t o  (2-11) i n  equation (2-8) y i e l d s  
where 
Thus, the optimal clads l abe l  assignment can be chosen as  the one tha t  mini- 
mizes L2. C~mblnator ia l  algorithms ( re f .  8) can he usnd t o  e f f t c i e n t l y  gencr- 
a t e  a l l  possible c lass label  assignments f o r  exhaustive search. 
3. PROBABILISTIC CLUSTER LABELING BASED ON MAXIMUM LIKELIHOOD CRITERION 
The last section addressed the problem of obtaining class labels to the 
clusters by exhaustive search. This section considers the problem of 
obtaining a probabilistic description for the class labels of the clusters. 
The criterion used is the likelihood function, but normalized as shown in 
equation (3-14) . 
The mixture density p(X) can be written in terms of class-condi tional den- 
sities as 
The mixture density p(X) can also be written in terms o f  mode-conditional 
densities as 
On compar:ng equations (3-2) and (3-3), the following assumption i s  made. 
Equation (3-4) can be rewritten as 
Since logarithm i s  a monotonic function of i t s  argument, taking logarithm of 
L '  of equation (3-1) and using equation (3-5) yields the following: 
C N1 
L =  log(^') = C C log aQipCn = RIXi(j)I 
i=1, j=1 
where agi = P ( w  = i In = 4 )  i s  the prababilit, .hnt the label of model P 
i s  class i . The probiibilities aei sat isfy the constraints given in equa- 
t ion (3-7) . 
Closed fonn solutions for ali , by minimizing L of equation (3-6), subject t o  
the constraints of equation (3-7), seem t o  be d i f f i cu l t .  The probabili- 
t i e s  aei can easily be obtained using optiinization techniques such as Davidon- 
Fl etcher-Powel 1 (refs .  9, 10, 11). 
3.1 FIXEQ-POINT ITERATION SCHEME FOR OPTIMAL a$i 
The following fixed-point iteration equation [similar t o  maximum 1 ikel i  hood 
equations in parametric clustering ( ref .  2)]  for the solution of the above 
optimization problem can easily be obtained by introducing lagrangian 
mu1 t i pl i ers . 
where 
Lenni ngton ( re f .  12)  derived fixed-point i terat ion equations si~ni 1a r  t o  equa- 
tion (3-8) and Heydorn ( ref .  13) developed a l  east squares solution for he 
probabilities uei . However, closed form solutions for aai can be obtained 
with the cri terion as the maxirn'ization of a lower bound on L . Using the 
inequality (2-9) in equation (3-G), a  lower bound on the log like1 ihood 
function L can be obtained as I 
Introducing the lagrangian tnul t i  pl iers ,  the probabilities aRi that lnaxi~nize 
the lower bound of equation ( 3 - l o ) ,  subject to the constraints o f  equation 
(3-7), can easily be shown to be 
where 
This solution simply states that the probability of the i th  class label for a 
given cluster  R i s  the rat io of the a posteriori probability of cluster  2 
given the labeled patterns from class i  t o  the sum over al l  classes of the 
a  p o s t e r i o r i  p r o b a b i l i t y  o f  c l u s t e r  a  g iven the  l a b e l e d  p a t t e r n s  from each 
c lass .  Having obta ined aai; qi t h e  p r o p o r t i o n  o f  c l a s s  i, can be est imated 
as f o 1  1  ows . Consider 
0 
Hence, qi , t h e  es t imate  o f  q i y  can be computed from the  fo l l a \u ing .  
3.2 EXPRESSIONS FOR THE ASYMPTOTIC MEAN AND VARIANCE OF PROPORTION 
ESTIMATE qi 
One o f  t h e  o b j e c t i v e s  i n  t h e  process ing  o f  remotely sensed aerospace l'magery 
+ data i s  t h e  es t ima t i on  o f  p r o p o r t i o n  o f  t he  crop o f  i n t e r e s t .  Assuming 6, i s  
N 
constant ,  expressions are developed i n  t h i s  s e c t i o n  f o r  t h e  asymptot ic  mean 
1 
and var iance o f  p r o p o r t i o n  es t imate  qi. The expected value o f  qi can be 
w r i t t e n  as 
The d e l t a  method ( r e f ,  14) can be used t o  compute t h e  asymptot ic  var iance o f  
n 
9; T h i s  i nvo l ves  expanding qi i n  a  Tay lo r  s e r i e s  around i t s  t r u e  va lue  
' = 6 % ~  i. 
I 
The r e s u l t  of t h e  expansion i s  qi g;1 
The covar iance  o f  t he  e s t i ~ n a t e s  uui and avi can be expressed as 
h .) 
The e s t i n ~ a t e s  ( )  a r e  f u n c t i o n s  o f  t h e  g i ven  l a b e l e d  p a t t e r n s  X )  1 a 1, 
2, ... , N,; r = 1, 2, . * * ,  C. L e t  t h e  mean o f  X r ( j )  be  ur .  Expanding aui i n  
T a y l o r ' s  s e r i e s  around X r ( j )  1 pr; j = 1, 2, * * * ,  N,; r = 1, 2 ,  * - * ,  C and 
r e t a i n i n g  o n l y  f i r s t  o r d e r  terms y i e l d s  
Thus, t o  a f i r s t  o r d e r  approx in la t ion  
A 
Sinli 1 a r  t o  equa t i on  (3-17), expanding avi i n  T a y l o r ' s  s e r i e s  around 
X r ( j )  = p r  and r e t a i n i n g  o n l y  f i r s t  o r d e r  terms y i e l d s  
Assunling the pat terns arc  independent and using equations (3-17) and (3-19) i n  
equatfon (3-16) r e s u l t s  i n  
where I sr = EICXr(J) - u,ICX,(J) - ur lT /  
D i f f e r e n t i a t i o n  o f  equation (3-11) y i e l d s  
* 
L e t  aki - aki (Xr(s) = pr ; s = 1.2,--,Nr ; r = 1,2,***,~)\ 
and 
I f  the  mode-condi t i o n a l  densi t i c s  are  Gaussian, O L i  can cosi ly  be computed 
from the f o l l o w i n g ,  Consider 
L e t  p ( x l n  a k) - N(Mk*"k) 
Then we can w r i t e  
Using equat ions (3-22) and (3-23) i n  equat ion (3-20) y i e l d s  
The var iance o f  qi can then be computed from equat ions (3-15) and (3-26), 
u s i n g  c lass  sample means and covariance mat r ices  f o r  ur and S,. 
4 .  CLUSTER LABELING BASED ON THE CRITERION OF 
PROBABILITY OF CORRECT LABELING 
If the class-conditional densities are known, the a posteriori probabi 1 i t i es  
of the classes can be expressed as a function of pattern X and a priori 
probabilities. Since the label of the pattern Xi(j) i s  i ,  for particular 
class-conditional densities and a priori probabi 1 i t i e s ,  pro a i ( X i  (j)] i s  the 
probability with which the pattern Xi(j) is  correctly recognized. Let pii be 
the probability that the pattern comes from class i and belongs to class i for 
particular cl ass-conditional densities and a priori probabi 1 i t i es .  Similarly, 
l e t  pig be the probability with which the pattern comes from class i and 
belongs t o  class a .  Then, these probabilities can be expressed as 
and Pi a = P(u = i)E[p(w = alX)] (4-2)  p(Xlw=i) 
The probability of correct labeling or the probability with which a pattern 
comes from a particular class and belongs t o  the same class is  
The error piobability or the probability with which the pattern comes from a 
particular class and belongs t o  some other class i s  
From equations (4-1) t o  (4-4), i t  i s  easily seen that 
It i s  observed t h a t  equations (4-1) and (4-3) a r e  based on t r e a t i n g  the  a  
p o s t e r i o r i  p r o b a b i l i t i e s  o f  t h e  c lasses as continuous va r iab les  and d i f f e r  
f rom t h e  usual est imates based on the  counts. The p r o b a b i l i t y  PS can be 
est imated from the given, l abe led  p a t t e r n  se t  as f o l l o ; ~ .  
where 
and 
The f o l l o w i n g  ana lys i s  shows t h a t  t he  es t imate  f o r  PS o f  equat ion (4-6) has 
1 ess var lance than t h e  es t imate  based on coun t ing  t h e  c l a s s i f i c a t i o n  error's. 
The es t imate  o f  equat ion (4-6) i s  unbiased. That i s  
Assuming t h e  pa t te rns  are independent, an expression f o r  t he  var iance o f  PS 
can be obta ined as fo l lows.  Consider 
but ,  we have the  r e l a t i o n s h i p  
Using equation (4mi0) in equation (4-9) yields 
Hence, the variance of is is  less than the variance of the estimate based on 
counts of correctly classified patterns (ref.  15).  The criterion of either 
the maximization of is or the minimization of Fe can be used t o  obtain proba- 
bi l is t ic  class label assignment for the clusters. Using che relationship of 
equatfon (3-4) between the class-conditional densities and the cJ lister- 
conditional densities in terms of probabi'l i t i  es aRi in equation 14-6) results 
in 
The probabilities qi and uai are re1 ated as follows. 
Now the problem of estimation o f  proportions and the probabilities of class 
labels for the clusters can be formulated as follows. 
Find: qi, f ~ 1 ,  2  C a n d a l j  ; 1 .1, 2, * * * ,  C; R.1, 2, * * * , m  
such that tS is maximized where 
Subject to the constraints 
and > Q ; i - l,g,3e.,~ ; a = 1,2,:::,m Ri - / 
Comparing equations (3-6) and (4-15), it is seen that qi is now directly 
entered into the problem. Optimization techniques such as Davidon-Fl etcher- 
Powell (refs. 9, 10, 11) can easily be used to solve the above prcblem. 
5. USE OF LABELED AND UNLABELED PATTERNS FOR 
PROBABILISTIC Cl USTER LABELING 
Qne o f  t he  impor tant  o b j e c t i v e s  i n  ,he processing of remotely sensed imagery 
data i s  t o  es t imate  the  p ropor t i ons  o f  c lasses o f  i n t e r e s t ,  I d e a l l y ,  these 
est imates should be unbiased and o f  minimum ~ ta r iance .  It IS t h e  purpose o f  
t h i s  sec t i on  t o  develop a  scheme t h a t  uses h5th t he  g iven labe led  atid 
unlabeled pa t te rns  f o r  o b t a i n i n g  t h e  p r o b a b i l i t i e s  o f  c l a s s  l a b e l s  f o r  t he  
c l u s t e r s  by m in im iz ing  the  var iance o f  t h e  propovt ion  est imates.  It i s  
assumed t h a t  we a r e  g iven a  se t  o f  l abe led  pa t te rns  Xi ( J ) E w ~  ( j )  1; 
j 1, 2, - # * ,  Nt; 1 = 1, 2, - - * ,  C and a  se t  o f  un labe led p a t t e r n s  
Zi i = 1, 2, w e - ,  Nu. L e t  KT be the  t o t a l  number 04 l a b e l e d  and un labe ied 
pa t te rns .  That i s  
* 
L a t  Yi ,  t = 1, 2 ,  = = =  , NT be the given 1aba:sd and unlabeled paiisrns, L e t  
t h e  Bayes c l a s s i f i e r  be used t o  c l a s s i f y  the  g iven labe led  and unlabeled pa t -  
t e r n  sets,  For p a r t i c u l a r  c l  ass-cond i t iona l  d e n s i t i e s  and a  p r i o r i  probabi  l- 
i t i e s ,  l e t  t h e  r e s u l t i n g  confus ion m a t r i x  o f  a  g i ven  labe led  p a t t e r n  se t  and 
t h e  c l a s s i f i c a t i o n  m a t r i x  o f  an unlabeled p a t t e r n  se t  be as shown i q  t a b l e  1. 
L e t  w be t i l e  g iven l a b e l  and oC be the  c l a s s i f i e r  l a b e l .  L e t  
i j  = P(w i I w C  = j )  be t h e  p r o b a b i l i t y  t h a t  t h e  t r u e  l a b e l  i s  i, given t h a t  
t h e  c l a s s i f i e r  l a b e l  i s  j. L e t  Pij = P(w = i, wC = j) be t h e  p r o b a b i l i t y  t h a t  
t h e  t r u e  labe l  o f  t h e  pa5tern i s  i and the  c l a s s i f i e r  l a b e l  i s  j. L e t  
P C ( i )  = P(wC = i )  be the  p r o b a b i l i t y  t h a t  t he  c l a s s i f i e r  c l a s s i f i e s  a p a t t e r n  
i n t o  c lass  i and qi = P(w = i )  be the  a  p r i o r i  p r o b a b i l i t y  o f  c lass  i .  Then 
we o b t a i n  
TABLE 1 ,- CLASSIFICATIONS OF LABFLED AND UNLABELED PATTERfI SETS 
( a )  Confusion matr ix  o f  l a b e l e d  p a t t e r n  s e t  
(b) Matri,c o f  c l a s s i f i c a t i o n s  o f  un labe led  s e t  
where 
" j = number o f  l a b e l e d  p a t t e r n s  f o r  which t h e  t r u e  o r  g i ven  l a b e l  i s  I and the  c l a s s i f i e r  l a b e l  i s  j 
C = number o f  c lasses 
c 
n = n = 2 2 nij, t he  t o t a l  number o f  l a b e l e d  p a t t e r n s  
* *  irl j z 1  
= number o f  un labe led p a t t e r n s  f o r  which the  
c l a s s i f i e r  l a b e l  i s  j 
Siner! each c l a s s i f i c a t i s n  i s  independent, t he  1  i k e l  i hood f u n c t i o n  of t h e  
observed n's and V's can be w r i t t e l l  as 
C C n  C 
L K n n (r i j )  ~ P ~ ( J ) I  j*" j 
4.1 j=l j.1 
where K i s  a c ~ n ~ t a n t .  The values of PC(j )  and Al which maximize L, sub- 
j e c t  t o  t h e  p r o b a b i l i t y  c o n s t r a i n t s  on PC(j)  and , c a n b e  shown t o  be 
( r e f s .  16, 17) 
A!, est lmate  q,, f o r  t h e  p ropor t i on  qi may be obtained as f o l l ows .  
Fro\n equat ions (5-3) through (5-5), t h e  f o l l o w i n g  i s  obtained.  
The es t imate  of equat ion (5-5) can be i n t e r p r e t e d  as fo l l ows .  The r a t i o  
(9 j/n, j )  gives t h e  p ropor t i on  o f  t h e  pa t te rns  t r u l y  belonging t o  c l a s s  i of 
t h e  p a t t e r n s  c l a s s i f i e d  i n t o  c lass  j. M u l t i p l y i n g  t h i s  r a t i o  by (nmj + Vj) 
and summing i t  from 1 t o  C g ives an es t imate  o f  t h e  pa t te rns  o f  c lass  i i n  t h e  
pa t te rns  c l a s s i f i e d  i n t o  a l l  t he  classes. D i v i d i n g  t h i s  by t h e  t o t a l  number 
o f  pa t te rns  g ives an es t imate  f o r  the  p r o p o r t i o n  o f  c l a s s  i. 
I t  can be shown ( re fs .  16, 17) t h a t  t he  es t imate  o f  equat ion (5-6) i s  
asymptu t i ca l l y  unbiased and i t s  asymptotic var iance i s  g iven by the  f o l l  owing. 
For p a r t i c u l a r  a  p r i o r i  probabi 1  i t i e s  and c lass -cond i t i ona l  dens i t i es ,  t h e  
p r o b a b i l i t i e s  P C ( j )  and di may be expressed as 
and 
Using t h e  g iven labe led  and unlabeled pat terns ,  est imates f o r P C ( j )  and Ai can 
be ~ b t a i n e d  from equations (3-5), (5-9), and (5-10) as f o l l o w s :  
where 
and 
Using equations (5-11) and (5-12) i n  equat ion (5-5) y i e l d s  
Le t  S be the sum o f  asymptotic variances o f  p r o p o r t i o n  est imates.  From 
equat ions (5-81, (5-11) and (5-12): the f o l l o w i n g  es t imate  f o r  S i s  obtained.  
Now t h e  problem o f  o b t a i n i n g  p r o b a b i l i s t i c  c lass  l a b e l  adsignment f o r  t h e  
c l u s t e r s  may be fo rmula ted as fo l l ows .  
n 
Find: asj; s = 1,2,***,m; j = 1,2,***,C; and qi, i = 1,2,-0-,C such t h a t  S of 
equat ion (5-14) i s  minimized, sub jec t  t o  the  c o n s t r a i n t s  o f  equat ions (4-16) 
and (5-13). 
Opt imizat ion  techniques such as Davidon-Fl etcher-Powel 1 ( r e f s .  9, 10, 11) can 
e a s i l y  be used t o  so lve  t h e  above o p t i m i z a t i o n  problem. 
6. FORMULATION WITH LABEL IMPERFECTIONS OF THE GIVEN LABELED SET 
I n  p r a c t i c e ,  such as i n  t h e  classification o f  remotely sensed, m u l t i s p e c t r a l  
scanner imagery data, i t  i s  d i f f i c u l t  and expensive t o  o b t a i n  l a b e l s  f o r  t h e  
p a t t e r n  se t .  The l a b e l s  f o r  t h e  p a t t e r n s  are  u s u a l l y  p rov ided by an ana lys t  
i n t e r p r e t e r  on examining imagery f i  lms and us ing  some o t h e r  i n f o r m a t i o n  such 
as h i s t o r i c  i n fo rma t ion ,  c rop  calendar models, e t c .  These l a b e l s  a re  very  
o f t e n  imper fec t .  Recent ly ,  C h i t t i n e n i  ( r e f s .  16, 18, 19) i n v e s t i g a t e d  tech-  
niques f o r  e s t i m a t i n g  t h e  p r o k ~ b i  1  i t i e s  o f  1  abel imper fec t i ons .  Once t h e  
p r o b a b i l i t i e s  o f  l a b e l  imper fec t i ons  are  known, these can be used i n  o b t a i n i n g  
t h e  c lass  l a b e l s  t o  t h e  c l u s t e r s  through t h e i r  d e n s i t i e s  and p ropo r t i ons .  L e t  
w  and w l  be t h e  p e r f e c t  and imper fec t  l abe l s ,  r e s p e c t i v e l y ,  each o f  which 
t a k e  values I ,  2, C. The imper fec t i ons  i n  t h e  l a b e l s  are  descr ibed by 
t h e  probabi 1  i t  i es 
where 
The a  p r i o r i  p r o b a b i l  i t i e s ,  t h e  c lass -cond i t i ona l  d e n s i t i e s ,  and t h e  a  pos te r -  
i o r i  p r o b a b i l i t i e s  o f  t h e  c lasses  w i t h  and w i thou t  imper fec t i ons  i n  t h e  l a b e l s  
are  r e l a t e d  i n  t e r i s  o f  p r o b a b i l i t i e s  o f  l a b e l  imper fec t i ons  as ( r e f .  18) 
where it is assumed that 
p(Xlw = j) = p ( X l w l  = i, w  = j) 
Let s be the matrix of probabilit~es of label imperfections where 
Let 
Using equations (6-7) and (6-8) and inverting equation (6-4) r1esul ts in 
Using these relationships, the criteria developed in the previous sections for 
labeling the clusters can be reformulated to take into account the 
imperfections in the labels, once 6.. are known or estimated. In the follow- J 1 
ing, it is assumed that the probabilities of label imperfections Bji are 
avai 1 able. 
6 .1  MAXIMUM LIKELIHOOD CRITERION WITH IMPERFECTIONS IN THE LABELS 
The log of likelihood function of equation (3-1) with imperfections in the 
labels can be written as 
Using equations (3-5) and (6-5) in equation (6-10) yields 
For a given Bg the problem of estimating art can be formulated as fo l l  ows . 
Find: a,; r = 1, 2,  * - * ,  m; r = 1, 2,  * * * ,  C such that L of equation (6-11) 
i s  maximized, subject to  the constraints of equation ( 3 - 7 ) .  
Closed form solutions for the above optimization problem seem t o  be di f-  
f i cu l t  . However, the following fixed point iteration scheme, similar to  equa- 
tion (3-8), can easily be obtained by introducing the lograngian multipliers . 
where 
A1 so, optimization methods such as Davidon-F1 etcher-Powel 1 ( refs .  9 ,  10, 11) 
can easily be used to  solve the above optimization problem. 
6.2 THE CRITERION OF PROBABILITY OF CORRECT LABELING NITH LABEL IMPERFECTIONS 
b 
In sec t i on  4, t h e  p r o b a b i l i t y  o f  c o r r e c t  l a b e l i n g  i s  proposed as a  c r i t e r i o n  
f o r  o b t a i n i n g  the  p r o b a b i l f t i e s  o f  c l a s s  l a b e l s  f o r  t h e  c l u s t e r s .  From 
equat ions (4-l), (4-31, and (6-9), we o b t a i n  
An es t imate  f o r  PS can be obta ined i n  terms o f  given, i m p e r f e c t l y  l abe led  p a t -  
t e r n s  as 
Using equat ions (3-5) and (6-3) i n  equat ion (6-15) y i e l d s  
where 
Now the problem can be formulated as follows. 
Find: ari ; i = 1, 2, * e r n  , C; r a 1, 2, ; * * ,  mand qs, s = 1, 2, . * * ,  Csuch 
that is of equation (6-16) is maximized, subject to the constraints of 
equation (4-16) . 
Optimizat , ,n techniques such as Davidon-Fl etcher-Powel 1 (refs. 9, 10, 11) can 
easily be used to solve the above optimization problem. 
6.3 THE CRITERION OF VARIANCE OF PROPORTION ESTIMATE WITH IMPERFECTIONS 
IN THE LABELS 
The probabi 1 ities of label imperfections can be taken into account in 
estimating the probabilities of class labels to the modes through the proba- 
bilities Aij. Using equation (6-9) in equation (5-10) yields 
An estimate for ' can be obtained from the given, imperfectly labeled pat- 
"i j  
terns as 
I 
Using equations (6-3), (3-5), (6-19), and (5-11) in equation (5-8) yields a 
criterion simi 1 ar to equation (5-14) . 
7  . EXPERIMENTAL RESULTS 
Th is  s e c t i o n  presents some r e s u l t s  ob ta ined i n  t h e  process ing  o f  remotely 
sensed Landsat mu1 t { s p e c t r a  l scanner (MSS) inlagery data.  The o b j e c t i v e  o f  t h e  
process ing  i s  t o  es t ima te  t h e  proport ior ;  o f  c l ass  o f  i n t e r e s t  i n  each image. 
Several segments were processed i n  t h e  f o l l o w i n g  manner. (A segment i s  a  9 by 
11 k i l o m e t e r  o r  5 by 6 n a u t i c a l  m i l e  area f o r  which t h e  MSS image i s  d i v i d e d  
i n t o  a  r e c t a n g u l a r  a r r a y  o f  p i x e l s ,  117 rows by 196 columns .) The image i s  
o v e r l a i d  w i t h  a  rec tangu la r  g r i d  o f  209 g r i d  i n t e r s e c t i o n s .  Grol~nd t r u t h  
l a b e l s  o r  t r u e  l a b e l s  o f  t h e  p ixe ls ,  o r  do ts  corresponding t o  each g r i d  i n t e r -  
s e c t i o n  are acquired.  Also, f o r  a  subset o f  t h e  p i x e l s  o f  209 g r i d  i n t e r s e c -  
t i o n s ,  t h e  l a b e  ; are  prov ided by ana lys t  i n t e r p r e t e r  ( A I )  by examining t h e  
imagery f i l m s  and us ing  i n f o r m a t i o n  such as h i s t o r i c  i n fo rma t ion ,  crop calen-  
d e r  models, e t c .  These are  imper fec t  l a b e l s .  There are  two c lasses  i n  t h e  
image. Class 1 i s  wheat and c l a s s  2 i s  nonwheat, designated " o t h e r  .I1 The 
c l a s s  o f  i n t e r e s t  i s  wheat, 
Several a c q u i s i t i o n s  are  used f o r  each segment, The number o f  f ea tu res  o r  t h e  
number o f  channels used f o r  each segment i s  l i s t e d  i n  t a b l e  2. The Gaussian 
mode-condi t ional  d e n s i t i e s  and a  p r i o r i  probabi  1  i t i e s  o f  t h e  i nhe ren t  modes i n  
t h e  data o f  each segment a re  ob ta ined u s i n g  maximum 1  i k e l  i hood c l u s t e r i n g  
a l g o r i t h m  ( re f s .  2 ,  20).  The number o f  modes ~ e n e r a t b d  f o r  each segment i s  
l i s t e d  i n  t a b l e  2 ,  The p r o b a b i l i t i e s  o f  l a b e l  imper fec t i ons  o f  A1  l a b e l s  
o r  $ m a t r i x  a re  es t imated f o r  each segment and are  1  i s t e d  i n  t a b l e  2 .  The 
t h e o r y  developed i n  s e c t i o n  3  i s  app l i ed  i n  e s t i m a t i n g  t h e  p r o b a b i l i t i e s  of 
c l a s s  l a b e l s  t o  t h e  modes o f  each segment us ing  A1 l a b e l e d  p a t t e r n s  and us ing  
ground t r u t h  l a b e l e d  pa t te rns .  The p r o p o r t i o n  o f  c l a s s  1, t h e  c lass  o f  
i n t e r e s t ,  i s  est imated f o r  each segment us ing  equat ion  (3-13) and l i s t e d  i n  
t a b l e  2 .  
The theo ry  developed i n  s e c t i o n  6.1 i s  used w i t h  t h e  A 1  l a b e l e d  pa t te rns  and 
t h e  corresponding 6 m a t r i x  i n  e s t i m a t i n g  t h e  p r o b b i ) i l i t i e s  o f  c l a s s  l a b e l s  t o  
t h e  modes. Equat ion (3-13) i s  then used i n  e s t i m a t i n g  t h e  p r o p o r t i o n  o f  c l ass  
1 f o r  each segment and t h e  r e s u l t s  are l i s t e d  i n  t a b l e  2. 
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From table 2, i t  i s  observed that the estimates obtained with the close! Tnln 
solution of equation (3-11) for  the probabilities of class labels to the :m.les 
are  in close agreement with the ones obtained using the flxed p o t n t  rtcration 
scheme. Better proportion tstimates are obtained by taking tho '":fl~y:erfect'ions 
in the A 1  labels into account through the 13 matrix instead of esl:noting the 
proportions directly using A1 labeled patterns. 
The estimated proportiens of class 1 by exhaustive search us ing  mdximum 
1 i kel i hood criterion and maximization of prohabil i ty of correct 1 abel ing c r i -  
terion with both the A 1  and ground truth labels are l is ted i n  table 3. 
The estimated proportions of c7dss 1 from the given, randomly labeled patterns 
are l i s ted  in table 4 for  a l l  the processed segments, On comparison of 
tables 2 ,  3,  and 4, i t  i s  seen that there i s  improvement in the estimates 
through machine processing . 
For a l l  the segments, the method developed in reference 19 i s  used to  estimate 
the probabil i t i e s  of label imperfections of A 1  labels .  The number o f  labeled 
patterns used for each segment i s  l is ted in table 5 and the number of 
unlabeled patterns used i s  836. The estimated labeling accuracies and the 
proportion estimates obtained using maxGimum likelihood criterion t o  label the 
clusters w i t h  these probabil i t j e s  of label -imperfections are 1 isted in table 
5. From table 5, i t  i s  seen that there i s  considerable improvement in t h  
proportion estimates with the use cf estimated 6-matrix over that obtained 
directly using imperfectly 1 abel ed patterns. 

TABLE 4.1 ESTIMATIOFJ OF PROPORTIOEi OF CLASS 1 
FROM RbtNDOMLY LABELED PATTERNS 
Segment 
Number o f  Propor t ion of c lass  1 est imated 
1 abol ed from 1 aSel ed  patter:^ 
pa t te rns  I 
A1 l a b e l s  dT l a b e l s  
I 
97 0.2061 --I-- 0.3368 
I I 9 5 0.6316 0.6484 
Bias 0,86611E-01 0 .37778E-03 
- 
1 MSE 
- 
0.13840E-01 0.10134E-02 
a~egments i n  which c lass  1 i s  w i n t e r  wheat. 
I b~egments i n  which c lass  1 i s  'spring wheat. 
GT 
p r o p o r t i o n  
TABLE 5.- ESTIMATED LABEL1 NG ERIlORS AND PROPORTION ESTIMATES 
Estimated 8-matri x Co~puted &matrix 
using method cocparing A1 and developed i n  
reference 19 
i 
I GT1abels Segment 
1005 
1060 
1231 
1520 
16W 
1675 
1805 
1853 
1899 
B i h ~  
Location 
Sherman, 
Texas 
Cheyenne. 
Colorado 
Jackson, 
Okl ahoma 
Big Stone, 
Montana 
Renvi l l e ,  
N. Dakota 
Mcpherson, 
S.  Dakota 
Gregory, 
S, Dakota 
Ness, 
Kansas 
IJalsh, 
N .  Dakota 
P1 using 
0 o f  
column 3 
0.2723 
8.2173 
0.7053 
0.2154 
0.3496 
a 
0.1932 
0.1757 
0.3563 
0.6216 
,442lE-01 
-6446E-02 
Number of 
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I n  the  c lass4 f i c a t i o n  o f  imagery data such as i n  t h e  machine p r ~ c e s s i n g  ~f 
remotely sensed m u l t i s p e c t r a l  scanner data, unsu@ervised c l a s s i f i c a t i o n  
technlgues have been found t o  be e f f e c t i v e .  C lus te r ing  techniques break up 
t h e  image i n t o  i t s  i nhe ren t  modes. One of t he  c r u c i a l  problems i n  t h e  mach-inc 
c l a s s i f i c a t i o n  o f  imagery data i s  t o  l a b e l  these c l u s t e r s .  
T h i s  paper addressed t h e  problem o f  l a b e l i n g  the  modes and proposed var ious  
technfques. I t  i s  assumed t h a t  t he  a  p r i o r i  p r o b a b i l i t i e s  of the  modes and 
t h e  mode-condit ional probabi 1 i t y  d e n s i t i e s  are  avaf 1 able.  It i s  a1 so assumed 
t h a t  a s e t  o f  l abe led  pa t te rns  from the  c lasses o f  t h e  data and a  se t  o f  
un labe led pa t te rns  are  given. The l a b e l s  o f  these p a t t e r n s  might  be 
imper fec t .  
Using t h e  given, l abe led  p a t t e r n  se t ,  t he  problem of ass ign ing  the  c l a s s  
l a b e l s  t o  the  modes i s  formulated as a  combinatorla1 problem. I f  t h e  number 
o f  modes i s  small, bes t  assignment o f  c lass  l a b e l s  t o  t h e  modes can e a s i l y  be 
obtained by exhaust ive search, usSng c r i t e r i o n  such as maximum l i k e l i h o o d .  
The problem i s  a l s o  formulated as t h a t  o f  o b t a i n i n g  p r o b a b i l i s t i c  c l a s s  l abe l  
assignment t o  the  modes us ing maximizat ion o f  e i t h e r  the  1  i k e l  ihood func t i on  
o r  t h e  p r o b a b i l i t y  o f  c o r r e c t  l a b e l i n g  as a  c r i t e r i o n .  Closed form s o l u t i o n  
i s  obtained f o r  t he  p r o b a b i l i t i e s  o f  c lass  l a b e l s  t o  the  modes w i t h  t h e  
maximizat ion o f  lower  bound on t h e  l i k e l i h o o d  f u n c t i o n  as a  c r i t e r i o n .  With 
t h i s  s o l u t i o n  and us ing  t h e  Tay lo r  se r ies  expansion, expressions are  developed 
f o r  t h e  asymptot:c mean and var iance o f  t h e  p r o p o r t i o n  est imates o f  t h e  
c lasses.  I n  the  processing o f  remotely sensed data, one of t h e  important  
o b j e c t i v e s  i s  t o  es t imate  the  p ropor t i on  o f  c lass  o f  i n t e r e s t .  Using t h e  
given, l abe led  and unlabeled pat terns ,  t h e  problem o f  o b t a i n i n g  c l a s s  l a b e l s  
t o  t h e  modes i s  fo rmula ted as t h a t  o f  min imiz ing t h e  var iance o f  t h e  propor- 
t i o n  est imates o f  t h e  c lasses.  
The c r i t e r i a  of t h e  maximum 1  i k e l  ihood, max imiza t ion  o f  p r o b a b i l i t y  o f  c o r r e c t  
l abe l i ng ,  and m i n i m i z a t i o n  o f  var iance o f  p r o p o r t i o n  es t imates  are 
re fo rmu la ted  t o  t ake  i n t o  account l a b e l  imper fec t i ons  i n  t h e  gtven, l abe led  
s e t  f o r  known probabi  1  i t i e s  ~f l a b e l  imperfect ions.  
I n  p rac t i ce ,  i t  i s  o f t e n  o f  i n t e r e s t  t o  group t h e  modes i n t o  t h e i r  n a t u r a l  
c lasses.  A  procedure t h a t  uses unlabeled p a t t e r n s  based on probabi 1  i t y  o f  
e r r o r  as a c r i t e r i o n  i s  proposed f o r  grouping t h e  modes i n t o  t h e i r  n a t u r a l  
c lasses.  Also,  t h e  problem o f  p r o p o r t i o n  e s t i m a t i o n  through c l u s t e r  l a b e l i n g  
w i t h  impure c l u s t e r s  i s  addressed. 
Furthermore, exper imental  r e s u l t s  i n  t h e  process ing  o f  remotely sensed 
mu1 t i  spec t ra l  scanner imagery data are  presented. 
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APPENDIX A  
I 
USE OF UNLABELED PATTERNS FOR ASSIGNING MODES TO THEIR NATURAL CLASSES 
I n  p rac t i ce ,  i t  i s  o f t e n  o f  i n t e r e s t  t o  group t h e  modes generated by t h e  
c l u s t e r i n g  a lgo r i t hm i n t o  t h e i r  n a t u r a l  c lasses.  An approach i s  proposed i n  
t h i s  appendix f o r  grouping t h e  c l u s t e r s  i n t o  t h e i r  respec t i ve  c lasses based on 
Bayes p r o b a b i l i t y  o f  e r r o r  as a  c r i t e r i o n  and us ing un labe led pa t te rns .  It i s  
assumed t h a t  a  se t  o f  unlabeled pa t te rns  Xi, i = 1, 2, * * * ,  N i s  given, and 
the  number of c lasses C i s  g iven.  
The Bayes c l a s s i f i e r  c l a s s i f i e s  a  p a t t e r n  X i n t o  a  c l a s s  whose a  p o s t e r i o r i  
p r o b a b i l i t y  i s  l a r g e s t .  The c o n d i t i o n a l  p r o b a b i l i t y  o f  e r r o r  when X i s  
c l a s s i f i e d  according t o  t h e  Bayes dec i s ion  r u l e  i s  
The Bayes p r o b a b i l i t y  o f  e r r o r  i s  then given by 
Thus, i f  r (X )  i s  known as a  f u n c t i o n  o f  X, t h e  Bayes ' p r o b a b i l i t y  o f  e r r o r  Pe  
can be est imated by t h e  sample mean r(Xi) o f  N  unlabeled pa t te rns  as 
The es t imate  o f  equat ion (A-3) i s  unbiased and i t s  var iance i s  g iven by 
( r e f .  21) 
A 'e 
The var iance o f  Pe  i s  a t  l e a s t  3 l e s s  than t h e  var iance o f  t h e  e r r o r  es t imate  
P e ( l  - P e l  
based on count ing  misc l  ass i  f i e d  1  abel ed t e s t  pa t te rns ,  N 
Using equations (3-5) and (A-1) in equation (A-3), an estimate of Bayes error 
probabil i ty can be written as 
Now the problem can be formulated as fol 1 ows . 
* 
Find: ask; k = 1 ,2 , - -*  ,C and 8 = 1,2,**.,m such that Pe of equation (A-5) i s  
minimized, subject t~ the constraints of equation ( 3 - 7 ) .  
Optimization techniques such as Daridon-Fletcher-Powell ( refs .  9 ,  10, 11) can 
easily be used to  solve the above optirnization problem. 
APPENDIX B 
CLUSTER LABELING WITH A SET OF LABELED PATTERNS FROM A 
SINGLE CLASS AND A SET OF UNLABELED PATTERNS 
In practice, the si tuat ion often arises in which the patterns of one class arc 
easi ly and accurately labeled compared t o  the patterns of another class.  For 
example, in remote sensing, i t  i s  easier  to label the pixels of another class 
( r e f .  22) and accuracy of 1 abel i ng i s  higher for  these pixel s compared to  the 
pixels of the wheat c lass .  This appendix formulates the problem of obtaining 
c lass  labels t o  the clusters  using information frorn a given set  of labeled 
patterns from a single class and a set  of unlabeled patterns. I t  i s  assumed 
tha t  there are only two classes The probability of correct labeling i s  used 
as a cr i te r ion .  Let X I @ ) ,  R = 1, 2, - * - ,  N1 be the given patterns from class 
1 and YR , R = 1, 2, * * * ,  N u  be the given se t  of unlabeled patterns. From 
equations (4-1) and (4-2), we get 
The probability PS can be estimated using the given set  of labeled and 
unlabeled patterns i s  as follows. 
C 
- 1 1 
- c { P C ~  = lIX1(~)l - p c w  = 21X1(R)11 
'S - '1 N1 g= l  
Using  equa t i on  (3-5) i n  equat ion  (8-2) y i e l d s  
where e l r  i s  g iven  by equat ion  (4-13) and eur i s  g i ven  by t he   following^ 
. Nqw t h e  problem o f  e s t i m a t i n g  t h e  p r o b a b i l i t i e s  o f  c l a s s  l a b e l s  t o  t h e  c l u s -  
t e r s  can be f o r f i u l a t e d  as f o l l o w s .  
* 
F i n d  q1 and api where r = 1,2, * * = ,  m and i = 1,2 such t h a t  Ps i s  maximized, 
sub jec t  t o  t h e  c o n s t r a i n t s  
O < q l < l  
a > Ci ; i = 1, 2 and r = 1,2,***,m r i  
O p t i m i z a t i o n  techniques such as Davidon-Fl etcher-Powel 1 ( r e f s ,  9, 10, 11)  can 
e a s i l y  be used t o  so l ve  t h e  above o p t i m i z a t i o n  problem. 
APPENDIX C 
F I X E D  POINT INTERATION SCHEMES FOR P R O B A B I L I S T 1  C CLUSTER LABELING GlITH 
THE CRITERION OF P R O B A B I L I T Y  OF CORRECT LABELING 
Fixed p o i n t  i t e r a t i o n  schemes are  presented i n  t h i s  appendix f o r  ob ta in ing  t h e  
p r o b a b i l i t i e s  of c lass  l a b e l s  t o  the  c l u s t e r s ,  assuming t h a t  the  a  p r i o r i  
p r o b a b i l i t i e s  q i  o f  the classes can be approximately est imated from the g iven 
1  abel ed pa t te rns .  
C.1 THE LABELS OF THE GIVEN P A T T F N  SET ARE PERFECT 
Since logarithm i s  a  monotonic f u n c t i o n  o f  i t s  argument, t a k i n g  l o g  of 
equat ion (4-15) and us ing i n e q u a l i t y  ( 2 - 9 )  r e s u l t s  i n  
A f i x e d  p o i n t  i n t e r a t i o n  scheme f o r  computing the  p r o b a b i l i t i e s  o f  c lass  
l a b e l s  t o  the c l u s t e r s  agi, t h a t  maximize the  lower bound o f  equation ( C - l ) ,  
sub jec t  t o  t h e  c o n s t r a i n t s  o f  equation (3-7), can e a s i l y  be shown t o  be t h e  
f o l  1  owing . 
where 
C.3 THE LABELS OF THE GIVEN PATTERN SET ARE IMPERFECT 
The equat ion  (6-16) can be w r i t t e n  i n  terms o f  a  p r i o r i  p r o b a b i l i t i e s  o f  t h e  
i m p e r f e c t l y  l a b e l e d  c lasses as 
Taking l o g  o f  equat ion (C-4) and us ing  i n  e q u a l i t y  (2-9) y i e l d s  
The p r o b a b i l i t i e s  ari t h a t  maximize t h e  lower  bound o f  equat ion  (C-5) sub jec t  
t o  t h e  c o n s t r a i n t s  o f  equat ion (3-7) can e a s i l y  be shown t o  s a t i s f y  t h e  
f o l  1  owing . 
where 
a d  
" a i  = A ai ri ; a = 1,2,**-,m and i = 1,2,***,C 
C .3 EXPERIMENTAL RESULTS 
Some s i m u l a t i o n  r e s u l t s  a re  presented i n  t h i s  s e c t i o n  i n  e s t i m a t i n g  t h e  
p r o p o r t i o n  o f  t h e  c lass  o f  i n t e r e s t  us ing  t h e  schemes o f  sec t ions  C . l  and 
C.2. The a  p r i o r i  p r o b a b i l i t i e s  q i  i n  equat ion  (C-3) a re  est imated f rom t h e  
g iven l a b e l e d  pa t te rns  f o r  use i n  t h e  f i x e d  p o i n t  i t e r a t i o n  scheme o f  equat ion  
(C-2). The same labe led  pa t te rns  and t h e  c l u s t e r  s t a t i s t i c s  o f  s e c t i o n  7  are  
used. The p r o p o r t i o n  o f  t h e  c l a s s  o f  i n t e r e s t ,  c l a s s  1, i s  est imated u s i n g  
equat ion  (3-13).  The f i x e d  p o i n t  i t e r a t i o n  scheme o f  equat ion  (C-5) i s  used 
t o  o b t a i n  p r o b a b i l i t i e s  o f  c l ass  l a b e l s  t o  t h e  c l u s t e r s  by t a k i n g  i n t o  account 
t h e  imper fec t i ons  i n  t h e  l abe l s .  The p r o p o r t i o n  o f  t h e  c lass  o f  i n t e r e s t ,  
c l a s s  1, i s  est imated us ing equation (3-13). The r e s u l t s  are  l i s t e d  i n  
t a b l e  C-1. From t a b l e  C-1, it i s  seen t h a t  the  b e t t e r  est imates a r e  obtained 
by t a k i n g  t h e  imper fec t ions i n  the  l a b e l s  i n t o  account. 
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APPENDIX Q 
PRQPORTIOM EST INATION WITH IMPURE CLUSTERS 
Unsupervised c l a s s i f i c a t l o n  o r  c l us te r i ng  a l g o r j  thms are f requent ly  usee i n  
the ss t iqat - ion o f  proportion o f  classes o f  i n t e res t  i n  the remotely sensed 
Imagery data. Based on extensive p rac t i ca l  studies, It i s  observed t h a t  the 
c lus te rs  produced by many c l us te r i ng  algorithms are Impure. That i s ,  they 
conta in  more than one c lass.  I n  the previous sections, approaches were pre- 
sented fo r  propor t ion est imat ion through c l us te r  l abe l i ng  assuming the  
c lus te rs  are pure, 
Th is  appendix considers the problem o f  es t i va t i ng  the  p ropor t ion  o f  classes o f  
i n t e res t  w i t h  impure c l us te r s .  Le t  ro, 9 ,  and @ denote c lass,  c l us te r ,  and 
mode, respect ive ly .  I t  i s  assumed t ha t  a  set  o f  labe led pa t te rns  
X i ( j )  E w = i where j = 1,2,**.,Ni and i a 1,2,**-,C are given. I t  i s  a lso 
assumed t ha t  the c l u s t e r  proport ions and the  c l u s t e r  dens i t i es  are given. 
P robab i l i t y  o f  cc r rec t  l abe l i ng  i s  used as a  c rd te r ion ,  An estimate o f  t he  
prsobahil i t y  of co r rec t  l abe l i ng  for  p a r t i c u l a r  c lass-condi t  ional  dens i t i es  can 
be w r i t t e n  as 
I n  the fo l lowing,  i t  i s  assumed tha t  the number o f  inherent modes i n  the data 
i s  given, and f o r  s imp l i c i t y ,  i t i s  assumed t o  be equal t o  the  number o f  
c lus te rs .  Equation (3-5) can be w r i t t en  w i th  respect t o  the modes as 
Using equation (D-2) i n  equation (D-1)  y i e l d s  
where 
and 
S im i l a r  t o  equation (3-4), a  r e l a t i onsh ip  between the  c l u s t e r  and c lass-  
cond i t i ona l  dens i t i es  can be w r i t t e n  3s 
where i t  i s  assumed t h a t  
The p r o b a b i l i t i e s  P(Q = a Iw  = i) can be estimated using the given labeled pat- 
te rns  as fo l l ows .  
From t h e  Bayes r u l e  we obtairt 
Using equations (8-8) and (D-9) i n  equat ion (D15) y i e l d s  
For a g iven II,,~ and estimated qir, i n v a r t i n g  equatior. !D-10) y i e l d s  
4 a 1 )  The mode propor t lons pg P(m = 1 )  can be estimated f rcm 
p(4 r / X )  as f o l l o w s .  
9, = P(4 = a )  (D-11) 
a ~ ( 4  = qX)p (X)dX 
Us ing the  given pat terns ,  9, can be est imated f rom'equat ion D l )  Plow the 
p t o b l  em o f  es t ima t ing  the propor t ions may be formul s ted  as f o l  1 ows . 
.. 
Find: qi andnai; 0 1,2,-*,m and 1 = 1,2,***,C such t h a t  Ps o f  equa- 
t i o n  (6-5j i s  maximized subject  t o  t he  c o n s t r a i n t s  
Opt i ~ n i  r a t i o n  techniques such as Davidon-F1 etcher-Powel 1 ( r e f s .  9, 10, 11) can 
e a s i l y  be used t o  solve the  above op t im iza t ion  problem. 
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