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Increment algorithm for attribute reduction based
on improvement of discernibility matrix
FENG Shao-rong and ZHANG Dong-zhan
School of Information Science and Technology，Xiamen University，Xiamen，Fujian 361005，P． R． China
Abstract: An incremental updating algorithm for computing core based on an improved discernibility matrix defi-
nition is proposed to improve the efficiency of computing attribute core and attribute reduction in rough sets． This
new algorithm is mainly used to solve core updating when objects are dynamically increased． The purpose of this
said algorithm is to decrease the complexity of time and space on the existing incremental attribute reduction algo-
rithm． The discernibility matrix is not necessarry to be stored and therefore the attribute reduction is updated when
objects are dynamically increased． Theoretical analysis and experimental results have shown that this new algorithm
is feasible and effective．
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按照文献 ［11］ 差别矩阵定义，U1 为论域，xi
和 xj 是论域 U1 中的元素，mij 和 mji 是差别矩阵 M 中
的元素项，在计算差别矩阵时，当 xi∈U1，xj∈U1
时，mij = mji，文献 ［11］ 同时计算了 mij 及 mji ． 由
于差别矩阵是对称的，因此只需计算 mij 就能正确求
核． 当 U1 较大时，可显著降低计算量，特别是当
决策表一致时，减少的不必要计算量是求核实际所
需计算量的 1 /2．
故当 xi∈U1，xj∈U1 时，通过限定 i ＞ j，只计
算 mij，而不需计算与其对称且相等的 mji ． 因此，本
研究对给定信息系统 ( information system，IS) ，将
文献 ［11］ 的差别矩阵 M = { mij} 重新定义为
mij =
{ a∈ C ∶ f( xi，a) ≠ f( xj，a) } ， f( xj，D) ≠ f( xj，D) 且 x∈ U1，xj ∈ U1，i ＞ j









C0 ( Ψi ) ，Ψi 是基于 C* 导出的 k 个划
分; U2 = U － U1 ; U
'
2 = delrep( U2 ) ，delrep( ) 是利




针对动态增加的情况，文献［11］ 中算法 2( op-
timization for incremental updating algorithm of a core，
OIUAC) 的时间复杂度为 O( 5 × U1 + 3 × U
'
2 ) ，
时间 复 杂 度 较 低． 该 算 法 的 空 间 复 杂 度 为 O
( U1 × ( U1 + U
'




2 = 0，U 为论域，空间复杂





核的算法流程如图 1． 其中，C 为条件属性集合; f
为属性集到值域集的映射; count( ≥ 1) 为 mij 在差




献［11］ 的 3 种情况，本研究分别做如下处理:
① 当 x与( U1∪U
'
2 ) 一致时，计算 x与U1∪U
'
2
间的 mij，并 按 如 图 2 的 处 理 过 程，将 mij 增 至
DMSC( C) ，U1 = U1 ∪ { x} ．
② 当 x 与 U1 不一致时，在 U1 中找出与 x 不一
致的 y，计 算 y 与 U1 ∪ U
'
2 之 间 的 mij，并 把
DMSC( C) 中相应的 mij 依据图 2 处理过程删除; 令
U'2 = U
'
2 ∪ { y} ，U1 = U1 － { y} ，并计算 y 与 U1 之
间的 mij，按图 2 处理过程，将 mij 增至 DMSC( C) ．
③ 当 x 与 U'2 不一致时，DMSC( C) 保持不变．
改进的核增量式算法 ( improved optimization for
incremental updating algorithm of a core，IOIUAC) 流
程图如图 2． 其中，core( C) 表示最终得到的条件属
性集 C 的核．
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图 1 改进的求核算法
Fig. 1 Improved algorithm of the computation of a core
2. 2 算法分析
① 当 x 与( U1 ∪ U
'
2 ) 一致时，将 x 加入 U1，文
献［11］对差别矩阵增加了 1 行 1 列，由于 mij =
mji，当 xi∈U1，xj∈U1 时，增加的列对于核计算来
说是多余的，所以 IOIUAC 只需计算相应的行; 此
时计算量为 C × ( U1 + U
'
2 ) ． 判断 x 与( U1 ∪
U'2 ) 是否一致，所需计算量为 U1 + U
'
2 ． 故在此
情况 下， IOIUAC 的 总 时 间 复 杂 度 为 2 × C ×
( U1 + U
'
2 ) ．
②当 x与U1 不一致时，计算 U1 中与 x不一致的
对象 y，并删除 DMSC( C) 中 y 所在行的单个属性，
其计算量为 U1 + U
'
2 ． 然后，y 作为 U
'
2 中的对象
计算相应的 DMSC( C) ，其计算量为 U1 ． 判断一
致性的时间为 C × ( U1 + U
'
2 ) ，所以，x 与U1
不一致时总的时间为 C × ( 3 × U1 + 2 × U
'
2 ) ．
故 IOIUAC 的时间复杂度为 O( C × ( 3 × U1 + 2
× U'2 ) ) ，小于文献［11］ 中算法 2 的时间复杂度
O( C × ( 5 × U1 + 3 × U
'
2 ) ) ．
③ 当 x 与 U'2 不一致时，文献［11］ 算法 2 空间
复杂 度 为 O ( U1 × ( U1 + U
'
2 ) ) ， 而 算 法
IOIUAC 空间复杂度为 O( C ) ， C 为条件属性数．
由于 C  U1 + U
'
2 ，故 IOIUAC 较 文 献［11］
中算法 2 的空间复杂度有显著改善．
2. 3 实 验
在内存为 1 024 MB，CPU 为 PⅣ 2. 9 GHz，操
作系统为 Windows XP 的联想 PC 上，Eclipse 下 Java
实现文 献［11］ 中 算 法 OIUAC 及 本 研 究 提 出 的
IOIUAC． 利用 UCI 提供的蘑菇数据库 ( mushroom)
进行实验，该数据库有 8 124 个对象． 将蘑菇数据
库看作决策表，并进行 2 个实验．
实验 1 从 8 124 个对象中选择 7 000 个对象作
为基准决策表 ( 基准决策表即该表生成的差别矩阵
作为 OIUAC 和 IOIUAC 的输入) ，从剩下 1 124 个
对象中依次选择 200、500、800 和 1 124 个对象作
为增量，执行 OIUAC 和 IOIUAC，运行结果如图 3．
实验 2 由蘑菇数据库生成 8 000 个对象，其
中有 1 000 个不一致对象，从生成的 8 000 个对象
中选择 7 500 条作为基准决策表，从剩下的 500 个
对象中依次选择 100、200、300 和 500 个对象作为
增量，执行 OIUAC 和 IOIUAC，运行结果如图 4．
2. 4 实验分析




实验 2 当 x 与 U1 不一致时，OIUAC 首先遍历
差别矩阵中与 x 相应的行和列，删除 DMSC( C) 中
相关的核属性，然后把该对象插入 U2，计算 U2 中 x
相应的差别矩阵，把核属性插入 DMSC( C) ． 此时，
IOIUAC 的计算量明显少于 OIUAC 的计算量．
对实验过程的监测结果显示，OIUAC 因为存储
差别矩阵，随着对象数从 7 200 个增至 8 124 个，
内存使用量从 225 Mbit 增至 285 Mbit; 而 IOIUAC
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图 2 改进的核增量式算法
Fig. 2 Improved optimization for incremental updating algorithm of a core
图 3 第 1 组实验算法的执行时间
Fig. 3 Algorithm running time
in first group experiment
图 4 第 2 组实验算法的执行时间
Fig. 4 Algorithm running time
in second group experiment
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内存使用量一直保持小幅增加，增幅仅约 20 M． 所




核 过 程， 其 时 间 复 杂 度 为 O ( U1 × ( U1 +
U'2 ) ) ，这是引起时间复杂度高的一个重要原因;
又因该算法存储了差别矩阵，求核遍历差别矩阵的
时间复杂度为 O( U1 × ( U1 + U
'
2 ) ) ，故文献
［12］ 使用差别矩阵是引起时间空间复杂度高的另
一重要原因． 当决策表一致时，有 U1 = U，文献
［12］ 属性约简算法的时间和空间复杂度至少为 O
( U 2 ) ．
徐章艳［13］给出的属性约简算法 RedueBaseSig，
其时间复杂度为 max { O ( C × U ) ，O ( C 2 ×
U ) } ，由于该算法未从求核出发，在某些情况下，
获得并非属性的约简，其中会包含冗余属性．
文献［14］ 对 RedueBaseSig 进行了改进，提出
一种基于分布计数的基数排序方法的等价类划分算
法． 对决策表采用分布计数的基数排序，按属性集
C 对决策表 S 排序，该算法的时间复杂度也为 O
( C × U ) ，空间复杂度为 O( U ) ．
3. 1 改进的属性约简完备算法
改进的增量式属性约简算法 ( improved incre-
mental updating algorithm of attribute reduction for in-
serting，IIUAARI) 分 2 种情况: ① 新增对象 x，若
x 与 U'2 一致或 x 与 U
'
2 中的某个对象不一致或 x 与 U1
中的对象是 P 一致的，则 P 是一个属性约简; ② 其
他情况，由增量式核算法 IOIUAC 计算得到的核开
始重新计算属性约简．
IIUAARI 流程如图 5． 其中，POSC ( D) 表示 D
的 C 正域，POSS ( D) 表示 D 的 S 正域，NEGS ( D) 表
示 D 的 S 负域．
3. 2 时间复杂度分析
运行 IIUAARI 算法时各中间步骤的时间复杂度
分别 为: 更 新 DMSC ( C ) 为 O ( C × ( U1 +
U'2 ) ) ; 判断一致性为 O( C × ( U1 + U
'
2 ) ) ;
由 DMSC( C) 得到核为 O( C ) ; 判断 P 不一致性为
O( U － POSP ( D) ) ＜ O( U ) ; 计算 POSC ( D) 、POSS
( D) 和 NEGS ( D ) 时，3 个 公 式 的 复 杂 度 都 为 O
图 5 改进的增量式属性约简算法
Fig. 5 Improved incremental updating
algorithm of attribute reduction
( C × U ) ; POSC ( D) ≠POSS ( D) 的循环处理为
O( C 2 × U ) ． 综上可知，算法 IIUAARI 总时间复
杂度为 O( C 2 × U ) ．
由于 IIUAARI 算法没有存储差别矩阵，所以它
的时间复杂度较文献［12，15］的 O( C 2 × U 2 ) 有
显著降低，并与文献［14］ 的时空复杂度相当． 但
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文献［14］ 的求核算法只能用于求一致性决策表的
核; 而 IIUAARI 算法充分利用已有的核，能减少计
算量，适用于一致性、不一致性决策表的属性增量
式约简; 同时当新增对象 x，x 与 U2 中的某个对象不
一致或 x 与 U1 中的对象是 P 一致时，IIUAARI 的时
间复杂度为 O( C × ( U1 + U
'
2 ) ) ，能高效求得
属性约简．
3. 3 示例说明
表 1 是一张有 5 个对象和 5 个属性二值数据
表，其中，C = { C1，C2，C3，C4 } 为条件属性集; D 为
决策属性．
表 1 二值数据表
Table 1 Two-value data table
对 象
属 性
C1 C2 C3 C4 D
x1 1 0 1 0 2
x2 1 0 1 0 1
x3 1 1 1 0 3
x4 0 1 0 0 2
x5 0 1 1 1 2
由表 1 可知，U1 = { x3，x4，x5 } ，U2 = { x1，x2 } ，
U'2 = { x1 } ，由文献［11］定义可得差别矩阵 M 为




 { C1，C3 } { C1，C4 } { C2 }
{ C1，C3 }   { C1，C2，C3 }









由文献［11］可得，该表中核为{ C2 } ． 由文献［1］可
知，{ C1，C2 } 和{ C2，C3，C4 } 为其 2 个属性约简．
为进一步说明算法 IIUAARI，以下通过新增对
象 x 说明插入对象后属性约简更新情况．
① 若 x = { 1，0，1，0，3} ，则 x 与 x1 不一致，由
IIUAARI 可知，核和属性约简不变．
② 若 x = { 1，1，1，0，1} ，则 x 与 x3 不一致; 当
IIUAARI 通过 IOIUAC 更新 DMSC( C) ，且 x 与 U1 中
的对象不一致时，由 DMSC( C) = 及 S = ，可
得 SGF( C1，S，D) = 2 /6， SGF( C2，S，D) = 0，
SGF( C3，S，D) = 1 /6，SGF( C4，S，D) = 1 /6; 在C中
选择 C1，使 得 SGF( ai，S，D) 取 值 最 大，则 S =
{ C1 } ，由于 POSC ( D) = POSS ( D) ，故 S = { C1 } 为
一属性约简．
③ 若 x = { 0，1，0，0，3} ，则 x 与 x4 不一致; 当
IIUAARI 通过 IOIUAC 更新 DMSC( C) ，且 x 与 U1 中
的对象 不 一 致 时，由 DMSC( C) = { C2 } 及 S =
{ C2 } ，可得 SGF( C1，S，D) = 1 /6，SGF( C3，S，D) =
0，SGF( C4，S，D) = 1 /6; ( U-POSS ( D) ) / { C1 } = 2，
将 C1 加 入 S，得 S = { C1，C2 } ; 重 新 计 算 可 得
SGF( C3，S，D) = 1 /6， SGF( C4，S， D) = 1 /6;
( U-POSS ( D) ) / { C1 } = 2，将 C3 加入 S，S = { C1，
C2，C3 } ，此时 POSC ( D) = POSS ( D) ，故 S = { C1，
C2，C3 } 为一属性约简．
④ 若 x = { 1，1，0，1，3} ，则 x 与原决策表中的
对象 P 一致，由算法 IIUAARI 可知，核和属性约简
不改变．
⑤ 若 x = { 0，1，0，1，3} ，则 x 与原决策表中的
对象一致; IIUAARI 通过 IOIUAC 更新 DMSC( C) ;
由 DMSC( C) = { C2，C3，C4 } ，S = { C2，C3，C4 } ，
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