Good's Theorem for regular continued fraction states that the set of real numbers [a 0 ; a 1 , a 2 , . . .] such that lim n→∞ a n = ∞ has Hausdorff dimension 1 2
Introduction
A basic result on regular continued fractions states that every irrational number α admits infinitely many rational approximations p q, p, q ∈ Z and q ≥ 1, for which
For some real numbers the previous inequality cannot be improved in terms of the exponent of q. These numbers are called badly approximable numbers and the set of badly approximable real numbers is denoted by Bad R . To be more precise, α ∈ R ∖ Q is badly approximable if there exists c > 0 such that
It is well known that Bad R is precisely the set of irrationals whose regular continued fraction is given by a bounded sequence. The characterization in terms of continued fraction allows us to show in a simple way that m 1 Bad R = 0, where m 1 denotes the Lebesgue measure in R (see [Kh] ). However small in terms of Lebesgue measure, V. Jarník published in 1928 ( [Ja28] ) an influential result saying that Bad R is rather large.
Theorem 1.1 (V. Jarník,1928) . The set Bad R has full Hausdorff dimension; that is dim H [0; a 1 , a 2 , . . .] ∈ R ∶ lim sup n→∞ a n < +∞ = 1.
A result related to Jarník's theorem was published by I.J. Good in 1941 ([Goo41] ).
1 N = {n ∈ Z ∶ n ≥ 1} is the set of natural numbers and N0 ∶= N ∪ {0}.
INTRODUCTION
Theorem 1.2 (I. G. Good, 1941) . The following equality holds dim H [0; a 1 , a 2 , . . .] ∈ R ∶ lim n→∞ a n = +∞ = 1 2 .
Extensions of continued fractions and of Jarník's Theorem to other contexts have been successfully carried out (v. gr. [KTV06] or [Sc] and the references therein). Recently, important work has been done in the complex plane using a complex continued fraction algorithm suggested by Adolf Hurwitz in 1887 ( [Hu87] ) (see [Da15] , [DaNo14] , [Hi17] , [HiVa18] ).
The First Minkowski's Theorem on Convex Bodies (or Dirichlet's Pigeonhole Principle) tells us that for some absolute constant C > 0 and any complex irrational ζ (i.e. ζ ∈ C ∖ Q(i)) there are infinitely many pairs
As in the real case, we say that a complex irrational ζ is badly approximable if for some c > 0 we have
We denote by Bad C the set of badly approximable complex numbers. Some properties of Bad C are well known. For example, if m 2 denotes the Lebesgue measure on C, then m 2 Bad C = 0 and Bad C is 1 2 -winning in the sense of Schmidt games and so, it is of full Hausdorff dimension (Theorem 5.2 in [DoKr03] ). Bad C can also be characterized in terms of Hurwitz Continued Fractions: a complex irrational ζ belongs to Bad C if and only if its Hurwitz Continued fraction is bounded (Theorem 4.1 of [Gon18] or Theorem 1 of [Hi17] ). Our main result establishes another similarity between Hurwitz and regular continued fractions.
Although similarities between real and complex continued fractions abound, some differences have to be considered. While regular continued fractions establish an homeomorphism between the irrationals in [0, 1] and N N the space of sequences associated to the HCF process is much more complicated. Since the difficulty arises from sequences (a n ) n≥1 with min n≥1 a n ≤ √ 8, it is natural to ask how large are the subsets of Bad C where a uniform lower bound is imposed on the absolute value of the terms of the HCF expansion. In this direction, the proof of Theorem 1.3 gives us the next corollary (See Section 2 for the definition of F).
The organization of the text is as follows. In Section 2, we define precisely the Hurwitz Continued Fraction algorithm and some of its properties. In Section 3, we give two lemmas for estimating the Hausdorff dimension of a class of Cantor sets. In Section 4 we state some preliminary lemmas concerning the Hausdorff dimension of sets obtained by imposing restrictions on the Hurwitz Continued Fraction expansions. In Section 5 we show Theorem 1.3 and Corollary 1.4. Finally, in Section 6 we prove the preliminary lemmas of Section 4.
Notation.
• N is the set of natural numbers, considered as the set of positive integers.
• If (x n ) n≥1 and (y n ) n≥1 are two sequences of non-negative numbers and there exists some constant C > 0 such that x n ≤ Cy n for every large n, we write x n ≪ y n . By x n ≍ y n we mean x n ≪ y n ≪ x n . Whenever the implied constants depend on a parameter ε, say, we write x n ≪ ε y n and similarly for ≍.
• If (X, d) is a metric space and A ⊆ X, the diameter of A is A ∶= sup{d(x, y) ∶ x, y ∈ A}.
• For any complex number z we write D(z) = {w ∈ C ∶ z −w < 1}, D(z) is the closure of D(z) and C(z) is its boundary.
• Let A ⊆ C. A ○ is the interior of A and A
2 General Properties of Hurwitz Continued Fractions
be the function that assigns to each complex number the nearest Gaussian integer (choosing the one with greater real and imaginary parts to break ties). Denote by F the inverse image of 0 under [⋅],
For any z ∈ F * define-as long as the operations make sense-the sequences (a n ) n≥0 , (z n ) n≥1 by
The Hurwitz Continued Fraction (HCF) of z is the sequence (a n ) n≥1 . We can easily extend the definition to an arbitrary complex number w directly. The Hurwitz Continued Fraction of w ∈ C is the sequence (a n ) n≥0 where a 0 = [w] and (a n ) n≥1 is the HCF of w − a 0 . We refer to the numbers a n as elements. Following [DaNo14] , we call the sequences (p n ) n≥0 , (q n ) n≥0 given by
the Q-pair of z.
We summarize some properties of HCF in the next proposition.
Proposition 2.1. Let z ≠ 0 belong to F and denote by (a n ) n≥0 , (p n ) n≥0 , (q n ) n≥0 be its associated sequences.
ii. The sequence (a n ) n≥0 is infinite if and only if z ∈ F ∖ Q(i). In this case, we have that lim
As a consequence, HCF give an injection from
iii. The sequence ( q n ) n≥0 is strictly increasing. Moreover, there exists a number ψ > 1 such that q n ≥ ψ n for all n ∈ N 0 .
iv. For every
Proof. Part i is trivial, ii is Theorem 6.1. of [DaNo14] , iii is Corollary 5.3. of [DaNo14] , and iv is Theorem 1 of [La73] .
Although our main results are stated for general irrational complex numbers, there will be no loss of generality if we only work in F. Also, in view of Part ii of Proposition 2.1, we will abuse our notation and denote the set F ∖ Q(i) by F.
F. Schweiger defined in [Sc] a fibred system to be a pair (B, T ) where B is a non-empty set and T ∶ B → B is a function such that there exist an at most countable partition of B, {B(i)} i∈I , such that for all i ∈ I the restriction of T to B(i) is injective. We borrow the terminology from the fibred system theory to better describe HCFs.
Define Note that C 1 (a) ≠ ∅ if and only if a ∈ I and that {C 1 (a)} a∈I gives a countable partition of F (see Figure 1) . Now, we can formally define the elements of the HCF as functions from F onto I as follows ∀n ∈ N a n (z) = a ⇐⇒ T n−1
where T 0 ∶ F → F is the identity and T n = T ○ T n−1 for n ∈ N. For a = (a 1 , . . . , a n ) ∈ I n or a ∈ I N the cylinder of level n, C n (a), is the set C n (a) = {z ∈ F ∶ a 1 (z) = a 1 , . . . , a n (z) = a n } .
A sequence a ∈ I N is admissible or valid if it is the HCF of some z ∈ F or, equivalently, if C n (a) ≠ ∅ for every n ∈ N. We denote the set of admissible sequences by Ω HCF and
A maximal feasible set is a set F ′ ⊆ F such that for some a ∈ Ω HCF and n ∈ N we have
A maximal feasible set is regular if its interior is non-empty. A sequence a ∈ Ω HCF is regular if T n [C n (a)] is regular for every n and z ∈ F is regular if its HCF is regular. For
On the other hand, if w ∈ F ∖ D(1), then −2 + w ∈ F After dismissing the boundary, all the non-empty sets T [C 1 (a)] are of the form i j F k for some j, k ∈ {1, 2, 3, 4}, where
Evidently, i j F 4 = F 4 for any j ∈ Z. By computing directly the inversion of some circles (v.gr. C(1 + i) The previous observations and an iterative argument gives a simple necessary condition for a sequence to be admissible
Moreover, T n [C n (a)] = F holds for every n ∈ N whenever a ∈ E √ 8 (1). Hurwitz Continued Fractions share approximation properties with the regular continued fractions. In particular, they provide quadratic approximations in terms of the denominators (q n ) n≥0 .
Proposition 2.2. There are absolute constants such that for any regular a ∈ Ω HCF with Q-pair ((p n ) n≥0 , (q n ) n≥0 ) the following estimate holds
(2)
Proof. Take a ∈ Ω HCF and n ∈ N. The inequality C n (a) ≪ q n −2 follows from Proposition 2.1, iv. For q n −2 ≪ C n (a) , take z, w ∈ C n (a) and z ′ , w
By regularity, we can choose z ′ , w ′ such that z ′ = 2w ′ and w ′ ≤ 10, say, then
In what follows, we will only be concerned with regular sequences without further comment.
For any a = (a n ) n≥1 ∈ Ω HCF define the family of Möbius transformations, (t a,n ) n≥1 , by ∀n ∈ N ∀z ∈ C t a,n (z) = p n−1 z + p n q n−1 z + q n , where (p n ) n≥0 , (q n ) n≥0 is the Q-pair of a. The maps t a,n are local inverses of T n , as t a,n ○ T n is the identity on C n (a) and T n ○ t a,n is the identity on T n [C n (a)]. From a symbolic point of view, t a,n maps a word b to a 1 . . . a n b. Note that the restrictions t a,n ∶ T n [C n (a)] → C n (a) are bi-Lipschitz, because they are bi-holomorphic. For reference, we state the following lemma.
Lemma 2.1. For any a ∈ Ω HCF (or any a = (a 1 , . . . , a n ) that can be extended to an element of Ω HCF ) and any n ∈ N the map t a,n ∶ C n (a) → F, which acts via [0; a 1 , . . . , a n , x 1 , x 2 , . is bi-Lipschitz.
For any L > 0 and any N ∈ N define the sets
Thus, it suffices to show that for all N the relation dim
and we can write E L (N ) as the countable union
(some terms are empty). As a consequence, we obtain
Take a ∈ I N −1 such that C N −1 (a) ≠ ∅. In view of Lemma 2.1, the map
given by s([0; a 1 , . . . , a n ,
is bi-Lipschitz. The Hausdorff dimension invariance under bi-Lipschitz maps (Proposition 3.3. of [Fa14] ) gives
Hence, by taking the supremum over
Generalized Jarník Lemmas
The main tools of the proof of Theorem 1.3 are two propositions, which we shall call Generalized Jarník Lemmas. They give bounds on the Hausdorff dimension of some Cantor sets. In this section, our framework is a more restrictive version of strongly tree-like sets as defined in [KlWe10] (though we keep the name). iii. ∀n ∈ N ∀B ∈ A n ∃A ∈ A n−1 B ⊆ A,
The quantity d n (A) is the n-th stage diameter. The limit set of A, A ∞ , is
As in [Ja28] , if Y = {Y j } j∈J is an at most countable family of subsets of X and s ≥ 0, we write
For X 1 , X 2 ⊆ X we denote the distance between them by
Lemma 3.1 (First Generalized Jarník Lemma). Let A be a tree-like family of compact sets (as defined above). Suppose that for some κ > 1
Assume the existence of a sequence (B n ) n≥1 with 0 < B n ≤ 1 for all n,
and such that
If for s > 0 there exists some c > 0 such that
Proof. Keep the statement's notation. Let G be a finite open cover of the compact set A ∞ . First, we associate to each element of G a compact A G ∈ A. For any G ∈ G let n ∈ N be maximal with respect to the property ∃A ∈ A m G ⊆ A, and let A G be the corresponding A ∈ A n . By definition of A G , there are
Second, take A ∈ A n such that A = A G for some G ∈ G and consider {G ∈ G ∶ A G = A} = {G 1 , . . . , G r }. Given ε > 0, we can take max{ G ∶ G ∈ G} so small that forces n to be so large that κ εn B n < 1 (by (4)), and then
In view of (5), we have c < Λ s X ≤ Λ s−ε G,
Rather than a direct application of Lemma 3.1, we will change (6) for the stronger condition ∀n ∈ N ∀A ∈ A n
To see that (7) implies (6) take a finite cover X ⊆ A of A ∞ . Without loss of generality, assume that the elements of X are disjoint by pairs. Let n be the maximal integer satisfying A n ∩ X ≠ ∅ and B ∈ A n ∩ X. By pairwise disjointness, if A ∈ A n−1 satisfies B ⊆ A, then all the sets B ′ ∈ A n with B ′ ⊆ A also belong to X. Then, after replacing these compact sets B ′ ∈ A n with A, we obtain a new finite cover X ′ such that Λ s X ≥ Λ s X ′ . Repeating the argument we eventually arrive to X ′ = A 0 , so (6) holds.
Lemma 3.2 (Second Generalized Jarník Lemma). Let A be a family of compact sets satisfying conditions i., iii., iv., v. of the definition of strongly tree-like structure and such that the each A k , k ≥ 1, is at most countable. Let s > 0.
If for every k ∈ N and every
where the sum runs along the sets B satisfying B ∈ A k+1 and B ⊆ A, then dim H A ∞ ≤ s.
Therefore, since every A k covers A ∞ and
Preliminary Lemmas
The Generalized Jarník Lemmas allow us to bound some sets built through HCF restrictions. With these sets, we will be able to approximate E ∶= {z = [0; a 1 , a 2 , a 3 , . . .] ∈ F ∶ lim n→∞ a n = ∞} from the inside and from the outside. The outer approximation is obtained taking the numbers in F whose elements have absolute value satisfying a uniform lower bound. The inner approximation is done by considering complex numbers whose elements tend to infinity at a certain rate.
2. For any positive number I let E L be defined as in Corollary 1.4, then
For any z ∈ C write z = max{ Rz , Iz }, so z ≍ z .
Lemma 4.2. Let f, g ∶ N → R >0 such that 3 ≤ f (n) ≤ g(n) for every positive integer n. For any n ∈ N, any a = (a 1 , . . . , a n ) ∈ Z[i] n such that
,
Proof. Keep the theorem's notation and let c ∈ Z[i] satisfy f (n + 1) ≤ c ≤ g(n + 1). Using Lemma 2.1 can see that C n+1 (ab) ∩ E f,g and C n+1 (ac) ∩ E f,g have the same Hausdorff dimension. We arrive at the desired conclusion by writing C n (a) ∩ E f,g as a countable union, like we did in the proof of Lemma 2.1. The details are left to the reader.
Lemma 4.3. Let f, g ∶ N → R >0 be functions such that for some fixed c with 0 < c < 1 we have √ 8 ≤ f (n) < (1 − c)g(n) and g(n)
2 ≤ e n for all n ∈ N. Define the sets
Then, dim H E f,g = 1.
Proofs of Main Results
Proof of Theorem 1.
and the first part of Lemma 4.1, we obtain dim H E ≤ 1.
Let f and g be as in the second part of Lemma 4.3, then E f,g ⊆ E and the aforementioned lemma implies
Remark.. With the notation of Theorem 1.3, we also get that the set
Proof of Corollary 1.4. The monotonicity of the limit is clear, because 
Let n be a positive integer and a ∈ Z[i] n be such that ∀j ∈ {1, . . . , n} L ≤ a j ≤ M.
Set γ 3 = γ 1 γ 2 with 0 < γ 1 < γ 2 the constants implied in (2). For any β > 0 and any large M we have
The coefficient of C n (a) 2β is at least 1 if and only if (2 − 2β) log M + β log γ 3 − 2β log 1 + 2 M ≥ 0, which, after rearranging the terms, is seen to be equivalent to β ≤ 2 log M 2 log M + 2 log 1 + 2 M − log γ 3 < 1.
Since the quotient tends to 1 as M → ∞, we can take β = β(M ) < 1 as close to 1 as we please by considering a large M . Hence, in view of the First Generalized Jarník Lemma, we conclude that dim H E with γ 1 , γ 2 as before; hence,
1+ε .
Since L
−2ε
→ 0 as L → ∞, the Second Jarník Generalized Lemma yields that for any
Proof of Lemma 4.3
We start with an observation which is stems from the triangle inequality. Proof of Lemma 4.3. Let a ∈ Z[i] n be such that ∀j ∈ {1, . . . , n} f (j) ≤ a j ≤ g(j).
Let b, c ∈ Z[i] satisfy f (n + 1) ≤ b , c ≤ g(n + 1). Let ((p n ) n≥0 , (q n ) n≥0 ) be the Q-pair of ab, and p ′ n+1 , q ′ n+1 the last terms of the Q-pair of ac. Any β, γ ∈ F with f (n + 2) ≤ a 1 (β) , a 1 (γ) ≤ g(n + 2) satisfy
γq n + q ′ 
