ABSTRACT. In this paper we undertake a basic study on connective commutative differential graded algebras (CDGA), more precisely, piecewise Noetherian CDGA, which is a DG-counter part of commutative Noetherian algebra. We establish basic results for example, Auslaner-Buchsbaum formula and Bass formula without any unnecessary assumptions.
INTRODUCTION
In this paper we study connective commutative DG-algebras (CDGA), more precisely, piecewise Noetherian CDGA, which is a DG-counter part of commutative Noetherian algebra. Aside from results, an important feature of the paper is that it is demonstrated that the standard techniques for ordinary commutative algebra given in text books (e.g. [14] ) can be generalized to CDGAs. In the several previous research, to study CDGAs their own methods were separately developed. However we show that standard methods for ordinary commutative algebra can be applied to CDGAs with appropriate modifications. Actually, in that way we prove, for example, Auslander-Buchsbaum formula (Theorem 3.16) and Bass formula (Theorem 3.33) for piecewise Noetherian CDGAs without any unnecessary assumptions.
To perform this, we need to replace the projective and injective dimensions for ordinary modules with that for DG-modules introduced by Yekutieli. We also need to replace the projective and injective resolutions for ordinary modules with that for DG-modules, which are called sup-projective (sppj) and inf-injective (ifij) resolutions, introduced in the previous paper [15] . Although DG-versions of the projective and injective resolutions which is called the DG-projective and DG-injective resolutions (or, cofibrant and fibrant replacements, semi-projective and semi-injective resolutions) have been fundamental tools in research of DG-algebras and DG-modules, these are not suitable to measure the projective and injective dimensions. In [15] , the sppj and ifij resolutions are introduced and proved that, roughly speaking, their length measure the projective and injective dimensions respectively (Theorem 2.6 and Theorem 2.13).
We show that many classical result of commutative algebras can be generalized to CDGAs by using Yekutieli's projective and injective dimensions and the sppj and ifij resolutions. (This fact supports that the sppj and ifij resolutions are proper generalization of the projective and injective resolution other than DG-projective and DG-injective resolutions.) Among other things, we establish a DG-version of Bass's theory of minimal injective resolutions. In our DG-version, the role of indecomposable injective modules in ordinary Bass's theory is played by DG-modules E R (R/p ′ ) associated to prime ideals p ∈ SpecH 0 of the 0-th cohomology algebra H 0 (R). This fact may be compatible with the view point of derived algebraic geometry that the base affine scheme of the derived affine scheme SpecR associated to a CDGA R is the affine scheme Spec H 0 (R) (see e.g. [10] ). The Bass number µ i R (p, M) for a DG-module M is defined by the same formula for ordinary modules as below
Then we obtain the DG-version of a structure theorem of a minimal ifij resolution.
Theorem 1.1 (Theorem 3.24). Let M ∈ D >−∞ (R) and I • a minmal ifij resolution of M.
Then, µ n (p, M) = 0 if n = i + infI −i for any i ∈ N. If for i ∈ N we set n = i + infI −i , then
We study a dualizing complex in the sense of Yekutieli (Definition 4.1). We prove a structure theorem of a minimal ifij resolution of a dualizing complex D. The statement is completely analogues to the structure theorem of a minimal injective resolution of a dualizing complex, which is one of the fundamental result in classical commutative ring theory proved in [11] , summarized, for example, in [9, Theorem 4.2] . 
where p run all prime ideals such that i = dim H 0 (R) − dimH 0 (R)/p.
Finally we consider a Gorenstein CDGA. A local piecewise Noetherian CDGA R is called Gorenstein if it satisfies id R < ∞. In Theorem 4.9, generalizing [8, Theorem 4.3] we give several equivalent condition that R to be Gorenstein.
We generalize a result by Felix-Halperin-Felix-Thomas [4] , Avramov-Foxby [1] which relates Gorenstein property of R and its cohomology algebra H(R). (
1) R is Gorenstein CDGA and H is CM as a graded commutative algebra. (2) H(R) is Gorenstein CDGA when it is regarded as CDGA with the trivial differential ∂ H(R) = 0. (3) H(R) is Gorenstein as an ordinary graded commutative algebra. (4) The following conditions are satisfied. (a) H infR (R) is a canonical H 0 (R)-module. (b) H
−n (R) is a MCM-module over H 0 (R).
(c) There exists an isomorphism H(R)
∼ =
− → Hom H 0 (R) (H(R), H infR (R)) of graded H(R)-

modules.
The paper is organized as follows. In Section 2, we recall projective dimension and injective dimension for DG-modules defined by Yekutieli [22] . We also recall a sppj resolution and an ifij resolution which are DG-versions of projective and injective resolution from [15] .
In Section 3, we investigate commutative DG-algebras. In Section 3.1, we develop basic notion and prove their properties. Section 3.3 investigates a structure of minimal ifij resolutions. First we study indecomposable object of I . Then we introduce the Bass number for M ∈ D >−∞ (R) and show that it gives a description of a minimal ifij resolution as in the classical case. Section 4 deals with dualizing complexes and establishes a structure theorem of a minimal ifij resolution of a dualizing complex. As an application, we study a Gorenstein CDGA and its cohomology algebra.
In Appendix A, we recall the constructions of DG-projective resolutions and DGinjective resolutions.
1.1. Notation and convention. The basic setup and notation are the followings.
Throughout the paper, we fix a base commutative ring k and (DG, graded) algebra is (DG, graded) algebra over k. We denote by R = (R, ∂ ) a connective commutative DG-algebra. We will not assume that R is strongly commutative, i.e., a 2 = 0 for a homogeneous element a of odd degree. Recall that "connective" means that H >0 (R) = 0. We note that every connective DG-algebra R is quasi-isomorphic to a DG-algebra S such that S >0 = 0. Since quasi-isomorphic DG-algebras have equivalent derived categories, it is harmless to assume that R >0 = 0 for our purpose. The symbol R # denotes the underlying graded algebra of R. For a DG-R-module M, the symbol M # denotes the underlying graded R # -module of M. For simplicity we denote by H := H(R) the cohomology algebra of R, by H 0 := H 0 (R) the 0-th cohomology algebra of R. We denote by Mod Z H the category of graded H-modules, by Mod H 0 the category of H 0 -modules.
We denotes by C(R) the category of DG-R-modules and cochain morphisms, by K(R) the homotopy category of DG-R-modules and by D(R) the derived category of DG R-modules. The symbol Hom denotes the Hom-space of D(R).
Let
Since R is connective, the pair (D ≤0 (R), D ≥0 (R)) is a t-structure in D(R), which is called the standard t-structure. The truncation functors are denote by σ <n , σ >n . We identify the heart H = D ≤0 (R) ∩ D ≥0 (R) of the standard t-structure with Mod H 0 via the functor Hom(H 0 , −), which fits into the following commutative diagram
where can is the canonical inclusion functor and f * is the restriction functor along a canonical projection f : R → H 0 . For a DG-R-module M = 0, we set infM := inf{n ∈ Z | H n (M) = 0}, supM := sup{n ∈ Z | H n (M) = 0}, ampM := supM − infM. In the case infM > −∞, we use the
. Similarly in the case supM < ∞, we use the abbreviation H sup (M) := H supM (M). We formally set inf0 := ∞ and sup0 := −∞. In the case where we need to indicate the DG-algebra R, we denote sup R M, inf R M and amp R M.
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SUP-PROJECTIVE (SPPJ) RESOLUTIONS AND INF-INJECTIVE (IFIJ) RESOLUTIONS
2.1. Projective dimension and sppj resolution of DG-modules.
Projective dimension.
We recall the definition of the projective dimension of M ∈ D(R) introduced by Yekutieli.
In the case where, M does't have a finite interval as projective concentration, it is said to have infinite projective dimension.
We denote the projective dimension by pd M.
We recall the following result from [15, Lemma 2.3] Lemma 2.2. If M ∈ D(R) has finite projective dimension, then it belongs to D <∞ (R).
Sup-projective (sppj) resolution.
We recall the definition of a sup-projective (sppj) resolution of M ∈ D <∞ (R). For this purpose first we need introduce the class P of DG-R-modules which plays the role of ordinary projective modules for ordinary projective resolution.
Definition 2.3. We denote by P ⊂ D(R) the full subcategory of direct summands of a direct sums of R. In other words, P = Add R.
The basic properties of P are summarized in the lemma below taken from [ 
The functor H 0 induces an equivalence P ∼ = Proj H 0 .
Definition 2.5 (sppj morphism and sppj resolution).
The following inequality folds
For a sppj resolution P • with the above notations, we set δ i :
Moreover we write 
2.2.
Injective dimension and ifij resolution of DG-modules.
Injective dimension.
We recall the definition of the injective dimension of M ∈ D(R) introduced by Yekutieli. (
In the case where, M does't have a finite interval as injective concentration, it is said to have infinite injective dimension.
We denote the injective dimension by id M. Since we are assuming R >0 = 0, there exists a canonical surjection π : R 0 → H 0 , by which we regard H 0 -modules as R 0 -modules. For an injective H 0 -module J ∈ Inj H 0 , we define a DG-R-module G(J) in the following way. First we take a injective-hull E R 0 (J) of J as R 0 -module, then we define G(J) := Hom
• R 0 (R, E R 0 (J)) with the differential induced from that of R.
We define the full subcategory I ⊂ D(R) as below
We summarize basic properties of I which are proved in [15, Section 3.2].
Lemma 2.11. The following assertions hold.
(1) For M ∈ D(R), I ∈ I , the morphism below induced from H 0 is an isomorphism
The functor H 0 : I → Inj H 0 gives an equivalence whose quasi-inverse functor is given by G followed by taking the quasi-isomorphism class. In particular we have
Inf-injective (ifij) resolutions. We introduce the notion of an inf-injective (ifij)-resolution of
and show its basic properties. Since almost all the proofs are analogous to that for the similar statement of sppj resolution, we omit them.
Definition 2.12 (ifij morphism and ifij resolution). Let
For an ifij resolution I • with the above notations, we set δ
Moreover we write (
Minimal ifij resolution. A formula for computing Hom
and N ∈ Mod H 0 by using a ifij resolution of M is given in [15, Lemma 3.20] . As a corollary we obtain the following result which is a ifij version of Corollary 2.7
Corollary 2.14. Assume that M ∈ D >−∞ (R) admits a minimal ifij resolution I • . Then for a simple H 0 -module S we have
COMMUTATIVE DG-ALGEBRAS
In Section 3, we deal with a connective commutative DG-algebra (CDGA) R. Moreover, a CDGA R is assumed to be piecewise Noetherian and that R >0 = 0. Consequently, every homogeneous element x ∈ R 0 of degree 0 is cocycle.
3.1. Basics. In Section 3.1, we develop basic notion of piecewise Noetherian CDGA R and its derived categories with finitely generated cohomology groups.
Recall that a CDGA R is called piecewise Noetherian if H 0 is right Noetherian and H −i is finitely generated as a right H 0 -module for i ≥ 0. The name is taken from [2] . The same notion is called cohomological pseudo-Noetherian in [22] and Noetherian in [19, 20] .
Let mod H 0 ⊂ Mod H 0 denotes the full subcategory of finite H 0 -modules. We denote by
We denote by D(R) fpd , D(R) fid the full subcategories of DG-R-modules of finite projective dimensions and finite injective dimensions respectively. We set
We will tacitly use the following finiteness of Hom-spaces.
is finitely generated as H 0 -module for n ∈ Z.
Proof. We take a sppj resolution {E i } i≥0 of N such that each P i belongs to P mod H 0 .
Then, we have an exact sequence
is finitely generated if and only if so is the left term Hom(
Thus it is enough to show that Hom(N i+ j , M[n − j]) is finitely generated for some j ≥ 0.
Since M ∈ D >−∞ (R) and supN i ≤ supN < ∞ for i ≥ 0, we have Hom(N i+ j , M[n − j]) = 0 and in particular it is finitely generated for j ≫ 0. This completes the proof.
Bound of projective dimension.
A piecewise Noetherian CDGA R is called local if the 0-th cohomological algebra H 0 is local. In the case where R is local, we denote by m a maximal ideal of H 0 and by k the residue field. Let π 0 : R 0 → H 0 be a canonical projection. We set m := (π 0 ) −1 (m) and call it a maximal ideal of a local CDGA R. We may identify k = H 0 /m with R 0 /m and call it the residue field of a local CDGA R.
Recall that over a commutative Noetherian local algebra, every module has a projective cover. Therefore, if R is local, then every object M ∈ D <∞ (R) admits a minimal sppj resolution. Hence, the projective dimension pd M can be measured at the residue field k of R. 
and R in the following way. Let π : R → H 0 , π 0 : R 0 → H 0 the canonical projections. Then we set
We may identify the following residue algebras.
By R p ′ , we denotes the localization of graded algebra R # with respect to p ′ with the differential
We note that the localization map φ :
We may identify the residue fields
R). Then the canonical morphism below is an isomorphism
The left most terms of both equations are isomorphic via the morphism induced from φ M,N . Therefore, in this case φ M,N is an isomorphism. Since φ M [i] ,N is isomorphism, we conclude that Φ M,N is an isomorphism. Since Φ M,N is a natural transformation between exact functors. By divisage argument, we see that Φ M,N is an isomorphism in the case M is obtained from the objects of the forms M = i≤m R ⊕p i [−i] by taking cones and shift and direct summands.
Finally, we consider the general case. Let m = supM. We take a truncated DGprojective resolution of M truncated at k = m − n + 1-th degree (see Appendix A.1).
are isomorphisms. Under these isomorphisms, the morphism φ M,N corresponds to φ T,N . Since we already know that φ T,N is an isomorphism, we conclude that φ M,N is an isomorphism.
3.1.3. Nakayama's Lemma.
3.1.4. Support and small support.
. By Nakayama's Lemma, we immediately see that
, then the equality holds. 3.2. Cohomological regular sequence. Let x ∈ R 0 and M a DG-R-module. By M/ /xM we denote the cone of the multiplication map x × − : M → M. Namely, it is a DG-Rmodule having M ⊕ M [1] as the underlying graded R-module which has the differential given as below.
For R/ /xR, we always take the commutative DG-algebra model R[ξ ]/(ξ 2 ) with the differential ∂ (ξ ) = x and the degree deg ξ = −1. Then the canonical morphism R → R/ /xR which sends each element r ∈ R to the constant polynomial equals to the canonical morphism R → cn(x × −) of the cone of the morphism x × − : R → R. It is easy to check that S = R/ /xR is also a piecewise Noetherian CDGA satisfying S >0 = 0. We note that M/ /xM has a canonical DG-R/ /xR-module structure and there is a canonical isomorphism
The following lemma asserts that the quasi-isomorphism class of R/ /xR depends only on the cohomology class of x ∈ R 0 . Lemma 3.8. Assume that two elements x, y ∈ R 0 are cohomologous. Then, there exists a CDGA T and quasi-isomorphisms f : R/ /xR → T and g : R/ /yR → T which make the following commutative diagram
Moreover, if we consider the equivalences
induced from f and g, then the DG-R/ /xR-module M/ /xM corresponds to the DG-R/ /yRmodule M/ /yM.
Proof. Let z ∈ R −1 be such that ∂ (z) = x−y. We define a CDGA T as follows. As a graded algebra, it is a graded commutative polynomial algebra over R modulo the relations
with the gradings deg ξ = −1, degη = −1 and deg ζ (n) = −2n for n ≥ 1. We extend the differential of R to that of T by setting the differential for the variables as below
where we set ζ (0) := 1. We set f : R/ /xR → T and g : R/ /yR → T to be the obvious inclusions. It is clear that these morphisms make the commutative diagram (3-2). It only remains to prove f and g are quasi-isomorphisms.
We prove that f is a quasi-isomorphism. For this purpose, we give T an exhaustive increasing filter {F n } n≥0 of DG-R-submodules of T which is defined inductively as below
We can check that for n ≥ 1 the graded quotient F n /F n−1 is isomorphic to the cone cn(id R ) of the identity map id R : R → R. Thus, in particular F n /F n−1 is acyclic. Since R/ /xR is identified with F 0 via f , we conclude that f is a quasi-isomorphism.
In the same way we can prove that g is a quasi-isomorphism. The second statement is a consequence of isomorphisms below of DG-T -modules
For x ∈ H 0 , we define the CDGA R/ /xR to be R/ /xR for some x ∈ R 0 whose cohomology class is x. By the above lemma, we may denote x by the same symbol x.
The following is a DG-version of [14, p. 140, Lemma 2] . Proof.
We introduce the notion of a regular sequence for DG-modules and a cohomological depth. We note that for complexes of module over a commutative algebra, the notion of a regular sequence was already introduced by Foxby [5, Remark 3.18] .
Definition 3.11. Let R be a piecewise Noetherian CDGA with the residue field k. Then we set chdepthM := inf RHom(k, M) − infM and call it the cohomological depth of M.
Remark 3.12. In several papers for example [5, 12] , the depth of a DG-module M is defined to be inf RHom R (k, M), which can be any integer and ±∞. Contrary to this our cohomological depth is always non-negative. Moreover, we will prove in Proposition 3.15 that it coincides with the maximal length of cohomological regular sequence of M Looking the cohomological exact sequence of the exact triangle
we can deduce the following lemma. Proof. The first inequality of (1) can be deduced from the long cohomology exact sequence of (3-3). Set b := infM. By Nakayama's Lemma, the map x :
This proves the second inequality of (2). We have infM/ /xM = infM if and only if the map x :
is injective. The latter condition is satisfied precisely when x is cohomological M-regular.
The relationship between the depth and the maximal regular sequence has cohomological version.
Combining Lemma 3.9 and Lemma 3.13, we obtain Proof. We prove the statement by induction on c := chdepth(M). Let r be the maximal length in question.
In the case c = 0. Then since
there exists no H inf (M)-regular element in m by [14, Theorem 16.6] . This shows that r = 0.
Assume that c > 0 and the case c − 1 is already proved. Since 
If moreover we assume H ≪0 = 0, then,
Proof. First note we have an isomorphism
, it is a shifted direct sum of k. Namely, it is of the form
, it has a minimal sppj resolution P • . Thus, we can compute RHom(k, R) ⊗ L R M by using Corollary 2.8. In particular, we obtain the equation
Hence, from the isomorphism (3-4) we deduce the first equality.
In the case H ≪0 = 0, we have
Remark 3.17. This formula for the case H ≪0 = 0 was proved by Frankild-Jorgensen [7] for a nonocommutative DGA having a dualizing complex.
Remark 3.18. P. Jorgensen [12] showed that if H ≪0 = 0, then we have ampM − ampR ≥ 0 for M ∈ D mod H 0 (R) fpd , M = 0 under a slightly stronger assumption.
Indecomposable injective DG-modules and the Bass numbers.
3.3.1. Indecomposable injective modules. For p ∈ Spec H 0 , we define the DG-R-module
We note that since
where G is the functor defined in Section 2.2.2. It is clear that E R (R/p ′ ) belongs to I and hence that under the equivalence H 0 : I → Inj H 0 , it corresponds to E H 0 (H 0 /p).
We remark that the quasi-isomorphism class of E R (R/p ′ ), i.e., an object of I corresponding to E H 0 (H 0 /p) ∈ InjH 0 , is already studied by Shaul [20] .
Since we are assuming R is piecewise Noetherian, I is closed under direct sums inside D(R) by Bass-Papp theorem for DG-algebras [15, 20] . It follows that the coproduct of the category I is the direct sum taken inside D(R). Similarly, the coproduct of the category Inj H 0 is the direct sum inside Mod H 0 . Therefore, using the equivalence I ∼ = InjH 0 , we can deduce the following statements from the same statement for a ordinary commutative ring (see e.g. (1) An indecomposable object of I is the form of E R (R/p ′ ) for some p ∈ SpecH 0 . (2) An object I ∈ I is a direct sum of objects of the forms E R (R/p ′ ).
The special case p = q of following lemma is proved by Shaul [20] .
Lemma 3.20. For another q ∈ SpecH 0 , the canonical map can below is a quasi-isomorphism
Proof. Using [15, Lemma 3.11], we have the following isomorphisms. 
It is well-known that there exists a canonical isomorphism between E H (H/p ′ ) q and E H
q ′ (H q ′ /p ′ q ′ ),
I (R)
H 0 ∼ (−) p ′ Inj H 0 (−) p I (R p ′ ) H 0 ∼ Inj H 0 p (2) id R p ′ M p ′ ≤ id R M. (3) The localization functor (−) p ′ preserves finiteness of injective dimension. Namely, if M ∈ D(R) fid , then M p ′ ∈ D(R p ′ ) fid . Proposition 3.22. Let M ∈ D mod H 0 (R) and N ∈ D(R) fid .
Then the canonical morphism below is an isomorphism
Proof. By divisage argument, we may reduce the problem to the case N ∈ I . We have to prove that the morphism below
is an isomorphism for n ∈ Z.
Bass number. The Bass number is defined in the same way of usual commutative algebras.
Definition 3.23 (Bass number)
. For p ∈ SpecH 0 , we set
The structure theorem of minimal injective resolution of M ∈ Mod A over an ordinary Noetherian algebra A [14, Theorem 18.7] holds for a minimal ifij resolution of M ∈ D(R) over R, which can be proved by the same way of the ordinary case with the aide of Corollary 2.14. 
We collect basic properties of the Bass numbers. Proof. The claim follows from the facts that
The following is essentially a DG-version of [14, p. 141, Lemma 3] .
, i ∈ Z and p, q ∈ SpecH 0 . We assume that p q and
Localizing at q, we may assume q is a maximal. Take x ∈ q \ p and consider the exact sequence
Applying Hom(−, M), we obtain the exact sequence
If Before giving a proof, we recall the inequality infI −i ≤ infI −i−1 from (2-1).
Proof. Assume on the contrary that infI −i < infI −i−1 . Then for k, j such that k < i < j, we have
Therefore, there exists no j ∈ N such that j + infI − j = n + 1. Thus for any q ∈ SpecH 0 we have µ n+1 (q, M) = 0 by Theorem 3.24. This contradicts to Lemma 3.26.
Proof. This follows from the fact that a injective envelope J 0 of H inf (M) is a direct sum of injective envelope of minimal prime ideals of M.
The injective dimension id M can be measured by the Bass numbers µ n (m, M) of maximal ideals m. In the case where R is local, we obtain the following corollary. 
Thus in particular, id M < ∞ if and only if
Combining Lemma 3.13 and Lemma 3.31 above, we deduce 
and only if x is cohomological M-regular element.
We prove a DG-version of the Bass formula. 
Remark 3.34. This formula was proved by Frankild-Jorgensen [7] for a nonocommutative DGA having a dualizing complex.
On the other hand, we have
It is already shown that the left term is zero. Since the cone
. Therefore the right term is zero. Consequently, looking the middle term, we come to the contradiction Hom(
From the inequality given in Remark 3.18, it is natural to expect the same inequality holds for an object M ∈ D mod H 0 (R) fid . Shaul informed the author in private communication that he also conjectured the same statement. 
Dualizing complexes.
We follow Yekutieli's definition of a dualizing complex of CDGA. We refer [22] for other definitions of a dualizing complex and comparisons to this definition. Proof. We prove "if" part. By Proposition 3.29, D has finite injective dimension. We set F := RHom(−, D). It is remained to prove that the canonical evaluation morphism R → F 2 (R) is an isomorphism. For this we prove that the natural morphism
By the same argument with [11, V. Proposition 2.5], we can show that η M is an isomorphism for M ∈ mod H 0 . Therefore by divisage argument, we can show that η M is an isomorphism for M ∈ D b mod H 0 (R).
We deal with the general case. Since D
Looking the cohomology long exact sequence of the exact triangle
is an isomorphism. Since η is a triangulated natural transformation, we have the following commutative diagram whose both lows are exact.
By induction step, the right vertical arrow is an isomorphism, so is the left. This completes the proof of "if" part. "Only if" part can be proved by a similar argument to the proof of the same statement for a dualizing complex over a ordinary commutative algebra.
4.1.2.
The structure of minimal ifij resolution of a dualizing complex. We establish a structure theorem of a minimal ifij resolution of a dualizing complex. 
where p run all prime ideals such that i
Proof. Combining Corollary 4.2 and Theorem 4.3, we see that for p ∈ Spec H 0 , there
Moreover since the set {n p | p ∈ SpecH 0 } is finite, we conclude that dim H 0 < ∞. From now we assume that H 0 is local with a maximal ideal m. By Lemma 3.26, we have
For i < e, there exists a non-maximal prime ideal p such that n p = i + infI −i by Lemma 3.26. Thus by Corollary 3.27, we deduce the condition (1). Now it is easy to deduce (3) by descending induction on i. It follows dim H 0 = e. The equation id D = e is a consequence of Proposition 3.29. Finally the equality depthD = e is deduced from a straightforward computation. (1) D is a dualizing complex such that the cohomology groups of a minimal ifij resolution
gives an injective resolution 
In other words, Ext
It is well-know (e.g. [3, Proposirtion 3.3.3] ) that this implies that H −n is a MCM-H 0 -module. Finally, from the canonical isomorphism
We prove the implication (2) We note that a Gorenstein CDGA R is lower bounded by Lemma 2.10. It is easy to see that a CDGA R is Gorenstein if and only if R is a dualizing complex over R. Therefore, combining Proposition 3.31, Theorem 4.3 and Theorem 4.5, we deduced the following result. 
Remark 4.10. The equivalence (1) ⇔ (2) is proved under the assumption H ≪0 = 0 in [8, Theorem 4.3] . In the above theorem we showed that the condition (1) and (2) imply
We discuss when a Gorenstein CDGA R has a Gorenstein cohomology algebras H. Proof. We prove the implication (1) ⇒ (3). We proceed the proof by induction on r = dim H = depthH.
In the case where r = 0, R belongs to I . Therefore the cohomology algebra H is self-injective. Hence, in particular Gorenstein.
Assume that the case r − 1 is already proved. Let x be a homogeneous H-regular element. We note that x ∈ H 0 . We denote their lifts by the same symbol x ∈ R 0 . Then, we have H(R/ /xR) = H/(x). Hence in particular R/ /xR is a Gorenstein CDGA such that H(R/ /xR) is CM of dimension r − 1. Thus by induction hypothesis, H/(x) is Gorenstein. Therefore H is Gorenstein.
The implication (3) ⇒ (1) follows from Proposition A.11. Now, we have proved the equivalence (1) ⇔ (3). It follows the equivalence (2) ⇔ (3), since H(H) ∼ = H.
The equivalence (1) ⇔ (4) immediately follows from Theorem 4.7.
Remark 4.12. The equivalence (2) ⇔ (3) is proved in [17] .
Since a commutative algebra of dimension 0 is CM, we deduce the following corollary. We give a way to proved examples of Gorenstein DG-algebra R such that H(R) is not Gorenstein.
Example 4.15. Let A be a local Gorenstein algebra, x 1 , · · · , x r elements. Then the Koszul complexe R := K A (x 1 , · · · , x r ) is Gorenstein DG-algebra by Theorem 4.14. If H = H(R) is Gorenstein, then it follows from the inequality depthH ≤ depthH 0 that H 0 is Gorenstein. Since H 0 ∼ = A/(x 1 , · · · , x r ), in the case where A/(x 1 , · · · , x r ) is not Gorenstein, R is a Gorenstein DG-algebra such that H(R) is not Gorenstein.
APPENDIX A. DG-PROJECTIVE AND DG-INJECTIVE RESOLUTIONS
In this Section we review DG-projective and DG-injective resolutions of a DG-Rmodule M, which are also called cofibrant and fibrant replacements, semi-projective and semi-injective resolutions. For the details we refer to [13] , [18] . 
(2) For P ∈ K DGproj (R) and M ∈ K(R), the induced morphism below is an isomorphism
where on the right hand side, qt is suppressed.
We can deduce (2) and (3) from (1) by formal argument of triangulated categories (e.g. [18, 1.3] ).
The main point of proof of (1) is the following construction. Let M be a DG-Rmodule. Then there exists an exact sequence in C(R)
such that P is DG-projective and K is acyclic. More precisely, we can construct a quasiisomorphism f : P → M with P DG-projective such that f n : P n → M n is surjective for n ∈ Z and that K = Ker f is acyclic. We explain how to construct such a morphism.
First we point out that for P ∈ Add R ⊂ D(R) and M ∈ D(R), we have a canonical surjection
In other words, any morphism g : H(P) → H(M) has a lift g : P → M, that is, a morphism such that H(g) = g. Key is the following lemma.
Then there exists a #-projective contractible DG-R-module P ′′ ∈ C(R) and a morphism g : P ′ ⊕ P ′′ → M in C(R) such that H(g) = g and that each component g n : (P ′ ) n ⊕ (P ′′ ) n → M n is surjective.
Let M be a DG-R-module. We take a projective resolution
By the above remark, there exist P ′ i ∈ Add R such that H(P ′ i ) = Q i . Using Lemma A.3 we can inductively construct a contractible DG-R-module P ′′ i which is #-projective for i ≥ 0 and an exact sequence inside C(R)
where
Repeating the process, we obtain a complex P • of objects of C(R).
We set P := totP • to be the totalization of the complex P • . Then the canonical morphism f : P → M satisfies the desired properties. 
Then the canonical morphism T i → M fits into the exact triangle M i+1
Until now, we don't need to assume that H >0 = 0. From now in this section, we assume that H >0 = 0 as in the main body of the paper.
Let M ∈ D <∞ (R). Then we may take a projective resolution (1-7) to be such that supQ i ≤ supM for i ≥ 0. Moreover, by the construction there exists an exact sequence We remark that the converse of above proposition false. The poof is analogues to that of Theorem A.2. The main point is the construction that for M ∈ C(R), there exists an exact sequence in C(R) 0 → M → I → C → 0 such that I is DG-projective and C is acyclic.
We can construct such a morphism as in the same way of DG-projective resolution. In the construction, the DG-R-module R * = Hom From now we deal with the DG-algebra such that R >0 as in the main body of the paper. We denote by Inj 0 R ⊂ C(R) the full subcategories consisting of DG-R-modules G(K) for K ∈ InjH 0 where G(K) is the DG-module defined in Section 2.2.2
The following two lemmas show that as far as a DG-R-module M such that infM > −∞ concern, we may use objects of Inj 0 R in place of shifted direct product of R * in a construction of DG-injective resolution of M. We note that the converse of the above statement is not true. Indeed, Example A.6 also gives such an example.
