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I. INTRODUCTION 
A Fitting formation is a class of (finite soluble) groups that is both a 
Fitting class and a formation (in this paper all groups will be finite and 
soluble). While examples of saturated Fitting formations abound, and 
include many of the well known classes, examples of non-saturated Fitting 
formations are very meagre. The study of Fitting formations was begun by 
Hawkes [7] in 1970; in that paper he gave the first examples of non- 
saturated Fitting formations. Some time later Berger and Cossey [2] gave 
some more examples, using much the same ideas as Hawkes. Recently, in 
his Ph.D. thesis [12], one of us (C.L.K.) gave a unified treatment and 
generalization of the examples of Hawkes and of Berger and Cossey, and 
produced a new class of examples (these are described in Section 5 of this 
paper). Our aim in this paper is to show that all these examples arise as 
special cases of a more genera1 construction. 
We will show that the ideas implicit in Hawkes and in Berger and 
Cossey for constructing Fitting formations can be made explicit. Following 
Kanes [12], we suppose that for each group we have a class of modules 
defined, and that the family of these classes satisfies certain closure proper- 
ties. We then construct a class of groups by using this family to place 
restrictions on the chief factors of the groups in the class. That the class so 
defined is a Fitting formation is a consequence of the closure properties of 
the family of classes of modules (Theorem 3.1). The problem then is to find 
appropriate classes of modules; the family we give in this paper is inspired 
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by the class of characters, called n-factorable characters, introduced by 
Isaacs in [ 111. Isaacs works with complex valued characters, while we will 
want to work with modules over fields of prime characteristic (not 
necessarily coprime to the orders of the groups involved). Because of this, 
and because we need some slight generalizations of his ideas, we give a 
development of the material from our point of view: we emphasize however 
that there are no new ideas involved and the only new result of this section 
is Theorem 2.7. It was the realization that the modules involved in Hawkes 
and in Berger and Cossey were rc-special, and the modules involved in the 
new examples of Kanes were n-factorable, that lead us to the examples of 
the present paper. 
Our main interest is in constructing non-saturated Fitting formations, 
and it is easy to see that the examples we construct are often, but not 
always, non-saturated. A complete description of the saturated formations 
among the examples of Kanes [ 121 has been given by Kovacs [ 131: a 
modification of his description works for our examples (Theorem 4.2), and 
we are grateful to him for permission to include the description here. 
Though the description is rather technical, the saturated formations among 
our examples are just the obvious ones. 
Our notation is standard, and we assume familiarity with the basic ideas 
and definitions of classes of finite soluble groups (such as may be found in 
Gaschiitz [6] for example), and of representation theory (we generally 
follow the usage of Curtis and Reiner [4] for modules, and Isaacs [lo] for 
characters). We remind the reader that S denotes the class of all finite 
soluble groups, and, for a set of primes rc, S, the class of all finite soluble 
rc-groups. 
2. FACTORABLE MODULES 
Throughout this section, K will denote an algebraically closed field of 
characteristic q, q a fixed prime, and 7c a set of primes. 
We let Irr,(G) denote the class of all irreducible KG-modules. If U is any 
KG-module, then each g E G determines a linear transformation of U: we 
will denote the determinant of this linear transformation by det(g on U), 
and its multiplicative order (as a root of unity) by o( g on U). 
2.1. DEFINITION. Let U E Irr,(G). Then U is called rc-special if 
(i) dim U is a x-number, and 
(ii) for S a subnormal of G, V an irreducible constituent of Us, then 
if S,. is a Hall n’-subgroup of S, det(s on V) = 1 for each s E S,.. 
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Gajendragadkar [S] introduced the idea of rt-special characters, and 
established their basic properties. The same n-special was introduced by 
Isaacs, who has considerably developed and refined the theory of rt-special 
characters. Our definition of z-special modules is derived from their 
definition of z-special characters; the properties we want are proved by 
arguments similar to those of Isaacs and Gajendragadkar. There is a suf- 
ficient difference in our point of view and in the results we need to present 
the proofs rather than leaving it to the reader to translate. Throughout this 
section it would be preferable if the restriction to algebraically closed fields 
could be removed. The problem in extending the results to the non- 
algebraically closed case seems to be in understanding the composition fac- 
tors of modules induced from irreducibles of normal subgroups, especially 
in the case where the irreducible is invariant in the whole group. Given 
enough restrictions on the set of primes involved, one can obtain results 
which can be applied to the main construction of this paper. However, at 
present the results are rather limited compared with the algebraically 
closed case. We will not explore this further here, but hope to return to the 
problem later. 
The first result we need is almost trivial. 
2.2. LEMMA. Let UE Irr,(G), U n-special, and let S he a suhnormul 
subgroup of G. Jf V is an irreducible constituent qf Us, then V is x-special. 
2.3. LEMMA. Let N he a normal subgroup qf G, and let U E Irr,(N), U 
x-special. 
(i) Jf G/N is u n-group, then every composition ,fuctor ef U” is 
n-special. 
(ii) If’G/N is a rc’-group, and U is invariant in G, then U” has a unique 
rc-special composition ,factor 0, and i?, = U. 
ProqjY (i) The proof is by induction on ICI, being clearly true for 
ICI = 1. 
Suppose S 4 4 G, S # G. Then the composition factors of Us, N are rr- 
special by Lemma 2.2, and hence so are all composition factors of U,, Ns 
by the inductive hypothesis. That all composition factors of UC, are rr- 
special follows from the Mackey subgroup theorem. Now suppose that W 
is a composition factor of UC: then W, = W, @ * .. @ W,,, where each Wi 
is isomorphic to a conjugate of U. Moreover, n divides IG/NI, and so 
dim W is a rr-number; and if g is an element of rr’-order of G, g E N, and so 
det( g on W) = n det( g on W;) = 1, since all the Wi are rr-special. 
(ii) It will be enough to prove the result for N maximal in G: the 
result will then follow by induction on IG/NI. Thus we assume N is a 
maximal normal subgroup of G. 
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It follows from Lemma 1 of Becker [ 1] that U has a unique extension to 
an irreducible KG-module fi such that det( g on I!?) = 1 for every element g 
of G of &-order: following Becker, we call such an extension a l-extension. 
We now prove by induction on IG: St that if S 4 u G, and if i? is the 
unique l-extension of a rc-special module U for some maximal normal sub- 
group N of 7c’-index, then for every irreducible constituent V of ii,, and for 
every element g of S of &-order, det( g on V) = 1. 
Let M be a maximal normal subgroup of G containing S. If M= N, so 
that Sd N, there is nothing to prove. Hence suppose that A4 # N, and let 
W be an irreducible constituent of oM, so that fi,&, = W” @ ‘.. @ W“ for 
some x, ,..., x,. Note that t is a rc-number; and if H is a Hall &-subgroup of 
M, y E H, we have 
1 = det( J’ on 0) 
= h det( yen WYJ) 
,= I 
= h det( )I” on W) 
,=I 
= det( J! on W)’ fi det( [ y, x,] on W). 
!=I 
Since MN = G, we may assume that the x, were chosen in N, and so 
[ JJ, x,] E A4 n N. But all the irreducible constituents of W,w, N are rr- 
special, so that o([Y, x,] on W) is a rc-number. Thus det(p on W)’ (and 
also therefore det( y on W)) has multiplicative order a z-number. Since 
O( y on W) is a n’-number, we have 
det( J’ on W) = 1. 
Now M, W, W,,.,n,v, Mn N satisfy the inductive hypotheses: so that if V 
is an irreducible constituent of W, (and hence of ois), det( g on V) = 1 for 
every element g of rc’-order in S. This completes the proof. 
2.4. THEOREM. Let U, VE Irr,(G) be x-special and 7c’-special respec- 
tively. Then U@ V is irreducible. Moreover, if U’, I” E Irr,(G) are x-special 
and &-special, respectively, and U @ V z U’ @Q v’, then U z U’ and V z v’. 
Proof: The proof is by induction IG/ : the result is clearly true for 
ICI = 1. 
Let N be a maximal normal subgroup of G: we may suppose without 
loss of generality that IG/NI =p E 7~. Thus V, and Vh are irreducible; and if 
U, = U, @ . @ Us, Uh = U’, @ . . @ (ii, then by hypothesis U,@ V,v is 
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irreducible and isomorphic to U;@ Vh for some j. The inductive hypothesis 
gives us that V, z V,, U,z r/i, and then Lemma 2.3(ii) gives us that 
Vr v’. We assume that V= v’. 
If U, is irreducible, so is Cl:, (by a dimension count), and moreover so 
are (U@ V)N, (U’@ I’),,,. Thus Cl@ V, CJ’@ V are irreducible. Since 
Ii, r Cl’,, we have by Huppert and Blackburn [9, Corollary 7.9.131 that 
U’r U@ T, where T is an irreducible G/N-module: we then have 
T@ U@ V&z U@ I’, and then Huppert and Blackburn [9, Theorem 7.9.121 
tells us that T must be the trivial irreducible G/N-module. Thus US U’ in 
this case. If UN is reducible, then U = Or:, U’ = Ui”, and hence U z U’. By 
Huppert and Blackburn [9, Lemma 7.4.151, ( Ui@ V,,,)” 2 Up 0 V= 
U@ I’, and then, since all the U, 0 V,V are distinct (by the inductive 
hypothesis) we have by Curtis and Reiner 14, Corollary 45.51 that U@ V 
is irreducible. 
Now suppose that .p is a partition of P, the set of all primes, so that 
Y= (i-c,, iEl}, u ,n, = P, 7~, n 71, = @ for i #j. We will say that UE Irr,(G) 
is g-factorable if UZ U,, 0 . @ U,,z, where U,, is x+-special, ~c,,E d, 
j= l,..., n; unless otherwise stated, we assume that the Uj, given are all non- 
trivial KG-modules. If :Y = {n, 7~’ j, we will follow Isaacs [ 111, and call a 
Y-factorable module z-factorable. 
We get as an immediate Corollary to Theorem 2.4 the behaviour of Y- 
factorable modules on restriction to normal subgroups. 
2.5. COROLLARY. Let U E Irr,(G) he :‘P~frctorahlr, and N u normal suh- 
group of G. Then U, has all its irreducible constituents 9-ftictorahle. 
Next we want to consider the following situation: G = NM, where N, M 
are normal subgroups of G, UE Irr,(G) with the property that Ii,,,,, U, 
both have all their irreducible constituents Y-factorable. The conclusion we 
want is of course that U itself is .Y-factorable, and for its proof we need the 
following result (cf. Isaacs [ 11, Proposition 2.71). 
2.6. LEMMA. Let G = AB, with A, B normal subgroups of G, and 
A/A n B a x-group, BJA n B a 7t’-group. Let UE Irr,(A n B), with 
U= V@ W, V x-speck1 and invariant in B, W x’-special and invariant in A. 
Then every composition factor of U” is n-factorable. 
Proof Assume A n B < G, and work by induction on IG/A n B(. Let 
L = A n B, and H/L be a chief factor of G: we may assume that H/L is a z- 
group, so that H < A. Since A, BH satisfy the hypotheses of the lemma, it 
will be enough to show that every composition factor of UH is n-factorable, 
with x-special factor invariant in BH, and n’-special factor invariant in A. 
Since W is z’-special, it has a unique n’-special extension to H, @ say: 
by the uniqueness of I@ and the invariance of Win A, we have @invariant 
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in A also. We have (again by Huppert and Blackburn [9, Lemma 7.4.151) 
uH=(v@W)H=(V@~L)H=VH@bP. 
By Lemma 2.3(i), every composition factor of VH is rc-special, and then 
by Theorem 2.4, every composition factor of UN is rc-factorable. To see that 
every composition factor of VH is invariant in BH, we note that by Lem- 
ma 2.3(ii) V has unique rc-special extension to B, p say, and then, by the 
Mackey subgroup theorem 
Thus if T is a composition factor of VH, it is isomorphic to an irreducible 
constituent of S, for some composition factor S of VEH. But by Lem- 
ma 2.3(i), every composition factor of V *BH is rc-special, and then since H 
has rr’-index in BH, S,, is irreducible. Thus Tz S,, and is invariant in BH. 
This completes the proof. 
We are now in a position to prove 
2.7. THEOREM. Let G = MN, A4 and N are normal subgroups of G, and 
let U~1rr,(G) such that U,, U, have all their irreducible constituents Y- 
factorable. Then U is 9’-factorable. 
Proof The proof is by induction on JGI: the result is clearly true for 
ICI = I. Note that every irreducible G-module is +factorable if G is 
nilpotent. 
We show it is enough to prove the result for M, N maximal normal sub- 
groups of G. If M,, NO are maximal normal subgroup of G with M d M,, 
Nd N,, then G = M, N,, M, = M(M, n N), NO = N(N, n M). By 
Corollary 2.5, every irreducible constituent of UMOnN, UNon,,, is p-fac- 
torable, and so (by our inductive hypothesis) every irreducible constituent 
of UM(), U,, is g-factorable. Thus we assume that AI, N are maximal, with 
IG/MI =p, [G/N1 = r. 
Put P = M n N, and let W be an irreducible constituent of U,. Then by 
assumption W is g-factorable, say W = W, @ . . . 63 W,,, where W, is n,,- 
special, j = l,..., n. 
Suppose first that neither p nor r is contained in rc,, for some j; we may as 
well suppose j= 1. Let X, Y be irreducible constituents of U,, U,,, respec- 
tively with W<X,, W< Y,. Since X and Y are g-factorable, we have 
p-factorizations X= X, @ . . . OX’,, Y = Y, @ . . . @ Y,, and we suppose 
X,, Y, are the rci,-factors of X and Y respectively. Then X,,, Y,, are 
irreducible, and hence (by Theorem 2.4), are the rci,-factors of the 
irreducible constituents of A’,, Y, respectively: in particular, we have 
X,, g YIP r W,. It follows immediately that WI is invariant in M and in 
N, and hence in G. Since G/P is a rci,-group, it follows from Lemma 2.6 
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(with W, = V, W,@ ... @ W,, = W, A = P, B = G) that U is rr,,-factorable: 
say U= S@ T, where T is rci,-special. We get immediately that T must be 
the unique rc,,-special extension of W to G. Moreover (SO T),,,, = S, 0 T, 
has every irreducible constituent y-factorable. Since T, is rr;,-special, it 
follows that every irreducible constituent of S, is P-factorable; and 
similarly every irreducible constituent of S, is P-factorable. Further for 
some irreducible constituent W, of S,, we have W, s W, 0 @ W,,. 
Thus it will be enough to prove the result when either p or q E TC,/ for each 
x,,, j= l)...) n. 
Suppose first that p and r are both in x,,. Then W is r,,-special, and G/P 
is a rci,-group. It follows from Lemma 2.3(i) that U is 7c,,-special (and so, in 
particular, P-factorable). 
Next suppose that p # r, and PE xi,, r E 7ti2, W = W, @ W2 where W, is 
n,,-special, W, is xi?-special. Then, with A’= X, @ ... OX, as above, we 
have X,, 2 W, , and X, is trivial (and hence so is Xi) unless Xi is rr,j-special. 
Thus X= XI OX,, A’, rc,-special. If X, is invariant in G, it has a unique 
extension X, to G. Then we have X” = (X, 0 8,,U)G E A’: @ 8,. But every 
composition factor of X7 is rr,,-special, and hence U is 9-factorable. 
Now suppose that X2 is not invariant in G: by symmetry we may sup- 
pose also that Y= Y, 0 Y,, with Y, n,,-special, Y, rr,>-special, and Y, not 
invariant in G. It follows that U = YG = X”, and then by the Mackey sub- 
group theorem U, = X$ = @,, 7 A’,, where T is a transversal for A4 in G. 
Thus the number of irreducible constituents of UP is divisible by p: 
similarly, it is divisible by r, and hence pr dim W divides dim U. On the 
other hand U is a composition factor of W”, and so dim U dpr dim W. 
Thus dim U = pr dim W, giving U = W’;. Now consider A’? @ Yy : we have 
(using Huppert [S, Satz 5.16.63 ) 
Hom..( U, A’? 0 Yf) = Horn& IV’, A’? @ I’$) 
% Hom,,( W, (Xy@ Y:),) 
= @ Horn KP( w, WC3 w;) 
Y. I
where x ranges over a set of coset representatives for M in G, and JJ ranges 
over a set of coset representatives for N in G. Thus 
Horn&U, X7@ Yf)#O, 
and so U is isomorphic to a composition factor of X7@ Yf. But by 
Lemma 2.3(i), every composition factor of A’? is rr,-special, and every 
composition factor of Yy is n,?-special, and so every composition factor of 
X7@ Yf is P-factorable. Thus U is .P-factorable, completing the proof. 
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3. A CONSTRUCTION FOR FITTING FORMATIONS 
Hawkes first constructed non-saturated Fitting formations by imposing 
conditions on the modules that could occur as chief factors of groups in the 
class. We will formalize his construction in the following way: if we have 
for each group a class of modules over a field of characteristic q specified, 
and the family of these classes satisfies certain closure operations, we can 
use this family to define a Fitting formation, which we can describe roughly 
as the class of all groups whose q-chief factors come from the specified 
class. We follow the development given in Kanes [ 121: the closure proper- 
ties we use (Ml-M5 below) were chosen because they make the construc- 
tion work, and it may be possible to choose a better set. 
Let K be a field of characteristic q (not necessarily algebraically closed). 
Suppose that for each group G, we are given a class of modules 
M(G) s Irr,(G): let ,& be the family of all M(G). We will call .&’ a Fitting 
family if it satisfies the following closure properties. 
Ml. The trivial irreducible KG-module is in M(G). 
M2. If VE M(G), N a G, with NE C,(V), then V (regarded in the 
natural way as a G/N-module) is in M(G/N). 
M3. If VE M(H), and d: G + H is an epimorphism, then V (regarded 
in the natural way as a G-module) is in M(G). 
M4. If VE M(G), N 4 G, and U an irreducible constituent of V,V, 
then UE M(N). 
M5. If v~Irr,(G), G=N,N,, N,, N, normal subgroups of G, and if 
for each irreducible constituent U of VNr, we have U E M(N,), i = 1, 2, then 
VE M(G). 
Now, following Hawkes [7], if H/L is a q-chief factor of G, we can 
regard H/L as a GF(q)G-module (by conjugation), and so define a class 
f,(G) of KG-modules by 
f ,J G) = { U E Irr,( G): U is isomorphic to a composition factor 
of (H/L)@,,,, K, H/L a q chief factor of G}. 
We now define a class of groups M by setting 
M= {G: I-,(G)sM(G)}. 
The next theorem is the main result of this section. 
3.1. THEOREM. If .M is a Fitting family, M is a Fitting,formation. 
Proof The proof is quite straightforward, and is basically the proof 
used by Hawkes in [7]. 
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That M is a class of groups follows from M3: if G is isomorphic to H, 
and r,(G) E M(G), then f K( H) c M(H). 
Since M is defined by a condition on chief factors, M is a formation. 
Now suppose that N is a normal subgroup of G. We may choose a chief 
series for G that includes N: then every chief factor of N is isomorphic (by 
the Jordan-Holder theorem) to an irreducible constituent of the restriction 
to N of some chief factor of G contained in N. The commutativity of exten- 
sion of the field and restiction, together with M4, gives r,(N) E M(N) if 
f,(G) E M(G). 
To see that M is normal product closed, suppose that G = N, NZ, with 
N,, Nz normal subgroups of G, N, E M, N, E M, and choose a chief series 
for G passing through N, and N, n N,. Let H/L = U be a chief factor in 
this series. If L 2 N, , we may regard U in a natural way as a G/N,-module, 
and hence as an N,/N, n N,-module: as such, the irreducible constituents 
of UK lie in M(N,/N, A N,) by M2, and hence in M(G) by M3. A similar 
argument gives the irreducible constituents of UK in M(G) if L 2 N, n N,. 
Hence we suppose that H c N, n N,. Then we have UE, has all its 
irreducible constituents in M(N,), i = 1, 2, by assumption: it then follows 
from M5 that U" has all its irreducible constituents in M(G). Thus 
T,(G) c M(G), and so G E M, as required. 
We are of course interested in using Theorem 3.1 to construct non- 
saturated Fitting formations. This will depend in general on the choice of 
,d. It is worth noting that the theorem places no restriction on the field K. 
The examples we give here all require K to be algebraically closed. We 
expect that examples can be constructed along the lines of those given in 
the next section without requiring the algebraic closure of K. As we have 
already observed, the problems lie in lack of an adequate understanding of 
the representation theory involved. 
4. EXAMPLES 
Let K be an algebraically closed field of characteristic q, 9 a partition of 
the set P of primes: so that 9= {n,:i~I}, UrE,rri=P, n,nrcj=@ if i#j 
(we may suppose for convenience that 9 has been labelled so that q E T-C,). 
For i E Z, let Xi be a Fitting formation. We now define for each group G a 
class of modules as follows: 
M(G) = {ME Irr,( G): M is P-factorable, M = M, @ . @ M,, 
with Mj rr$-special, and G/C,(M,) EX+ j= l,..., n}. 
We now set %= {Xi: ill}, and let 
M(q, 9, X) = {G: f,(G) & M(G)}. 
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4.1. THEOREM. M(q, 9, X) is a Fitting formation. 
Proqf: By Theorem 3.1, we need only show that the family of M(G) is a 
Fitting family. 
The properties M 1, M2, M3 are clearly satisfied. If VE M(G), and N is a 
normal subgroup of G, then every irreducible constituent U of I’, is P-fac- 
torable by Corollary 2.5; and if U = U, @ ... 0 U,, with Ui rr$-special, U, 
is an irreducible constituent of the restriction of the rci,-factor V, of I’, and 
hence C,( U,) 3 C,( Vi) n N, whence N/C,( Uj) E X,,. Thus M4 holds. 
Now suppose that G = AB, with A, B normal in G, V~1rr~(G), with 
each irreducible constituent of V,, V, in M(A), M(B) respectively. We 
have immediately from Theorem 2.7 that V is P-factorable: say V= 
V, @ . @ V,, where V, is rr,,-special. Suppose that (I’,), = $,, @ .. OX,, 
cv,,,= y,, 0 .. . @ Y,,V, where the X,, Yjk are irreducible. Then 
k 
cd v = n cd Y,,). 
k 
Thus A/C,( V,) E X,, B/C,( V,) E X,. Also C,( V,) C,( V,) d C,( V,), and 
G/(C,( I/,) C,( V,)) IS the normal product of ACs( V,)/C,( I’,) C,( vi) and 
BC,( vj)/‘C,( vj) C,( ‘,I. But ACd v,)/C,( vj) Cd vj) g A/‘C,( vj) E X5, 
BCA( Vj)/C,( V,) C,( P’,) g B/C,( V,), and so G/C,( V,) E QN,X, = X,,. This 
establishes that M5 holds. 
Since our main interest is in constructing non-saturated Fitting for- 
mations, we want to be able to distinguish the non-saturated ones among 
the M(q, 9, X). Though it is easy to produce non-saturated examples by 
appropriate choices of 9 and X, a characterization of the non-saturated 
ones is more difficult. 
We take M = M(q, 9, X) as above, and set M, = M(q, 9,9I), where 
?V= (Y;: i&Z}, with Y, =S, and Yi=X, for i> 1. Note that McM,. We 
can now give criteria for the saturation of M. 
4.2. THEOREM (L. G. Kovacs). The following conditions are equivalent: 
(i) M is saturated, 
(ii) M =S,,S,,[Vi,, (X;nS,,)] (where Vis, (X,n S,,) denotes the 
Fitting formation generated by the Xi A S,), 
(iii) X,nM CS 1 - xiuIyj S,,, andfor i> 1, XicS,;S,. 
It is worth making a couple of remarks before we prove Theorem 4.2. 
First, when M really is a “new” Fitting formation (rather than an “old” 
one, more easily described as a product, and by its form clearly saturated) 
it is never saturated. Second, the saturation of A4 depends not only on the 
individual properties of the Xi but also on their collective interaction. The 
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nature of that interaction is fairly clear from (iii): we give an example to 
make the interaction more explicit. 
The example we give in the following paragraph, as well as all the exam- 
ples of the next section, use partitions of the set of primes into two subsets: 
we will introduce a different notation for this case which makes the exam- 
ples easier to describe. Thus suppose 9 = { rr,, x,}; we put n, = rr, so that 
7c2 = 71’. If J = (X,, X,} we set 
M;(X,, X,) = M(q, 9, .F). 
Now put 7-r = {q, p}, where p is a prime different to q, and set 
Y = M;(S, E) (where E is the class of groups of order 1). We will show that 
M,“(Y, E) and M;(E, S,S,.) are saturated, but M;(Y, S,S,.) is not 
saturated. That M;(E, S,S,,) satisfies (iii) is immediate, and its saturation 
follows. To see that M,“(Y, E) satisfies (iii), the only non-trivia1 step is to 
show that Y n M;(S, E) c S,,,, Iy) S,. Suppose not, and that G is minimal 
with GEYnM,“(S,E), G#S,,,I,j S,. We may assume that G has a unique 
maximal normal subgroup N such that IG/NI =r$x, and that 
0 nIIv (yl(G) = 1. Thus we have NE&. If N/M is a chief factor of G, it is 
either a p-group or a q-group on which G/N acts non-trivially. In the first 
case we get G/N 4 Y, in the second case G/N +! M;(S, E): in either case, a 
contradiction. Thus Mz(Y, E) is saturated. Now let r E rc’, and let Q be an 
extraspecial group, chosen minimal such that a group R of order r acts 
non-trivially on Q but trivially on Q’. Let P be a faithful irreducible GF( p) 
QR-module, and form the split extension H = PQR. Then we have HE Y, 
H$S,,,S,, but HE M;(S, S,S,,): thus M(Y, S,S,,) does not satisfy (iii), and 
so is not saturated. 
Proqf (of Theorem 4.2). If U, is a n,-special module, then 
O,;(G/C,( U,)) = 1. Also, since U, is irreducible in characteristic q, 
O,(G/C,( U,)) = 1. Thus 0,;” iui (G/C,( U,)) -= 1. If moreover G/C,( U,) E 
X,nMGXinM, ES,;,(~)S,,, then G/C,(U,)EXinS,,, and so (iii) 
implies that M E S,,S,[V,, ,(Xj n S,,)]. Since the converse inclusion always 
holds, we have that (iii) implies (ii). That (ii) implies (i) follows 
immediately from the form of M. It remains to show that (i) implies (iii). 
We suppose it does not, and show that this leads to a contradiction. 
To simplify our notation, we put x = z, and T = rr’ u {q 1 (so that T = rt’ 
unless j = 1). 
Suppose first that j = 1, so that M, n X @ S,S,, and H is a group of 
least order showing this. Such an H clearly has a unique maxima1 normal 
subgroup, M say, and a unique minima1 normal subgroup, P say. Since 
S,S, is saturated, H must have trivial Frattini subgroup, and so P is com- 
plemented; let L be a complement, and note C,(P) = 1. Since L E S,S,, we 
must have that 1 PI =pk for some prime p with q #p E n. Thus we have 
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O,(H) = O,(M) = 1, and so M, being in S,S,, is a n-group. Since H$Sn, 
the prime index, say r, of M in H must lie in rr’ and hence in 71; for some 
i # 1. Since H can have no non-trivial n-quotient, we must have H/PE S,. 
It follows that M/P E S, n S, = S,. If M/P = 1, then clearly HEM. If 
M/P # 1, then any q-chief factor of H is either central or has centralizer M: 
in either case the irreducible KH-modules coming from it are rt,-special. 
Since HE M, and i # 1, we must have H/M E X,. Thus HE M. 
Ifj # 1, and H is a group of least order in X, but not in S,S,, the above 
analysis gives H = PL, where P is a p-group for some p E IC, and L is an 
r-group for some r E IT‘. Since q 4 n, HE S,.S, c M. 
Our next step is to construct two groups, G, and GZ say, with the follow- 
ing properties. First, G, E X, n M n S,S,., with O,.(G,) = 1, and G, lying in 
the formation generated by G,. Second, there exists a faithful irreducible 
KO,(G,)-module W, which is G, -invariant. Third, there exists an 
irreducible KO,(Gz)-module W, which is not Cl-invariant. The groups G, 
and G, are derived from the structure of the group H above. 
If M/P = 1, we set G, = H, and let W2 be any non-trivial irreducible KP- 
module. Let P, be an extra special group of order p’l‘+ ‘, and let R be a 
group of order r acting on P, so that R acts on the Frattini quotient of P, 
as L acts on the direct sum of P and its contragredient, and trivially on the 
centre of P, (see Huppert [S, Hilfssatz VI.7.221 for the construction of 
such a group). Set G, = P, R. The Frattini quotient of G, is a subdirect 
square of H. and so lies in the metanilpotent Fitting formation 
X, n M n S,S,: all such formations are saturated (Hawkes [7, 
Theorem 11) and so G, E X, n M. Moreover, GZ is a quotient of G, and so 
is in the formation it generates. Finally, faithful irreducible KP, modules 
are invariant under automorphisms of P, which fix its centre (Huppert [S, 
V.16.141): hence any such KP, -module will serve as W, 
It is somewhat harder to deal with the case M/P # 1. In this case 
O,(H) = M, and r # q. Put Q = M n L, and let R be a Sylow r-subgroup of 
L. As PQ = M, the unique maximal normal subgroup of H, we must have 
CR Ql = Q. 
If [P, R] # P, set G, = H. Let PO be a maximal subgroup of P containing 
[P, R], and let Q, be the largest subgroup of Q which normalizes PO, and 
hence also Q,, is normalized by R, and also that P,Q, is normal in PQo 
(of index p). Let W, be the KM-module induced from any one dimensional 
KPQ,-module W with CPPa( W) = P,Q,. The choice of Q0 ensures that 
PQo is the inertia subgroup in M of the restriction of W, to P, and hence 
W, is irreducible. As R acts trivially on PQo/PoQ, we know that W is R- 
invariant, and hence so is W,. It follows that C,( W,) is normal in G, : as 
it does not contain P, it must be trivial. 
If [P, R] = P, we construct G, as a group which is like H in every 
relevant respect except this. (Of course, G, will not retain the minimal 
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property of H either. The construction makes no use of [P, R] = P, and 
could be performed in any case: the only reason for handling [P, R] # P 
separately was to show how this property is exploited before getting sub- 
merged in other complications.). Let R = (h), and set h, = (h ‘, h) E 
QR x QR, Q,, = Q x Q < QR x QR, R,, = (I?,,). Then QoR, is normal in 
QR x QR, and [QO, R,] = Q,,. Let P, and P, be (QR x QR)-modules such 
that on P, the first factor acts as on P and the second factor acts trivially, 
and on P, the second factor acts as on P and the first factor acts trivially. 
Consider P, 0 P,: as QR x 1 or 1 x QR module, P, 0 P2 is a direct sum of 
“isomorphic copies” of P. It follows from C,(Q) = 1 that C,, o p?( Qo) = 1. 
On the other hand, (P, @ Pz)Ri, is just the tensor product of P, R,, and its 
contragredient, and so C,, o p2 (Ro) # 1. Now consider the semidirect 
product (P, 0 P2)(QR x QR). This is the normal product of 
(P, @ Pr)(QR x 1) and (P, @ P2)( 1 x QR), each of which is a subdirect 
power of PQR = H, and so lies in the Fitting formation X, n M n S,S,.. 
Consequently so does its normal subgroup (P, @ Pz) Q. R,,. By Maschke’s 
theorem, P, @P, is completely reducible as Q”R,-module: the observation 
C P,0P2(RO) # 1 yields that P, 0 P, has an irreducible Q,R,,-submodule P,, 
such that C,,,(R,,) # 1. Let S be a Q,R,-submodule complementing P,, in 
P, @P,, and T a normal subgroup of (P, @PI) QoR, maximal with 
respect to containing S but avoiding P,,. We set G, = (P, @ PI) QoR,,/T. 
Clearly P,, T/T is operator isomorphic to P,, and is both the unique Sylow 
p-subgroup and the unique minimal normal subgroup of G,. Since 
c p,o p2(Q,,) - 1, we have [PO, Q,] = P,,, so that Q, $ T. Moreover, 
[Q(,, R,] = Qo, and so also R, $ T. On the other hand, C,(R,,) # 1 
ensures that [POT/T, ROT/T] # P,,T/T. These facts guarantee that the 
present G, has all the relevant properties of the G, of the previous 
paragraph, and we may construct W, as above. 
To simplify the description of G, and Wz, we change notation, and from 
now on P, Q, R will stand for appropriate Sylow subgroups or G, If P has 
a maximal subgroup N not containing any conjugate of [P, R], we take 
Gz = G, , and let W be a one dimensional KP-module with C,( W) = N, and 
W, be any irreducible KPQ-module whose restriction to P contains W 
(that is, any composition factor of Wpr?). By its choice, W is not invariant 
under any conjugate of R, so that the number of isomorphism types of G,- 
conjugates of W is divisible by r. If W, were G,-invariant, the set of 
isomorphism types of irreducible submodules of W,, would be G,- 
invariant. But by Cliffords theorem that set is a single Q-orbit, and so the 
cardinality of this set would be a power of q divisible by r. As this is 
impossible, W, is not G,-invariant, and we are done. 
If P does not have such a maximal subgroup P,, we choose Gz 
differently: if IPI =p’, we take for G, the semidirect product of QR with the 
I-fold direct power P’ of P. Then G, is a subdirect power of G, , and so lies 
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in the formation generated by G,. We show that there is a maximal sub- 
group P2 of P’ not containing any conjugate of [P’, R], and then construct 
W, as in the previous paragraph. We have that P itself is the I-fold direct 
power of a group C of order p, and we let 4, ,..., #I be the corresponding 
coordinate projections of P onto C. Note that the intersections of the 
kernels of these projections is trivial. Define a homomorphism 4 from P’ to 
C by 
f-x, ,...1 x,)9 = flc4); 
and set P, = ker d. Since [Q, R] = Q, the normal closure of R contains Q, 
and hence R cannot act trivially on P, otherwise Q also would, contrary to 
C,(P) = 1. Thus to each element g of QR there is an index i(g) such that 
[P, RIYditn, = I, and hence an element yx E P such that [,r,, hK]#j(n) # 1 
(where R= (A)). Let zp be the element of P’ whose components are all 
trivial except the i( g)-component, which is yn, and so 
Hence [P’, Rg], that is [P’, RIY, is not contained in PI, as required. 
The final step of the proof now goes easily, as follows. By Lemma 2.3(ii), 
W, is the restriction of a unique z-special KG,-module U, (which is faithful 
since O,(G,) = I); in turn U, is a submodule of K@ V, for some faithful 
irreducible GF(q) G,-module V, . It is an easy check to see that V, G, lies in 
M. On the other hand, W2 is a submodule of the restriction of some 
irreducible KG,-module U,, and since W, is not G,-invariant, that restric- 
tion cannot be homogeneous. This U, is not P-factorable: indeed, it is not 
even z-factorable. For suppose U2 = U@ U’, where U’ is rc’-special. Then 
the restriction of U’ to O,(G,) must be trivial, and so the restriction of U 
to O,(G,) contains W2 and is therefore inhomogeneous. The dimension of 
U is then divisible by the non-trivial index of the inertia subgroup of W, in 
GZ: thus this dimension cannot be a rc-number, and U cannot be z-special. 
If V, is an irreducible GF(q) G,-module such that KO V, contains U,, 
then V,G,$M. On the other hand, since our formation is saturated, there 
is a formation F such that F = S,F s M c S,,F (see Carter and Hawkes 
[3]). Since VI is faithful, O,.( V, G,) = 1, and so V, GI EM Y& S,,F implies 
that V, G, E F. Since G, lies in the formation generated by G,, we have 
Gz E F, and hence V, G, E S,F E M. This gives us the desired contradiction, 
and the proof of Theorem 4.2 is complete. 
We should remark that the difficult cases in the construction of the 
groups G1 and Gz above do arise. Take q = 2, n = (2, 13}, and X = 
S,,S,S, nMT,(E, S,,S,): then the smallest group H in X, but outside 
S xIU tz,Sz has H/P isomorphic to SL(2, 3), and hence [P, R] = P. On the 
other hand, take q = 31, n = { 5,31}, and X = SsS,,S, n M:(E, S,,S,): then 
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we find that HJP is the nonabelian group of order 93, and each of the 31 
maximal subgroups of P (which has order 5”) is a conjugate of [P, R]. 
5. THE KNOWN EXAMPLES 
In this section we will show that the examples due to Hawkes, Berger, 
and Cossey, the generalizations of these given by Kanes, and the new 
examples of Kanes are all special cases of the examples of the previous 
section. 
These examples all use partitions of the set of primes into two subsets: 
recall that if z+” = {rc,, nr,}, we put rc, = 71, so that 7c2 = rr’; and if 
%= {X,, X,}, we set 
(where q is a prime, and in what follows, K is an algebraically closed field 
of characteristic q). 
We consider the examples given in Chapter 4 of Kanes [ 121 first. Let x 
be a Fitting formation such that X s S,6S,,, where x0 = n\ { q}. For each G, 
we define Y;(G) to be the class of all VE Irr,(G) such that 
(1) dim V is a n’-number, 
(2) if g E G, o( g on V) is a n’-number. 
(3) G/C,( I’) E X. 
Kanes shows that the family of y,“(G) is a Fitting family, and so by 
Theorem 3.1 he gets a Fitting formation he denotes Y;(X). 
We show that Y,“(X) = M,“(E, X) (where E is the class of all groups of 
order 1). Since M;(E, X) is defined by the family of M(G), where 
M(G) = { VE Irr,(G): Vis n-factorable, and if V= P’, @ I’,, with 
V, n-special and V, k-special, G/C,( V, ) E E, G/C,( V?) E X ] 
= { VE Irr,(G): P’is n’-special, G/C,(V) E X}, 
it is enough to show M(G) = Y,“(G). Clearly M(G) c_ Y;(G). To see the 
other inclusion, suppose VE Y,“(G): we must show that V is r’-special, and 
to do this it will be enough to show that if N is a maximal normal sub- 
group of G, and U is an irreducible constituent of V,, then U satisfies con- 
ditions (1 ), (2), and (3) above. (This is essentially the proof that Y;(G) 
satisfies M4.) Since dim U divides dim V, (1) is clearly satisfied. Now V, is 
either homogeneous, in which case it is irreducible and U = I’,, or V = U” 
(and so (G/N1 = p E 71’). If U = V,, then for n E N, o(n on U) = o(n on V), 
and so is a Tc’-number. Thus suppose that V,,v is reducible. Since (G/N1 E 7c’, 
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we must have NO*(G)=G, and so we may choose x, = l,..., ~,,EO’(G) 
such that V, = U@ U’>@ ... 0 U’p. We now want to show that 
o(n on U”) is a rt’-number. We note first that o(n on U”) = o(+ on U). 
However det(n‘l on U) = det(n on U) det( [n, x,] on U), and since [n, .yi] E 
O”(G), it is a n’-element, and o( [n, x,] on U) is a &-number. Moreover 
det(n on V) = n det(n on Uyn) = (det(n on U))l, fl det( [n, x,] on U). 
Since o(n on V), o( [n, xi] on I/), p are all ?r’-numbers, it follows that o(n 
on U) is a n’-number. This establishes (2) for N. Finally C,(U) > 
C,( V) n N, and hence N/C,(U) E QX c X, establishing (3). 
Note that the above proof would have worked equally well with 
X s S,.S,: the reason for choosing S,,S,,, in its place was to obtain the 
Hawkes and BergerCossey examples as special cases. These come as 
follows. 
If n = {q}, then M;(E, S) is the class defined by Hawkes in [7] while if 
7c = {p}, M$(E, S,, S,) is the class defined by Berger and Cossey in [2]. 
The next example comes from Chapter 5 of Kanes [ 123, and is super- 
ficially rather different from the Y,“(X). Let X be a Fitting formation such 
that Xc S,S,.; for each G we define H;(X) to be the class of modules 
V E Irr,( G) satisfying 
6) VontG,,~, is homogeneous, where C = C,( V), and 
(ii) G/Cc X. 
Again, Kanes shows that the family of H;(X) is a Fitting family and gets a 
Fitting formation he denotes by H,“(X). 
We will show that H,“(X)=M,“(X, X): again by showing that 
H,“(G) = M(G), where 
M(G) = { VE It-r,(G): V is z-factorable, V= V, 0 VI, V, n-special, 
V, n’-special, G/C,( V, ), G/C’& VI) E X }. 
First, suppose VE M(G), and put H/C = O,(G/C), C = C,(V). If 
V= V, @ V,, V,n-special, V, n’-special, then H s C,( VI), since a normal 
rc-subgroup acts trivially on a &-special module. Thus (V,), is a trivial H- 
module. On the other hand, V, is n-special and G/H is a n’-group, so that 
( v, 1” is irreducible. Thus V, is a direct sum of modules isomorphic to 
(V,)ffT and so is homogeneous. Moreover, C,( V) z C,( V, ) n C,( VI), and 
hence G/C E QR,( X) = X. Thus V E H,“(G) and so M(G) c H,“(G). 
In the other direction, let VE H,“(G). Then V, is homogeneous by 
assumption, and moreover, each irreducible constituent U of V, is rc- 
special (since H/C is a z-group). It now follows from Lemma 2.6 that V is 
x-factorable: say V= V, @ V,, with Vlnz U, VII, a trivial H-module. Thus 
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C c C,( V2), giving G/C,( V2) E X, and C s C,( V! ), giving G/C,( V, ) E X. 
Thus VE M(G), and so H;(G) c M(G). This completes the proof. 
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