This paper proposes a change detection algorithm on multi-spectral images based on feature-level U-Net. A low-complexity pan-sharpening method is proposed to employ not only panchromatic images, but also multi-spectral images for enhancing the performance of the deep neural network. The high-resolution multi-spectral (HRMS) images are then fed into the proposed feature-level U-Net. The proposed feature-level U-Net consists of two-stages: a feature-level subtracting network and U-Net. The feature-level subtracting network is used to extract dynamic difference images (DI) for the use of low-level and high-level features. By employing this network, the performance of change detection algorithms can be improved with a smaller number of layers for U-Net with a low computational complexity. Furthermore, the proposed algorithm detects small changes by taking benefits of both geometrical and spectral resolution enhancement and adopting an intensity-hue-saturation (IHS) pan-sharpening method. A modified of IHS pan-sharpening algorithm is introduced to solve spectral distortion problem by applying mean filtering in high frequency. We found that the proposed change detection on HRMS images gives a better performance compared to existing change detection algorithms by achieving an average F-1 score of 0.62, a percentage correct classification (PCC) of 98.78%, and a kappa of 61.60 for test datasets.
I. INTRODUCTION
Change detection is an important task in the field of remote sensing. It can benefit both civil and military applications, including environmental monitoring, disaster evaluation, urban expansion monitoring, and reconnaissance. Change detection identifies land cover changes between two temporal images acquired at different times for the same geographical area. Recent satellite sensors support very high spatial resolutions and hence, smaller changes on the ground can be easily detected. For example, Quickbird, Ikonos, SPOT-5, and KOMPSAT-3 sensors can capture a panchromatic (PAN) image characterized by high resolutions of 0.7, 1, 2.5, and 0.7 m, respectively and a set of multi-spectral (MS) images with lower spatial resolutions of 2.8, 4, 10, and 2.8 m, respectively. Multi-spectral information can help analyze aerial images such as for change detection and target detection.
The associate editor coordinating the review of this manuscript and approving it for publication was Shaohui Liu. Many algorithms have been proposed to identify land cover changes using machine learning approaches [1] - [10] , and unsupervised learning methods based on fuzzy and C-means algorithms have been used for change detection [1] - [6] . Such approaches are useful when labels in training stages are unavailable. However, without any additional information such as labels, it is not easy to yield a reasonably good performance because it leads to overfitting or mis fitting for invariant changes. A supervised learning method based on the support vector machine has been proposed and is popular due to its classification performance [7] - [10] . By incorporating texture information with given ground truths or labels, this algorithm can be optimized to find hyperplanes that distinctly classify data points. However, feature selection and feature extraction methods should be well designed for optimal hyperplanes. More recently, a deep convolutional neural network (DCNN) can automatically learn a complex feature space from a large amount of image data without heuristic feature extractions. DCNNs have been successfully employed to find and highlight land cover changes [11] - [24] .
Patch-based change detection algorithms with a deep learning network have been proposed by training a patch around a center pixel to determine whether the center pixel is changed or unchanged [11] - [17] . These networks can manage the contexts among spatially neighboring pixels to identify changes in the center pixels. However, a high degree of computational complexity is required. In contrast, image-based change detection algorithms with a deep learning network have been studied by training temporal images to generate a segmented land cover change [18] - [24] . The difference image (DI) is extracted from an image pair, which is fed into the convolutional neural network (CNN) model to result in a change map [18] . An image pair is flattened and concatenated as the input to be incorporated into the recurrent neural network for generating a change map [19] . Siamese CNNs have been presented by extracting a feature map of each input image [20] - [22] . A Euclidean distance is used to extract the change map. Applying two networks requires high computational complexity. Change map detection methods based on encoder-decoder segmentation algorithms have been proposed by segmenting the difference image of a pair image [23] , [24] . U-Net segmentation models are employed by contracting and expanding the feature maps to produce a segmented land cover change through end-to-end training and yield reasonably good performances. Nevertheless, they remain subject to complex and small changes, and are not resilient to distortions such as radiometric and geometric distortions.
To address the challenges, this work proposes a novel endto-end feature-level U-Net method for more reliable change detection that is resilient to distortion problems. The proposed network consists of two stages: a feature-level subtraction block layer and the U-Net layer. The block layer is to extract dynamic DI in low-and high-level features. Furthermore, the proposed algorithm covers small changes by taking benefits of both geometrical and spectral resolution enhancement and adopting an intensity-hue-saturation (IHS) pansharpening method. This method propagates high-resolution information of the PAN image into the low-resolution MS images to produce high-resolution multi-spectral (HRMS) images. In a conventional IHS method, matching a global histogram is used for radiation correction, which leads to spectral distortion, whereas this work develops an IHS pan-sharpening algorithm by applying a low-pass filtering in the IHS high-frequency image to remove the spectral distortion. According to our experiments, for several test datasets, the proposed pan-sharpening and change detection algorithm yield an average F-1 score of 0.62, a percentage correct classification (PCC) of 98.78%, and a kappa of 61.60.
This paper is organized into five sections. Section 2 briefly describes the related studies. Section 3 presents the proposed algorithm in detail. Section 4 describes and analyzes the experimental results. Finally, we provide some concluding remarks regarding this study.
II. RELATED WORKS OF DEEP CNNs AND PAN-SHARPENING FOR CHANGE DETECTION
A convolutional neural network is a deep learning architecture that has been suggested to be effective for computer vision tasks [25] , [26] . It consists of several convolutional and optional subsampling layers followed by fully connected layers. The convolution is performed on the input data with the use of multi-layer kernels (filters) to produce feature maps. To make non-linear outputs, the outputs of each convolution layer are passed through an activation function. A rectified linear unit (ReLU) is widely used as the activation function in many CNN architectures, and a pooling layer is then applied to reduce the dimensionality and gather global spatial information. The final feature maps are flattened and connected to fully connected layers for classification. A back-propagation algorithm is widely used to optimize the weighting parameters by minimizing an objective loss in the training stage.
In change detection, many CNN architectures can be used to identify land cover change. Patch-based change detection algorithms with a deep learning network have been studied [11] - [17] . Many patches are learned through end-to-end training to identify the change for the center pixel of each patch. This method is very time-consuming for processing a lot of redundant information. Image-based deep learning networks have been also employed for change detection to overcome the disadvantages of the patch-based change detection algorithms [18] - [24] . Temporal images are segmented to identify land cover change through end-to-end training. However, their detection performance is not satisfactory for complex and small changes. Furthermore, the algorithms should be resilient to distortion and different angle viewing problems.
In order to address these challenges, this work presents feature-level U-Net, involving a feature-level subtraction block layer and a U-Net segmentation layer to manage complex changes, distortion, and different angle viewing problems. In addition to managing small changes, a pansharpening method is applied to enhance geometrical and spatial resolutions.
A. U-NET FOR SEMANTIC SEGMENTATION
Semantic image segmentation labels each pixel of an input image with a corresponding class that is being represented. Semantic image segmentation can be performed by employing a CNN architecture that consists of encoder and decoder layers. The encoder layers comprise multiple convolutions and pooling layers by subsampling input data into the next feature map with a lower spatial resolution. The decoder layers work as deconvolution layers by incorporating the max-pooling received from the corresponding encoder to perform non-linear up-samplings and convolutions of their input feature maps. Recently, many CNN architectures based on a fully-convolutional neural network (FCN) [27] , SegNet [28] , and U-Net [29] have been proposed for semantic segmentation. U-Net has been proposed for the fast and precise segmentation of biomedical images [29] . This is a CNN architecture that has outperformed the prior best method having a sliding-window convolutional network on the ISBI challenge. U-Net consists of three parts that involve a contracting (or encoding) path, bottleneck, and expanding (or decoding) paths. The contracting path comprises of four blocks, whereby each block involves 3×3 convolution layers, activation layers, batch normalization, and 2×2 max pooling, starting with 64 feature maps for the first block and 128 for the second block. Between the contracting and expanding paths, the bottleneck is built from two simple convolution layers with batch normalization and dropout. The expanding path is composed of four blocks, with each block comprising deconvolution, concatenation with the corresponding cropped feature maps from contracting path, and two 3×3 convolution layers with batch normalization.
Based on the encoder and decoder structure, U-Net can be applied to segment the changes from temporal images. Three encoder-decoder CNNs for the purpose of change detection have been proposed [23] . Single short network (SSN) was applied by combining short encoder and decoder layers and two temporal images were concatenated to be fed into the SSN network. Similarly, a single long network (SLN) was also proposed with longer encoder and decoder layers. To avoid the concatenation of images, the Siamese network structure was adopted to be used for twin encoders in a double long network (DLN). Feature maps of each path were combined into a single feature with the same dimension. These combined features were fed into the decoder-path. This work yielded good change segmentation maps by averaging all change maps of the three networks. An effective difference image (DI) was also constructed by two trained U-Nets [24] . In the inference stage, a DI is created by subtracting feature maps in the five levels of both trained U-Nets. A threshold value is used to generate DI at each level. This algorithm provides reasonably good accuracy in the ability to detect changes. However, employing two trained U-Nets requires more computational complexity, and it is relatively influenced by threshold values at each level.
B. PAN-SHARPENING FOR CHANGE DETECTION
Pan-sharpening enhances the spatial information of multispectral images by incorporating a higher-resolution panchromatic (PAN) image. This is an important issue for numerous remote sensing applications such as classification, segmentation, object detection, and so on. An effective pan-sharpening algorithm is useful for enhancing the image quality, but also for improving the accuracy of feature extraction, classification, segmentation, and detection. Several pan-sharpening algorithms have been proposed to enhance geospatial resolution such as Brovey sharpening [30] - [32] , Gram-Schmidt (GS) [33] , intensity-hue-saturation (IHS) [34] - [36] , principle component analysis (PCA) [37] , [38] , band-dependent spatialdetail (BDSD) [39] , and smoothing filter-based intensity modulation (SFIM) [40] . The Brovey sharpening applies a mathematical combination of the MS images and highresolution PAN, defined by
where DN is the digital number of a particular band and bi is a particular band of an MS image. Moreover, GS creates a pan-sharpened image by simulating a PAN band from the lower MS resolution [33] . A Gram-Schmidt transformation is then performed on the simulated PAN and MS bands using the simulated PAN band as the first band. The high spatial resolution PAN and the first Gram-Schmidt bands are swapped. The final pan-sharped spectral bands are formed by applying the inverse Gram-Schmidt transformation. IHS sharpening uses the complementary nature of MS images. Firstly, the MS images are converted into IHS components, and then the intensity components are replaced with the PAN image. High-resolution MS images are obtained by performing an inverse transformation [34] - [36] . The MS images are interpolated to the size of the PAN image and transformed into uncorrelated feature space by the PCA transformation [38] . The PAN image is histogram-matched with the first principle component band. The principle component band is then replaced by the histogram-matched PAN image. The PCA process is finally completed by using the inverse PCA transformation to generate the pan-sharpened images. An optimal method in the minimum mean-squareerror is proposed for pan-sharpening [39] . Two linear models, single spatial-detail (SSD) and band-dependent spatial detail (BDSD) are employed to enhance all MS bands and focus on a particular MS band, respectively. An SFIM has been proposed based on simplified solar radiation and land surface reflection model [40] . This method is applied to improve spatial resolution by using a ratio between the high-resolution image and its low-pass filtered image. The proposed neural network architecture is supposed to have the same spatial resolution for the input channels. Thus, the multi-spectral images are up-sampled for resolution alignment to that of the panchromatic image. In addition, the relation between multispectral resolution and change detection has been studied [31] , [41] that change detection rate can be improved by enhancing the geometrical resolution. IHS is the fastest among pan-sharpening algorithms, that is useful to accelerate time complexity in change detection, however, it uses global histogram matching, which often generates mismatched high-frequency, resulting in spectral distortion. Thus, we developed an effective pan-sharpening algorithm to align the spatial resolution and recover the highfrequency information to improve the detection accuracy of the proposed network.
III. PROPOSED CHANGE DETECTION WITH PAN-SHARPENING IMAGERY
In order to achieve accurate change detection, this paper proposes a feature-level U-Net on high-resolution multispectral images (HRMS), as shown in Fig. 1 . Firstly, low-resolution multispectral images are enhanced by using a pan-sharpening algorithm. A modified IHS with mean filtering (IHS-MF) algorithm is employed to generate HRMS, and then, the proposed feature-level U-Net segmentation algorithm is used to segment the land cover changes.
A. MODIFIED IHS PAN-SHARPENING WITH MEAN FILTERING
This study tried to employ IHS pan-sharpening, which is the fastest among pan-sharpening algorithms. Fig. 2(a) depicts the block diagram of the IHS, where MS k denotes up-sampling operation by bi-cubic interpolation of low-resolution MS images (R, G, B, and NIR), and I is a weighted average of MS k . P is a histogram-match of PAN, and is computed as follows:
where µ PAN and µ I are the average of PAN and I , respectively. σ PAN and σ I are the variance of PAN and I , respectively. A high frequency image (δ) is then computed by subtracting the histogram-match of PAN and the weighted average of MS k , as defined by δ = (P-I ) .
Finally, the HRMS images are obtained by
where g k is a gain value. Although IHS is the fastest algorithm, it could have a weakness of spectral distortion caused by mismatched high frequency. In other words, although the histogram matching is used to correct the full-color image, a localized radiation correction is not performed, resulting in spectral distortion. Fig. 2(b) shows that the average brightness on a high-frequency area is close to 0, but the average values in the other two areas are still far from 0 and tend to darken, which are spectral distortions.
To solve this problem, this paper proposes a modification of IHS pan-sharpening by generating an enhanced highfrequency image. The block diagram of the proposed pan-sharpening algorithm is shown in Fig. 3 . Low-pass filtering (F mean (δ)) is applied in a high-frequency image (δ). To remove the spectral distortions, the δ image is subtracted by a low pass filtered image and thus, the HRMS images are changed by where F mean (δ) is mean filtering of δ. A data flow of the proposed pan-sharpening is shown in Fig. 4 .
B. FEATURE LEVEL U-NET SEGMENTATION FOR CHANGE DETECTION
After HRMS images ( MS k ) are obtained, they are fed into the change detection algorithm to identify land cover changes. Temporal MS k images are incorporated in change detection by 224×224 block-wise processing in the raster scan order to avoid over large area in real applications, as shown in Fig. 1 . Every cropped image (224×224) pair is fed into the proposed feature-level U-Net, consisting of a feature-level subtraction block layer and a U-Net segmentation layer. The feature-level subtraction block layer is used to extract dynamic DI in lowand high-level features. This block layer involves two-path networks with shared weight parameters. Each path network comprises three 3×3 convolution layers and activation layers with 64 feature maps. The difference images are extracted by subtracting both paths of the corresponding layer. To obtain enhanced DI representation, subtraction in the last layer is concatenated with all preceding subtractions to be fed into a segmentation layer. By using this feature-level subtraction block, it is expected that low-to high-level DI problems can be solved. The proposed feature-level subtraction layer is connected to the U-Net segmentation layer with a 3×3 convolution layer. In the last layer, U-Net is activated by the sigmoid activation function, which has values between 0 and 1. The change segmentation map 224×224×1 is mapped to the corresponding block position in the original HRMS image size. The proposed change detection was end-to-end trained by the backpropagation algorithm and binary cross entropy loss function. It was optimized using the Adam optimizer, and we randomly initialized all the new layers by drawing weights from he_normal. The training parameters were set by setting epoch, learning rate, β 1 and β 2 of 27, 0.0001, 0.9, and 0.999, respectively.
IV. ANALYSIS OF EXPERIMENTAL RESULTS AND DISCUSSION
This study created an image dataset for pan-sharpening and change detection using high-resolution PAN (0.7 m) of (29368×27388×1) and low-resolution MS (2.8 m) images of (7342×6847×4), which were captured by the KOMPSAT-3 satellite. We acquired images including urban and forest areas around Seoul and South Korea, named the 'Seoul dataset'. These images are not geometrically registered and have ±20 pixels error. Moreover, the images are not orthophotos, which have different viewing angles at different time instances. Furthermore, we conducted the experiments using an Intel (R) Core i7 3.40 GHz CPU with NVIDIA GeForce GTX 1080 Ti GPU.
In order to evaluate the performance of the proposed pansharpening algorithm, we used several matrices including Q4-index (Q4), spectral angle aapper (SAM), Erreur relative globale adimensionnel-e de synthèse (ERGAS), and spatial correlation coefficient (SCC). We applied the pan-sharpening in the Seoul dataset and selected four areas to be evaluated including urban, river, playground and forest areas. For SAM, we used various filter sizes, from 2×2 to 128×128, as shown in Fig. 5 . By using those filter sizes, the proposed IHS mean filtering (IHS-MF) pan-sharpening method was compared to the conventional IHS algorithm. Fig. 5 shows the degree of spectral distortion in various filter sizes for the proposed pan-sharpening and IHS algorithms. According to the graph, the least spectral distortion is reached at a filter size of 13×13 and thus, this filter size was used for further experiments. Table 1 demonstrates the performance comparison of IHS, BDSD [39] , SFIM [40] and the proposed pan-sharpening and shows that the proposed method improves Q4, SAM, ERGAS, and SCC compared to other algorithms, with a negligible increasing in speed processing against IHS. Fig. 6 shows the visual pan-sharpening results of bicubic, IHS and the proposed method. It depicts that the proposed pan-sharpening can maintain the spectral characteristics of the low-resolution multi-spectral images better than the IHS method, especially at the green region, where the IHS algorithm has high spectral distortion of green regions remaining. As shown in Table 1 , the proposed algorithm yields higher SCC than other algorithms such as SFIM and BDSD. Note that SCC is used to evaluate perceptual visual quality. As shown in Fig. 7 , we can see that the proposed pan-sharpening can generate more accurate high-frequency images than IHS. In some areas of IHS high-frequency images, spectral distortions appear to have been caused by mismatched high frequency because of global histogram matching. The graph indicates that the mean values of IHS are still far from 0. Otherwise, spectral distortion effects were removed in the proposed high frequency. It can improve the high-frequency image, in which the average mean values are close to 0.
We evaluated the change detection accuracy in terms of the number of bands for the proposed algorithm. In addition, the performance of the proposed change detection algorithm is evaluated with different pan-sharpening methods. For the evaluations, we selected five areas of overlapped images (3232×2206) from the Seoul dataset for training, validation, and testing. In the training stage, the pair images of training and validation datasets containing changes under construction and after construction and their ground truths were used, as shown in Fig. 8 . Several pan-sharpening algorithms are applied to all the input images to generate HRMS images for evaluation of change detection. In addition, they were divided into patch images (224×224) pairs in raster scan order with stride 70 for overlapping, resulting in 1,247 patch image pairs and its ground truths for each training and validation datasets.
To analyze the impact in terms of the number of bands in change detection, detection accuracy was evaluated by varying the different number of bands, including 3 bands (R, G, and B), 4 bands (R, G, B, and NIR), and 5 bands (R, G, B. NIR, and PAN). In this experiment, the proposed IHS-MF pan-sharpening was used to generate HRMS images. Fig. 9 shows that the use of 3 bands yields the best validation accuracy of 98.49%. Moreover, it can also accelerate the proposed algorithm by reducing the number of bands for the input channels of change detection.
In addition, the impact of different combinations with pansharpening methods for change detection was also evaluated. In this experiment, various pan-sharpening methods were applied to generate various HRMS images. The three bands (R, G, B) were fed into the proposed change detection algorithm. According to Fig. 10 , the proposed IHS-MF pansharpening yields better validation accuracy of 98.49% than the other combinations. It can be said that the better pansharpening technique can affect the performance of change detection.
To assess the effectiveness of the proposed change detection system, the testing dataset including three areas of HRMS were used, namely Area 1, Area 2, and Area 3 acquired at March 2014 and October 2015 over different areas, as shown in Fig. 11 . In this testing stage, the best model generated in the training stage by applying the proposed IHS-MF pan-sharpening and the proposed change detection was used to assess the testing dataset. This dataset has different characteristics areas. Note that 'Area 1' is for a downtown area in Seoul and the image pair contains areas that were changed through building construction. The images have tall buildings and roads. 'Area 2' has a construction area in a forest of which intensity is sensitive due to radiometric distortion. 'Area 3' has a new construction which is near a river. This location has a bridge on the river of which intensity is also very sensitive from geometric distortion. All the images are divided into 150 sub-image patch (224×224) pairs in non-overlapping manner. In order to quantitatively evaluate the proposed method, the F1-Score, PCC, and Kappa coefficient were employed in this study. We also compared the proposed change detection to the existing change detection algorithms, namely, the original U-Net [29] , and the double-long network (DLN) [23] algorithm to evaluate the effectiveness of the proposed change detection method.
Tables 2 summarizes the detection results of the proposed and existing methods for Areas 1, 2 and 3, respectively. The proposed method shows a higher F1-Score, PCC and Kappa for all the areas. Note that the proposed model is able to detect the changes in various environments with a negligible time increase, compared to U-Net. The proposed feature-level subtraction block layer is effective by employing feature-level DI for various changes in texture and shape. Fig. 12 shows the change maps by the existing and proposed methods. As shown in the figures, the proposed method achieves better detections than the existing algorithms by nearly approximating the ground truth. The proposed method can preserve true positives by maintaining false positives for validation areas, 'Area 1' and 'Area 2'. The proposed method still produces some false positives in Area 3 due to complex scene. However, the proposed algorithm yields better detection rates, compared to the other existing works.
V. CONCLUSION
This paper presents a robust land cover change segmentation using feature-level U-Net in high-resolution multi-spectral imageries. The proposed algorithm enhances low-resolution multispectral images to produce highresolution multi-spectral (HRMS) ones by applying a modified IHS pan-sharpening algorithm. This proposed pan-sharpening is introduced by applying a low-pass filtering in IHS high-frequency image to remove spectral distortion. The HRMS is then analyzed for change detection by employing a feature-level U-Net algorithm for low complexity. This proposed network consists of two stages: a feature-level subtraction block layer and a U-Net segmentation layer. This feature-level subtraction block layer is used to extract the dynamic difference image (DI) for all the feature levels. This stage can enhance the DI representation to be segmented by U-Net. Through qualitative and quantitative evaluations, we found that the proposed change detection with HRMS images can yield a better detection rate than the existing change detection algorithms, even under noisy conditions such as geometric distortions and different viewing angles. However, the proposed algorithm still needs to be improved especially for very complex scenes as further study.
