An antichain of subsets is a set of subsets such that no subset in the antichain is a proper subset of any other subset in the antichain. The Dedekind number counts the total number of antichains of subsets of an n-element set. This paper investigates the interval structure of the lattice of antichains. Several partitioning theorems and counting formulas for the size of intervals are derived.
Introduction
The Dedekind number, M pnq, counts the total number of antichains of subsets of an n-element set, or equivalently, the number of monotonic Boolean functions on n variables [6, 10, 12] . An antichain of subsets is a set of subsets such that no subset in the antichain is a proper subset of any other subset in the antichain. This collection of antichains forms a distributive lattice with the partial order for antichains, along with the join and meet operators, all defined in Section 2.
In 1969, Kleitman [9] obtained an upper bound for logpM pnqq, which was improved by Kleitman and Markowsky [10] in 1975. In 1981, Korshunov [11] used a sophisticated approach to give asymptotics for the Dedekind number itself. In 2001, Kahn [8] gave a simpler proof of the bound by Kleitman and Markowsky in [10] .
Finding a closed-form expression for M pnq, known as Dedekind"s Problem, has proven to be extremely difficult. Exact values have been found only for n ď 8 [2, 3, 14, 15] . This is sequence A000372 in Sloane's Online Encyclopedia of Integer Sequences [12] . Recent attempts to improve the computational time are described in [1, 7] . A related problem is counting the number of inequivalent antichains (i.e. antichains that do not transform in one another by a permutation of the elements) and a recent result was obtained in [13] .
In this paper we investigate the interval structure of the lattice of antichains.
Intervals of antichains are defined according to their partial order. We derive several partitioning theorems and counting formulas to compute the size of general intervals.
In addition to the basic definitions, notations, and conventions, Section 2 includes an efficient characterization of the join and meet operators, and introduces a new operator, the direct product of two antichains.
Intervals of antichains are introduced in Section 3, and a key element of our counting strategy -the underlying poset of an interval -is introduced. We give a complete characterization of such an underlying poset, and illustrate its relationship to the interval structure. Section 4 presents various decomposition properties of sets and intervals of antichains. We show when an interval can be expressed as a direct join of two other intervals, and how an antichain on a given set can lead to a partition of the interval of all antichains on that set. The set of all antichains on a finite set can be partitioned into intervals using the direct product introduced in Section 2.
In Section 5, the size of the sets in antichains are used to find new decompositions. The concept of a uniform antichain is introduced referring to antichains where all of its subsets have the same size. We derive a unique, nontrivial, decomposition of an antichain into uniform antichains. This decomposition is the basis for the partition theorems that lead to compact formulas for the number of antichains in an interval.
Proof Let f : S 1 Ñ S 2 be any bijection. Clearly, for all A, B Ď S 1 , A Ď B ô f pAq Ď f pBq. It follows that the mappingf , given byf ptX 1 , X 2 , . . . , X t uq " tf pX 1 q, f pX 2 q, . . . , f pX n qu maps antichains in A S1 to antichains in A S2 . It remains to show thatf preserves the antichain partial order ď. That is, we must show @α, β P A S1 , α ď β ôf pαq ďf pβq. Suppose α ď β for α, β P A S1 , and let Y Pf pαq. By definition off , Y " f pXq for some X P α. Since α ď β, X Ď W for some W P β, and thus, Y " f pXq Ď f pW q Pf pβq, which showŝ f pαq ďf pβq. A similar argument establishes the converse, which completes the proof.
Definition Let α and β be two antichains in A N .
• The join of α and β, denoted α _ β, is the smallest antichain γ such that α ď γ and β ď γ.
• The meet of α and β, denoted α^β, is the largest antichain γ such that γ ď α and γ ď β.
Definition Let S Ď 2 N be any collection of subsets of N . The maximum antichain in S, denoted maxACpSq, is the antichain that results from removing from S all sets that are proper subsets of some set in S. That is, maxACpSq " S´tA P S|A Ĺ B, for some B P Su Proposition 2.2. For any two antichains α and β,
Proof The two sets of inequalities, maxACpαYβq ě α and maxACpαYβq ě β, follow directly from the definitions. Thus, it remains to show that maxACpαYβq is the smallest antichain satisfying its two inequalities, and maxACptA X B|A P α and B P βuq is the largest antichain satisfying its two inequalities.
(i) Suppose γ is any antichain such that γ ě α and γ ě β, and let X P maxACpα Y βq. Then X P α or X P β, and in either case, X Ď Y for some Y P γ, which shows maxACpα Y βq ď γ.
(ii) Now suppose γ is any antichain such that γ ď α and γ ď β, and let X P γ. Then X Ď Y for some Y P α and X Ď Z for some Z P β, and hence, X Ď Y X Z. By definition of the max operator, we have Y X Z Ď W for some W P maxACptA X B|A P α and B P βuq, which shows that γ ď maxACptA X B|A P α and B P βuq.
This completes the proof.
Observe that for any two antichains, α and β, α X β is an antichain, and α X β ď α^β, whereas, α Y β is not necessarily an antichain.
Notation For any antichain α, we use Yα to denote Y XPα X.
The following proposition is an immediate consequence of the definitions.
Parts (i) and (ii) establish that pA N ,^, _q is a distributive lattice.
We end this section by introducing a new operator which will show very powerful. It will be used later on, a.o., in Proposition 3.8 and most importantly for decomposition in Theorem 4.9.
Definition Let α and β be two antichains satisfying pYαq X pYβq " H. The direct product α b β is the antichain given by α b β " tA Y B|A P α, B P βu
Intervals of Antichains
Definition For α, β P A N , the (closed) interval from α to β is defined by rα, βs " tχ P A N |α ď χ ď βu. α and β are called the bottom and top of the interval.
The half-open and open intervals, pα, βs, rα, βq, and pα, βq use strict inequalities, accordingly.
Observe that rα, βs " H if and only if α ď β. Moreover, if χ 1 , χ 2 P rα, βs, then χ 1^χ2 P rα, βs and χ 1 _ χ 2 P rα, βs.
The next two propositions are also immediate consequences of the definitions. Definition Let α, β P A N be two antichains with α ď β.
• The underlying poset of the interval I " rα, βs, denoted P I or P rα,βs , is the poset of subsets of N under set inclusion given by P rα,βs " tX Ď N |α _ tXu P pα, βsu or, equivalently, P rα,βs " tX Ď N |tXu ď α and tXu ď βsu.
• For a set of sets, S Ď 2 N , the poset pS, Ďq spans the interval rα, βs if for each antichain γ P rα, βs, there exists an antichain γ
• A poset pS, Ďq is called an interval poset if there exists an interval rα, βs for some α, β P A N such that S " P rα,βs and the interval spanned by an interval poset pS, Ďq, is denoted by I S , and hence S " P IS Remark When referring to the poset S under set inclusion, we will not distinguish between S and pS, Ďq.
Proposition 3.3. P rα,βs spans the interval rα, βs.
Proof Let γ P rα, βs. The result is trivially true if γ " α, by letting γ 1 " K.
Assume that γ ą α, and let γ 1 " γ´α. Since γ 1 is an antichain and γ " α _ γ 1 , it suffices to show that γ 1 Ď P rα,βs . Let X P γ 1 , and consider the antichain
which would contradict the antichain property of γ (X, C P γ, with X ‰ C, X ‰ H, but X Ă C). Thus, α _ tXu ą α, and hence, X P P rα,βs , which completes the proof. Proof p2 N , Ďq " P rK,Js spans rK, Js " A N .
Definition For X Ď N , the antichain of immediate subsets of X, denoted predpXq, is given by predpXq " tX´txu|x P Xu
The following theorem characterizes interval posets and shows how to compute the bottom and top of their spanned intervals. 
Moreover, if S is an interval poset, then the interval it spans is
XPS tXus . To show that the condition [*] holds, let A 1 Ď C Ď A 2 where A 1 , A 2 P S and C Ď N . We must show C P S. Since Thus, B " X´txu R S for some X P S. But the condition implies that B P S since A Ď B Ď X. This contradiction completes the proof that S Ď P r
, and by definition of the join, D P S. Thus, C Ď X for at least one X P S. Among all such X, let B be a minimal one. If C " B, then C P S. Otherwise, C Ď Bt bu for some b P B. By the minimality of B, B´tbu R S and B´tbu P ppredpbq´Sq. Thus, tCu ď Ž XPS pppredpXqq´Sq. By definition, no element C P P r Ž XPS pppredpXqq´Sq, Ž XPS tXus can satisfy C ď Ž XPS pppredpXqq´Sq, and hence, we have reached a contradiction. This completes the proof. Lemma 3.6 shows how to remove specific elements from the universe without changing the structure of the interval poset.
Lemma 3.6. Suppose that S is a poset for which there exists a set A such that
A Ď X for all X P S. Then the poset tX´A|X P Su is isomorphic to S.
Proof The mapping f : S Ñ tX´A|X P Su, given by f pXq " X´A, is easily shown to be an order-preserving bijection. Proof By Theorem 3.5, I Si " r Ž XPSi pppredpXqq´S i q, Ž XPSi tXus, i " 1, 2. Let f : S 1 Ñ S 2 be an order-preserving bijection. For each χ P I S1 , we have χ " r Ž XPS1 pppredpXqq´S 1 qs _ χ 1 for some antichain χ 1 Ď S 1 . Consider the mappingf : I S1 Ñ I S2 given bŷ
f is easily shown to be order preserving. To showf is a bijection, supposê
where χ 1 , γ 1 P S 1 . We must show that χ " γ, i.e.,
Since f is a bijection, it suffices to show that f pχ
Proposition 3.8 builds on Lemma 3.6 to associate a large set of intervals with any interval for which the span of the top is a true subset of N : Proof Let α " ptAu b χ 1 q _ ppredpAq b χq and β " tAu b χ. Any element X P P rα,βs must be a subset of one of the elements of β, so let X Ď A Y B with
so that X R P rα,βs . So, P rα,βs satisfies the condition of Lemma 3.6, and it is isomorphic to the poset tX´A|X P P rα,βs u. We now find P rα,βs " tA Y C|DB P χ : C Ď B and EB 1 P χ 1 : C Ď B 1 u and tX´A|X P P rα,βs u " tC|DB P χ : C Ď B and
Since isomorphic posets span isomorphic intervals (Proposition 3.7), this completes the proof.
Interval Decomposition
This section presents two techniques for the decomposition of intervals. In a first subsection, we use unique decomposition of antichains as the join of two or more other antichains. In the second subsection, we study partitions intervals as the union of disjoint intervals.
Decomposition of an Interval as a Direct Join
Definition Let rα 1 , β 1 s and rα 2 , β 2 s be any two intervals of antichains. Their join, denoted rα 1 , β 1 s _ rα 2 , β 2 s, is given by
It is easy to show that 
We must show C P S 1 Y S 2 . Since A Ď B, both A and B must be in the same S i . It follows (by condition [*]) that C P S i , and hence
The next theorem allows decompositions of intervals as direct joins. Its proof uses the following lemma. 
Proof This follows directly from Proposition 2.2piq.
Then the interval rα, ν 1 _ ν 2 s has the following direct-join decompositions:
Suppose χ P rα, ν 1 _ ν 2 s, and let χ i " pχ^ν i q _ α, i " 1, 2. Then
which shows rα, ν 1 _ν 2 s Ď rα, α_ν 1 s_rα, α_ν 2 s. For the reverse inclusion, we have
which completes the proof of (i).
(ii) Show that the join is a direct join by establishing uniqueness.
Let X P χ 1 . We must show X P γ 1 .
Case 1: tXu ď α.
Then tXu ď χ 2 , since otherwise, tXu ď χ 1^χ2 ď pα _ ν 1 q^pα _ ν 2 q " α _ pν 1^ν2 q " α which would contradict the hypothesis of Case 1. Thus, by Lemma 4.2, X P
But χ 1^γ2 ď α (arguing as above), and hence, tXu ď γ 2 .
It follows that X P γ 1 , by Lemma 4.2.
Case 2: tXu ď α.
Then X Ď Y for some Y P α and Y Ď Z for some Z P χ 1 (since α ď χ 1 ).
Since χ 1 is an antichain, it follows that X " Y " Z and hence X P α. Since
we have tCu ď χ 2 (by Lemma 4.2). Thus, X Ĺ C Ď D for some D P α, which contradicts the antichain property. This shows that X " C, and hence X P γ 1 , which completes the proof that χ 1 Ď γ 1 .
The three other subset inclusions, γ 1 Ď χ 1 , χ 2 Ď γ 2 , and γ 2 Ď χ 2 follow by similar arguments.
A similar argument can be used to show
which completes the proof of Theorem 4.3.
Partitioning an Interval into Disjoint Intervals
Definition For any antichain χ P A N , let q χ, called the largest nondominating antichain of χ, denote the largest antichain with the property that none of its elements is a superset of any element in χ. Observe that the set of all such antichains, tα P A N |@X P χ, tXu ď αu, is closed under the join operator, and hence, has a largest element.
Proof Suppose X P } tAu. By definition, A Ę X, which implies X Ď N´tau for some a P A. Thus, } tAu ď tN´tau|a P Au. Conversely, if X P tN´tau|a P Au, then A Ę X, which implies tN´tau|a P Au ď } tAu (since } tAu is the largest antichain with that property). Proof Since χ ď σ and χ Ď α, we have χ " χ^α ď σ^α ď pσ^αq X α. To establish the reverse inequality, suppose that A P pσ^αq X α. Then tAu ď σ and A P α, and since σ P rχ, pα´χqs, we have tAu ď pα´χq. It follows that A P χ, since otherwise, A P α´χ would contradict the definition of pα´χq.
Theorem 4.6. For any antichain α P A N ,
where the intervals are pairwise disjoint.
Proof The pairwise disjoint property follows from Lemma 4.5. For the set equality, it suffices to show A N Ď Ť χĎα rχ, pα´χqs. Suppose that σ P A N , and let χ " pσ^αq X α. Clearly, χ ď σ. To show σ ď pα´χq, we first show that σ does not dominate any set in α´χ, i.e., A P α´χ ùñ tAu ď σ. Let A P α´χ, and suppose that tAu ď σ. Since A P α, we have tAu ď σ^α, which implies that A Ď B for some B P σ^α. But σ^α ď α ùñ B Ď C for some C P α, and hence, A Ď B Ď C, where A, C P α. Since α is an antichain, we must have A " B " C. Thus, A P σ^α, which implies A P χ, a contradiction, showing that σ does not dominate any set in α´χ. It follows that σ ď pα´χq (since pα´χq is the largest antichain have the non-dominating property), and hence, σ P rχ, pα´χqs, which establishes the set equality and completes the proof of the theorem. In [4, 5] , the direct product operator (defined in Section 2) was used to decompose A n in terms of A s and A t with s`t " n. Here we give an alternate proof based on interval posets.
Proof α 1 ď χ and α 2 ď χ ñ α 1 _ α 2 ď χ. To show χ ď α 1 α 2 , let A P χ.
By the same argument,
and completes the proof of the lemma.
Note that α b β is the largest antichain χ for which χ^tYαu " α and χ^tYβu " β, while α _ β is the smallest antichain with those properties.
Theorem 4.9. Let tN 1 , N 2 u be a partition of N " t1, 2, . . . , nu. Then
Proof By Lemma 4.8, A N is the union of the intervals. To show that the intervals are pairwise disjoint, let χ P rα 1 _α 2 , α 1 bα 2 sXrβ 1 _β 2 , β 1 bβ 2 s, where χ " K and α i , β i P A Ni´t Ku, i " 1, 2. The case χ " K is covered by noticing that rK, Ks is disjoint from the other intervals in the collection. Let A 1 P α 1 .
Since
which shows that α 1 ď β 1 . Reversing the roles of α and β in the argument above, we have β 1 ď α 1 , and hence, α 1 " β 1 . Similarly, α 2 " β 2 , which shows that the two intervals are the same interval, and completes the proof.
Induced Decomposition
In this section, the size of the sets in an antichain is used to derive decompositions and expressions for the size of (intervals in) A N . An efficient powers-of-two formula for the size of an interval is established in Theorem 5.7.
Our guiding principle is the size of the sets in antichains. The counting strategy in this section is based on a certain type of decomposition in which each antichain in rα, βs is expressed as the join of α with the joins of uniform antichains in P rα,βs .
Definition A uniform antichain is an antichain whose elements (subsets of N ) all have the same size. If that common size equals l, it is called l-uniform.
Let P l rα,βs denote the set of all subsets in P rα,βs of size l, i.e., P l rα,βs " tX P P rα,βs ||X| " lu
We will refer to l as the level of the uniform antichain. Observe that P l rα,βs and each of its subsets are the l-uniform antichains in P rα,βs .
The following two properties are immediate consequences of the definitions. 
This decomposition is not unique, as the following example illustrates.
Example if α " tt1uu, β " tt1, 2, 3uu and χ " tt1u, t2, 3uu P rα, βs, we have
Each of these decompositions is in the form α _ χ 1 _ χ 2 , with χ 2 " tt2, 3uu and χ 1 " tu, χ 1 " tt2uu, or χ 1 " tt2u, t3uu respectively. Notice that in the last decomposition, χ 1 contains both of the subsets of the one set in χ 2 . If we require our decomposition to contain all such redundancies, our decomposition will be unique, as will be shown in Theorem 5.5.
Definition For an l-uniform antichain χ Ď P rα,βs , we let χ´" ď XPχ ppredpXq X P rα,βs q and χ`" tX P P l`1 rα,βs |predpXq X P rα,βs Ď χu By convention, for rα, βs " rK, Js, K´" tHu´" K, and K`" tHu.
Note that χ´ď χ and pχ´q`ď χ. 
roof (i) Let γ Ď δ`and A P γ´. We must show A P δ. Since A P γ´" Ť XPγ ppredpXq X P rα,βs q, we have A P predpXq X P rα,βs for some X P γ. But γ Ď δ`ñ X P δ`" tX P P l`1 rα,βs |predpXq X P rα,βs Ď δu ñ A P δ establishing γ Ď δ`ñ γ´Ď δ.
Let γ´Ď δ and A P γ. We must show A P δ`. Since A P γ ñ predpAq X P rα,βs Ď γ´Ď δ. Since δ`" tX P P l`1 |predpXq X P rα,βs Ď δu it follows A P δ`establishing γ Ď δ`ð γ´Ď δ and completing the proof of (i).
(ii) Suppose that A P pγ´q`. Then A P tX P P l rα,βs |predpXq X P rα,βs Ď γ´u. Then A P P l rα,βs and predpAq X P rα,βs Ď γ´. But γ´" Ť XPγ ppredpXq X P rα,βs q. If A R γ, then predpAq X P rα,βs Ę γ´, a contradiction. Thus A P γ, completing the proof of (ii).
(iii) Let ρ " δ`. Then ρ Ď δ`and by (i), ρ´Ď δ. Thus, pδ`q´Ď δ.
(iv) Suppose γ Ď δ`and let A P γ`. By definition of the pq`operator, A P tX P P l`2 rα,βs |predpXq X P rα,βs Ď γu, and hence A P tX P P l`2 rα,βs |predpXq X P rα,βs Ď δ`u " δ``. Thus, γ`Ď δ``. 
Proof Assertion piq follows by repeated applications of Proposition 5.3pivq, and
Assertion piiq follows from Proposition 5.3piq and Assertion piq.
As we observed in the previous example, the non-uniqueness of the decomposition resulted from being able to vary the redundancies appearing in one or more of the χ i 's. The following theorem establishes uniqueness by imposing the condition χí`1 Ď χ i , which forces all possible redundancies with respect to χ i`1 to appear in χ i .
For the remainder of this paper, m and M will denote the size of the smallest and the largest subsets in P rα,βs .
Theorem 5.5. For each χ P rα, βs, there is exactly one decomposition of the
Proof Let χ P rα, βs and consider α _ χ m _ . . . _ χ M , where Since M is the size of the largest subset appearing in any antichain in rα, βs, every subset appearing in χ M must appear in γ M and vice versa, otherwise, the two decompositions would not be equal. Thus, χ M " γ M . To show that
then |B| " M and B P γ M . Thus A P predpBq Ď γḾ Ď γ M´1 , which shows that χ M´1 Ď γ M´1 . A symmetric argument shows the reverse subset relation, and hence, χ M´1 " γ M´1 .
Continuing in this way, one can show χ i " γ i for all i, thereby establishing uniqueness.
The following example illustrates how we can use Theorem 5.5 to calculate the size of an interval. Observe that the condition χ i`1 Ď χì implies χì`1 Ď χ`ì by Proposition 5.3pivq.
Example Let α " tt1uu and β " tt1, 2, 3uu. Then P rα,βs " tt2u, t3u, t1, 2u, t1, 3u, t2, 3u, t1, 2, 3uu, with m " 1 and M " 3.
By Theorem 5.5, |rα, βs| equals the number of ways we can form the join α _ χ 1 _ χ 2 _ χ 3 such that χ i Ď P rα,βs and χí`1 Ď χ i for i " 1, 2. Note that χí`1 Ď χ i ñ χ´í`1 Ď χí so that we have χ´3 Ď χ 1 . There are two choices for χ 3 : χ 3 " tu or χ 3 " tt1, 2, 3uu. If χ 3 " tu, then we have χ3 " χ´3 " tu, which does not impose any condition on χ 1 and χ 2 . There are four possible choices for χ 1 , and for each, we have the following possibilities for χ 2 :
• χ 1 " tu, χ2 Ď χ 1 ñ χ 2 " tu, 1 possibility
If χ 3 " tt1, 2, 3uu, then χ3 " tt1, 2u, t1, 3u, t2, 3uu, χ´3 " tt2u, t3uu, which forces χ 1 " tt2u, t3uu and χ 2 " tt1, 2u, t1, 3u, t2, 3uu. Thus, we have a total of 1`2`2`8`1 possibilities, and hence, |rα, βs| " 14.
The next result is a key element for the main counting result of this section. Proof If χ i is fixed, the condition χí`1 Ď χ i implies (by Proposition 5.3(i))
With the condition χí`2 Ď χ i`1 we arrive at χí`2 Ď χ i`1 Ď χì leaving exactly 2 |χì |´|χí`2| possibilities for χ i`1 .
Theorem 5.7. Let r " t M´m 2 u and ∆ " pM´mq mod 2. We have the following two ways of calculating |rα, βs|:
Proof piq For each choice of χ M´2i , i " 0, 1, . . . , r´1, the number of choices for χ M´2i´1 equals 2 |χM´2 i´2 |´|χḾ´2 i | by Lemma 5.6. It follows that the total number of choices for any such χ M´2i´1 equals 2
The quantity ∆ accounts for the extra term that occurs when M´m is odd.
Equation piiq follows by the same argument. Proof Since tAu ď χ i , we have α _ tAu P rα, βs, and by definition of P rα,βs , either tAu ď α (in which case we are done) or A P P rα,βs . To complete the proof for the latter case, we must show that A P χ l . We have A Ď B for some B P χ i (since tAu ď χ i ). If A " B, then i " l, and we are done. Otherwise, A " Bt
for k " 1, . . . , i´l, where A P P rα,βs and also B P P rα,βs (since B P χ i ). By 
Proof Using the distributive property and the inequalities α ď χ and α ď γ,
To complete the proof, we must show
The inequality ě is immediate from the definitions. To establish the reverse inequality, it suffices to show that for all i " j, χ i^γj ď α _ pχ l X γ l q for some l, m ď l ď M . Without loss of generality, we may assume i ă j.
Suppose X P χ i^γj . By Proposition 2.2, X " A X B for some A P χ i and B P γ j , with |A| " i ă j " |B|. It follows that tA X Bu ď tAu ď χ i and tA X Bu ď tBu ď γ j . Thus, by Lemma 5.8, tA X Bu ď α or A X B P χ l X γ l , which shows that χ i^γj ď α _ pχ l X γ l q, and completes the proof. Proof If χ ď γ, then χ " χ^γ, and by Proposition 5.9, We now prove a proposition that leads to a generalization of Theorem 5.7. 
Proof By Theorem 5.5 and the definitions of the pq´and pq`operators, we
and hence, by Proposition 5.9,
Proof By Proposition 5.11, the set of antichains in rα, βs for which
Moreover, these intervals form a partition of rα, βs, and we have
Lemma 5.12 and Theorem 4.3 imply Lemma 5.14.
. Moreover, since X P P rα,βs and |X| ą k we have α _ tXu ą α and χ k _ tXu ą χ k , and hence, α _ χ k _ tXu ą α _ χ k .
Thus, X P P for any k, k 1 ă k ď k 2 , and hence
_ χ k2 s|.|I k2 | which proves the corollary for t " 2. Repeated application of Theorem 5.13 on the intervals I k2 , . . . , I kt completes the proof. . Now let k p´1 ă |X| " k ă k p . Notice that P I Ď P rα,βs so that |X| " order on A N based on the operators join and meet. We introduced a new operator, the direct product, and defined the underlying poset of intervals. The direct product is used in a Cartesian-like, decomposition theorem for general intervals (4.9). We derived a characterisation for the underlying poset (3.5), and used it in various expressions for the size of an interval based on unique decompositons of antichains as joins of uniform antichains (Section 5). The concept of a largest non-dominating antichain is used in Theorem (4.6), which establishes a partition of a general interval associated with a general antichain. Finally, we derived a direct-join decomposition of intervals with a specific structure.
Overall, we have presented a systematic analysis of the interval structure of A N opening perspectives for coming work. In the past [1, 7, 15] a specific sum formula for the Dedekind numbers, |A N | in our notation, has been used to compute the largest cases. The sum formula relies on the sizes of specific intervals. A description of such sum formulas can be found in [5] . The properties developed in the present paper allow to derive a range of such sum formulas which we will study in coming work.
On the structural side, the underlying poset and the direct join decomposition provide a new perspective for the study of intervals. In particular, isomorphism between intervals and reduction of intervals to a canonical form, can be tackled using these constructs. Such a canonical form would automatically lead to a canonical form for the antichains which are the borders of the intervals.
Properties of antichains such as connectedness, the fact that two elements always come together and symmetry under permutation allow recursion formulas to be derived. So far, we did not come up with families of antichains that can both be used in a recursion formula and are asymptotically smaller than |A N |.
The properties of intervals are a tool to study such families, and we plan to continue in this direction.
