Abstract. We study in this paper polarized infinite exponent partition relations. We apply our results to constructing a model for the theory "ZF+DC+ω 1 is the only regular, uncountable cardinal ≤ ω ω 1 +1 ." This gives a partial answer to a question of Woodin.
In 1994, J. Steel proved what had long been suspected: that assuming AD, the regular cardinals of L(R) below Θ are all measurable, where Θ is the least ordinal onto which the real numbers R cannot be mapped [St3] . This remarkable theorem motivated the work of [A] , which showed essentially that the cofinality of any regular cardinal below Θ can be changed to ω without perturbing cardinal structure. Specifically, the following theorem was proved. What was left unanswered is whether similar facts can be proven if the cofinality of κ < Θ is to be made uncountable.
Consideration of this question was the genesis of this paper. The principal tool, infinite-exponent partition sequences, proved as interesting as its application.
We begin, in the first three sections, with background material on infiniteexponent partition properties of cardinals, their abundance in models of AD, and their use in "Magidor-like" forcing to change cofinalities.
The second three sections deal with infinite-exponent partition properties of cardinal sequences. With appropriate notation, the basic theory of partition sequences and the associated Magidor-like forcing exactly parallels the cardinal theory.
In "Finite Support," we apply the theory to show the extent to which possibly uncountable cofinal sequences can be added if we sacrifice DC. In "Countable Support," we preserve DC.
In general, uncountable cofinalities present difficulties. In [G] , M. Gitik established the consistency relative to an almost huge cardinal of the theory "ZF + ω 1 is the only regular, uncountable cardinal." In his model, all cardinals above ω 1 are given cofinality ω and consequently DC fails (in fact AC ω fails). DC is most desirable in analysis. A. Kechris proved that DC holds in L(R) assuming AD [Ke2] . W. H. Woodin has asked if the theory "ZF + DC + ω 1 is the only regular, uncountable cardinal" is consistent.
"Including Ultrapowers" and "Including Ultraproducts" discuss how ultrapowers and ultraproducts of cardinals in the most powerful partition sequences can be included in new but less powerful partition sequences.
The final section applies our results to obtaining a partial answer to Woodin's question. In particular, relative to Con(AD), we construct a model for the theory "ZF+DC+ω 1 is the only regular, uncountable cardinal ≤ ω ω1+1 ." Some remarks on notation: When forcing, we will use V [G] and V P interchangeably to indicate the generic extension obtained when P is our partial ordering, G, the generic set. If p ∈ P is a condition and φ is a formula in the forcing language with respect to P, then p φ will mean that p decides φ. We adopt the NESTS convention for the forcing partial order; that is, if p, q ∈ P and q extends p, we will write q p.
We will refer to and use certain weak versions of the Axiom of Choice throughout the course of this paper. AC ω , the Principle of Countable Choice, says that if X n : n < ω is an ω-sequence of non-empty sets, then n<ω X n is non-empty. DC, the Principle of Dependent Choices, says that if R ⊆ X × X satisfies ∀x∃y[ x, y ∈ R], X = ∅, then there is a sequence {x n } n<ω of elements of X with x n , x n+1 ∈ R, for each n < ω.
If s is a set of ordinals, we use s to indicate the order-type of s. If x and y are sequences, x y denotes their concatenation.
General references for results on AD include [Mo2] and [St1] .
Partition cardinals
We assume the reader is familiar with infinite-exponent partition cardinals, but we include the definitions in this section for convenience. [H1] , [H2] , [H3] , [Kl1] , [Kl2] , and [Kl3] can be consulted for matters left unexplained here.
For cardinals κ and γ, [κ] γ is the set of all subsets of κ of order-type γ. We warn readers that we will identify elements of [κ] γ with their increasing enumerations. In practice, this will cause no confusion; the meaning will follow from the context. We define [p] γ as {q ⊆ p : q = γ}, for p ∈ [κ] γ , for example, and it is clear we are treating p as a set. Similarly, we define ω p as
i.e., the set of successive ω-sups of elements of p, and it is clear we are treating p as a sequence. means that for all partitions f : [κ] γ → δ, there is a set X ∈ [κ] κ such that f is constant on [X] γ . X is called homogeneous for f . If δ = 2, the subscript is omitted, and we write simply κ → (κ)
γ .
This definition reflects current usage of the term, though originally ( [KeKlMW] ) strong partition cardinals were required to satisfy κ → (κ) κ γ , for all γ < κ. For proving instances of partition properties under AD, we will need an alternative formulation of this property. For the rest of this section, we assume AD+DC.
We say a function F : λ → ON has uniform cofinality ω if there is a function F : ω × λ → ON which is strictly increasing in the first argument and is such that ∀β < λ F(β) = sup n F (n, β). We say F : λ → ON is of the correct type if F is increasing, of uniform cofinality ω, and everywhere discontinuous; that is, ∀β < λ F (β) > sup β <β F (β ).
"κ strong" is equivalent to the statement: for every partition P : [κ] κ → {0, 1}, there is an i ∈ {0, 1} and a c.u.b. C ⊆ κ such that P(F ) = i for all F : κ → C of the correct type. The equivalence of these two definitions is a straightforward partition argument left to the reader.
In Definition 1.9 below, we isolate the "minimal hypothesis" on a cardinal κ from which one can carry out Martin's proof of the strong partition relation. Definition 1.9. A regular cardinal κ is said to be reasonable if there is a nonselfdual pointclass Γ closed under ∃ ω ω and a map φ with domain ω ω satisfying:
1. ∀xφ(x) ⊆ κ × κ. 2. For every function F : κ → κ ∃x φ(x) = F . 3. ∀β, γ < κ R β,γ ∈ ∆ . = Γ ∩Γ, where x ∈ R β,γ ↔ φ(x)(β, γ) ∧ ∀γ < κ (φ(x)(β, γ ) → γ = γ). 4. Suppose β < κ, A ∈ ∃ ω ω ∆, and A ⊆ R β . = {x : ∃γ < κ R β,γ (x)}. Then ∃γ 0 < κ ∀x ∈ A ∃γ < γ 0 R β,γ (x).
For κ reasonable, we will use the notation R β , R β,γ as above (of course, this depends on the coding function φ). Also, if x ∈ R β , we let φ(x)(β) denote the unique γ such that φ(x) (β, γ) .
We present a sketch of Martin's proof, assuming AD+DC, that such cardinals have the strong partition property. We will show later that Γ is necessarily closed under finite (in fact countable) unions and intersections, and ∆ is closed under < κ unions and intersections; we borrow these facts for the following proof and Proposition 5.3. One more useful general fact which we use below, and later, is that if Γ is a non-selfdual pointclass with Γ = ∃ where Λ is non-selfdual and closed under ∀ ω ω , then it is easy to see directly that Γ is closed under countable unions and intersections. The only remaining case (cf. [St1] ) is when Γ is the base of a type I hierarchy. That is, Γ = ω Λ for some selfdual Λ closed under quantifiers (and where cof(o(Λ)) = ω). In this case, easily Γ is closed under finite intersections.
Proposition 1.10 (Martin). Every reasonable κ has the strong partition property.
Proof. Fix a partition P : [κ] κ → {0, 1}. Play the integer game where I plays out x ∈ ω ω , II plays out y ∈ ω ω . If there is a least ordinal β < κ such that x / ∈ R β or y / ∈ R β , then II wins provided x / ∈ R β . Otherwise, let f x , f y : κ → κ be the functions they determine. Define f x,y : κ → κ by f x,y (β) = sup β <ω· (β+1) max(f x (β ), f y (β )). II then wins iff P(f x,y ) = 1. Assume without loss of generality that II has a winning strategy τ . Define 
Let C ⊆ κ be the set of points closed under θ, and C ⊆ C the set of limit points of C.
Suppose F : κ → C is of the correct type. We show that
. Easily φ(y) determines a function f y : κ → κ and f y (β ) ≤ f x (β + 1) for all β. Thus, F = f x,y , so P(F ) = 1.
We now introduce a slight strengthening of the notion of reasonableness. Definition 1.11. A regular cardinal κ is very reasonable if there are Γ, φ witnessing κ is reasonable, and for all β < κ there is an ∃
We note again that in all cases where the strong partition relation on κ has been shown to hold, κ has been shown to be very reasonable.
AD and partition cardinals
Our focus in this paper is on models of AD plus V = L(R). As noted, this implies DC as well. Under these assumptions, there are many partition cardinals. Conceivably, all regular cardinals below Θ possess some sort of infinite-exponent partition property.
Martin showed that the first projective ordinal, δ 1 5 is determined.) In [J2] it is shown how to generalize the main ideas of [J1] (the theory of "descriptions") to the general projective level. One thus gets the strong partition property for all the δ 1 2n+1 , and likewise every regular cardinal strictly between δ 1 2n+1 and δ 1 2n+3 is an ultrapower of δ 1 2n+1 by one of the (2 n+1 − 1 many) normal measures on δ 1 2n+1 . Although the full details of the general projective case have not yet appeared, they are basically the proofs of [J1] augmented with the general theory of descriptions of [J2] .
In fact, the projective ordinal analysis extends with essentially no modifications to the transfinite δ 1 α , for α < ω 1 . Thus, all of the "odd" δ 1 α (as usual, limit ordinals are regarded as even) have the strong partition property, and every regular κ < sup{δ 1 α : α < ω 1 } = ω ω1 is the ultrapower of an odd δ 1 α by a normal measure on it.
Past ω ω1 , the arguments of [J1] , [J2] no longer suffice for the δ 1 α analysis. Although somewhat tentative (and not written up), unpublished work appears to show that this generalized projective analysis (the "very fine structure of L(R)") can be extended to the first inaccessible cardinal in L(R). Up to this point, it appears that every regular Suslin cardinal has the strong partition property, and that every regular cardinal is an ultraproduct of regular Suslin cardinals by a normal measure. Although these results must be regarded as tentative, they would nevertheless, combined with Corollary 5.12, allow us to extend the results of the final section up to the first inacessible. Some of the problems arising in attempting to extend the L(R) analysis further are discussed in [J4] .
We conjecture (assuming AD+V = L(R)), that every regular Suslin cardinal κ < Θ has the strong partition property, and every regular λ < Θ is an ultraproduct of regular Suslin cardinals by a normal measure. Granting this, the results of the final section can be extended to Θ, although Theorem 5.10 falls short of showing that every (increasing, discontinuous) sequence of very reasonable cardinals (see section 5) has the strong polarized partition property.
Magidor-like forcing
Assuming that κ → (κ) <γ and that γ is a regular, uncountable cardinal, "Magidor-like" forcing changes the cofinality of κ to γ without adding any bounded subsets to κ (thereby preserving the fact that κ is a cardinal). No use is made here of AD+DC. The conditions are defined as follows.
Definition 3.1. We define the set P γ,κ by
The partial ordering for P γ,κ is: s , x s, x iff s ⊆ s , x ⊆ x , and s s = ω t for some t ∈ [x] <γ . We use x to denote { ω q : q ∈ [x] κ }. For p ∈ P γ,κ , we denote the coordinates of p by p 0 and p 1 , i.e., p = p 0 , p 1 .
The sets x generate a filter on [κ] κ . With the strong partition property, this is a κ-complete ultrafilter ( [H3] We will sometimes be interested in changing the cofinality of κ to ω instead of to an uncountable regular cardinal. κ → (κ)
<ω·ω is sufficient to show that P ω·ω,κ changes the cofinality of κ to ω and also satisfies Propositions 1.1, 1.3, and 1.5 of [H2] .
We can improve on [H2] . First we add some notation, in light of Fact 3.2. For
<γ , we will write s || ∼ φ iff for some x ∈ [κ] κ , s, x φ. Read this as "s insinuates φ". Note that by compatibility, it is impossible for s to insinuate contradictory statements.
Proposition 3.5. If κ satisfies κ → (κ)
κ , then forcing with P γ,κ , γ < κ, preserves all cardinals.
Proof. By Fact 1.2 and Fact 1.5, κ → (κ) <γ and hence, by Fact 3.3, no bounded subsets of κ are added. This guarantees that cardinals κ and below are preserved.
Suppose that ζ is a cardinal greater than κ, and p "ḟ :
We must have n s ≤ δ < ζ, since n s ∈ V and ζ is a cardinal in V.
For t ∈ [p 1 ] κ , let n t = n t|(β α) : α < β, β α < γ i.e., the union of all n s , where s is an interval of t of order-type less than γ. There are exactly κ of these intervals, t|(β α), and each comes with a natural mapping from a subset of δ into ζ. Consequently n t < ζ, otherwise we would have a mapping in V from δ × κ onto ζ.
Let h : [p 1 ] κ → ζ be defined by:
, since any interval of r is an interval of q. Thus, all these: h(r), h(q), h(s ∪ r), are equal and equal to β. This is impossible, however, as β ∈ n s ⊆ n s∪r .
Partition sequences
More powerful than partition cardinals are sequences of such cardinals satisfying "polarized partition properties." The results presented here make no use of AD+DC except as noted in the counterexample below. Definition 4.1. Suppose k is a sequence of cardinals and δ is an ordinal. We write:
κ . This is a streamlined version of the original notation, due to Erdös and Rado ( [ER] 
C is called homogeneous for f . If δ = 2, the subscript is omitted, and we write
We may on occasion consider properties in which the exponents are taken from an arbitrary sequence d of ordinals. We write this:
If each element in the sequence d is the same, δ, we will write: (k) → (k)
δ . We will also be working with "Ramsey-like" infinite-exponent polarized partition relations. Specifically, we will write: (k) → (k) <δ to mean that if f :
Note that we only consider partitions on products where each factor has the same length. A more extravagant definition of exponent "< δ" can fail even for δ = ω. (Assume AD and let k be a sequence of cardinals below Θ. Suppose we allowed partitions of
is a counterexample.) For brevity and to emphasize the connection between sequences and cardinals, we define further: Definition 4.2. For k a sequence of cardinals,
If α is an ordinal, then α < x, x < α are defined similarly. In the same manner, define all operations, x y, for example, component-wise. Finally, let x y denote the sequence:
We list a few results. The proofs are either elementary or exactly analogous to corresponding facts for partition cardinals.
ω . An easy consequence of Fact 4.9 is that one can obtain a set homogeneous simultaneously for countably many partitions of [k] k into 2. See, for example, [H1] . We prove the following proposition as an example of how a cardinal argument can produce a sequence argument. For a reference, see Theorem 1 of [H1] .
Proof. Suppose we are given f :
γ , consider the sequence of equations:
. . .
As γ is a cardinal, there is enough room in γ to have γ equations in the list. Let g(W ) = 0 iff all of the equations are true. Let C be homogeneous for g.
Proof of claim. With simple pigeon-holing, we can construct a W ∈ [C] γ with g(W ) = 0 (start by comparing
taking two of them, and so on).
To conclude, we claim that
β . For each κ ∈ k, take enough of C(κ) to fill the first < β equations in the list and the left side of the βth equation. Add to this X(κ) plus γ much of C(κ) above to form W (κ), and do the same with X (κ) to form W (κ). Homogeneity then gives us that f (W ) and f (W ) are both equal to the same number, hence equal to each other.
Once again, for working with AD, we will use an alternative characterization of "strong."
. Such a sequence has the strong polarized partition property if for every partition P of the block functions on λ into {0, 1}, there is an S ⊆ λ such that ∀α < λ |S ∩ k(α)| = k(α) which is homogeneous for P; that is, ∃i ∈ {0, 1}∀ block functions F : λ → S P(F ) = i.
Easily, this property on k is equivalent to the c.u.b version: for every partition P of the block functions on λ into {0, 1}, there is a block c.u.b C ⊆ λ and an i ∈ {0, 1} such that P(F ) = i for all block functions F : λ → C of the correct type.
AD and partition sequences
Throughout this section we assume AD+DC. We will indicate when we are assuming V = L(R) as well. 
We note that in all cases where the strong partition relation on κ has been shown to hold, κ has been shown to be very reasonable.
The main result of this section, Theorem 5.10, implies (cf. Corollary 5.11) that any sequence of very reasonable cardinals of length less than sup n δ 1 n has the desired strong polarized partition property (in fact Corollary 5.12 extends this to longer length sequences). This has the effect of "decoupling" the arguments of this section with those of the (generalized) projective hierarchy analysis. Thus, the arguments of this section do not require knowledge of the projective hierarchy analysis of [J1] or [J2] . For the purposes of this paper, the reader may "abstractly" assume that all of the odd δ 1 α , α < ω 1 , are very reasonable, and that all of the regular cardinals below ω ω1 are ultrapowers of these by normal measures.
One of the main ideas in the arguments of this section involves the KechrisWoodin theory of generic codes (see [KeW] ) as well as a category argument involving the generic codes. Similar ideas were used in [J5] to establish the δ 2 1 -supercompactness of the projective ordinals.
We present now a result giving sufficient conditions for a sequence k to have the strong polarized partition property. It is similar in spirit to the "abstract form" of Martin's Proposition 1.10 earlier.
Definition 5.2. Let k be an increasing, discontinuous µ-sequence of regular cardinals. We say the sequence is reasonable if there is a sequence of non-selfdual pointclasses {Γ α } α<µ each closed under ∃ ω ω , and a function φ with domain ω ω satisfying:
For every block function
We note that (3) is the new requirement. Likewise, we say the sequence is very reasonable if it is reasonable and ∀α < µ ∀β ∈ [ sup
We will also use the notation R α , R α,β , R α,β,γ throughout, relative to a coding function φ for the sequence {k(α)} α<µ .
Proposition 5.3. Every reasonable µ-sequence k has the strong polarized partition property.
Proof. Play the integer game where I plays out x ∈ ω ω and II plays out y ∈ ω ω . Say x is (α, β)-good if x ∈ R α,β , and similarly for y. Otherwise, say
II wins provided x is (α, β)-bad for the least such β. If both x, y are (α, β)-good for all β < λ, then φ(x), φ(y) are block functions. In this case, II wins iff P(f x,y ) = 1, where f x,y (β) = sup
Suppose that II wins by τ (if I wins, the argument is similar but slightly easier).
and closed under g, and let C be the limit points of C. Suppose F : λ → C is a block function of the correct type. There is an increasing block function f :
and y = τ (x). From the definition of C, φ(y)(β) < φ(x)(β + 1) for all β < λ, and thus F = f x,y . Hence, P(F ) = 1.
We recall some results in the abstract theory of pointclasses which we will need below. The reader not wishing to trudge through the pointclass arguments of the next several lemmas (which assumes some familiarity with [St1] ) may skip to Proposition 5.7, and strengthen the definitions of reasonable, very reasonable, by requiring the additional closure properties of Γ, ∆.
. This is shown at the end of [St1] , and generalizes a result of [KeSoSt] . Secondly, if Γ is a non-selfdual pointclass closed under ∃ is Theorem 1.1 of [JMa] . If Γ is closed under countable intersections (note: Γ is closed under countable unions), then this follows from Lemma 2.4.1 of [KeSoSt] . This includes the case where
The only remaining case (cf. the analysis at the end of [St1] ) is when Γ is at the base of a type I hierarchy. That is, ∆ = Γ ∩Γ is closed under ∃ ω ω , ∀ ω ω , and Γ is the collection of countable unions of sets in ∆. We sketch the proof in this case.
Towards a contradiction, let κ be the least cardinal so that κ Γ Γ. Thus, κ is regular and by the Coding Lemma κ ≥ o(∆), the Wadge ordinal of ∆ (which is also the supremum of the ∆ pre-well-orderings; see [KeSoSt] 
. By Wadge,Γ ⊆ κ Γ, and so Γ 1 ⊆ κ Γ. Using the regularity of κ, let A α : α < κ be a strictly increasing κ sequence of sets in Γ whose union A is inΓ. Let B = {x : S x ⊆ A}, where
where B α ∈ Γ. If we replace A α by {y : ∃x ∈ B α (y ∈ S x )}, then the A α form a Σ 1 1 -bounded union of Γ sets; that is, every Σ 1 1 subset of A is contained in some A α . Let C be a universal Γ set. Play the game where I plays x, II plays y, z, and II wins iff
Thus, ≺ is aΓ pre-well-ordering of length κ. By the Coding Lemma, then, κ Γ ⊆ Γ 1 , and hence κ Γ = Γ 1 . Now, ∆ 1 = Γ 1 ∩Γ 1 is clearly also not closed under κ unions, and any κ union of sets in ∆ 1 is in Γ 1 . Thus, Γ 1 = κ ∆ 1 , where κ ≤ κ is least such that ∆ 1 is not closed under κ unions. This, however, shows PWO(Γ 1 ), a contradiction, since by periodicity PWO(Γ 1 ) (this last part is an argument of Martin).
The next several lemmas develop the abstract theory of reasonable pointclasses.
Lemma 5.4. Suppose κ 1 < κ 2 are reasonable with corresponding pointclasses
1 . Then either Γ 1 or Γ 2 has the pre-well-ordering property. Assume first PWO(Γ 1 ). Thus, Γ 1 is closed under well-ordered unions. For γ < κ 1 , consider R 0,γ = {x : φ(x)(0) is defined and ≤ γ}. φ here refers to the coding for κ 1 . By reasonableness, each R 0,γ ∈ ∆ 1 , and so R = γ<κ1 R 0,γ ∈ Γ 1 . This contradicts reasonableness if
inspection of the hierarchy analysis (cf. [St1] ) shows that Γ 1 is the base of a type I hierarchy, that is,
We cannot have κ 1 < o(∆ 1 ), as then (by the Coding Lemma and the fact that cofinally many of the R 0,γ lie in some fixed Λ ∆ 1 ) R ∈ ∆ 1 , a contradiction to reasonableness. So o(∆ 1 ) < κ. Since κ is regular, there is a non-selfdual Λ ⊆ ∆ 1 closed under ∃ ω ω with PWO(Λ), and such that κ many of the R 0,γ are in Λ. Since Λ is closed under well-ordered unions, R ∈ Λ (note: the R 0,γ form an increasing sequence), a contradiction to reasonableness. Assume now PWO(Γ 2 ). We may assume ∆ 2 is closed under real quantification, arguing as above. This, however, contradicts Γ 2 = ∃ Proof. Let ∆ = Γ∩Γ, and first assume ∆ is closed under real quantification. Thus, o(∆) is the supremum of the ∆ pre-well-orderings (cf. [KeSoSt] ). We cannot have κ < o(∆), as then by the Coding Lemma there is an unbounded subset of In the remaining case, Γ = Γ − ∨Γ − where Γ − is closed under real quantification. We will show this case cannot occur. Without loss of generality assume PWO(Γ − ). First, the Coding Lemma easily shows that κ ≥ δ − = the supremum of the ∆ − pre-well-orderings. Also, we cannot have κ = δ − . If so, then by the Coding Lemma we could get a Γ − set A ⊆ γ<κ R 0,γ which is unbounded, that is, not contained in any R 0,γ . This contradicts reasonableness. So assume κ > δ − . Let
we have PWO(Γ) and thus PWO(Γ 1 ). Hence, Γ 1 is closed under well-ordered unions. In particular, R 0 = γ<κ R 0,γ ∈ Γ 1 . Also, we easily have
It remains to show that κ determines Γ. Suppose Γ 1 , Γ 2 both witness the reasonableness of κ, and suppose Γ 1 ⊆ Γ 2 . If Γ 1 is closed under countable intersections but not real quantification, then by standard arguments using PWO(Γ) there is ǎ Γ 1 pre-well-ordering of length κ = the supremum of the lengths of the ∆ 1 prewell-orderings. SinceΓ 1 ⊆ ∆ 2 , we contradict κ being the supremum of the ∆ 2 pre-well-orderings. In the remaining cases, ∆ 1 is closed under real quantification. If Γ 1 is not closed under real quantifiers, then by Lemma 5.4 (the proof still holds when κ 1 = κ 2 ) ∃ ω ωΓ 1 ⊆ ∆ 2 . However, there is an ∃ ω ωΓ 1 pre-well-ordering of length κ, a contradiction. Finally, if Γ 1 is closed under real quantifiers, then there is a Γ 1 ∧Γ 1 pre-well-ordering of length κ. Since PWO(∃
Lemma 5.6. Let κ be reasonable with corresponding pointclass Γ and map φ. Then Γ is closed under countable unions and intersections. Furthermore, ∆ is closed under < κ length unions and intersections.
easily Γ is closed under countable intersections. As observed in the previous lemma, for the remaining cases we have ∆ closed under real quantification. We must showΓ is closed under countable unions. From Theorem 2.2 of [St1] , it suffices to showΓ is closed under finite unions. Let Γ be the collection of Σ 1 1 -bounded unions of ∆ sets of length κ = o(∆). Let Γ likewise be the collection of ∆-bounded unions. Clearly Γ ⊆ Γ . The proof of Theorem 3.1 of [St1] shows that Γ =Γ. By reasonableness, the R 0,γ , γ < κ, form a ∆-bounded union of ∆ sets whose union R 0 is not in ∆. Thus, Γ = Γ . We now follow the argument of Theorem 3.2 of [St1] . Let A, B ∈Γ, and by RED(Γ) we may assume
as Γ is closed under conjunction with Σ 1 1 sets as Steel points out (the union of ǎ Γ set and a Π 1 1 set can be written in the form ∀z(U ∨Γ) where U is open, andΓ is easily seen to be closed under unions with open sets). Thus, S ∩ A ∈ ∆, and likewise S ∩ B ∈ ∆. By ∆-boundedness, S ⊆ A α ∪ B α for some α < κ.
The closure of ∆ under < κ unions follows easily from the Coding Lemma and the regularity of κ if ∆ is closed under quantifiers. Otherwise, Martin's argument shows PWO(Γ), a contradiction to Lemma 5.5.
The next is a special case of Theorem 5.10 (with reasonable replaced by very reasonable), but is simple enough to present separately.
Proposition 5.7. Let k be an ω-sequence of reasonable cardinals with corresponding pointclasses Γ i . Then k has the strong polarized partition property.
Proof. By countable choice, let φ i , along with the Γ i , witness the reasonableness of
is a recursive bijection. Properties 1,2 are immediate, and 3,4,5 follow easily provided we show that
Assume first that Γ i is closed under real quantifiers, and without loss of generality assume PWO(Γ) (the reasonableness hypothesis in this case is symmetric between Γ i andΓ i ). Thus, Γ i is closed under well-ordered unions, and hence R i is a κ intersection of Γ i sets. It suffices to show that a κ union ofΓ sets is in ∆ i+1 . Let
. Then PWO(Γ * ) (see [St1] ), so Γ * is closed under well-ordered unions. In the proof of Lemma 5.5 we showed Γ * = Γ i+1 is impossible, and thus It is natural to ask how far Proposition 5.7 can be extended. That is, for which α ≤ Θ can we show that an increasing, discontinuous α sequence of reasonable cardinals has the strong polarized partition property?
We assume V = L(R) for the remainder of this section, though AD+DC+ "within scales" would suffice for many of the results (e.g., Corollaries 5.12 and 5.13). Recall δ 2 1 is the largest Suslin cardinal in L(R). If α < δ 2 1 , let s(α) be the least Suslin cardinal > α such that the class of s(α)-Suslin sets is of the form Σ 1 (J β (R)) for some β beginning a Σ 1 -gap. Thus, we "skip over" the Suslin cardinals ocurring at the end of a gap. Let S s(α) be the pointclass of s(α)-Suslin sets.
The point here is that the construction of scales for such pointclasses is uniform, according to the analysis of [St2] . That is, there is a function which assigns to each α < δ 2 1 a universal S s(α) set P s(α) and an S s(α) -scale φ
, and similarly for other scales.
Definition 5.8. Let k be an increasing, discontinuous µ-sequence of reasonable cardinals with corresponding pointclasses Γ α for each k(α). We say that k is proper
In general, properness requires the k(α) to be sufficiently spread out, although the requirement is trivial for short sequences. For example, an ω 1 sequence is proper provided only k(0) ≥ δ 1 3 . We recall some facts from the Kechris-Woodin theory of generic codes that we will need for the proof of our main theorem. Fix for the moment α 0 < δ 2 1 , and
. The main lemma of [KeW] says there is a Lipschitz continuous function G :
Recall also that ω 1 is δ 2 1 -supercompact (Solovay), that is, there is a fine normal measure on P ω1 (δ 2 1 ). By Woodin [W] , this measure is in fact unique. We write ∀ * T ∈ P ω1 (s(α 0 )) to mean almost all with respect to this measure. By normality, almost all T are honest.
Fix now µ ≤ δ 2 1 and a proper µ-sequence k. The proof of the generic Coding Lemma of [KeW] shows that the coding function G is obtained uniformly in the set P s(α0) and the scale φ s(α0) n on P s(α0) for α 0 < µ. G is obtained as a winning strategy in a Suslin, co-Suslin ordinal game on s(α 0 ). The trees witnessing that the game is Suslin, co-Suslin are obtained uniformly from P s(α0) , φ s(α0) n , and the third periodicity argument of [Mo1] shows G is obtained uniformly from these trees.
Thus, we have a Lipschitz continuous function G satisfying:
ω enumerates an honest set (with respect to P s(α) ,
. We fix this function G for the remainder of this section.
Lemma 5.9. There is a Lipschitz continuous function
denote the corresponding sets.
The exact manner in which u codes these objects is not important, say by the Coding Lemma relative to a fixed set of high Wadge degree.
Proof. Consider the game where I plays α < µ, β 1 , β 3 , . . . ∈ s(α), and II plays β 2 , β 4 , . . . ∈ s(α) and also u(0), u(1), . . . building u ∈ ω ω . II wins in case 1,2 above hold, where in place of α we use φ
. First note that the game is determined by a variation of the usual reflection argument. The payoff set for II is of the form (α, β) ∈ A iff (α, G( t)) ∈ B, where B ⊆ µ × ω ω , and G : µ ω → ω ω is continuous. If the game is undetermined, then there is a δ < δ 2 1 and A , B , G , µ ∈ J δ (R) such that J δ (R) |= (enough of ZF ) + (A is not determined). However, if B α = {x : (α, x) ∈ B }, then the B α are uniformly Σ 1 (J δ (R)) for some δ < δ 2 1 (that is, there is a function sending α to a Σ 1 (J δ (R)) definition of B α ). This shows that A ⊆ µ ω is Suslin, co-Suslin in L(R), and thus determined. By the Coding Lemma, a winning strategy for A lies in J δ (R), a contradiction. It is easy to see that I cannot win this game, for II just enumerates an honest set containing I's first move α (relative to φ s(α) n ) and plays an appropriate u. A winning strategy for II gives F .
We fix this F for the proof of the theorem below. We shall deal below with Lipschitz continuous functions σ : 
for r coding a sequence in ω <ω , iff y( 1, 2a 0 , . . . , 2a k , r ) = 1, and for all basic neighborhoods N s in D k , ∃r coding a sequence of length k such that f y (N s ) ⊆ N r . Note that only II's ordinal moves are used in the coding. Also, for fixed ordinal moves t by I and II, the set of y coding a comeager set A y and a continuous function f y :
via the Uniform Coding Lemma and S s(α) -pre-well-orderings of P s(α) of length s(α). Note that the analysis of [St2] shows that these pre-well-orderings are obtained uniformly in α. Thus, uniformly in α, the relation
in the codes, uniformly in α. We usually just write σ ( s, γ, k) 
The next result is the main theorem of this section.
Theorem 5.10. If k is proper, then it has the strong polarized partition property.
Proof. Let µ be the length of k. We define the function φ which together with the | s(α) , . . . , ), and T the set enumerated by t (thus T = T if T is honest). II wins provided y codes a comeager set A y ⊆ (T )
ω and a continuous function f y : k(α) ). This game is determined by the usual reflection arguments (as before; see also [KeW] ) since the payoff depends only on G( t). I cannot have a winning strategy σ, for if σ's first move is α, II enumerates an honest subset of s(α) containing α closed under the strategy σ, and enumerates also a y ∈ ω ω as required for T = T . The fact that y exists follows easily from the fact that any relation R ⊆ ω ω × ω ω can be uniformized on a comeager set by a continuous function. A winning strategy τ for II produces the desired code for H.
Property (3) follows easily from (4), since a set R α which is a k(α) intersection of sets, each of which is a k(α) union of sets in ∆ α , lies in Γ α+1 since ∆ α+1 is closed under k(α) unions and intersections from Lemma 5.6.
To verify (4), fix
. Consider first the case where
Thus, Λ is closed under finite unions and intersections. Fix a universal set U ⊆ (ω ω ) 3 for Λ subsets of (ω ω ) 2 . By a game argument as above, there is a strategy τ :
, if w 1 = τ( t, t 1 ), and u = F ( t 1 ), we have ∀x[R u β,γ ↔ ∃rU (w, x, r)]. Suppose now σ ∈ R α,β,γ . By the game argument again, there is a strategy ρ :
). Thus we have:
This shows that R α,β,γ ∈ Γ α . To see this, note that (r codes a strategy ρ : . The proof when ∆ α is closed under real quantification is similar, so we just give a sketch. An easy game argument shows that if cof(κ) > s(α) and G : P ω1 (s(α)) → κ, then ∃δ < κ ∀ * T ∈ P ω1 (s(α)) G( t) < δ. Using this and the additivity of category it follows that ∃δ < k(α) such that
enumerates an honest set T closed under τ , then τ( t) codes a comeager set A τ ( t) and a continuous function
We may then compute directly:
Since ∆ α is closed under quantifiers, this shows R α,β,γ ∈ ∆ α . Finally, we verify (5). Assume first again that
and u = F ( t 1 ), then B w . = {(x 1 , x 2 ) : ∃rU (w, x 1 , x 2 , r)} along with Γ α , φ u witness the very reasonableness of k(α). Define a relation ≺ on D by:
This shows ≺∈ Γ α = ∃ ω ω ∆ α . Easily ≺ is a pre-well-ordering, and thus has length δ < k(α). The regularity of k(α) then gives that sup{φ(σ)(β) : σ ∈ D} < k(α), verifying (5) in this case. The case where ∆ α is closed under quantifiers is easier, and is left to the reader.
This completes the proof of Theorem 5.10.
We note that the proof of Theorem 5.10 actually showed that the sequence k is very reasonable. Proof. Split the sequence into an initial part {k(α)} α≤ω+1 and a terminal part {k(α)} ω+1<α<µ . From Theorem 5.10, {k(α)} ω+1<α<µ is very reasonable, say witnessed by ψ. The proof of Proposition 5.7 shows that from ψ and {φ α } α≤ω+1 witnessing the very reasonableness of k(α) for α ≤ ω + 1 we may construct a φ witnessing the very reasonableness of the entire sequence {k(α)} α<µ .
Using the same sort of argument, we may extend the corollary somewhat further.
Corollary 5.12. Let µ < the first inaccessible cardinal. Then any increasing, discontinuous µ-sequence k of very reasonable cardinals has the strong polarized partition property.
Proof. (sketch) Suppose not, and let µ ∈ ON be least such that there is an increasing, discontinuous sequence k of very reasonable cardinals which is not very reasonable. The proof of Proposition 5.7 shows that µ is a limit ordinal of uncountable cofinality. Note that µ < κ R , the Wadge ordinal of the class of inductive sets (the first non-selfdual pointclass closed under real quantification). Also, [St1] shows that for κ < κ R , S s(κ) (recall S s(κ) denotes the s(κ)-Suslin sets; here s(κ) is the next Suslin cardinal after κ) is the next non-selfdual pointclass closed under ∃ 
Thus, we split the sequence into the initial part k (κ + 1) and a terminal part k (µ κ). A coding function ψ can be found for the terminal sequence from Theorem 5.10, and a coding function φ for the initial part by induction. The proof of Proposition 5.7 allows us to combine these to produce the desired coding function for the entire sequence. We may assume now cof(µ) = λ < µ. Fix an increasing, continuous, cofinal map π : λ → µ. By the splitting argument, we may assume ∀ 
k(π(δ )), k(π(δ))).
By induction, for all δ < λ there is a very reasonable coding function for the δ th -block (though we may not be able to choose them uniformly). The proof of Theorem 5.10, however, goes through for "blocks" of cardinals which are very reasonable (in Theorem 5.10 the blocks were singletons). This shows the entire sequence is very reasonable, a contradiction.
The first two paragraphs of the previous proof actually show the following.
Corollary 5.13. Let µ ≤ κ R , and k an increasing, discontinuous µ-sequence of very reasonable cardinals such that for all limit α < µ, k(α) > the least very reasonable cardinal greater than sup α <α k(α ). Then k has the strong polarized partition property.
Corollary 5.12 shows that any sequence of very reasonable cardinals of not too great a length has the strong polarized partition property. Corollary 5.13 allows greater length sequences, but imposes a mild "spreading out" condition on the sequence. The next result shows that we may obtain sequences of any length < Θ with the strong polarized partition property, provided we spread the k(α) sufficiently. The proof is easier than that of Theorem 5.10, and uses only the Coding Lemma.
Theorem 5.14. Let µ < Θ. Then there is an increasing, discontinuous µ-sequence k of regular cardinals having the strong polarized partition property.
Proof. We construct a δ ≥ µ sequence k of cardinals and corresponding pointclasses Γ α satisfying:
1. There is a pre-well-ordering ≺ of length δ such that ∀α < δ ≺ α + 1 ∈ ∆ α .
Here, ≺ α denotes the pre-well-ordering restricted to reals of rank < α. 2. Γ α is closed under quantifiers and has the pre-well-ordering property uniformly in α. That is, there is a function which assigns to α < δ a Γ α -universal set A α and a Γ α -pre-well-ordering ψ α on A α . Also, k(α) is the supremum of the lengths of the ∆ α pre-well-orderings. Granting this, we define the desired coding function φ as follows. Via the Uniform Coding Lemma and the pre-well-ordering ≺, every real x codes a relation R x ⊆ dom(≺) × ω ω . Likewise, for all α < δ, every real z codes a relation R 
It is straightforward to check properties (1)- (5) 
, and is not equal to Σ 1 (L β (R); µ) for any β < k(α). The regularity of δ and a reflection argument show that k(α) is well-defined. For ≺, we may take the natural pre-well-ordering on reals x viewed as coding Σ 1 (x, µ) statements θ x (wherex(n) = x(n + 1)). Namely, x ≺ y iff ∃α L α (R) |= θ x ∧ ¬θ y . Likewise we define ψ α (so ψ α is an initial segment of ≺).
In view of Corollary 5.12 and Theorem 5.14, the following conjecture seems plausible.
Every increasing, discontinuous µ-sequence k of (very) reasonable cardinals of length µ < Θ has the strong polarized partition property.
A proof of this conjecture may depend on further extensions of the detailed L(R) analysis.
Finally, we present a result which extends Theorem 5.10 to partitions into more than 2 pieces.
Proposition 5.15. Suppose k is a proper µ-sequence. Then k has the strong polarized partition property for partitions into < k(0) many pieces.
Proof. Fix k and the associated pointclasses Γ α , and fix a partition P of the block functions into δ < k(0). For all β < δ, P induces a partition P β defined by:
Towards a contradiction, we may assume each P β is homogeneous for the 0 side.
From Lemmas 5.5, 5.6 it follows that for all α < µ there is a pre-well-ordering of length k(α) such that every ∆ α subset of the field is bounded in the norm (use PWO(Γ α ) and the closure of Γ α under ∧ which allows the usual boundedness argument to be carried out). By the usual game argument, there is a strategy F such that ∀α < µ ∀t = (α, β) ∈ s(α) ω enumerating an honest set closed under F , u = F ( t) codes a set B u and a pre-well-ordering ≺ u of B u with the boundedness property for ∆ α sets. Again, the exact manner in which u codes these objects is not important, say by continuous pre-images of a fixed set of high Wadge degree.
For β < δ, we say a real σ is β-good if σ codes a strategy (also denoted by σ) such that:
ω enumerating an honest set closed under F and σ, σ( t) codes a comeager set A σ( t) and a continuous function σ( t, −) :
, then w codes a strategy on B u , that is, ∀x ∈ B u w(x) ∈ B u (where we view w as a strategy in an integer game). 
Define now a block function G on sup
, then if we let C be the set of closure points of G, C is block homogeneous for all of the partitions P simultaneously, a contradiction.
is an honest set containing α and closed under F , t = (α, β) enumerates T , and
boundedness and the definition of R it follows that θ t, t1 < k(α), where θ t, t1 = sup{|w(x)| ≺u : ∃σ ∈ D t, t1 w = σ( t, t 1 ) ∧ |x| ≺u = γ}, where u = F ( t 1 ). By the additivity of category,
The game argument then shows
, and so G(γ) ≤ θ.
Polarized Magidor-like forcing
With the product of a number of Magidor-like partial orderings, we can change cofinalities of many cardinals simultaneously. Because of considerations of choice, we will restrict our attention to products that are at most countable. For this section, let k be a countable sequence of cardinals with γ an uncountable cardinal below k(0). Let
the natural way. Many of the facts in section 3 have analogues here.
<γ , φ is a formula in the forcing language with respect to P γ,k and p ∈ P γ,k , then either p || ∼ φ or p || ∼ ¬φ.
Proof. The proof is close to that of Fact 3.2 (1.1 of [H2]). Define
Let C be homogeneous for f . We claim that q = p 0 , C decides φ. To see this, suppose that r, r q decide φ differently. We may assume that these are of uniform length, i.e., r 0 , r 0 ∈ [k] β , for some β < γ. Using AC ω , choose t ∈ [C] <γ such that r 0 p 0 = ω t, and choose t similarly for r . Then f(t) = f(t ), contradicting the homogeneity of C. Finally, if q φ, then p || ∼ φ and if q ¬φ, then p || ∼ ¬φ.
k and V have the same bounded subsets of k(0).
Proof. This is a consequence of Proposition 6.1 together with Fact 4.7. See, for example, the proof of 1.3 in [H2] .
We have two preservation theorems involving splitting a polarized sequence. Let
k0 is true in V by Fact 4.4. In V P γ,k 1 , however, there may be new partitions. Note that since P γ,k1 adds no new bounded subsets of k 1 (0), the set [k 0 ] k0 is the same in both V and V P γ,k 1 , that is, there may be new partitions, but the domain remains the same. Suppose that p "ḟ :
k0 → 2". With the methods used in the proof of Proposition 4.3, we can prove from (k)
We could write this technical fact as:
.
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Define a partition g on this set into 3 as follows.
and g(W ) = 2, otherwise. Let C be homogeneous for g. We claim that q = p 0 , C forces that
is homogeneous for f . If not, suppose r, r q and r "ḟ (x) = 0" and r "ḟ (x ) = 1," x, x ∈ [C k 0 ] k0 . We may assume as before that the sets r(κ) 0 p(κ) 0 and r (κ) 0 p(κ) 0 all have the same length and choose t, t ∈ [C k 1 ] β so that r 0 p 0 = ω t and r 0 p 0 = ω t . We can then put x and t together to form W with g(W ) = 0. Similarly, with x and t we can form W such that g(W ) = 1, a contradiction.
Forcing with the lower half of k is more disruptive to the upper half than viceversa. Still, we can prove the following.
Proof. The proof is quite similar to the proof of Proposition 6.3, reversing the roles of k 0 and k 1 , and replacing the technical fact with:
, by which we mean that for all partitions f :
β for all α, β < ω 1 . Any such f can easily be coded as a partition of [k] <ω1 , and so this relation follows from the hypothesis.
The restriction in the statement of the theorem to exponent " <ω1 " is needed
is countably closed and we are forcing over a model of DC.
and g(W ) = 2, otherwise. Let C be homogeneous for g. In the manner of Proposition 6.3,
k1 is homogeneous for f .
Using the methods of the previous two propositions, we can prove:
Simple factoring shows that finite products achieve exactly the cofinality changes intended. For infinite products, the picture is not as nice. We can, however, deal with countable products. Proposition 6.6. Let k be a countable sequence satisfying (k) → (k) <γ , γ < k(0), and suppose that there is no non-principal ultrafilter on ω. Then for all cardinals δ of V, cof
Proof. By Proposition 6.2, this is certainly true for cardinals δ with cof(δ) ≤ k(0) (if the cofinality of δ is changed, then so is the cofinality of cof(δ)). We will next deal with the case: cof(δ) > k and show at the end how to handle cardinals
sequence can insinuate different values for a particularḞ (α). Since n s is defined in V then, n s < δ.
Claim. There is a q ∈ [p 1 ] k such that for any η < γ, s∈[q] η n s < δ. This will
give us a contradiction, since then p 0 , q will force thatḞ is bounded.
Proof of Claim. We begin by defining
η+η cannot be {2}. If the range is {0} for a given η, then we have as promised that s∈[q1] η n s < δ.
Suppose for some fixed η f
η+η → 3 by:
We don't have the power to find a set homogeneous for all of these partitions at once [(k) → (k) <γ 2 ω is sufficient to produce a set homogeneous for ω-many at once, but there are 2 ω -many partitions and (k) → (k) <γ 2 2 ω is generally false] but note two important facts. First, the range of f η R on any homogeneous set cannot be {2}, or we could easily construct an infinite descending chain of ordinals. Second, if q , q are both homogeneous for a certain f η R , then the ranges of f η R on the two are the same. This is because the partition is defined in terms of "pre-sub-omega" ( ω ), through the definition of n s , and it is easy to find
For this reason we can unambiguously define m(R) for R ⊆ ω as i iff the range of f η R on any homogeneous set is {i}. m is like a measure. We can prove, for example, that if R ⊆ W , m(W ) = 1, then at least one of m(R), m(W R) is 1. To see this, choose s t u, an η · 3-sequence from any set homogeneous for f
We claim next that there cannot be an infinite collection of mutually disjoint sets {R n } n<ω all with measure one, i.e., m(R n ) = 1. This is because we could find x homogeneous simultaneously for all the f η+η we would have
(If s, t, u are as before, apply f η R0 to ((s, t) ω R0 , (t, u) ω R0 ) for the first inequality, then apply f η R1 to (s, t) ω (R0∪R1) , (t, u) ω (R0∪R1) for the second inequality, and so on.) Let Q η = {n : m({n}) = 1}. From the discussion above, Q η must be finite. Now we claim that m(ω Q η ) = 0. If not, we would have that for some infinite subset R of ω Q η , m(R) = 1 and W ⊆ R implies that exactly one of the sets W , R W is measure one (otherwise we could construct an infinite disjoint collection of measure one sets). In effect, this gives us a non-principal ultrafilter on R (additivity follows from this and the properties proved above), contradicting a hypothesis of the proposition.
Let
Since Q η is finite, there are no more than ν n -many s in the definition of ζ, where ν n ∈ k is greatest with n ∈ Q η . Since cof(δ) > ν n , we must have ζ < δ. This then gives us s∈[x] η ∪n s < δ as follows: Suppose s ∈ [x] η and for some y p 0 ω s, y
gives us that n t = n s , where
k homogeneous simultaneously for all f ω Q η , η < γ. This satisfies our Claim and finishes the case: cof(δ) > k.
Suppose now that cof(δ) lies somewhere within the limits of the sequence. We can factor the partial ordering into a piece below cof(δ) and a piece (at and) above. By Proposition 6.2, forcing first with the piece (at and) above either changes the cofinality of δ to γ or leaves it unchanged (depending on whether cof(δ) is an element of the sequence (at and) above). By Proposition 6.5, this forcing preserves the partition relation necessary to carry out the forcing on the piece below. All that remains is to show that after this first forcing, there is still no non-principal ultrafilter on ω, so that the preceding proof applies.
Suppose that p "U is a non-principal ultrafilter on ω." We can then define an ultrafilter U * in V as follows: For x ⊆ ω, x ∈ V, we say x ∈ U * iff p 0 || ∼ "x ∈U ." U * is definable in V and it is straightforward to show that it is a non-principal ultrafilter, contradicting our hypothesis.
Finite support
Questions of choice limit us when dealing with products. One solution is to use inner models based on finite products. We exploit this to prove the following theorem. 
Theorem 7.1. Suppose that V = L(R) AD and A is a sequence of cardinals such that for all
k ∈ [A] <ω , (k) → (k) k . Let h : A → Θ V A be any function in V such that for κ ∈ A,
h(κ) < κ and h(κ) is a regular cardinal. Then there is a partial ordering P ∈ V and a symmetric inner model
Proof. For convenience, we will write P κ for P h(κ),κ if h(κ) > ω and P κ for P ω·ω,κ if κ = ω. The partial ordering P with which we force to construct the model is all elements of κ∈A P κ having finite support, i.e., those p such that {κ ∈ A : p(κ) = ∅, κ } is finite. We will denote the support of p by supp(p). For any set B ⊆ A, we will write P B for κ∈B P κ . The ordering on P B is by component. Let G be V-generic over P A = P. The full generic extension fails to satisfy the theorem if A is infinite. To define our model N, we first define G κ for κ ∈ A as the V-generic object over P κ generated by G, i.e., q ∈ G κ iff for some p ∈ G, q = p(κ) . By the Product Lemma, each G κ is V -generic over P κ and for k ∈ [A] <ω , κ∈k G κ (which we will write as G k ) is V-generic over P k . We can describe N as the least model of ZF extending V which contains, for each κ ∈ A, the set G κ . More formally, let L 1 be the sublanguage of the forcing language L with respect to P which contains symbolsv for each v ∈ V, a unary predicate symbolV (to be interpretedV(v) iff v ∈ V), and symbolsĠ κ for each κ ∈ A. We can define N inside V [G] as follows: 
Proof. The proof is similar to that of Lemma 2.1 of [A] . Let p ∈ P be so that p "ḟ : x → y is a function." Since f ∈ N, we can chooseḟ ∈ L 1 , and k ∈ [A] <ω , such thatḟ mentions only terms of the formĠ κ for κ ∈ k. By extending p and/or k if necessary, we can assume supp(p) = k. We will identify p with p supp(p), so we may consider p both as a condition of P and as a condition of P k .
Thinking ofḟ as a term for a set, define in V [G k ] the set g = { w, z ∈ V : ∃q ∈ G k such that q p and q P " w, z ∈ḟ"}.
We claim p "ḟ =ġ". Certainly p "ġ ⊆ḟ". To show that p "ḟ =ġ", suppose q p, q ∈ G with q " w, z ∈ḟ". We will be done if we can show that q = q supp(p) " w, z ∈ḟ".
If q " w, z ∈ḟ", then choose r q , r " w, z / ∈ḟ", with supp(q) ⊆ supp(r). Extend q to s with supp(s) = supp(r). Note that s " w, z ∈ḟ". We may assume that s supp(p) = r supp(p).
By extending the appropriate sequence of ordinals as in Proposition 1.1 of [H2] , we can assume r(κ) 0 and s(κ) 0 (the first coordinates) have the same length for all κ.
Further, if we denote by cl(X) the ω-closure of X, then cl(r(κ)
Using this, we may assume for all κ ∈ supp(r) that r(κ) 1 = s(κ) 1 . Now for κ ∈ supp(r) define π κ : κ → κ by π κ (r(κ) 0 (ξ)) = s(κ) 0 (ξ) for each ξ < s(κ) 0 and the identity otherwise. Define ψ κ : P κ → P κ by ψ κ (x) = π κ •x 0 , π κ x 1 . ψ κ is an isomorphism of the conditions in P κ extending r(κ) to the conditions in P κ extending s(κ). In addition, ψ κ (r(κ)) = s(κ). Now define ψ : P → P by and u(κ) otherwise.
Note that for κ ∈ supp(p), ψ κ is the identity, since r(κ) = s(κ), hence G κ andḟ can be assumed to be invariant under ψ. Finally, w and z, being (terms for) ground model sets, can also be assumed to be invariant under ψ and so
Since s " w, z ∈ḟ", this is a contradiction and so q " w, z ∈ḟ", i.e., p "ḟ ⊆ġ".
Our strategy is to reduce the problem to the finite case. Proposition 3.5, for example, tells us that cardinals are preserved in V P k(n−1) and Proposition 6.3 tells us that (k (n − 1)) → (k (n − 1)) k (n−1) is preserved as well. Working our way down, we see that all cardinals are preserved in V P k , for k finite. Combining this with the previous lemma gives us (2) of the theorem. In a similar fashion, Fact 3.3 gives (4). To complete the proof, we need only the following:
Proof. Since γ > ω and V and V Pγ contain the same bounded subsets of γ, R V = R V Pγ . Thus "R" is unambiguous.
Suppose s, X "ḟ : R → Θ V is onto." For each r ∈ R and each t ∈ [X] <h(γ) , define in V:
By the fact that any two conditions u, Y and u, Y are compatible (as in the proof of Lemma 7.2), g is well-defined. Further, g can easily be seen to be a surjection onto Θ V . Since any pair r, t as above codes a subset of γ, g can be used to define in V a mapping h of 2 γ onto Θ V . Since γ < Θ V , however, there is a pre-well-ordering of R in V of size γ. We can use the Coding Lemma (see [Mo2] ) to produce a mapping k from R onto 2 γ , and then h • k is a mapping in V from R onto Θ V , a contradiction.
Note that the only differences between the cofinality function in V and N are those that are forced to occur. Thus, since Θ is regular in V (see [Mo2] ), Lemma 7.3 implies Θ is regular in N.
Note also that Theorem 7.1 does not require that (A) → (A) A . Note that if A is infinite, then as in [A] , N AC ω . To see this, suppose k ∈ [A] ω . For all i < ω, let X(i) = {G : G is V-generic over P k(i) }. The collection {X(i)} i<ω is in N, but has no choice function f . If f is in the cartesian product, then by identifying generic sets with cofinal sequences, f can be coded by a set of ordinals. By Lemma 7.2, f can be obtained by forcing over V using only a finite number of Magidor-like orderings. Such an extension, however, only destroys the regularity of finitely-many k(i), while f witnesses the singularity of all the k(i), a contradiction.
On the other hand, if A is finite and each γ ∈ A has its cofinality changed to some uncountable cardinal, then N DC, since N = V [G] , V DC (recall that assuming AD, L(R) DC), and P is countably closed. If, however, some successor cardinal κ ∈ A has its cofinality changed to ω, then regardless of the size of A, N AC ω .
Countable support
In this section, we present a general theorem in which a certain polarized partition property holding for a set A of cardinals is used to change the cofinality of each member of A to ω 1 and preserve the fact that they are cardinals. We then apply this theorem (in section 11) to derive the existence of the model mentioned in the Introduction which provides a partial answer to Woodin's question on the consistency of the theory "ZF + DC + ω 1 is the only regular uncountable cardinal." The challenge is to preserve DC and the method is to move to countable support.
The general theorem we prove is
Then there is a partial ordering P ∈ V and an inner model N of ZF such that A," and (4) for all cardinals δ of V, cof
Proof. The proof has similarities with the proof of Theorem 7.1. For each κ ∈ A, let P κ = P ω1,κ . The partial ordering P we use now will, as before, be a subset of P A . This time, however, P will be composed of all elements having countable support. The ordering on P is once again componentwise.
As before, we may assume our conditions have first coordinates of equal length in all non-trivial components. Now let G be V-generic over P. For κ ∈ A, let G κ be the V-generic object over P κ generated by G, i.e., q ∈ G κ iff for some p ∈ G, q = p(κ) . The Product Lemma again implies that for k ∈ [A] <ω1 , G k = κ∈k G κ is V-generic over P k . This allows us to describe N intuitively as the least model of ZF extending V which contains, for each k ∈ [A] <ω1 , the set G k . More formally, let L 1 be the sublanguage of the forcing language L with respect to P which contains symbolsv for each v ∈ V, a unary predicate symbolV (to be interpretedV(v) iff v ∈ V), and symbolsĠ k for each k ∈ [A] <ω1 , which are interpreted as G k . N can then be defined inside V [G] as follows:
Standard arguments show N ZF and if A is countable, N = V [G] .
Lemma 8.2. Let x and y be sets with x, y ∈ V and let f : x → y be a function
Proof. The proof is virtually identical to the proof of Lemma 7.2. We note that by a coding argument, a termḟ for f can be assumed to mention only one term of the formĠ k , where k ∈ [A] <ω1 . Once this has been done, the only difference in the proofs is that the supports used now are countable, not finite as in Lemma 7.2. However, since we can extend the first coordinates of conditions canonically, and since the union of two countable supports is also a countable support, all aspects of the proof of the current lemma can be carried out as before.
Lemma 8.3. N DC.
Proof. Let p force: "Ṙ ⊆Ẋ ×Ẋ,Ṙ,Ẋ ∈Ṅ,Ẋ = ∅, and ∀x ∈Ẋ∃y ∈Ẋ x, y ∈Ṙ."
Using the fact that V = L(R) DC since V = L(R) AD (see [Ke2] ), we can define inductively a sequence of conditions p n : n < ω and a sequence of terms τ n : n < ω so that (1) each τ i ∈ L 1 , (2) p 0 p, (3) p 0 "τ 0 ∈Ẋ", and (4) for n > 0, p n p n−1 and p n " τ n−1 , τ n ∈Ṙ."
Since V DC and V "P κ for κ ∈ A is countably closed," the definition of P ensures that V "P is countably closed." This means there is a single q extending every p n , so that for any n < ω, q " τ n−1 , τ n ∈Ṙ." By AC ω , V "The countable union of countable sets is countable," so n<ω supp(τ n ) is countable and can be used as a support to define a term τ ∈ L 1 for τ n : n < ω . Thus, q "τ ∈Ṅ is a witness for DC forṘ."
Proof. Since ZF+AD "All sets of reals are Lebesgue-measurable" and a nonprincipal ultrafilter on ω is a non-Lebesgue-measurable set, V "There is no non-principal ultrafilter on ω." Therefore, by Proposition 6.6 and Lemma 8.2, the cofinality is what it should be. For the cardinality, fix γ ∈ A. By Lemma 8.2, if ζ < γ and
<ω1 , k ∈ V, and assume without loss of generality that γ ∈ k. Let k 0 be the part of k below γ and k 1 the part of k at and above γ. By Proposition 6.4, V
<ω1 , so by Fact 4.5, V
Hence, γ is still a cardinal. By Proposition 6.2, forcing with P k1 over V P k 0 adds no new bounded subsets of k 1 (0) = γ. Hence, γ is still a cardinal in V
Proof. The proof is similar in spirit and method to the proof of Lemma 7.3. By Lemma 8.2, any x ⊆ ω lies in some V [G k ] for some k ∈ [A] <ω1 . Since all members of k are uncountable and since V and V [G k ] have the same bounded subsets of k(0), x ∈ V. This means that R N = R V . We will therefore once more write R unambiguously.
Suppose now that f ∈ N maps R onto Θ V . Using Lemma 8.2, choose k so that
<ω1 , and suppose p ∈ P k forces "ḟ :
g is well-defined and the range is all of Θ V . Since Θ is regular in V and k is countable, k = λ < Θ V , so any t as above is coded by a subset of λ. The proof now finishes in the manner of the proof of Lemma 7.3, with first a map in V from R onto 2 λ and then a map onto Θ V , producing a contradiction.
We remark that since V "Θ is regular", Lemma 8.4 and Lemma 8.5 imply N "Θ is regular" as well.
Including ultrapowers
In our chosen universe, not every regular cardinal is a member of a sequence satisfying (k) → (k) k . If µ is a normal measure on κ, we will use κ µ to represent the ultrapower, κ κ /µ, of κ via µ. These cardinals satisfy powerful partition properties but fall short of being strong partition cardinals. The following is due to E. M. Kleinberg.
This implies that if µ is a normal measure on κ ∈ k and (k) → (k) k , then κ µ cannot be in any sequence satisfying the same property. Under AD, many regular cardinals are of this sort. Ultrapowers can, however, be in a sequence of less extravagant power.
In this section, we assume DC throughout. 
Proof. We will need some of the extensive machinery developed by Kleinberg. Familiarity with his work is useful, but not necessary. For κ measurable, µ a normal measure on κ, and for p ∈ [κ] κ , let p µ be the ordinal below κ µ represented by the increasing sequence p.
κ }. Central to Kleinberg's work are the "break" and "shuffle" functions: 
Now suppose we are given f :
where
There is no difficulty in dealing with a cardinal γ and its ultrapower at the same time (the value of { bk δ (W (γ))(α) µ } α<δ is independent of W (γ) δ), but there is a difficulty when we have several measures on a single γ. For this we use a lemma.
κ , and q n ∈ S p µn δ ,
Proof. We first find r 0 ∈ [p] κ such that q n (0) = r 0 µn for all n. Begin by partitioning κ into disjoint sets, κ = n∈ω A n such that for each n, µ n (A n ) = 1. Choose for each n t n ∈ [p] κ such that t n µn = q n (0). Now set r 0 (α) = β<α r 0 (β) ∪ t n (α), where α ∈ A n . The set, {α| β<α r 0 (β) = α}, is closed and unbounded (closed is obvious; for unbounded, note that for any α, the sup of r 0 (α), r 0 (r 0 (α)), r 0 (r 0 (r 0 (α))), ... is in the set) and consequently for µ n -measure one many α, r 0 (α) = t n (α), and so r 0 µn = t n µn = q n (0). To complete the proof, we do this for r ξ and q n (ξ) for all ξ < δ and set r = sh δ ({r ξ } ξ<δ ).
k cannot be δ < ω 1 , since we can always find Y ∈ [X] k homogeneous for a particular g δ . Thus X , as defined above, is homogeneous for f .
The extra assumption of the subscript poses no problem for our applications. The following proposition gives us this, assuming ω
and g(W ) = 0 iff f δ is constant on S
With Kleinberg's machinery, any sequence t ∈ [S Proof. By Proposition 9.1 and Fact 4.5, if κ > ω 1 , we have κ µ → (κ µ ) <ω1 . If κ = ω 1 , Fact 1.5 and Fact 9.1 give us κ µ → (κ µ ) <ω1 . With this, no bounded subsets of κ µ are added and hence all cardinals ≤ κ µ are preserved. Now suppose κ µ ≤ δ < ζ and p "ḟ : δ → ζ, onto", p ∈ P ω1,κµ . Define n s and n t , for s ∈ [κ µ ] <ω1 and t ∈ [κ µ ] κµ as in the proof of Proposition 3.5. As before, n t < ζ.
Define h : [κ] κ → ζ by: h(t) = ζ n S t µ . As before, we can find q ∈ [κ] κ so that r, r ∈ [q] κ , r ⊆ r imply h(r) ≤ h(r ). In addition, we can ensure that S q µ is thinner than p 1 , so that p 0 , S q µ extends p = p 0 , p 1 (for example, if q is homogeneous for the partition: F (x) = 0 iff there is a member of p 1 between bk 2 (x)(0) and bk 2 (x)(1)).
Let β = h(q). Choose s ∈ [S q µ ] ξ for some ξ < ω 1 with β ∈ n s . We wish to proceed as before but there is a difficulty. We want to take the part of S q µ above s, then add s as in the previous proof. The problem is that we are working at the κ-level. If we thin q to r so that the least element of S r µ is above s, it may not be true that h(r) ≤ h(q), that is, intervals of S r µ are not necessarily intervals of S q µ since the former is not a final segment of the latter.
To deal with this, choose, for each α < ξ, v α ∈ [q] κ such that v α = s(α). Let w = sh ξ ( v α : α < ξ ), so that bk ξ (w) = s. Now form t, r ∈ [q] κ as follows: place the first ξ-many elements of w in t. Next place the first element of q above t in r. In general, at stage α, place the first ξ elements of w above r so far defined in t and then place the first ρ elements of q above this in r, where ρ is the least indecomposable greater than α (indecomposable means that the sum of ordinals less that ρ is again less than ρ). Since q ⊇ t ∪ r ⊇ r, h(q) ≤ h(t ∪ r) ≤ h(r). Kleinberg's methods give us that bk ξ (t ∪ r) = bk ξ (t) = bk ξ (w) = s (since for a closed, unbounded set of ordinals α, t, t ∪ r, and w all have the same α th element and the same (α + η) th elements for all η < ξ), so that β ∈ n S t∪r µ (and so h(t ∪ r) = β).
Claim. Every interval of S r µ of length less than ω 1 is also an interval of S q µ . This claim completes the proof, since the definition of h and n t will then give us h(r) ≤ h(q), so h(t ∪ r) = h(q) = β, a contradiction.
Proof of the claim.
Suppose that x is a τ -sequence from S 
Including ultraproducts
Ultraproducts of members of partition sequences can be included as well. We assume DC throughout this section.
If µ is a countably additive measure on κ and k is a κ-sequence of cardinals, we will use k µ to represent the ultraproduct, α∈k α /µ. For q ∈ α∈k α, we will write q µ for the ordinal corresponding to q in α∈k α /µ. If X ∈ [k] k , we will abbreviate α∈k X(α) /µ by Π X µ .
Proposition 10.1. If k satisfies (k) → (k) δ , µ a countably additive measure on len(k), δ < k(0), then
Proof. Given a partition f on [k µ ] δ , define g on [k] δ by g(q) = f(q ), where for α < δ, q (α) = q α µ and for β ∈ k, q α (β) = q(β) (α constructed using the set A of regular cardinals in the interval [ω 2 , ω ω1+1 ] is so that N |= "ZF + DC + ω 1 is the only regular uncountable cardinal ≤ ω ω1+1 ". This proves Theorem 11.1.
We remark that by Theorem 8.1 and Proposition 10.5, in N, for δ a cardinal in V, cof(δ) = ω 1 if cof(δ) ∈ A, and cof(δ) = cof V (δ) otherwise. Also, by Theorem 8.1 and Proposition 6.2, ω 1 ω1 /µ ω = ω 2 is true in N. In conclusion, we remark that the desired ultimate goal is to assume V |= AD, force over V = L(R) V , and obtain a model N so that Θ N = Θ V and N |= "ZF + DC + ω 1 is the only regular uncountable cardinal < Θ". (A model N for "ZF + ω 1 is the only regular uncountable cardinal < Θ" in which AC ω is false was constructed in [A] .) Theorem 8.1 provides us with a possible way of constructing such a model. If one could show that the set A of Theorem 8.1 were so that A could be composed of all V = L(R) V -regular cardinals in the interval [ω 2 , Θ), then the model N of Theorem 8.1 would be our desired model. In fact, even though the unpublished analysis mentioned in section 2 may be difficult to extend beyond the first inaccessible, and even if the conjecture given in the last paragraph of section 2 is false, it is still conceivable that the aforementioned structural conjecture about the regular cardinals in the interval [ω 2 , Θ) assuming AD + V = L(R) is true. Whether this is indeed the case remains open.
