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Abstract
Enterprise Application Monitoring is an essential task to support Operations. The downsides are the high effort of data collection 
as well as Application Architecture documentation. While hard failures are easy to identify – an application just stop working, it 
is a great challenge to identify reductions in service warranty fulfillment. Especially for applications with over-fulfillment of 
defined Service Level [Agreements] (SLA) it can be tight to identify noteworthy reductions of performance. As a result, an 
Operations team has the challenge to notice a constraint while the status of an application is “green” based on the SLA. From an 
Operations perspective it is essential to identify potential incidents as early as possible to initiate counteractions. 
This paper discuss based on a Case Study, how patterns can be identified to define meaningful values for the “yellow” threshold 
of an application in order to support Service Management and Operation. The goal is to utilize existing data to minimize the 
impact to the IT infrastructure. Using existing log data from applications and monitoring solutions help to achieve this goal by 
limiting the additional efforts to analyzing and reporting.
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1. Introduction
Monitoring of Enterprise Applications is conjunct to high efforts of data collection and Application Architecture 
documentation. Since technologies like Internal Clouds [1] and Shared Infrastructures in general [2] are introduced, 
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it is a challenge to identify reduction of Service delivery in order to prevent incidents based on warranty problems. 
This paper discuss based on a Case Study, how patterns can be identified to define meaningful values for the 
“yellow” threshold of an application in order to support Service Management and Operation. While there is no need 
to re-define predefined values like “green” and “red” thresholds in Service Level Agreements, warning levels like 
“yellow” are often poorly determined with the result, that problems won’t be identified shortly before the status of an 
application switches to “red”. The following Case Study examined the possibility to observe meaningful threshold 
values for “yellow” in order to enhance the time Operation Units have to spring into action [3].
2. Background of the Case Study
In this part, the evaluation background is explained. Within enterprises, there is the continuous need to migrate 
data from one system to another. The Case Study is based on the migration from data of different source systems 
into a Document Management System (DMS). The migration process monitors the source data and updates the data 
within the DMS in a ten-minute interval. This example is useful, because the process runs continually for a long 
time and the data volume is constant. Aberrations of the process run time are plausible related to secondary factors. 
Start time as well as the End time of each run are stored within a logging database. The advantage of utilizing this 
data is that there is no need to run additive monitoring processes. As a result, the impact of monitoring activities to 
the overall system performance is minimized.  The Migration Application communicates with different components 
of the Enterprise Software System. The challenge is to identify all the relevant applications and services, which 
could have an impact to the migration process itself. The components (within this context, services etc. are defined 
as components, as well) are classified as:
x Definitely used components (White Components wC )
x Probably used components (Grey Components GC )
x Unknown used components (Black Components BC )
Fig. 1. Identified Interaction of Application Components
Formal description:
 321 ;;: WWWw CCCC  (1)
 1: GG CC  (2)
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GWSysB CCCC  : (3)
Fig. 1 visualizes the interaction of the components, in this example; the network infrastructure component 1GC is 
the central point of all interactions. Additional displayed data flows like 1WC to 2WC supposed to support the 
comprehensibility. In practice they would be realized via transitive flows across 1GC . Example:
21121 WGWWW CCCCC oo{o (4)
Application Servers and Database Systems are Grey Components GC , because it is highly probable, that they are 
utilized, but from an application perspective, each component and its involvement are not assured. In architectures 
based on shared infrastructure like (internal) clouds, the Database System can change the used portion of an 
infrastructure element. Since we know that Grey Components GC are used to realize the White Components WC
as underlying component or as communication enabler, it is not necessary to specify their involvement explicitly. 
The following graph visualizes a sample of log data as concrete example:
Fig. 2. Sample Set of Logging Data
The observed run times are displayed at the x-axis in seconds with a maximum of 180 seconds. The numerical ID 
of each sample is used to locate it in chronological order. The time span between two samples is ten minutes. At a 
first glance the periodicity of some patterns strikes out. Clearly the run times vary periodically, but fluctuations 
swapping the pattern. Evidently the overall run time is increasing across the samples. This way to analyze the data 
might be interesting, but it does not help to identify critical trends. Therefore, further process steps are required to 
identify the relevant information.
In Fig. 1 there are no Black Components BC specified. That is correct, because it is impossible to identify them. 
But there is the possibility that such components directly or indirectly influence the observation of the monitored 
application. The observed variability of the sample data shown in Fig. 2 is not explainable by the application itself, 
because it load patterns is constant. This is an evidence for the impact of Black Components BC to shared IT 
resources.
These Black Components BC are visualized within the following graphic as grey tagged ones. An unambiguous 
assignment is not possible; therefore the n is used as a variable identifier. It is obvious, that activities of these 
components will affect the observed run times, because they stress shared components, too. 
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Fig. 3. Unknown Component Interaction
3. Analysis of  Sample Data
Two mayor requirements are to consider obtaining the sample data: first, active measurement adds load to the 
observed components and second, changes of the components have to be minimized in order to reduce technical as 
well as economic negative impact of collecting the data. The case study uses existing log data to meet these 
requirements. Two values were used:
x The start date and time of a transaction 
x The end date and time of a transaction
The sample data diagrammed in Fig. 2 comprised an observation period of approximately one year. The periodic 
peaks in the sample arouse the suspicion, that apart of Black components the workload of the White components 
alternates, as well. Around sample 16.000 the great peak indicates an incident. This observation is validated by the
knowledge, that there was a failure observed in practice. Around ID 52.000 there are no valid data samples, because 
the observed application had a planned down time. The sample was not adjusted to test the steadiness of the data 
analysis as well as to explain necessary steps to clean the data. Each sample is read from the log database with the 
following SELECT statement attributes:
ID;
TO_CHAR(START_DATE,'DD-MON-YYYYHH24:MI:SS');
TO_CHAR(END_DATE,'DD-MON-YYYYHH24:MI:SS')  
The resulting data looks like
1594;26-MRZ-2012 14:40:00;26-MRZ-2012 14:40:12
1595;26-MRZ-2012 14:50:00;26-MRZ-2012 14:50:09
1596;26-MRZ-2012 15:00:00;26-MRZ-2012 15:00:11
The following process steps are realized within Excel. The reason not to make use of an OLAP database tool is to 
guarantee the reproducible with minimal tool requirements. It is technically feasible to observe more than 8.000 
applications with a sample rate of 2 per minute for a year in-memory until one sheet will be filled – despite the fact, 
that this will induce extreme requirements regarding the used workstation. The raw sample data has to be converted 
in order to work with it. In Excel (German edition) this looks like:
426   Timo R.H. von der Dovenmühle /  Procedia Technology  16 ( 2014 )  422 – 429 
STRDAT = “26-MRZ-2012 14:40:00“;
Result = DATWERT(STRDAT)+ZEITWERT(STRDAT)
which is similar to following the Java code snippet
DateTimeFormatter formatter = DateTimeFormat.forPattern("dd-MMM-yyyy HH:mm:ss");
Result = formatter.parseDateTime(STRDAT);
The application run time is
startend ttt  ' (5)
Because the data type datetime works internally with a number, t' is easy to calculate:
Result = B1-A1
or, as Java code snippet
Result = B1.getTime() -A1.getTime();
4. Data Interpretation
To get an overview, the data will be evaluated from a Year Perspective. The differences between the total count 
of samples between the weekdays are the results of incidents of the observed application itself. The support was 
limited to Monday till Friday from 08:00 – 16:00. As a result, incidents at the weekend had a greater impact to the 
sample set.
              Table 1. Week based Analysis
Weekday Samples Days Maximum Average Median Q-Up Q-Low Errors
Monday 8797 61 0:00:43 0:00:30 0:00:28 0:00:32 0:00:25 303
Tuesday 9069 63 0:00:46 0:00:31 0:00:30 0:00:33 0:00:27 406
Wednesday 8976 62 0:00:44 0:00:31 0:00:30 0:00:33 0:00:27 381
Thursday 8912 62 0:00:51 0:00:31 0:00:30 0:00:32 0:00:27 245
Friday 8730 61 0:00:38 0:00:30 0:00:30 0:00:32 0:00:27 198
Saturday 8539 59 0:00:35 0:00:26 0:00:25 0:00:29 0:00:24 230
Sunday 8530 59 0:00:36 0:00:26 0:00:24 0:00:26 0:00:23 265
Overall 61553 427 0:00:43 0:00:30 0:00:30 0:00:32 0:00:27 2028
The average running time clearly alter from day to day, as seen in table 1. It is obvious, that the load of an 
enterprise application drops at weekends, but the important interpretation is the following one: an observed run time 
of e.g. 30 seconds fulfills the expectations at Tuesdays while it is too long at Sundays. A matrix with expected run 
times at an hourly basis will enhance the chance to identify irregular behavior. Table 2 visualizes the data based on 
the median of each hour of a day observed over one year. Having about 6 ڄ 365 = 2190 samples to calculate the 
median reduces the impact of Black components BC or random user interaction with the White components WC
significantly. In respect of observed maximum values the same matrix is calculated with average values. 
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Table 2. Median and Average Run Time Matrix
Median Average
Time Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun
0:00 0:25 0:26 0:30 0:30 0:32 0:29 0:40 0:29 0:29 0:30 0:29 0:32 0:29 0:36
1:00 0:24 0:26 0:28 0:29 0:27 0:26 0:32 0:25 0:27 0:29 0:29 0:30 0:27 0:35
2:00 0:20 0:22 0:21 0:21 0:23 0:22 0:21 0:23 0:26 0:26 0:27 0:28 0:25 0:24
3:00 0:26 0:32 0:30 0:32 0:32 0:29 0:31 0:28 0:33 0:33 0:34 0:33 0:30 0:30
4:00 0:23 0:25 0:25 0:28 0:26 0:23 0:23 0:24 0:26 0:26 0:27 0:28 0:25 0:25
5:00 0:22 0:24 0:23 0:24 0:29 0:27 0:22 0:23 0:25 0:26 0:26 0:27 0:27 0:25
6:00 0:23 0:25 0:26 0:26 0:29 0:19 0:24 0:24 0:24 0:26 0:26 0:27 0:29 0:31
7:00 0:22 0:24 0:25 0:27 0:26 0:29 0:25 0:25 0:26 0:26 0:26 0:27 0:35 0:29
8:00 0:25 0:25 0:25 0:27 0:28 0:23 0:22 0:28 0:28 0:29 0:29 0:29 0:24 0:22
9:00 0:26 0:26 0:26 0:28 0:29 0:22 0:22 0:30 0:31 0:31 0:30 0:31 0:23 0:24
10:00 0:25 0:27 0:26 0:27 0:29 0:22 0:22 0:31 0:31 0:34 0:31 0:32 0:23 0:24
11:00 0:29 0:30 0:30 0:29 0:32 0:23 0:21 0:38 0:32 0:32 0:31 0:32 0:24 0:23
12:00 0:28 0:27 0:27 0:28 0:32 0:23 0:22 0:32 0:32 0:30 0:31 0:31 0:23 0:23
13:00 0:27 0:28 0:30 0:29 0:33 0:22 0:22 0:33 0:39 0:32 0:32 0:32 0:23 0:23
14:00 0:27 0:27 0:30 0:33 0:28 0:22 0:22 0:32 0:32 0:36 0:33 0:31 0:22 0:23
15:00 0:25 0:27 0:29 0:29 0:28 0:23 0:22 0:30 0:34 0:32 0:31 0:27 0:24 0:24
16:00 0:24 0:27 0:25 0:28 0:25 0:22 0:21 0:27 0:29 0:29 0:29 0:26 0:23 0:23
17:00 0:24 0:26 0:25 0:27 0:24 0:24 0:22 0:27 0:27 0:27 0:27 0:25 0:26 0:23
18:00 0:37 0:37 0:39 0:37 0:35 0:23 0:22 0:36 0:37 0:39 0:36 0:35 0:24 0:23
19:00 0:26 0:26 0:28 0:27 0:24 0:25 0:21 0:25 0:26 0:30 0:27 0:26 0:25 0:23
20:00 0:25 0:25 0:26 0:27 0:24 0:26 0:22 0:26 0:29 0:27 0:27 0:25 0:30 0:23
21:00 0:27 0:31 0:32 0:33 0:29 0:25 0:23 0:30 0:33 0:30 0:31 0:29 0:27 0:25
22:00 0:23 0:25 0:22 0:30 0:22 0:27 0:25 0:43 0:46 0:42 0:51 0:38 0:29 0:29
23:00 0:31 0:36 0:34 0:36 0:36 0:30 0:25 0:39 0:40 0:44 0:41 0:37 0:30 0:25
The discrepancy between average and median value of each cell is an indicator, how predictable the run time 
within this time span will be. Table 3 visualizes the variability of the calculated run times. Based on this data, the 
next step is to determine the critical (“yellow”) level of the application for a given time:
Tolerancemed
med
med ttt
Devt ¸¸¹
·
¨¨©
§
 (6)
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             Table 3. Median / Average Deviation Matrix
Time Mon Tue Wed Thu Fri Sat Sun
0:00 0:04 0:03 0:01 0:01 0:00 0:00 0:04
1:00 0:01 0:01 0:01 0:00 0:03 0:01 0:03
2:00 0:03 0:04 0:05 0:06 0:05 0:03 0:04
3:00 0:03 0:01 0:03 0:02 0:01 0:01 0:01
4:00 0:01 0:02 0:01 0:00 0:02 0:02 0:02
5:00 0:01 0:01 0:03 0:01 0:02 0:00 0:03
6:00 0:01 0:01 0:00 0:00 0:02 0:10 0:07
7:00 0:03 0:02 0:01 0:01 0:01 0:06 0:03
8:00 0:02 0:03 0:03 0:02 0:01 0:01 0:00
9:00 0:03 0:04 0:05 0:02 0:02 0:01 0:02
10:00 0:06 0:04 0:08 0:04 0:03 0:01 0:02
11:00 0:09 0:02 0:02 0:02 0:00 0:01 0:02
12:00 0:04 0:05 0:03 0:03 0:01 0:00 0:01
13:00 0:06 0:11 0:03 0:03 0:01 0:01 0:01
14:00 0:05 0:05 0:06 0:00 0:02 0:00 0:01
15:00 0:04 0:07 0:03 0:02 0:00 0:01 0:02
16:00 0:03 0:02 0:03 0:01 0:01 0:01 0:02
17:00 0:03 0:01 0:02 0:00 0:01 0:02 0:01
18:00 0:01 0:00 0:00 0:01 0:00 0:01 0:01
19:00 0:01 0:00 0:02 0:00 0:02 0:00 0:02
20:00 0:00 0:04 0:00 0:00 0:01 0:04 0:01
21:00 0:03 0:02 0:02 0:02 0:00 0:02 0:02
22:00 0:20 0:21 0:20 0:21 0:16 0:02 0:04
23:00 0:08 0:04 0:10 0:06 0:01 0:00 0:00
The definition of a yellow threshold based on these data is done with the following steps: 
1. Locate the correct cell in the matrix (e.g. Wed-10:00) within table 1 – Median and table 2 – Deviation
2. Calculate Expectation value (6)
3. Set the yellow to the expectation value 
4. Test and modify Tolerancet until the total count of false alerts are acceptable
5. Result and Conclusion
The case study shows that even in ambiguous application infrastructures it is possible to observe critical trends 
which could lead to an incident of an application. The discovered Median/Average Deviation Matrix in combination 
with the Median Run Time Matrix allow defining specific critical values for “yellow” thresholds of an application. 
These values can be significantly differing from via Service Level Agreement defined border values. They support 
pro-active Root Cause Analysis by practitioners, because they respect the variable workload of shared 
infrastructures. Table 4 shows sample data from about two hours before the occurrence of a high impact system 
failure induced by Black components.
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     Table 4. Sample System Incident
ID Date Start Time End Time Delta (sec)
20649 21.08.2012 20:00:00 20:00:27 27
20650 21.08.2012 20:10:00 20:10:23 23
20651 21.08.2012 20:20:00 20:20:25 25
20652 21.08.2012 20:30:00 20:30:22 22
20653 21.08.2012 20:40:00 20:42:38 158
20654 21.08.2012 20:50:01 20:53:26 205
20655 21.08.2012 21:00:00 21:03:28 208
20656 21.08.2012 21:10:00 21:13:12 192
20657 21.08.2012 21:20:00 21:23:23 203
20658 21.08.2012 21:30:00 21:33:30 210
20659 21.08.2012 21:40:00 21:43:02 182
20660 21.08.2012 21:50:13 failure >86400
The calculated value of yellow is 29 seconds. That means, the warning could be 70 minutes ahead of the incident 
starting at 21:50. In practice, all involved monitoring systems indicated a “green” status, because 200+ seconds are 
way below the maximum allowed run time for the task (< 600 seconds). As a result, the chance to act pro-actively 
was missed. Using existing data from application log files reduces the additional workload of the IT infrastructure, 
because the no extra load has to be generated for measurement purposes. In this study, generic tools like spreadsheet 
software are used to minimize the impact of the concrete implementation to the methodology itself.
By comparison of actual run times of an application to the expected run times at a point in time it is much easier 
to classify exactly a “yellow” threshold. This allows an Operation Team to react in time instead of running late to 
start counteractions.
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