• The breaking of topographially generated internal lee waves enhances diapycnal diffusivity.
Confidential manuscript submitted to JGR-Oceans timates of the rate of generation of internal lee waves by eddy flows impinging on small-horizontalscale (O(1 -10 km)) topography indicate that this mechanism may be a significant contributor to the dissipation of the eddy field [Nikurashin and Ferrari, 2010a,b; Scott et al., 2011] .
Second, fine-and microstructure measurements across Southern Ocean areas of complex topography reveal elevated (typically by at least one order of magnitude relative to oceanic background values) rates of turbulent dissipation and diapycnal mixing in the deepest 1000 -2000 m of those regions, linked to the eddy-induced generation and breaking of lee waves [Naveira Garabato et al., 2004; St. Laurent et al., 2012; Brearley et al., 2013; Sheen et al., 2013 Sheen et al., , 2014 Waterman et al., 2013] . As diapycnal mixing has been shown to be a rate-setting process in deepocean overturning [e.g. Ito and Marshall, 2008; Nikurashin and Vallis, 2011] , and eddy kinetic energy in the ACC to be highly sensitive to wind perturbations [see Meredith et al., 2012, and references therein], the hypothesis is prompted that the eddy field's impingement on smallscale topography (and, by extension, wind forcing) regulates diapycnal mixing and meridional overturning across the deep Southern Ocean.
In this paper, we assess the validity of this hypothesis in an idealised model of an eddying zonal channel flow coupled to a double-celled meridional overturning with properties broadly resembling those of the Southern Ocean circulation. Lee wave-induced diapycnal mixing is represented in the model using an online formulation grounded on wave radiation theory. We show that the lee wave-induced diapycnal mixing generated by the simulated eddy field is a major factor in sustaining the lower overturning cell in the model, and that it underpins a significant sensitivity of this cell to wind forcing perturbations.
Parameterization of lee wave-induced diapycnal mixing
Our parameterization of the spatio-temporally variable diapycnal diffusivity due to lee wave breaking, κ iw , takes the form κ iw (x, y, z, t)N 2 (x, y, z, t) = −B iw (x, y, z, t) = ρ −1 0 Γ G(x, y, t)F (z)
where N is the buoyancy frequency, B iw (x, y, z, t) is the turbulent buoyancy flux driven by breaking internal waves, ρ 0 is density, Γ = 0.2 is the mixing efficiency for shear-driven turbulence [Osborn, 1980] ; G is the rate of energy transfer from mesoscale eddy motions, resolved in the model, to the unresolved lee wave field; and F is a vertical structure function of the rate of IW energy dissipation. G is expressed as a function of near-bottom horizontal velocity and N , and involves a 2-d spectral description of the unresolved small-scale bottom topography -3-implicated in lee wave generation. Its specification, included below for completeness, follows the wave radiation theory-based formulation of Scott et al. [2011] .
We have chosen the canonical value for mixing efficiency for our setup as postulated by Osborn [1980] . In a recent study, de Lavergne et al. [2015] have explored the impact of variable mixing efficiency on the deep overturning circulation and found that a mixing efficiency corresponding to Γ = 0.2 is a reasonable assumption, although it may overestimate the nearbottom eddy diffusivities due to the weak stratification near the bottom boundary.
In this work, we will assume that the lee waves generated by geostrophic flow over topography do not experience significant horizontal propagation (relative to the model grid spacing) and that they break at some level within the water column, such that the depth-integrated turbulent kinetic energy dissipation ( ) matches the vertical flux of energy associated with the waves at generation (G), i.e. 0 −H (x, y, z, t) dz = G(x, y, t).
(2)
The first assumption follows from the intrinsic role that the geostrophic flow plays in the generation and persistence of the lee waves, which locks them to the horizontal proximity of their generation site [e.g. Ferrari and Nikurashin, 2010] . The second reflects our present lack of knowledge on the characteristic evolution of lee waves as they propagate vertically, and the high likelihood of eventual breaking, particularly in the presence of nonlinearity in the internal wave field and buoyancy scaling effects (see Naveira Garabato et al. [2004] and Nikurashin and Ferrari [2010a] for a discussion). Note, though, that if the dissipation of the lee waves within the bottom part of the water column is not complete, the depth integral of will be reduced proportionally.
The transfer of energy into the internal lee waves, G, is of course associated [cf. Naveira Garabato et al., 2013] with a loss of energy from the resolved flow via a wave drag −τ iw , consistent with −u · τ iw = G. We did not choose to include this in the following numerical simulations since we wished to consider the dynamic effect of the IW mixing in isolation.
Parameterization of lee wave power
The generation of internal lee waves by geostrophic flow over topography has been studied from a theoretical perspective by Bell [1975] , Gill [1982] and Nikurashin and Ferrari [2010a] , amongst others. Adopting the traditional approximation of ignoring the horizontal components -4- (u, v) is the near-bottom horizontal velocity) lies between the inertial (f ) and buoyancy (N ) frequencies, |f | < |σ| < N . The energy extracted from the background flow is carried upward by the waves as they radiate away from the boundary, and dissipated when the waves break. Representing the topography by a two-dimensional power spectrum P (k, l) that varies slowly on spatial scales much larger than the wavelengths of lee waves, it may be shown that the net vertical flux of energy resulting from the sum of all contributions within the internal wave band is given by
where ρ 0 is the fluid density and
The linear theory above describes well the generation of lee waves when the topography has small amplitude in the sense of
where Fr is the Froude number of the flow, U is a background velocity scale, H is the amplitude of the topographic variations, and Fr c is a critical Froude number. As topographic amplitude and buoyancy frequency increase or as background velocity decreases, the flow becomes increasingly blocked by the topography, leading to substantially less lee wave radiation than indicated by (3). Empirical corrections for this phenomenon have been put forward and tested with laboratory experiments and numerical simulations. These are reviewed by Scott et al. [2011] and will not be discussed here. We follow Scott et al. [2011] in adopting a correction for topographic blocking of the form
-5-This article is protected by copyright. All rights reserved. This article is protected by copyright. All rights reserved.
Confidential manuscript submitted to JGR-Oceans where L = 1, Fr −1 ≤ Fr −1 c ;
As in Scott et al. [2011] , Fr −1 c is taken as 0.7, and the amplitude of the topography in (5) is defined as
This is a metric of the amplitude of the topographic variations contributing to lee wave generation, and is therefore time-dependent (through σ). Our results are insensitive (to better than 1%) to the choice of other possible corrections in the literature. See Naveira Garabato et al.
[2013] for a discussion of the uncertainties surrounding these corrections.
Following Jordan [1988, 1989] , we adopt a representation of the topographic power spectrum of the form
where k s and k n are the wavenumbers in the strike and normal directions, respectively, with k n ≥ k s ; θ s measures the angle clockwise from true north to the strike direction; θ = arctan(k/l) is the angle clockwise from true north of the wavenumber vector; the Hurst number ν indicates the steepness of the spectrum at high wavenumbers; and h rms is the root-mean-square topographic height variability, defined such that
In our model experiments, the parameters (k s , k n , ν, θ s ) are set to the constant values (8× 10 −4 rad m −1 , 3×10 −5 rad m −1 , 0.95, 20 • ) characteristic of abyssal hills [Goff and Arbic, 2010] . However, the sensitivity of the modelled circulation to changes in h rms is investigated, as this is the most significant topographic parameter in determining G in the ocean [Scott et al., 2011] .
Depth profile of lee-wave induced mixing
A profile of the rate of turbulent kinetic energy dissipation is defined at each horizontal model grid point as
-6-Confidential manuscript submitted to JGR-Oceans where F is a vertical structure function characterising the rate of breaking of the lee waves propagating upward from the bottom. A physical model for F for lee waves, analogous to that developed for internal tides [Polzin, 2009] , is not yet available, so we follow the ad hoc approach of St. Laurent et al. [2002] and prescribe F as a simple analytical function. We choose a linear vertical structure of the form
where h * is set to 1000 m on the basis of fine-and microstructure estimates of lee wave-induced in the ACC, which suggest that the dissipation is focussed within 1000 -2000 m of the seafloor [St. Laurent et al., 2012; Waterman et al., 2013; Sheen et al., 2013] . The vertical integral of F is 1, consistent with the complete local dissipation of lee-waves (2) 
where
is the interior diapycnal buoyancy flux convergence.
Finally, we invoke the Osborn -Cox relation [Osborn and Cox, 1972] to define a diapycnal diffusivity, κ, as
where Γ = 0.2 is a mixing efficiency for shear-driven turbulence. [Gent and McWilliams, 1990; Griffies, 1998 ] flux with a diffusivity of 10 m 2 s −1 , representing sub-grid-scale eddies.
Model configuration and experiments
-8-
The explicit vertical diffusion is
where κ 0 is a constant background diapycnal diffusivity set to 10 −5 m 2 s −1 s; D KP P is the diffusivity associated with the K-Profile parameterisation of mixing in the surface mixed layer and a Richardson number-dependent mixing in the interior [Large et al., 1994] ; D KPP−nonlocal represents nonlocal KPP fluxes in the surface boundary layer; and κ iw represents diffusion by internal wave breaking. Spurious numerical mixing also plays a role in models. In order to minimise this, we employ the second-order-moment scheme of Prather [1986] , which produces low numerical equivalent-vertical diffusivities below 10 −5 m 2 s −1 [Hill et al., 2012] .
Additional parameters that constitute the model setup are the Coriolis parameter f (1× 10 −4 rad s −1 ), its meridional gradient β (1 × 10 −11 rad m −1 s −1 ) and the thermal expan- both influences and is influenced by the circulation, allowing feedbacks to develop and a mutually consistent equilibrium to be attained. Note that the zonal volume transport integrated -9-across the channel varies minimally (by less than 5%) between experiments, and that eddy kinetic energy is insensitive to the prescribed h rms yet reactive to variations in wind stress (the volume integral of eddy kinetic energy in the channel decreases or increases by 31% in the experiment with stronger or weaker winds, respectively). The insensitivity of zonal volume transport and responsiveness of eddy kinetic energy to changes in wind forcing in our model are in line with the 'eddy saturated' behaviour exhibited by the ACC in both observations and eddy-resolving simulations [see Rintoul and Garabato, 2013 , and references therein].
Results
The circulation in the control run is illustrated by Figure 2 . A snapshot of surface temperature and horizontal velocity ( Fig. 2a ) reveals the presence of an eastward jet flowing along the centre of the channel with peak speeds of ∼ 0.5 m s −1 , roughly coincident with the maximum zonal wind stress and shedding eddies of both polarities measuring 30 -100 km across.
Meridional sections of the zonal-and time-mean potential temperature ( Fig. 2b ) and zonal velocity ( Fig. 2c ) indicate that the eastward jet is a permanent circulation feature, that it has an equivalent barotropic structure, and that it is in geostrophic balance with southward-shoaling isotherms. The zonal bottom velocities in the model peak at around around 9cms −1 . In the ACC, bottom geostrophic flows as large as O (10) son and Naveira , suggesting that our simulation is in a broadly realistic parameter regime.
The residual overturning streamfunction of our model simulations is calculated as the total time-averaged meridional flow below density (here reducing to temperature, as salinity the time-averaged meridional transport of fluid with temperature colder than a given θ a across a given latitude y is:ψ
(here we differ from NL04 and use the standard sign convention where the meridional streamfunction decreases upwards for northwards flow) indicating time averaging by the angled brackets . The time-mean meridional isopycnal streamfunctionψ(y, θ a ) may be written as a function of y and z by identifying θ a with its time-zonal-mean height
at each value of y, i.e. by writing
or equivalently,Ψ
whereθ(y, z) is the temperature whose zonal-temporal average height is z at latitude y. 
Here the y and z derivatives ∂/∂y and ∂/∂z are straightforward, taken at constant z and x respectively. The diabatic heating terms Dθ Dt include surface heating and cooling, relaxation forcing, the vertical diffusion D v from (13), numerical diffusion D num and the GM terms. We next consider the simulations with parameterised lee wave-induced diapycnal mixing. The key results for all experiments are summarized in Table 1 . First, we note that the channelaveraged energy transferred to the lee wave field varies from 0.07 mW m −2 for the experiment with low h rms (50 m), to 0.13 mW m −2 with moderate (150 m) and 0.18 mW m −2 with high (300 m) values of h rms ; for the experiments with h rms = 150 m and stronger and weaker winds, lee wave energy radiation is 0.20 mW m −2 and 0.04 mW m −2 , respectively. The increase in lee wave energy transfer with h rms is much less notable than the quadratic increase (∝ h 2 rms ) expected from (7); this results from an almost linear dependence of lee wave energy radiation on near-bottom stratification (which of course vanishes at N = f ≈ 10 −4 rad s −1 ) together with the reduction in stratification (see below) driven by the intensified near--12-This article is protected by copyright. All rights reserved. This article is protected by copyright. All rights reserved.
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The effect of the inclusion of lee wave-induced diapycnal mixing on the modelled diapycnal diffusivity and stratification is synthesised for the three perturbation experiments with low (50 m), moderate (150 m) and high (300 m) values of h rms (Fig. 3d) . The horizontally and temporally averaged profiles of κ reveal an intensification of diapycnal mixing relative to the control run in all three experiments that is more pronounced with increasing h rms , with mean values of 3.14 × 10 −4 m 2 s −1 (h rms = 50 m), 9.52 × 10 −4 m 2 s −1 (h rms = 150 m) and 1.39 × 10 −3 m 2 s −1 (h rms = 300 m) in the bottom 1000 m (Fig. 3d) . The enhancement of κ has a significant impact on the modelled stratification, which is reduced as h rms increases ( Fig. 3d ). This reduction is associated with a widespread warming of the Eulerian-temporalmean temperature in the channel interior and the southern reaches of the DSL, and with a cooling of the upper levels near the northern edge of the domain (Fig. 3a-c) . The warming has two maxima: one near the bottom, where the change in κ is largest; and another in the warmest temperature classes implicated in the lower cell, which shoal from depths of 500-1400 m at the northern boundary to the surface near the southern boundary.
The elevation of diapycnal mixing and weakening of stratification with increasing h rms induce a substantial response in the residual-mean circulation (Fig. 4) . With rougher topography, the lower overturning cell intensifies and is progressively focussed closer to the bottom, as evidenced by the dipole pattern in the residual-mean streamfunction anomaly. Away from the DSL, the axis of the dipole is close to a depth of 2000 m, below which lee waveinduced diapycnal mixing is confined. The upper overturning cell is essentially unchanged in all perturbation experiments. Panels 4d-f show the increased zonally-averaged heating rate relative to the control for the three runs (again calculated on isotherms and remapped to their zonaltemporal-mean height), diagnosed from the residual mean temperature equation (19); the nearbottom warming and compensating cooling over the deepest 1000 m predicted by (10) are evident. Note that in the abyssal cell, warming happens first as the bottom waters drift northward and the water is cooled afterwards as the waters drift southward and upwards, so, as seen in (Fig. 3a-c ) the water is everywhere warmer than before despite the mid-depth cooling (though the temperature increase is greatest near the bottom). The outcome of the experiments with h rms = 150 m and perturbed eastward wind stress is synthesised by Figure 5b . A reduction (increase) of 50% in the maximum eastward wind stress leads to a substantial warming (cooling) and weakening (strengthening) of the lower overturning cell. The response is of comparable magnitude to that in the experiments with perturbed topographic roughness, and is more pronounced for a reduction than for an increase in wind stress.
Finally, the dependency of the diapyncal diffusivity on the wind stress for the experiments with h rms = 150 m is shown in Figure 5c . The response of the diffusivity to 50% weaker wind stress is approximately comparable to the result obtained by decreasing h rms to 50m, which reduces the near-bottom diffusivity by about 5×10 −4 m 2 s −1 . Increasing the wind stress by 50% yields a less intense response in the diffusivity with an increase of about 8×10 −4 m 2 s −1 which is very similar to the result obtained by increasing h rms to 300m.
Discussion
The set of model experiments presented above indicates (i) that the transport and temperature (density) of deep meridional overturning across an ACC-like, eddying zonal flow is significantly controlled by lee wave-induced diapycnal mixing linked to the (parameterized)
interaction of mesoscale eddies with small-scale topography; and (ii) that this mechanism brings about a significant sensitivity of the deep residual meridional overturning to wind forcing per--14-Confidential manuscript submitted to JGR-Oceans turbations. These findings qualitatively endorse our starting hypothesis. Next, we consider the physics underpinning the quantitative aspects of the modelled overturning behaviour.
In the steady state, the variation ofΨ with y on an isotherm of constantθ is given by the elegant expression, which comes immediately [Ito and Marshall, 2008 ] from re-arranging 
This simple relation (21) describes a balance between deep-ocean buoyancy loss by advection across the isotherm and buoyancy gain by diapycnal mixing. Its direct use to diagnose our model runs would suggest much stronger abyssal cells in the runs with lee-wave forcing than in the control run, given (Table 1) Confidential manuscript submitted to JGR-Oceans on y to that predicted by the simple relation (21). This pattern of decreasing and then increasing streamfunction along the isotherms as they curve southwards and upwards (e.g. Fig. 2a) is consistent with the counter-clockwise perturbation cells confined to the bottom 1000 m evident in Fig. 4a-c ; since the diabatic heating/cooling is proportional to the lee-wave driven buoyancy flux, it is proportional to κ iw after division by the stratification. One explanation for this is that although the vertical buoyancy (temperature) gradient weakens, the hor- (DSL) where a wide range of isopycnals-all those lighter than the densest isopycnal that ever outcrops into the surface mixed-layer-may be exposed to surface forcing.
To illustrate this effect of mesoscale eddies, in Figure 6a each colored line represents a given 100m-thick range (specified by the line color), and the dots on the line represent the percentage of time that this depth range is occupied by isopycnals (isotherms) with mean depths in different 100-m ranges centred at the depths of the dots. This is along a specific zonal line, halfway across the channel (800km north of the southern side), for the full 10-year analysis period in the simulation with h rms = 300 m. The bottom boundary influence is found to extend upward 300-400 m, in line with the vertical scale of the northward limb of lower-cell overturning (Figure 4a -c) and diagnosed IW forcing ( Fig. 4d-f ). An overview of how the vertical extent of this bottom boundary influence changes across our suite of experiments, i.e. the vertical structure of theQ produced by the internal waves, is provided by Figure 6b . As explained above, without any isothermal movement the scaled buoyancy input would be 9 in the bottom gridbox, and -1 up to a depth of -2000 m. The upward spreading is greatest for the simulations with the roughest topography and strongest wind forcing, and most modest for the runs with the least rough topography and weakest wind forcing. This follows the weaker (stronger) stratification/more (less) energetic eddies in the former (latter) simulations, which yields el--17-Confidential manuscript submitted to JGR-Oceans evated (reduced) vertical displacements of isotherms. We suggest that the role of mesoscale eddies in propagating the near-bottom buoyancy gain upward over a substantial vertical scale is likely to be a realistic feature of our simulations, as it is founded on robust aspects of the modelled physics: the enhancement of diapycnal buoyancy fluxes toward the seafloor over rough topography Sheen et al., 2013] ; the induction by eddies of vertical displacements of isopycnals of O(100 m) [Thompson and Naveira Garabato, 2014] ; and the sensitivity of eddy kinetic energy to wind forcing [Meredith et al., 2012] .
Conclusions
The hypothesis that the eddy field's impingement on small-scale topography may regulate diapycnal mixing and meridional overturning across the deep Southern Ocean has been assessed in an idealised model. The model simulates an eddying circumpolar current coupled to a double-celled meridional overturning with properties broadly resembling those of the Southern Ocean circulation, and represents lee wave-induced diapycnal mixing using an online formulation grounded on wave radiation theory. We show that the lee wave-induced diapycnal mixing generated by the simulated eddy field plays a major role in sustaining the lower over- Our suggestion that lee wave-induced diapycnal mixing plays a significant role in sustaining deep Southern Ocean overturning resonates with the findings of several recent studies based on offline applications of wave radiation theory [Nikurashin and Ferrari, 2013; Stanley and Saenko, 2014; Mélet et al., 2014] . The online formulation in our model allows us to extend these findings by unveiling how mesoscale eddies both underpin the response of deep diapycnal mixing and meridional overturning to wind forcing, and set the vertical structure of that response. Motivated by the recent and projected interdecadal intensification of the Southern Hemisphere westerlies [Thompson and Richards, 2011] Polzin et al., 2014] . Further, the theory upon which our formulation of lee wave-induced diapycnal mixing is based has been suggested to significantly overestimate microstructure-derived values of κ Sheen et al., 2013] , likely in connection with three-dimensional, finite-amplitude topographic effects . On the other hand, the deep stratification in our model is considerably weaker than in the Southern Ocean, which significantly reduces the efficiency of energy transfer to the lee wave field. Despite these caveats, our work indicates that the Southern Ocean lies in a parameter regime where lee waves may be of dynamical importance to meridional overturning and, in revealing complex feedbacks between deep eddy flows, lee wave generation and overturning, highlights the requirement of representing lee wave processes online. Determining the degree to which our findings hold in the ocean will entail the extension of our approach to realistic general circulation models, and the precise assessment of lee wave parameterizations with observations. , e) and f) show the differences between the residual-mean heating for the respective runs and in the control experiment in mdeg • C yr −1 . The heating is zonally-averaged and thickness-weighted on isotherms with given mean depth, calculated from the residual-mean streamfunction according to (??). Figure 5 : Summary of the evolution of the mean strength of the lower limb and the potential temperature with a) the bottom roughness parameter for h rms and b) with the wind stress for h rms =150m. The averaging was carried out over the area encompassed by the red box in Fig. 2e ). For h rms =150m the dependency of the diapycnal diffusivity on the wind stress is shown in c). Figure 6 : a). Each colored line represents a given 100m-thick range (specified by its color) and the dots on the line represent the percentage of time (at the middle of the channel, y = 800 km) that this range is occupied by isotherms with different mean depths (horizontal scale). So e.g. the leftmost (blue) line represents the % of time that the bottom 100 m is occupied by isotherms with mean depths -2950 ± 50 m, -2850 ± 50, ... For the run with h rms = 300 m. b). Values of thickness weighted buoyancy input as functions of mean depth of the isotherm onto which the buoyancy input is projected (??), for the different runs, scaled by the theoretical interior buoyancy loss |B iw0 |. This article is protected by copyright. All rights reserved. 
