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Abstract 
Latent growth modeling approaches, such as growth mixture models, are used to identify 
meaningful groups or classes of individuals in a larger heterogeneous population. But when 
applied to multivariate repeated measures computational problems are likely, due to the high 
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dimension of the joint distribution of the random effects in these mixed-effects models. This 
paper proposes a cluster algorithm for multivariate repeated data, using pseudo-likelihood and 
ideas based on k-means clustering, to reveal homogenous subgroups. The algorithm was 
demonstrated on an EEG data set quantifying the effect of psychoactive compounds on the brain 
activity in rats. 
Keywords: Cluster analysis; Multivariate longitudinal data; Joint models; EEG data. 
1 Introduction 
Cluster analysis (Johnson & Wichern, 2007) refers to a collection of procedures that attempt to 
determine natural groupings (or clusters) of observations in a population. Some refer to these 
techniques by ‘classification’; but this term is used by others to mean discriminant analysis 
(Johnson & Wichern, 2007). Discriminant analysis is related to but differs from cluster analysis. 
To avoid confusion, we will use ‘cluster analysis’ when referring to finding (unknown) groups in 
data such that observations in the same cluster are similar in some sense. 
A lot of methodological work has been done to extend cluster analysis such that it can cope with 
complex data structures, in particular repeated measures (Nagin, 2005; Nagin and Tremblay, 
2001; Putter et al., 2008; Roy and Lin, 2000). These methods perform well when studying one 
repeated process. When clustering based on a set of multivariate longitudinal outcomes is of 
interest, these methods run in computational problems. In this paper, we propose a clustering 
technique for multivariate longitudinal data, by fitting joint mixed-effects models and borrowing 
ideas from k-means clustering. 
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This article is organized as follows. Clustering methods for repeated data are briefly reviewed in 
Section 2. Joint models for longitudinal data are introduced in Section 3. The clustering 
algorithm for multivariate repeated data is described in Section 4 and demonstrated on EEG data 
in Section 5. Section 6 investigates the performance of the algorithm by means of a simulation 
study. Finally, Section 7 contains a discussion. 
2 Clustering Methods for Repeated Data 
Over the last decades, a lot of methodological work has been done to extend model-based cluster 
analysis such that it can cope with complex data structures, in particular repeated measures. 
When analyzing repeated measurements data, individual differences in evolution are generally 
captured by random effects, often via linear mixed models (Laird and Ware, 1982; Verbeke and 
Molenberghs, 2000). Such random effects reflect continuous variation across individuals in 
growth features, such as initial stage and rate of change. 
Individual differences can also be described by latent trajectory classes. The group-based 
approach, developed by Nagin (Nagin and Land, 1993; Land and Nagin, 1996; Nagin, 1999; 
Nagin and Tremblay, 2001), uses a multinomial modeling strategy to identify relatively 
homogeneous clusters of trajectories. The assumption is made that, conditional on group 
membership, the repeated measurements over time are independent. In other words, all 
correlation between the repeated measures is captured by the latent class. 
Random effects are continuous latent variables whereas latent trajectory classes are categorical 
latent variables. Growth mixture modeling (GMM) uses both types of latent variables to 
D
ow
nl
oa
de
d 
by
 [G
ee
rt 
M
ole
nb
erg
hs
] a
t 2
3:3
1 2
6 M
ay
 20
15
 
Ac
ce
pte
d M
an
us
cri
pt
 
4 
represent individual differences in development (Muthén and Shedden, 1999; Muthén and 
Muthén 1998, 2007). GMM specifies a separate latent growth model for each of the K latent 
subpopulations simultaneously. 
Denote for a univariate longitudinally measured outcome yil the l
th measurement available for 
the ith subject ( 1, ,i N=  ; 1, , il n=  ). Consider a latent categorical variable c with K classes, 
1 2( , , , )i i iKc c c= ic , such that 1ikc =  if individual i belongs to class k and zero otherwise. For 
individual i in latent class k at time point ( 1, , )il it l n=   we have e.g.: 
.k k k k kil i il i il ilY a t b tα β ε= + + + +  
The class specific fixed effects αk and βk describe the mean profiles of the kth group. For ease of 
notation, possible group-specific effects of covariates have been suppressed in the above 
expression of the mean profiles. The random effects 
k
ia  and 
k
ib  follow a bivariate normal 
distribution (0, )
kN D , and 1( , , ) ~ (0, )
k k k
i iT iNε ε ′= ∑
k
iε . The growth curves across different 
latent sub-populations may differ in terms of the mean profile, measurement error, and variance-
covariance matrix of the random effects. In general, the latent categorical variable c relates to 
covariates xi via a multinomial logistic regression model: 
0
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with xi containing covariate information for subject i. 
D
ow
nl
oa
de
d 
by
 [G
ee
rt 
M
ole
nb
erg
hs
] a
t 2
3:3
1 2
6 M
ay
 20
15
 
Ac
ce
pte
d M
an
us
cri
pt
 
5 
Parameter estimates for this model can be obtained using maximum likelihood with an EM 
algorithm (Dempster, Laird and Rubin, 1977). 
Grouping the individuals into the K classes is done via the posterior distribution of the random 
effect, conditional on yi. An individual is assigned to the class for which it has the highest 
posterior probability. 
When, for each individual, more than a single outcome is measured over time, a multivariate set 
of longitudinal profiles is obtained. Interest could be in finding subgroups of individuals that are 
similar in their evolution over time for the various repeated sequences. Then, the goal is to find 
clusters that are unique in the evolutions over time of the different outcomes, as well as in the 
correlation structure over time and between these outcomes. In particular, a model to analyze the 
evolution of two related outcomes was presented by Nagin and Tremblay (2001) and by Nagin 
(2005). Let 111 12 1
( , , , )TY Y Y=1 Y  and 221 22 2( , , , )TY Y Y=2 Y  denote two longitudinal profiles to be 
modeled together. The dual trajectory model assumes that the J trajectory groups of Y1 are 
probabilistically linked to the K groups for Y2. In addition, the model makes the assumption of 
conditional independence given group membership (as is the case in the single trajectory group-
based approach). 
Conceptually, the extension of the dual model to more than two outcomes is straightforward. 
From a practical point, the addition of outcomes results in an unmanageable proliferation of 
probability matrices linking the trajectories for the various outcomes. Still, there are many 
circumstances where it is valuable to link trajectories of three or more outcomes of interest. 
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6 
Applications of the multitrajectory modelling approach can be found in Nagin (2005) and 
Piquero et al. (2002). 
Extensions of the group-based approach for multivariate longitudinal data to the growth mixture 
modeling setting is even more problematic, stemming from the high dimension of the joint 
distribution of the random effects (see Section 3). An alternative two-stage approach for two 
outcomes is described by Putter et al. (2008). In the first stage, a latent class model is estimated 
based on the longitudinal data of the first outcome. In the second stage, the relation between the 
latent classes, patient characteristics, and other outcome(s) are studied. Roy and Lin (2000) 
propose a latent variable model for repeated measures for different outcomes that are assumed to 
measure an underlying quantity of main interest. They relate the observed outcomes to a latent 
variable by means of random (intercept) effects regression models. The random intercepts are 
independent, i.e., conditional independence of the outcomes given the latent variable applies. 
The latent variable is modeled as a function of covariates by a separate linear mixed model. 
In this paper, we propose a clustering algorithm for multivariate longitudinal data. The method 
resembles a k-means iterative clustering procedure. The idea is to divide the observations 
in k clusters such that the full likelihood for the m jointly measured repeated outcomes becomes 
maximized. Therefore, a joint-modelling approach using mixed models is implemented. Fieuws 
and Verbeke (2008) use this pairwise modeling strategy in a discriminant analysis. They predict 
renal graft failure by fitting bivariate mixed models to 4 repeatedly measured markers. The 
obtained estimates were used in Bayes rule to obtain the prognosis for long-term success of the 
transplant, at each point in time. 
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7 
Before specifying the different steps of the clustering algorithm, some background on fitting a 
joint model for multivariate longitudinal data is given in the next section. 
3 Joint Model for Multivariate Longitudinal Data 
Denote for a univariate longitudinally measured outcome Yil the l
th measurement available for 
the ith subject ( 1, ,i N=  ; 1, , il n=  ), and let Yi denote the vector of all measurements for 
the ith subject. Linear mixed models assume that the vector Yi satisfies: 
| ~ ( , ).i i iN X Z+ ∑i i iY b bβ  
Here, Xi and Zi are 
( )in p×  and ( )in q× -dimensional matrices of known covariates, β is a      p-
dimensional vector of regression parameters, called the fixed effects, bi  is the q-dimensional 
vector containing the subject-specific or random effects assumed to be sampled from the q-
dimensional normal distribution with mean zero and covariance D, and i∑  is a ( )i in n×
 covariance matrix which depends on i only through its dimension ni. Marginally, Yi follows a 
normal distribution with mean iX β  and covariance matrix i i i iV Z DZ ′= + ∑ . 
When m longitudinally measured outcomes are available, a joint-modelling approach using 
mixed models can be followed. The full (log)likelihood 
1
( , , , | *)i
i
Nl
=
Θ∑ 1 2 i i miY Y Y
 (3.1) 
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8 
has to be maximized. In this expression, li is the loglikelihood contribution of subject i to the full 
joint mixed model and N is the number of subjects. This full joint model can be specified as 
random-effects models for each outcome process, and the processes are linked by imposing a 
joint multivariate distribution on the random effects. Although this approach has many 
advantages, its usability is limited by the dimension (m) of the data. In case the number of 
repeated outcomes becomes large, computational problems are likely in the estimation process 
due to the high dimension of the joint distribution of the random effects. 
Instead of maximizing the likelihood of the full joint model a pairwise approach can be used to 
obtain estimates for all parameters in the full joint model. Pseudo-likelihood estimation (Besag, 
1975), replaces the joint full likelihood by a suitable product of marginal or conditional densities, 
where this product is easier to evaluate than the original likelihood. Fitting all possible pairwise 
models is equivalent to maximizing a pseudo-likelihood function of the following form: 
1 ( , )
( , | ),
N
rsi
i r s
l
=
∑∑ Θri si rsY Y
 
1, , 1r m= − ; 1, ,s r m= +  ; lrsi the log likelihood contribution of subject i in the bivariate 
model for outcomes r and s; and N is the total number of subjects. Θrs  represents the vector of 
all parameters in the bivariate joint mixed model corresponding to the specific pair (r, s) of 
repeated outcomes. Let Θ be the stacked vector combining all pair-specific parameter vectors 
Θrs . There are ( 1) / 2m m −  bivariate joint models to be considered. Some parameters in Θ* (in 
3.1) have a single counterpart in Θ ,  e.g., the covariance between random effects from two 
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9 
different outcomes. Other elements in Θ* have multiple counterparts in Θ ,  e.g., the covariance 
between random effects from the same outcome. Given that the pairwise approach fits within the 
pseudo-likelihood framework, an asymptotic multivariate normal distribution for Θ can be 
derived. Asymptotic normality of the pseudo-likelihood estimator in the single parameter case 
and in the vector-valued parameter case is shown in Arnold and Strauss (1991) and in Geys et al. 
(1999). Finally, estimates for the parameters in Θ* can be calculated by taking averages over all 
pairs. This is obtained by 
   ~ ( , ( ) )A N A A∗ ∗ ′= ∑Θ Θ Θ Θ  
with A a matrix containing the appropriate coefficients to calculate the averages and 
ΣΘ  equals 
the covariance matrix for 
Θ  obtained by an expression shown in Arnold and Strauss (1999). 
A mean estimate is simply obtained by averaging all corresponding pair-specific estimates in 
Θ
st. Standard errors of these estimates take into account the variability amongst the pair-specific 
estimates. Furthermore, estimates corresponding to two pairwise models with a common 
outcome are based on overlapping information and hence are correlated. This correlation is also 
accounted for in the sampling variability of the combined estimates in Θ*. 
The idea of replacing the full likelihood by pairwise marginal likelihoods is used in Step 3 of the 
proposed clustering algorithm. 
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10 
4 Clustering Algorithm 
In this section, we propose an algorithm to reveal latent subgroups (also referred to as clusters, 
classes or components) for multivariate repeated outcomes. The idea is that the data are not 
coming from one multivariate distribution, but rather that the generation process behind the data 
is a mixture of a number of multivariate normal distributions, each described by a density 
( , )kN ∑kμ . The algorithm aims to locate the N observations in a number of clusters such that the 
pseudo likelihood, based on pairwise models of this multivariate normal distribution is maximal. 
The algorithm is iterative in nature and resembles a partition clustering method. The cluster 
criterion being used is the individual pseudo-loglikelihood contribution. An illustration of the 
algorithm is discussed in Section 5 and the performance of the algorithm is investigated in 
Section 6. The algorithm consists of the following steps: 
1. Choose the number of clusters, k. 
2. Randomly divide the N observations into k initial clusters. 
3. Iterate the following steps until no observation switches cluster anymore: 
(a) Fit all bivariate joint models with the k clusters as ‘known’ groups (see Section 3). For each 
bivariate joint model, based on outcomes r and s, this results in k mean profiles over time, 
k
rsμ  as 
well as k covariance matrices 
k
rsΣ . 
(b) For each pair p = (r, s) of longitudinal outcomes ( 1, , )p P=   the following k likelihoods for 
observation i are then calculated: 
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/2 1/2 1
,
1
(2 ) | | ( ) ( ) ( ) .
2
ink k k k
pi rs i rs rsL L eπ
− − −− ′ ′= = ∑ − ∑ −k krsi rs rsi rsy μ y μ
 
(c) The sum of natural logarithms of these likelihoods over all P pairs is a natural choice as a 
cluster criterion. 
1
log ( ).
P
k k
i pi
p
L
=
=∑
 
For each observation i this results in k individual pseudo-likelihood contributions. Each 
observations is (re-)classified into the group having the highest individual pseudo-likelihood. 
Steps (a)–(c) are repeated until no observations change cluster. 
We will dwell on Steps 1 and 2 in turn. 
4.1  Optimal Number of Clusters 
Deciding on the optimal number of clusters is a difficult task, which has not yet been completely 
resolved. Often, the problem of det rmining the optimal value for k is separated from estimating 
the parameters of the cluster-specific distributions for a fixed k. The approach most often used in 
applied research to estimate the number of clusters is based on penalized information criteria. 
The likelihood increases with the addition of components to the model and therefore needs to be 
corrected by a term to penalize for model complexity (the number of estimated parameters in the 
model). A wide variety of such criteria exists, but the Akaike information criterion (AIC, Akaike, 
1974) and the Bayesian information criterion (BIC, Schwarz, 1978) are among the ones most 
commonly used. The performance of the AIC and BIC criterion have been investigated in the 
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12 
model-based clustering (via mixtures) context. AIC tends to overestimate the correct number of 
clusters (Soromenho, 1993; Celeux and Sormenho, 1996). Fraley and Raftery (1998) note that 
there is considerable support for the use of BIC in this situation. 
Counterparts for the AIC and the BIC information criteria for model selection were derived for 
the framework of pseudo-likelihood. We referto Varin and Vidoni (2005) fora derivation of the 
pseudo AIC criterion, and to Gao and Song (2010) for the pseudo BIC criterion. The criteria 
have the usual form, but the effective number of parameters is to be estimated from the 
sensitivity matrix, H (θ), and the sandwich estimator, ( )
1( ) ( ) ( )G H J H−=θ θ θ θ
, with J (θ) the 
variability matrix of the pseudo score functions. The effective number of parameters is 
1dim( ) tr( ( ) ( ))H G−=θ θ θ  and 
( )
( )
2 , 2dim( ),
2 , log( )dim( ),
AIC p y
BIC p y N
= − +
= − +


pl
pl
θ θ
θ θ
 
where p  is the pseudo-likelihood function evaluate at 
θ pl  In mixed-effects models, the 
observations in general are not independent. Therefore, the effective sample (Ne) size replaces 
the sample size in BIC and can vary from the number of subjects N to the number of 
observations, N m n× × , for balanced measurements. The effective sample size can be obtained 
from the correlation matrix (Faes, 2009). 
Thus, to determine the optimal number of clusters it is advisable to perform the clustering 
algorithm for a range of k-values (e.g., k = 2, 3, 4 , . . . )  and evaluate the need to include an 
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13 
additional cluster in the model by means of the Akaike and Bayesian information criterion. The 
optimal number of clusters is found when the information criterion reaches a minimum. 
4.2  Random Division in k Initial Clusters 
It is well known that the results of a partition clustering method can depend on the starting 
cluster seeds, both in the number of clusters found and in their centroids. An unfortunate choice 
of the division to start the procedure in the first step could lead to a poor final division of the data 
into k groups. To minimize this risk, it is advisable to repeat the proposed cluster algorithm for a 
number of times, with different randomly chosen k initial groups. Out of these runs, the replicate 
giving the highest value for the pseudo-likelihood value, 1
N k
ii=∑   has to be selected as the final 
solution. This strategy reduces the possibility of accepting a poor solution due to an 
inappropriate starting seed. In addition, reproducibility of the pseudo-likelihood value is an 
indication of how well a particular number of groups fits the natural structure of the data. 
5  Application to EEG Data 
To illustrate the proposed cluster algorithm, the method was applied to an Electro-
Encephalogram (EEG) study conducted at Janssen Pharmaceutica (Belgium). 
5.1  Introduction to the Data 
The aim of EEG studies is to characterize the effects of psychotropic drugs on cortical brain 
activity, on the basis of spectral electro-encephalograms. Depending on the frequency 
measurements range, this activity is referred to as delta activity (below 4 Hz per second), theta 
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activity (4–7.5 Hz per second), alpha activity (8–12.5 Hz per second), beta activity (13–30 Hz 
per second), and gamma activity (above 30 Hz per second). The activity is refined in low and 
high activity (e.g., 1 2, ,α α  ). 
Delta activity is normally seen in babies or in adults in slow-wave sleep. Theta activity is seen in 
children or during drowsiness or arousal in adults. Alpha waves are seen when a person is alert in 
a relaxed way, closing the eyes. Beta activity (low amplitude) is often associated with active, 
busy, or anxious thinking and active concentration. Rhythmic beta waves are linked with 
pathological or drug-related causes. Gamma waves are related with strong mental activity like 
solving problems, fear, and awareness. 
The data being analyzed includes 10 psychoactive agents at 4 different doses, including a 
placebo dose. To each compound, 32 rats were randomly assigned, 8 per dose group. Although 
the brain waves of rats and humans are observed in comparable frequency bands, not all 
functionalities are the same. There are, however, more similarities than differences, making 
experiments measuring the electrical brain activity in rats very interesting to study the effect of 
psychoactive agents on the activity of human brains. The compounds included in the study are: 
(1) Psychostimulants: Amphetamine, Nicotine; (2) Antidepressant: Buprorion; (3) Cholinesterase 
inhibitors: Donepezil, Galantamine, Tacrine; (4) Anti-epileptics: Lamotrigine, Valproate; and (5) 
NMDA receptor antagonists: Memantine, PCP. Cholinesterase inhibitors are used to treat 
moderate to severe dementia of the Alzheimer’s type. The anti-epileptics listed are used in the 
treatment of mania. The NMDA receptor antagonists are used for different purposes. Memantine 
is used to treat moderate and severe dementia of the Alzheimer’s type and in that view could be 
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listed with the cholinesterase inhibitors. PCP in low to moderate doses acts as a stimulant, whilst 
at higher doses it has a sedative effect. 
Forty-five minutes after administration of the psychoactive agent, the brain signals of the rats in 
active wake state are monitored every 15 minutes during 1.5 hours, at six different positions in 
the brain (left and right frontal, left and right parietal, left and right occipital). For each rat 9 
activity profiles are obtained, at the 6 different positions in the brains. To illustrate the clustering 
algorithm, we focus on the frequencies obtained at the left prefrontal cortex. So we are facing 9-
variate longitudinal profiles. To be able to compare the results with analyses done in the past, we 
only include the placebo and the highest dose level. This reduces the data set to 160 rats of which 
139 have follow-up data. That said, very comparable results were obtained when including all 
four dose levels in the analyses (data not shown). 
To visualize the data, the individual longitudinal profiles are given in Figure 1 for the 9 
frequency measurements. The response of interest is the percentage change with respect to the 
measure ment at baseline Yib (administration of the drug): 
100( ) /ij ij ib ibY Y Y Y′ = − . At baseline all 
percentage changes are by definition equal to zero. The graphical display therefore excludes the 
baseline data. In graphical displays and in the statistical models, time zero refers to the first 
measurement obtained after administering the drug (i.e., after 45 minutes). Heterogeneity is seen 
in all waves; some rats have a decrease in the frequency while for others an increase is obtained 
as an effect of the drug. For some waves extreme profiles are seen, such as for the α1 wave. This 
heterogeneity is of course caused by administrating 10 different drugs at different dose levels. 
When applying the clustering algorithm, this information was not taken into account. The goal of 
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the analyses is to see if it is possible to identify subpopulations within the set of 139 rats. 
Subpopulations that are homogeneous in the growth parameters for the 9 waves and in the 
correlation structure. The information about the compounds and doses will later be used to assess 
whether the identified groups are meaningful. 
5.2 Applying the Clustering Algorithm 
The cluster analysis method was applied for the 9-variate response profile by fitting 36 bivariate 
joint models as explained in Section 4. Models specifying 1, 2, 3, 4, 5, 6, 8, and 10 clusters were 
fitted to the data. Generally, one names the frequency measurement ranges, obtained for each rat, 
as alpha, beta, delta, and gamma activity. We will reserve these Greek letters to refer to the fixed 
or random effects in our statistical model and use ,m il
Y
 for the percentage change of the mth 
frequency measurement, obtained for rat i at time til with 1
0it =  referring to the first follow-up 
measurement taken 45 minutes after administration of the drug. 
For each longitudinal profile ( 1, ,9)m =   the following random-intercept model was specified (
1, ,k K=  ; 1 80, , 7i it t= = ): 
2
, ,γ .
k k k k k
m il m mi m il m il m ilY a t tα β ε= + + + +  
The parameters 
k
mα , 
k
mβ , and γ
k
m  describe the average quadratic evolution of outcome m over 
time. For each of the K clusters a separate mean trajectory is fitted. Note that in this model, the 
cluster is incorporated as a known group effect. To initiate the algorithm this grouping is 
obtained by randomly dividing the observations in K initial clusters. 
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The random intercept 
k
mia  takes into account heterogeneity within cluster k and introduces 
correlation between the measurements of response m over time. Associations between the nine 
longitudinal profiles were imposed by assuming that the random intercepts 
k
mia  and 
k
m ia ′  are 
distributed as a bivariate normal distribution with mean zero and a 2 × 2 covariance matrix. The 
errors ,
k
m ilε  are zero mean normally distributed with variance 
2
k
mε
σ
. More specifically, 
2
2
0
~ , .
0
k k
m mm
k k
mm m
k
a ami
k
m i a a
a
N
a
σ σ
σ σ
′
′ ′
′
                    
The random-effect and error distributions can be specified as cluster specific, allowing the 
associations between the nine longitudinal response profiles to differ from cluster to cluster. At 
maximum, 8 rats are randomized to each dose-compound combination. Cluster-specific 
covariance matrices for the multivariate normal distribution, estimated via the pseudo-likelihood 
estimation method, turned out to be singular. This may signal a perfect dependency among some 
variables, induced by an overspecified model fitted to a small set of data. In the application, we 
therefore assume the random effects and error distributions to be common to all clusters. This 
model results in constant correlation over time between measurements of the same response, and 
between measurements of different responses. 
5.3  Number of Clusters 
The AIC and BIC value for pseudo-likelihood estimation were obtained for models imposing K 
= 1, 2, 3, 4, 5, 6, 8, 10 clusters. To start the algorithm, the 139 rats were randomly divided 
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into K groups. To minimize the risk of choosing unfortunate starting values the algorithm was 
executed 35 times for the same number of clusters specified. The run resulting in the highest 
pseudo-likelihood value, based on the pairwise model described in Section 3 is reported here. 
Table 1 shows the pseudo-likelihood value, the AIC and BIC value, and the effective number of 
parameters for the different models. A sample size of 139 was used to obtain the BIC. These 
criteria balance the increase in pseudo-likelihood value with the increase in model complexity. A 
graphical display is presented in Figure 2. It is seen that the BIC value gradually decreases from 
one to five/six components, from where the BIC appears to level off. The AIC value still 
decreases when adding components to the model; but the AIC is known for overestimating the 
number of clusters in data (Hu and Xu, 2003). In what follows, we will discuss the results for the 
model specifying 5 clusters. The pseudo-likelihood values could be duplicated for the settings 
with 2–5 clusters (the maximum value is obtained for respectively 20, 4, 4, and 6 runs out of the 
35). For the models specifying more than five clusters the maximum pseudo-likelihood value 
could not be duplicated. For the setting with six clusters a number of runs result in comparable 
pseudo-likelihood values (minus twice pseudo-log-likelihood values: 617.64; 618.14; 618.19; 
and 618.25). 
5.4  Composition of the Clusters 
Figure 3 graphically displays the composition of the clusters resulting from the model specifying 
5 clusters; it is seen that the algorithm results in a natural grouping of the different doses and 
compounds included in the study. 
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The clustering algorithm grouped all placebo dose levels of the psychoactive compounds and the 
active dose of Buproprion in one cluster (cluster 3: n = 81). It is not unexpected that the placebo 
dose levels of the compounds are found in one group. But it is interesting to see that the effect of 
Buproprion on the brain activity, as quantified by the 9 frequency measurements, cannot be 
distinguished from the effect of a placebo level. In the model specifying 8 clusters, the rats on 
Buproprion are separated from this cluster. 
The second to largest cluster (cluster 2: n = 22) contains the rats that were randomized to the 
highest dose level of the cholinesterase inhibitors (Donepezil, Galantamine, Tacrine,) or 
Nicotine. In the model specifying 8 clusters, the rats on Nicotine are separated from this cluster. 
The rats randomized to the active dose of Memantine or PCP are grouped together, both 
psychoactive compounds are NMDA receptor antagonists (cluster 5: n = 18). 
Cluster 1 (n = 11) groups the rats randomized to the active dose level of the anti-epileptics 
(Lamotrigine, Valproate). The clustering algorithm does separate the rats on the highest dose of 
amphetamine from the rest (cluster 4: n = 7). Indicating that the two psycho-stimulants included 
in the study (amphetamine and nicotine) exhibit different effects on the brains. 
5.5  Multivariate Longitudinal Profiles 
The estimated mean growth trajectories for each cluster and for each frequency measurement are 
displayed in Figure 4. For the placebo dose level cluster, i.e., cluster 3, Figure 4 shows flat wave 
profiles at a mean percentage change value close to zero. No effect of the psychoactive 
compounds is noticed on the rats brain activity. 
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Cluster 4, i.e., the highest dose level of Amphetamine, is characterized by its profiles for the δ, 
θ1, and α1 waves. Amphetamine is the only psychoactive compound in the study that results in a 
reduction in the δ and θ1 frequencies and an increase in α1 frequencies. The induced change 
for α1 vanishes by the end of the study. 
The effect of administering the highest dose of Memantine or PCP (cluster 5) is best seen in 
the β1, β2, α2 and γ2 waves. For this cluster, the reduction in frequency measurement for the β1, 
β2, and α2 waves is larger then observed for the other clusters. The γ2 frequencies increased. This 
increase is larger than seen for the other clusters and the effect is still present by the end of the 
study. 
Cholinesteras inhibitors and nicotine at the highest dose (cluster 2) result in distinct profiles 
for θ1, α1, α2, and γ1. A positive percentage change is observed for θ1 and γ1, this increase seems 
to level off around time point 5. The percentage changes of α waves are negative during the 
study. 
The anti-epileptic compounds (cluster 1) behave different for the δ, β2, θ2, and γ2 frequencies. 
The percentage change for the δ frequencies is positive and more or less constant during the 
study, the β2 percentage change is also positive but keeps increasing during the study period. 
These results show that rats randomized to the same compounds were nicely clustered together. 
The compounds constituting a cluster are known to give rise to similar effects on cortical brain 
activity, as measured by EEG. Thus, the results can be interpreted from a clinical point of view. 
6  Performance of the Algorithm: Simulations 
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In this section, we explore the performance of the proposed clustering algorithm by means of 
simulated labelled data. Settings representing separated and overlapping clusters, of varying 
cluster sizes (equal and unequal sizes) are considered. The performance of the algorithm will be 
examined in terms of the choice of the optimal number of clusters and in terms of the correct 
grouping of the observations. 
6.1  Data Generation Model 
Multivariate longitudinal data for four clusters (indexed by k), 6 profiles (indexed by m), at 7 
timepoints (indexed by til) is generated according to the following random-intercepts model for a 
linear evolution with time: 
, , ,
k k k k
m il m mi m il m ilY tα α β ε= + + +   (6.2) 
where 1, ,6m =  ; 1 70, , 6i it t= = ; and 1, , 4k =  . 
Values for the cluster by profile specific fixed effects ( ),
k k
m mα β  are given in Table 2. The random 
intercepts 
k
mia  and random error terms ,
k
m ilε  are generated from multivariate normal distributions, 
common to all clusters. Association between the 6 profiles is introduced by allowing the random 
intercepts to co-vary. Their correlation matrix is given in Table 3. 
Data representing different degrees of overlap among the clusters is obtained by increasing the 
random intercept and residual variances of the 6 profiles. Table 4 displays the considered settings 
for the variance terms and the corresponding average Mahalanobis distance between the (centers 
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of the) four clusters. For setting 1, the random intercept variances were specified to equal (2.0, 
0.5, 3.0, 2.0, 2.0, 1.0) and the residual variances were fixed to (1.0, 0.3, 1.0, 1.0, 2.5, 1.0). 
Settings 2 — 9 are obtained by multiplying these variances by a factor 1.0, 1.5 or 2.0. The 
generated data consists of four clusters with smallest Mahalanobis distances between clusters 
(1,3) and (2,4). These clusters are thus harder to separate from each other. The cluster sizes were 
specified to be equal to each other and equal to 7, 10, and 15 in turn. For settings 1, 5, and 9 data 
was also generated for unequal cluster sizes: (n1 = 20, n2 = 10, n3 = 5, n4 = 5) and (n1 = 40, n2 = 
20, n3 = 10, n4 = 10). Although the unequal cluster size setting is very limited and purely 
illustrative, it can shed some light on the performance of the clustering algorithm when facing 
unequal cluster sizes. 
For each setting, 50 data sets were generated. Figure 5 shows the longitudinal profiles obtained 
for setting 1 and assuming equal cluster sizes of 10. Clearly, the four clusters cannot be discerned 
by naked eye. 
6.2 Performance of the algorithm: Results 
The clustering algorithm was entertained for k = 1,3,4, and 5, with 15 random initial divisions 
and a maximum of 45 iterations for step 3 of the algorithm. Each iteration involves 15 bi-variate 
mixed models. For each response, the model given in (6.2) was applied to the simulated data. 
The two random intercepts were allowed to co-vary. The variance-covariance matrices for the 
random intercepts and residual errors were specified to be common to the clusters. Due to 
increasing computing time with increasing values for k and nk, the algorithm was not entertained 
for larger values of k. 
D
ow
nl
oa
de
d 
by
 [G
ee
rt 
M
ole
nb
erg
hs
] a
t 2
3:3
1 2
6 M
ay
 20
15
 
Ac
ce
pte
d M
an
us
cri
pt
 
23 
In order to evaluate the performance of the clustering algorithm in choosing the optimal number 
of clusters the AIC and BIC values for the pseudo-likelihood estimations were obtained. The 
change in information criteria with increasing model complexity (.i.e. increasing value of k) is 
graphically displayed in Figure 6. Although the IC values gradually decrease when adding 
components to the model, they appear to level off at k = 4. This indicates that a good balance 
between model fit and model complexity is reached for four clusters. 
Table 5 displays the mean (and standard deviation), minimum and maximum value of the 
distribution of correctly classified observations when the algorithm is used with four clusters. In 
fact the algorithm allocates each observation into one of four groups. To circumnavigate the 
label degeneracy all 4! permutations of the labels, assigned by the algorithm, have to be 
compared with the true label. Table 5 presents the results for the permutation maximally 
recovering the true labels. For example, for data generated under setting 2 with clusters of size 7, 
we conclude that on average the clustering algorithm is able to assign 84% of the observations to 
the proper cluster. 
As expected, we see that the larger the overlap between the clusters, as measured by the Ma-
halanobis distances between their centers, the harder it is to reveal the grouping in the data 
(Table 5). The four sub-populations are well recovered by the algorithm for the settings 1, 2, 4 
and 7. Also for settings 3, 5 and 8 the proportion of correctly classified observations is 
reasonably good. For settings 1, 5, and 9 data was simulated for a total of 40 observations under 
equal and unequal cluster sizes. Comparison of the performance of the clustering algorithm for 
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both situations seems to indicate that the performance is slightly weaker when clusters have 
different sizes. 
7  Discussion 
In this paper, we presented an algorithm to reveal clusters in the setting of multivariate repeated 
data. The algorithm mimics a k-means algorithm. The means of the k clusters are obtained via 
bivariate joint models for the repeated responses. An individuals’ pseudo-likelihood contribution 
is used as the criterion to classify an individual into a cluster. 
The algorithm was applied on EEG rat data for 9 longitudinally measured frequencies; with 
clustering performed at rat level. It turns out that rats randomized to the same compounds were 
nicely clustered together. The compounds constituting a cluster are known to give rise to similar 
effects on cortical brain activity, as measured by EEG. Thus, the results could be interpreted 
from a clinical point of view. The proposed algorithm is an exploratory tool that has potential 
value to divide a heterogeneous population in homogeneous subpopulations. The performance of 
the algorithm was also investigated by means of simulations. For the settings considered, the 
algorithm turns out to have a good performance, both in terms of determining the optimal 
number of clusters and in terms of classifying the observations in the correct cluster. 
The longitudinally measured wave responses in the EEG study were all continuous and recorded 
at the same time points. The proposed algorithm is, however, not confined to this type of data. 
The cluster algorithm breaks down to repeatedly fitting bivariate mixed models. As such, it 
benefits from the attractive feature of a multivariate mixed model that different responses (e.g., 
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binary and continuous) can be combined; and to sequential responses. For incomplete responses, 
missingness at random (MAR) is assumed within each pair of repeated responses. If this 
assumption does not hold, the pairwise mixed models do not give valid parameter estimates and 
the results of the clustering algorithm could fail to be trustworthy. Study design features, such as, 
for example, blocking, can be incorporated in the clustering algorithm, by introducing another 
random effect in the bivariate model. 
The primary practical limitation of the algorithm is computation time. Given that the algorithm is 
iterative in nature, computation time increases with increasing complexity of the data set; i.e., 
increasing number of individuals, number of repeated outcome measures and number of 
specified clusters. The BIC criterion was used to choose the optimal number of clusters. The 
bootstrap likelihood ratio test is an alternative (McLachlan, 1987), but was not implemented 
because of computing time. 
In general, cluster analyses are sensitive to starting values and to outliers. This is not different for 
the proposed algorithm. Running the algorithm for a number of times, each time starting from a 
different random division in k initial groups, allows to evaluate sensitivity to starting values. The 
maximum pseudo-likelihood value is harder to duplicate when more cluster are specified; again 
increasing computing time. 
The issue of outliers is harder to investigate. Outliers induce clusters with a few units, centered 
around the outlier. Bivariate mixed models, as many other statistical tools, easily run into 
problems when applied to small and sparse data sets (cluster). 
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Model misspecification is a concern in any statistical modeling exercise. Misspecification of the 
cluster specific distributions could, for example, result in an overestimation of the number of 
clusters present in the observations. However, a detailed study of the effect of model 
misspecification on the results of the clustering algorithm, by means of simulations, is out of the 
scope of this article. 
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Figure 1: Rat specific profiles for the 9 repeatedly measured frequencies (time zero is 45 min 
after baseline) - EEG Study. 
 
Figure 2: Minus twice pseudo-log-likelihood, AIC, and BIC for the different models - EEG 
Study. 
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Figure 3: Composition of the clusters in terms of psycho-active compound and dose - EEG 
Study. 
 
Figure 4: Estimated cluster mean profiles for the 9 repeatedly measured frequencies (time zero 
is 45 min after baseline) - EEG Study. 
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Figure 5: Simulated multivariate longitudinal data for four clusters. Data is generated 
according to Model (6.2), setting 1 (Tables 2 and 4) and cluster sizes equal to 10. 
 
Figure 6: AIC (dashed lines, Δ) and BIC (full lines, ○)  for the models resulting from the 
clustering algorithm for the multivariate longitudinal data generated according to Model (6.2) 
for settings 1, 4 and 5 (Tables 2 and 4). 
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Table 1: Minus twice pseudo-loglikelihood values and information criteria for the final models 
resulting from the clustering algorithm - EEG Study. 
 
# clusters effective # of parameters -2pl AIC BIC 
1 366 651260 651992 653065 
2 755 640466 636317 639923 
3 1229 633859 636317 639923 
4 1581 627028 630190 634829 
5 2108 622189 626406 632592 
6 2550 617623 622723 630205 
8 3179 612800 619157 628485 
10 3808 609677 617293 628467 
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Table 2: Values specified for the fixed intercept and slope effects to simulate data according to 
Model (6.2). 
 
Cluster (k) Response (m) 
k
mα  
k
mβ  Cluster (k) Response (m) 
k
mα  
k
mβ  
1 1 −3 3 3 1 −3 4 
1 2 3 0 3 2 4 0 
1 3 5 6 3 3 5 4 
1 4 17 7 3 4 17 8 
1 5 74 8 3 5 74 10 
1 6 13 6 3 6 20 5 
2 1 2 3 4 1 −3 3 
2 2 3 3 4 2 −3 3 
2 3 6 5 4 3 5 3 
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2 4 17 7 4 4 16 8.5 
2 5 74 9.5 4 5 75 9 
2 6 15 5 4 6 19 4 
Table 3: Values specified for the correlation matrix of the random intercepts to simulate data 
according to Model (6.2). 
 
1.00  0.25 0.10 0.30 0.20 0.00 
1.00 0.20 0.10 0.10 0.10 
 1.00 0.10 0.10 0.10 
  1.00 0.20 0.10 
   1.00 0.10 
    1.00 
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Table 4: Settings considered to simulate data according to Model (6.2): multiplying factors for 
the random intercept variances (2.0, 0.5, 3.0, 2.0, 2.0, 1.0) and residual error variances (1.0, 
0.3, 1.0, 1.0, 2.5, 1.0) in Model (6.2) and average Mahalanobis distance between the four 
clusters. 
 
 Multiplying factors for 
Random intercept variances 
Multiplying factors for 
Residual error variances 
Average Mahalanobis 
distance 
Setting 1 1 1 20.3 
Setting 2 1 1.5 17.1 
Setting 3 1 2 15.2 
Setting 4 1.5 1 19.4 
Setting 5 1.5 1.5 16.2 
Setting 6 1.5 2 14.2 
Setting 7 2 1 19.0 
Setting 8 2 1.5 15.7 
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Setting 9 2 2 13.8 
 
Table 5: Proportion of correctly classified observations (average over 50 simulations (standard 
deviation), minimum (min) and maximum value (max)) under the settings specified in Table 2 
and Table 4 - Multivariate longitudinal data generated according to Model (6.2). 
 
Setting Average 
Mahalanobis 
Distance 
nk = 7 nk = 10 nk = 15 
mean 
(std) 
min max mean 
(std) 
min max mean (std) min max 
1 20.3 99 (4) 79 100 100 (1) 93 100 100 (1) 98 100 
2 17.1 84 (15) 46 100 81 (14) 55 100 89 (14) 47 100 
3 15.2 65 (14) 43 93 61 (15) 35 98 56 (12) 30 82 
4 19.4 97 (6) 75 100 99 (4) 75 100 100 (1) 95 100 
5 16.2 75 (14) 46 100 75 (16) 43 100 76 (16) 47 100 
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6 14.2 59 (11) 39 86 53 (12) 40 93 50 (9) 32 70 
7 19.0 96 (8) 71 100 98 (5) 78 100 100 (1) 95 100 
8 15.7 71 (3) 43 96 70 (14) 48 100 68 (14) 45 100 
9 13.8 54 (9) 39 75 54 (9) 35 85 48 (9) 32 77 
 
Setting Average 
Mahalanobis 
Distance 
n1 = 20, n2 = 10, n3 = 
5, n4 = 5 
n1 = 40, n2 = 20, n3 = 
10, n4 = 10 
 
mean 
(std) 
min max mean 
(std) 
min max 
1 20.3 85 (15) 63 100 96 (11) 64 100  
5 16.2 64 (11) 48 90 62 (10) 41 88 
9 13.8 53 (7) 38 70 49 (5) 38 60 
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