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We study the quantum phases of a Bose-Hubbard model with staggered magnetic flux in two
dimensions, as has been realized recently [Aidelsburger et al., PRL, 107, 255301 (2011)]. Within
mean field theory, we show how the structure of the condensates evolves from weak to strong
coupling limit, exhibiting a tricritical point at the Mott-superfluid transition. Non-trivial topological
structures (Dirac points) in the quasi-particle (hole) excitations in the Mott state are found within
random phase approximation and we discuss how interaction modifies their structures. Excitation
gap in the Mott state closes at different k points when approaching the superfluid states, which is
consistent with the findings of mean field theory.
The possibility of achieving quantum Hall [1] and other
topological states [2, 3] in cold atom systems has been
greatly enhanced recently with the realization of syn-
thetic gauge fields in free-space [4–9] and synthetic mag-
netic flux in optical lattices [10–14]. In the latter case,
the flux per plaquette can approach the quantum limit,
large enough to realize the Harper-Hafstadter Hamilto-
nian [15, 16] that hosts fractal energy spectrum (Hofs-
tadter’s butterfly). With rational flux per plaquette, the
lowest sub-band is topologically non-trivial and can give
rise to quantized Hall conductance [1]. Such topologi-
cal band structures can be readily explored with non-
interacting fermionic atoms.
The interaction effects on topological states are in gen-
eral less well understood and in this regard, the cold atom
realization offers an ideal platform for addressing this is-
sue. In optical lattices, interaction strength can be tuned
by adjusting the lattice depth and if necessary, with Fes-
hbach resonance. Furthermore, cold atom systems al-
low the study of bosonic variant and open experimental
avenue for investigating bosonic topological states that
has attracted much theoretical attention recently [17–21].
In the weak coupling limit, Bose condensation in a uni-
form flux has been analyzed with Bogoliubov theory [22].
Quantum phases of bosons in a staggered flux lattice has
been investigated as well [23].
In this Letter, we study the interaction effects on the
quantum phases of bosonic 87Rb atoms in an optical lat-
tice with magnetic flux that is staggered only along one
direction, as was realized recently in Ref. [12]. We show
how two types of superfluid states in the weak coupling
limit evolve into the Mott insulating regime through a tri-
critical point. Collective excitations in the Mott regime
are studied in detail, and give further evidence for exis-
tence of tricritical point. Multiple Dirac points are found
in the collective excitation and we investigate the effects
of interactions on the Dirac points and show that while
their dispersion depends strongly on interactions, their
positions in the Brillouin zone remain intact in the Mott
regime.
Single particle properties. In the experiment [12], mag-
netic flux per plaquette with a magnitude pi2 which is pe-
riodic along yˆ-direction, but staggered along xˆ-direction,
is realized with laser assisted hopping in a superlattice;
see Fig.1 (A). The magnitude of the hopping amplitude
along the xˆ and yˆ directions are given byK and J , respec-
tively. Due to the presence of magnetic flux, the hopping
Hamiltonian acquires Peierls phases and takes the form
Hhop = −
∑
R(Ke
±iδk·Rc†RcR+axˆ + Jc
†
RcR+ayˆ + H.c.),
where R = maxˆ + nayˆ are lattice sites and a is the lat-
tice constant and will be set to unit in the following.
± sign in the Peierls phases refers to the even and odd
sites along xˆ-direction. m and n are integers. By a sim-
ple gauge transformation for only the even sites along xˆ-
direction, c2mxˆ+nyˆ → ei2mδkx+inδkyamn, and rename the
odd sites a(2m+1)xˆ+nyˆ → bmn, the space-dependent phase
factors can be removed and one obtains a Hamiltonian
with a unit cell that consists two non-equivalent sites [12]
(see Fig.1 (A)), which we shall label as A-site and B-site
(m now labels the unit cell along xˆ-direction). In terms
of these new operators, the single particle Hamiltonian
takes the form
Hhop = −
∑
m,n
(Ka†m,nbm,n + Je
iδkya†m,nam,n+1 + H.c.)
−
∑
m,n
(Keiδkxb†m,nam+1,n + Jb
†
m,nbm,n+1 + H.c.). (1)
In momentum space, Hhop = −
∑
k ψ
†
kH(k)ψk, where
H(k) = H0(k)I + H(k) · σ, with H0 = J [cos(ky +
δky) + cos(ky)], Hx(k) = K[cos kx + cos(kx + δkx)],
Hy(k) = K[sin(kx+δkx)−sin kx] andHz(k) = J [cos(ky+
δky)−cos ky]. σ = (σx, σy, σz) are the Pauli matrices and
ψ†k = (a
†
k, b
†
k). I is the two-by-two identity matrix. The
A,B sub-lattice constitutes a pseudo-spin half degree of
freedom. The single particle spectrum constitutes two
branches and are given by E±(k) = H0(k)± |H(k)| with
the corresponding pseudo-spin points either along or op-
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FIG. 1. (Color online). (A) Schematics of the two-
dimensional square optical lattice with synthetic magnetic
flux of magnitude pi
2
. The flux is periodic along yˆ-direction,
but staggered along x-direction. This gives rise to a unit
cell with two non-equivalent lattice sites A (filled circle) and
B (unfilled circle). The hopping amplitudes from A and B
sites to their nearest neighbors are shown schematically. (B)
Phase diagram based on the inhomogeneous mean field the-
ory for average filling factor nA + nB = 2. Three phases
are found within the inhomogeneous mean field theory with
cluster of dimension 8×8. Besides the Mott insultating state,
two superfluid states (plane wave phase (PP) and stripe phase
(SP)) are found and they terminate at a tricritical point. The
dashed red line gives the boundary between PP and SP for
non-interacting gas.
posite the direction of H(k). In the following, we set
δkx = δky =
pi
2 , as was the case in Ref.[12].
The original Hamiltonian obeys the combined sym-
metry operations of time reversal T and spatial trans-
lation along xˆ-direction by one unit of lattice constant,
Txˆ, namely T
−1
xˆ T −1HhopT Txˆ = Hhop. With the trans-
formed Hamiltonian Eq.(1), the spectrum exhibits the
symmetry E−(k) = −E+(k + piyˆ). The lowest energy
states depend on the ratio of J/K [12]. For J/K <√
2, the ground state is at (qx, qy) = (−pi4 ,−pi4 ); while
for J/K >
√
2, there are two degenerate minimum at
(−pi4 ,−pi2 + r2 ) and (−pi4 ,− r2 ), where r = arcsin[2(K/J)2].
There are also two non-degenerate Dirac points at 12 (pi−
δkx,−δky) and 12 (pi − δkx, 2pi − δky). By changing the
angle between the two laser Raman beams, one can
move the Dirac points around in the first Brillouin zone
[−pi2 , pi2 ]xˆ ⊗ [−pi, pi]yˆ.
Mean-field phase diagram. The interaction between
bosons can be taken to occur only within the same lattice
site and assumes the simple form (within a unit cell)
Hint =
U
2
(nA(nA − 1) + nB(nB − 1)), (2)
where U > 0 is the onsite repulsion. In the strong cou-
pling limit, U  J,K, the system enters the Mott insu-
lating regime with one boson per site and a finite exci-
tation gap. Within mean field theory, the ground state
wave function takes the form |Ψ〉 = ∏m,n a†m,nb†m,n |vac〉.
As a result, there is no superfluid order: ϕA(m,n) =
ϕB(m,n) = 0, where ϕA(m,n) = 〈am,n〉 and ϕB(m,n) =
〈bm,n〉 are the order parameters. Furthermore, the den-
sity is uniform. This is, however, no longer the case when
the system enters into the superfluid states. In that case,
it is possible for system to develop both the superfluid
and the density order and this is indeed what we find
within mean field theory.
In the weak coupling limit J,K  U , for J/K < √2,
there is only single ground state and the condensate wave
function can be written as[ ϕA
ϕB
]
PP
=
√
n
1√
2
[ 1
ei
pi
4
]
e−i
1
4pi(2m+n), (3)
where n is the average number per unit cell. The density
is uniform and the phase of the condensate modulates
along xˆ and yˆ direction with period of 8 lattice sites.
We label this as plane wave phase (PP). On the other
hand, when J/K >
√
2, there are two degenerate min-
ima and in the presence of interaction, a general ansatz
for the ground state wave function can be written as a
superposition of two spinor wave functions at momentum
(−pi4 ,−pi4 + q) and (−pi4 ,−pi4 − q), lying along yˆ-direction,
symmetric with respect to the point (−pi4 ,−pi4 ) [24][
ϕA
ϕB
]
SP
=
√
n
[
C1
[
sin θ2
cos θ2e
ipi4
]
e−i
1
4pi(2m+n)eiqn (4)
+ C2
[
cos θ2e
i 3pi4
sin θ2
]
e−i
1
4pi(2m+n)e−iqn
]
,
where q is a variational parameter that should be deter-
mined, together with C1 and C2, by minimizing the mean
field energy E(q, C1, C2) ≡ 〈Hhop +Hint〉. We note that
if q = 0, then ansatz Eq.(4) reduces to Eq.(3). For later
convenience, we set |C1| = cosα and |C2| = sinα antici-
pating the relative phase between C1 and C2 is irrelevant
for energy minimization. cos θ(q) =
√
2J sin q√
2J2 sin2 q+4K2
. The
mean field energy is then given by
E(q) =− n
√
2J cos q − n
√
2J2 sin2 q + 4K2
+
1
8
n2
[
3 + cos 4α− 2K
2(1 + 3 cos 4α)
4K2 + 2J2 sin2 q
]
. (5)
3We need to minimize Eq.(5) for various values of J and
K. For n = 2, it turns out that in general there are
three possible phases: (i) plane wave phase with q = 0
(Eq.(3)); (ii) stripe phase with q 6= 0 with, however, ei-
ther C1 or C2 equals to zero (Eq.(4)) and (iii) stripe
phase with q 6= 0 and |C1| = |C2| = 1√2 (Eq.(4)). For rel-
atively small values of K and J (K < 3.2 and J < 1.5),
only two phases (i) and (iii) remain and they persist to-
wards the Mott-superfluid transition, which is consistent
with the inhomogeneous mean field theory to be dis-
cussed below. According to Eq.(4), the density modu-
lates along yˆ-direction with form n4 sin θ cos(2qn), while
stays uniform along xˆ-direction. On the other hand, the
phase of the condensate modulates with period of 8 along
xˆ-direction while varies in general non-commensurately
along yˆ-direction.
To investigate how two types of condensate structures,
(i) and (iii), discussed above evolve into the Mott state,
we make use of the standard mean field theory and de-
couple the hopping term as a†m,nbm,n = ϕA(m,n)
∗bm,n+
a†m,nϕB(m,n) − ϕ∗A(m,n)ϕB(m,n) + a˜†m,nb˜m,n, and the
fluctuation term a˜†m,nb˜m,n ≡ (a†m,n − ϕ∗A(m,n))(bm,n −
ϕB(m,n)) is neglected. With similar decoupling scheme
for other hopping terms, one obtains an effective single
site Hamiltonian for the A-sub-lattice
H
(A)
MF =
U
2
(nA(nA − 1))− [Kϕ∗B(m,n) + iKϕ∗B(m− 1, n)
+ iJϕ∗A(m,n− 1)− iJϕ∗A(m,n+ 1)]am,n + H.c.. (6)
Similarly, one can write down H
(B)
MF for the B-sublattice.
H
(A,B)
MF couples to its nearest neighbors through the mean
fields ϕA(m,n) and ϕB(m,n) that are in general non-
uniform in space and will be determined self-consistently.
The mean field phase diagram is shown in Fig.1 (B)
for an average of one particle per site n = 2 and one
finds three phases. For small K and J , the system is in
the Mott insulating state, while depending on the ratio
of J/K, the strong coupling superfluid state exhibits two
different phases. The plane wave phase (PP), which oc-
curs when the ratio J/K is small, has uniform density
while the phases modulate along xˆ and yˆ direction with
period of 8 lattice sites; for larger ratio J/K, stripe phase
(SP) with density modulation along yˆ occurs while the
phases modulate along xˆ with period of 8 lattice sites.
These features are all reminiscent of the weak coupling
superfluid phase and has been checked for larger cluster
sizes [25]. The three phases meet at a tricritical point
which, within mean field theory, is at J = 0.07 and
K = 0.035. We shall defer a detailed study of the tricrit-
ical point later [26]. The fact that the Mott state makes
transitions to two different superfluid states can also be
identified from the excitation spectrum of the Mott state
to which we now turn.
FIG. 2. (Color online). (A) Quasi-hole excitation for the
two bands closest to zero energy. There are two Dirac points
in the spectrum at k1 = (
pi
4
, 3pi
4
) and k2 = (
pi
4
,−pi
4
). The
shaded region shows the Dirac cone at k2. (B) The velocity
of the quasi-hole along kx and ky direction for the Dirac point
k2, as a function of U in the Mott regime. The dashed line
corresponds to the non-interacting value and has a ratio
√
2.
(C) Quasi-particle and quasi-hole bands closest to zero energy.
In the Mott regime, a finite gap exists between quasi-particle
and quasi-hole band. The gap decreases as one approaches
the superfluid phases. There is no particle-hole symmetry in
the excitation spectrum. The following parameters are used
for (A) and (C), K = J = 0.03 and U = 1. For (B), K = J =
0.03. The average number of boson per site is set to one.
Collective excitations. Having established the mean
field phase diagram, let us now discuss the collective ex-
citations in the Mott insulating phase. Since density is
uniform in the Mott regime (one particle per site), the
unit cell turns out to be composed of A and B sites, as
in the non-interacting case. Let us then define the local
basis for the mean field Hamiltonian H
(χ)
MF (χ=A,B) as
|χ;α〉, with eigen-energy Eχα . If we now define the stan-
dard basis operators Lχαα′ = |χ, α〉 〈χ, α′|, where α, α′
label the eigenstates, then H
(χ)
MF =
∑
αE
χ
αL
χ
αα, diago-
nal in the basis |χ, α〉. On the other hand, the fluc-
tuation terms that have been neglected in the mean
field treatment, can now be written in terms of Lχαα′ :
a˜†m,nb˜m,n =
∑
αα′;ββ′ D
+A
αα′D
−B
ββ′L
A
αα′L
B
ββ′ and D
σχ
αα′ =
〈χ, α|ψσχ −〈ψσχ〉 |χ, α′〉, where σ = ± in the subscript de-
notes creation and annihilation operators and ψσA = a
σ
and ψσB = b
σ. The full original Hamiltonian can now be
written in terms of the operators Lχαα′ .
To obtain the excitation spectrum, we define
the single particle Green function Gσσ
′
χχ′(r, r
′; t) =
−i〈T ψσχ(r, t)ψσ
′
χ′ (r
′, 0)〉, where T is the time-ordering op-
erator. Writing Gσσ
′
χχ′ in terms of standard basis op-
erators and making use of the random phase approxi-
mation [27, 28], we find the following equation for the
Green function Gσσ
′
χχ′ (after Fourier transforming to the
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FIG. 3. (Color online). Softening of the excitation spectrums
in Mott insulating state as a function of ky, for kx = −pi/4,
along two values of J/K, making transition to PP and SP.
(A) J/K = 1, the excitation spectrum goes to zero at
kx = −pi/4, ky = −pi/4, consistent with the structure of the
strong coupling superfluid state. (B) J/K = 2, excitation
spectrum goes to zero at two values of ky, indicating the
emergence of condensate with two momentum conponents.
(C) and (D) shows the phases (directions of the arrows) of
superfluid order parameters at each site for PP and SP, re-
spectively. Overall pi/4 modulation along y has been removed
to make comparsion between (C) and (D) clear. The interac-
tion parameter U is set to unity.
frequency-momentum space)
Gσσ
′
χχ′(q, ω) =
1
2pi
δχχ′B
σσ′
χ (ω)− 2
∑
i
eiq·δi× (7)[
Bσ−χ (ω)t
χ
δi
G+σ
′
χiχ′(q, ω) +B
σ+
χ (ω)t
χ∗
δi
G−σ
′
χiχ′(q, ω)
]
,
in which δi’s are the four unit vectors which point out-
wards from a particular site. tχδi gives the hopping am-
plitude from a site with sub-lattice index χ, along the
direction δi, to its neighboring site with sub lattice in-
dex χi (see Fig.1(A)). The function B
σσ′
χ (ω) is given by
Bσσ
′
χ (ω) =
∑
δδ′
〈Lχδδ〉 − 〈Lχδ′δ′〉
ω + Eχδ − Eχδ′
Dσχδδ′D
σ′χ
δ′δ , (8)
where the average is taken over the mean field ground
state. The excitation spectrum is determined implicitly
by setting det[G−1(ω,k)] = 0.
In the Mott regime, there is no superfluid order and
the situation simplifies considerably. Eq.(7) becomes
block diagonal with G++ = G−− = 0 and we have
(1 + B)G−+ = J , where explicitly
B =
[ −2J sin qyB−+A K(eiqx − ie−iqx)B−+A
K(ieiqx + e−iqx)B−+B 2K cos qyB
−+
B
]
(9)
and the matrix J is given by
J =
[
B−+A 0
0 B−+B
]
. (10)
As a result, the excitation spectrum is determined by
det(1 + B) = 0 and let us denote it as E(k). There is
also a similar branch for the Green function G+−, whose
solution is given by E′(k). We note the following relation
E(k) = −E′(−k) and will concentrate on E(k) below.
In Fig.2, we show the two branches of quasi-hole ex-
citations closest to zero energy. One particular feature
that is worth noting is the appearance of Dirac points
in the excitation spectrum at the positions correspond-
ing to the non-interacting case or their symmetry related
points (see Fig.2 (A)). The dispersion close to the Dirac
point is linear and can be characterized by two veloc-
ities vx,y along kx,y, respectively. While the positions
of the Dirac points are unaffected by the strong interac-
tions, its dispersion is significantly renormalized from the
non-interacting values, as shown In Fig.2 (B). In the deep
Mott regime U  J,K, quasi-particle are essentially dou-
blon and hole [29], which hop with a phase relations that
is the same as the non-interacting case, apart from the
renormalization of the amplitudes and an overall energy
shift. As one approaches the Mott-superfluid transition
boundary, the Dirac cone becomes shaper. Surprisingly
the “anisotropy” of the Dirac cone, vxvy =
√
2, remains
the same as in the non-interacting case. In Fig.2 (C), we
plot the quasi-particle and quasi-hole excitation closest
to zero energy along a representative path in the first
Brillouin zone, connecting symmetry points Γ = (0, 0),
M = (pi2 , 0) and X = (
pi
2 , pi). As expected, a finite gap
always exists in the Mott insulating regime and there is
no particle-hole symmetry.
The above features can be understood from the struc-
ture of the Green function G−+. Its inverse can be writ-
ten as: (G−+)−1 = J−1(1+B) ≡ h0+h·σ. In the case we
are considering, namely one boson per site, B−+A = B
−+
B
and we find hx = Hx, hy = Hy and hz = Hz, the same as
the non-interacting case. With this, it is straightforward
to conclude that the Dirac points will remain at their
original positions and in addition, the quasi-particle ex-
citations have the same spinor wave functions as that of
a single particle.
Finally, let us discuss the behavior of collective exci-
tations close to the Mott-superfluids transition and show
how it is connected to the emergent superfluid states.
Fig.3 (A) shows that for fixed ratio J/K = 1, the exci-
tation energy approaches zero at momentum (−pi4 ,−pi4 ),
which corresponds to the modulations of the plane wave
phase. On the other hand, for fixed ratio J/K = 2 (see
5Fig.3 (B)), the excitation energy approaches zero at two
distinct k points (−pi4 ,−pi4 + q) and (−pi4 ,−pi4 − q), where
q depends on the values J and K, as well as interaction
U . This suggests that the emergent condensate is of the
form Eq.(4). In Fig.3 (C) and (D), clear difference be-
tween the phase modulations in the PP and SP states are
shown with overall exp(−ipi4n) factor removed for clear
comparison.
Conclusion. We have shown how weak coupling su-
perfluid states evolve into the Mott insulating state in a
Bose-Hubbard model with synthetic staggered flux. It is
predicted that a tricritical point exists where the plane
wave state, the stripe state and the Mott insulating state
terminate. While excitations in the Mott regime give
further supporting evidence of the existence of tricritical
point, further studies are necessary to illustrate its na-
ture. Effects of interaction on topological Dirac points
are quantified and discussed.
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