A process of rumor scotching on finite populations by de Arruda, Guilherme Ferraz et al.
A process of rumor scotching on finite populations
Guilherme Ferraz de Arruda, Francisco A. Rodrigues, and Pablo Martín Rodríguez∗
Departamento de Matemática Aplicada e Estatística,
Instituto de Ciências Matemáticas e de Computação,
Universidade de São Paulo - Campus de São Carlos,
Caixa Postal 668,13560-970 São Carlos, SP, Brazil.
Elcio Lebensztayn
Instituto de Matemática, Estatística e Computação Científica,
Universidade Estadual de Campinas – UNICAMP,
Rua Sérgio Buarque de Holanda 651, CEP 13083-859, Campinas, SP, Brazil.
Rumor spreading is a ubiquitous phenomenon in social and technological networks. Traditional
models consider that the rumor is propagated by pairwise interactions between spreaders and ig-
norants. Spreaders can become stiflers only after contacting spreaders or stiflers. Here we propose
a model that considers the traditional assumptions, but stiflers are active and try to scotch the
rumor to the spreaders. An analytical treatment based on the theory of convergence of density
dependent Markov chains is developed to analyze how the final proportion of ignorants behaves
asymptotically in a finite homogeneously mixing population. We perform Monte Carlo simulations
in random graphs and scale-free networks and verify that the results obtained for homogeneously
mixing populations can be approximated for random graphs, but are not suitable for scale-free net-
works. Furthermore, regarding the process on a heterogeneous mixing population, we obtain a set
of differential equations that describes the time evolution of the probability that an individual is
in each state. Our model can be applied to study systems in which informed agents try to stop
the rumor propagation. In addition, our results can be considered to develop optimal information
dissemination strategies and approaches to control rumor propagation.
PACS numbers:
INTRODUCTION
Spreading phenomena is ubiquitous in nature and tech-
nology [1]. Diseases propagate from person to person,
viruses contaminate computers worldwide and innovation
spreads from place to place. In the last decades, the anal-
ysis of the phenomenon of information transmission from
a mathematical and physical point of view has attracted
the attention of many researchers [1–4]. The expression
“information transmission” is often used to refer to the
spreading of news or rumors in a population or the dif-
fusion of a virus through the Internet. These stochastic
processes have similar properties and are often modeled
by the same mathematical models [2–4].
In this paper we propose and analyze a process of ru-
mor scotching on finite populations. A removal mecha-
nism different from the one considered in the usual mod-
els is considered here. i.e. we assume that stifler nodes
can scotch the rumor propagation. Our model is in-
spired by the stochastic process discussed in [5]. In such
work, the author assumes that the propagation of a ru-
mor starts from one individual, who after an exponential
time learns that the rumor is false and then starts to
scotch the propagation by the individuals previously in-
formed. When the population is homogeneously mixed,
Bordenave [5] showed that the scaling limit of this pro-
cess is the well-known birth-and-assassination process,
introduced in the probabilistic literature by Aldous and
Krebs [6] as a variant of the branching process [7]. In
order to introduce a more realistic model we consider
two modifications. We suppose that each stifler tries to
stop the rumor diffusion by all the spreaders that he/she
meets along the way. It is assumed that the rumor starts
with general initial conditions. An interacting particle
system is considered to represent the spreading of the
rumor by agents on a given graph. Then we assume that
each agent may be in any of the three states belong-
ing to the set {0, 1, 2}, where 0 stands for ignorant, 1
for spreader and 2 for stifler. Finally, the model is for-
mulated by considering that a spreader tells the rumor
to any of its (nearest) ignorant neighbors at rate λ. A
spreader becomes a stifler due to the action of its (nearest
neighbor) stifler nodes at rate α.
Our model can be applied to describe the spreading of
information through social networks. In this case, a per-
son propagates a piece of information to another one and
then becomes a stifler. After that, such person discovers
that the piece of information is false and then tries to
scotch the spreading. The same dynamics can model the
spreading of data in a network. A computer can try to
scotch the diffusion of a file after discovering that it con-
tains a virus. This dynamics is related to the well-known
Williams-Bjerknes (WB) tumor growth model [8], which
is studied on infinite regular graphs like hypercubic lat-
tices and trees (see for instance [9–11]). The same model
on complete graphs is studied by Kortchemski [12] in the
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2context of a predator-prey SIR model. As a description
of a rumor dynamic on finite graphs, including random
graphs and scale-free networks, this model has not been
addressed yet. In this way, here we apply the theory of
convergence of density dependent Markov chains and use
computational simulations to study rumor scotching on
finite populations. The asymptotic behavior of the pro-
cess in a homogeneously mixing population is analyzed.
In addition, we simulate this model in complex networks
in order to verify the cases in which the homogeneously
mixing approximation is suitable. Furthermore, regard-
ing the process on a heterogeneous mixing population, we
obtain a set of differential equations that describes the
time evolution of the probability that an individual is in
each state. We show that there is a remarkable match-
ing between these analytical results and those obtained
from computer simulations. Our results can contribute to
the analysis of optimal information dissemination strate-
gies [13] as well as the statistical inference of rumor pro-
cesses [14].
PREVIOUS WORKS ON RUMOR SPREADING
The most popular models to describe the spreading
of news or rumors are based on the stochastic or deter-
ministic version of the classical SIR (susceptible-infected-
recovered), SIS (susceptible-infected-susceptible) and SI
(susceptible-infected) epidemic models [1, 15]. In these
models, it is assumed that an infection (or informa-
tion) spreads through a population subdivided into three
classes (or compartments), i.e. susceptible, infective and
removed individuals. In the case of rumor dynamics,
these states are referred as ignorant, spreader and sti-
fler, respectively.
The first stochastic rumor models are due to Daley and
Kendall (DK) [16, 17] and to Maki and Thompson (MT)
[18]. Both models were proposed to describe the diffusion
of a rumor through a closed homogeneously mixing popu-
lation of size n, i.e. a population described by a complete
graph. Initially, it is assumed that there is one spreader
and n− 1 are in the ignorant state. The evolution of the
DK rumor model can be described by using a continuous
time Markov chain, denoting the number of nodes in the
ignorant, spreader and stifler states at time t by X(t),
Y (t) and Z(t), respectively. Thus, the stochastic process
{(X(t), Y (t))}t≥0 is described by the Markov chain with
transitions and corresponding rates given by
transition rate
(−1, 1) XY,
(0,−2)
(
Y
2
)
,
(0,−1) Y (n−X − Y ).
This means that if the process is in state (X,Y ) at time t,
then the probability that it will be in state (X−1, Y +1)
at time t + h is XY h + o(h), where o(h) is a function
such that limh→0 o(h)/h = 0. In this model, it is as-
sumed that individuals interact by pairwise contacts and
the three possible transitions correspond to spreader-
ignorant, spreader-spreader and spreader-stifler interac-
tions. In the first transition, the spreader tells the rumor
to an ignorant, who becomes a spreader. The two other
transitions indicate the transformation of the spreader(s)
into stifler(s) due to its contact with a subject who al-
ready knew the rumor.
Maki and Thompson formulated a simplification of the
DK model by considering that the rumor is propagated
by directed contact between the spreaders and other indi-
viduals. In addition, when a spreader i contacts another
spreader j, only i becomes a stifler. Thus, in this case,
the continuous-time Markov chain to be considered is the
stochastic process {(X(t), Y (t))}t≥0 that evolves accord-
ing to the following transitions and rates
transition rate
(−1, 1) XY,
(0,−1) Y (n−X).
The first references about these models, [16–18], are the
most cited works about stochastic rumor processes in ho-
mogeneously mixing populations and have triggered nu-
merous significant research in this area. Basically, gen-
eralizations of these models can be obtained in two dif-
ferent ways. The first generalizations are related to the
dynamic of the spreading process and the second ones
to the structure of the population. In the former, there
are many rigorous results involving the analysis of the
remaining proportion of ignorant individuals when there
are no more spreaders on the population [19, 20]. Note
that this is one way to measure the range of the rumor.
After the first rigorous results, namely limit theorems for
this fraction of ignorant individuals [19, 20], many au-
thors introduced modifications in the dynamic of the ba-
sic models in order to make them more realistic. Recent
papers have suggested generalizations that allow various
contact interactions, the possibility of forgetting the ru-
mor [21], long-memory spreaders [22], or a new class of
uninterested individuals [23]. Related processes can be
found for instance in [24, 25]. However, all these models
maintain the assumption that the population is homoge-
neously mixing.
On the other hand, recent results have analyzed how
the topology of the considered population affects the dif-
fusion process. In this direction, Coletti et al. [26] stud-
ied a rumor process when the population is represented
by the d-dimensional hypercubic lattice and Comets et
al. [27] modeled the transmission of information of a mes-
sage on the Erdős-Rényi random graph. Related studies
can be found in [28–32] and references therein. In the
previous works, authors dealt with different probabilistic
techniques to get the desired results. Such techniques
3allow extending our understanding of a rumor process
in a more structured population, namely, represented by
lattices and random graphs. Unfortunately, when one
deals with the analysis of these dynamics in real-world
networks, such as on-line social networks or the Inter-
net [33], whose topology is very heterogeneous, it is dif-
ficult to apply the same mathematical arguments and a
different approach is required. In this direction, general
rumor models are studied in [34, 35] where the popu-
lation is represented by a random graph or a complex
network and important results are obtained by means of
approximations of the original process and computational
simulations.
HOMOGENEOUSLY MIXING POPULATIONS
The model proposed here assumes that spreaders prop-
agate the rumor to their direct neighbors, as in the orig-
inal Maki-Thompson model [18]. However, differently
from this model, stifler nodes try to scotch the rumor
propagation. The corresponding dynamical process can
be described by a set of differential equations given by
x′(t) = −λx(t)y(t),
y′(t) = λx(t)y(t)− αy(t)z(t),
z′(t) = αy(t)z(t),
x(0) = x0, y(0) = y0, z(0) = z0,
(1)
where x(t), y(t) and z(t) are the fractions of ignorant,
spreader and stifler nodes at time t, respectively. We as-
sume that a spreader tells the rumor to an ignorant at
rate λ and a spreader becomes a stifler at rate α due to
the action of a stifler. The solutions rely on the initial
conditions, since the stifler class is an absorbing state.
Figure 1 shows this dependency. In Figure 1(a), the ini-
tial conditions are fixed and two parameters α and λ are
evaluated, showing that an increase on the values of α
reduces the maximum fraction of spreader nodes. In Fig-
ure 1 (b), the rates are fixed and the initial conditions are
varied, which shows that the time evolution of the sys-
tem changes, evidencing the dependency on the initial
conditions.
The set of Eqs. (1) describes the homogeneously mixing
population assumption, in which every agent interacts
with all the others with the same probability (mean-field
approach). We solved this system numerically for every
pair of parameters, λ and α, each one starting from 0.05
and incrementing them with steps of 0.05 until reaching
the unity. Figure 2 (a) presents the results in terms of
the fraction of ignorants at the end of the process. The
higher the probability α, the higher the fraction of the
ignorants for low values of λ. On the other hand, the
fraction of ignorants is lower when the parameter λ is
increased, even when α ≈ 1.
0 50 100 150 200 250 300 350
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
time
%
 o
f p
op
ul
at
io
n
 
 
α = 0.05, λ = 0.05, Ignorants
α = 0.05, λ = 0.05, Spreaders
α = 0.05, λ = 0.05, Stiflers
α = 0.1, λ = 0.05, Ignorants
α = 0.1, λ = 0.05, Spreaders
α = 0.1, λ = 0.05, Stiflers
(a) Variation of the parameters α and λ for the fixed
initial condition x0 = 0.98, y0 = z0 = 0.01.
0 50 100 150 200 250 300 350
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
time
%
 o
f p
op
ul
at
io
n
 
 
x0 = 0.98, y0 = z0 = 0.01, Ignorants
x0 = 0.98, y0 = z0 = 0.01, Spreaders
x0 = 0.98, y0 = z0 = 0.01, Stiflers
x0 = 0.8, y0 = z0 = 0.1, Ignorants
x0 = 0.8, y0 = z0 = 0.1, Spreaders
x0 = 0.8, y0 = z0 = 0.1, Stiflers
(b) Variation of the initial condition for the fixed
parameters α = 0.05, λ = 0.05.
FIG. 1: Time evolution of the rumor model (Eq. (1)) accord-
ing to the variation of (a) parameters α and λ, or (b) initial
condition.
The homogeneously mixing population assumption
(Eqs. (1)) allows us to obtain some information about
the remaining proportion of ignorants at the end of the
process. However, this procedure refers to the limit of
the process and it does not say us anything about the re-
lation between such value and the size of the population.
In order to study such relation we define a Markov chain
to describe the process proposed. More specifically, we
consider the theory of density dependent Markov chains,
from which we can obtain not only information of the
remaining proportion of ignorants, but also acquire a
better understanding of the magnitude of the random
fluctuations around this limiting value. This approach
has already been used for rumor models, see for instance
[22, 23].
Let us formalize the stochastic process of interest.
4FIG. 2: Fraction of ignorant individuals for the theoretical
model, obtained by the numerical evaluation of the system of
Eqs. (1) for x0 = 0.98, y0 = 0.01 and z0 = 0.01.
Consider a population of fixed size n. As usual, we de-
note the number of nodes in the ignorant, spreaders and
stiflers at time t by Xn(t), Y n(t) and Zn(t), respectively.
We assume that xn0 , yn0 and zn0 are the respective initial
proportions of these individuals in the population and
suppose that the following limits exist,
x0 := lim
n→∞x
n
0 > 0;
y0 := lim
n→∞ y
n
0 and
z0 := lim
n→∞ z
n
0 > 0.
(2)
Our rumor model is the continuous-time Markov chain
V (n)(t) = {(Xn(t), Y n(t))}t≥0 with transitions and rates
are given by
transition rate
(−1, 1) λXY,
(0,−1) αY (n−X − Y ).
This means that if the process is in state (X,Y ) at time t
then the probabilities that it will be in states (X−1, Y +
1) or (X,Y −1) at time t+h are, respectively, λX Y h+
o(h) and αY (n −X − Y )h + o(h). Note that while the
first transition corresponds to an interaction between a
spreader and an ignorant, the second one represents the
interaction between a stifler and a spreader. When n goes
to infinity, the entire trajectories of this Markov chain
have as a limit the set of differential equations in (1). In
the rest of the paper, we denote the ratio α/λ by ρ.
Thus defined, this model is an instance of the general
stochastic rumor model proposed in [23] with the choice
of parameters given by δ = 1, θ1 = θ2 = 0 and γ = ρ.
However, following the notation used in [23],
θ = θ1 + θ2 − γ = −ρ < 0
and the results obtained in that work cannot be applied
directly. Nevertheless, the arguments presented here are
quite similar. Let τ (n) = inf{t : Y n(t) = 0} be the ab-
sorption time of the process. More specifically, τ (n) is the
first time at which the number of spreaders in the popu-
lation vanishes. Our purpose is to study the behavior of
the random variable Xn(τ (n))/n, for n large enough, by
stating a weak law of large numbers and a central limit
theorem.
The main idea is to define, by means of a random time
change, a new process {V˜ (n)(t)}t≥0, with the same tran-
sitions as {V (n)(t)}t≥0, so that they terminate at the
same point. The transformation is done in such a way
that {V˜ (n)(t)}t≥0 is a density dependent Markov chain
for which we can apply well-known convergence results
(see for instance [36–38]).
The first step in this direction is to define
θn(t) =
∫ t
0
Y n(s)ds,
for 0 ≤ t ≤ τ (n). Notice that θn is a strictly increasing,
continuous and piecewise linear function. In this way, we
can define its inverse by
Γn(s) = inf{t : θn(t) > s}, (3)
for 0 ≤ s ≤ ∫∞
0
Y n(u)du. Then it is not difficult to see
that the process defined as
V˜ n(t) := V n(Γn(t)) (4)
has the same transitions as {V n(t)}t≥0. As a conse-
quence, if we define τ˜n = inf{t : Y˜ n(t) = 0} we get
that V n(τn) = V˜ n(τ˜n). This implies that it is enough to
study X˜n(τ˜ (n))/n. The gain of the previous comparison
relies on the fact that {V˜ n(t)}t≥0 is a continuous-time
Markov chain with initial state (xn0n, yn0 n) and transi-
tions and rates given by
transition rate
`0 = (−1, 1) λX,
`1 = (0,−1) α(n−X − Y ).
In particular, the rates of the process can be written as
n
[
βli
(
X˜
n
,
Y˜
n
)]
,
where β0(x, y) = λx and β1(x, y) = α (1− x− y). Pro-
cesses defined as above are called density dependent since
the rates depend on the density of the process (i.e.
normed by n). Then {V˜ n(t)}t≥0 is a density depen-
dent Markov chain with possible transitions in the set
{`0, `1}. By applying convergence results of [38], we ob-
tain an approximation of this process, as the population
size becomes larger, by a system of differential equations.
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FIG. 3: Four different cases for the function f(x) given by Eq. (8).
More precisely, it is known that the limit behavior of
the density dependent Markov chain {V˜ n(t)}t≥0 can be
determined by the drift function F (x, y) = l0β0(x, y) +
l1β1(x, y) (see the Appendix for more details). In other
words,
F (x, y) = (−λx, (λ+ α)x+ αy − α) (5)
and the limiting system of ordinary differential equations
is given by
x′(t) = −λx(t),
y′(t) = (λ+ α)x(t) + αy(t)− α,
x(0) = x0, y(0) = y0.
(6)
The solution of (6) is{
x(t) = x0 exp(−λt),
y(t) = f(x(t)),
(7)
where f : (0, x0]→ R is given by
f(x) = 1− (1− x0 − y0)
(x0
x
)ρ
− x. (8)
Figure 3 shows the behavior of f(x) for four possible rela-
tions between ρ and the initial conditions. If x∞ denotes
the root of f(x) = 0 in (0, x0], then
lim
n→∞
Xn(τn)
n
= x∞ (9)
in probability (see Appendix). This means that, for n
large enough, with high probability the process dies out
leaving approximately a proportion x∞ of remaining ig-
norant nodes of the population. Furthermore, we can de-
scribe the distribution of the random fluctuations around
the limiting value x∞. More precisely, by assuming that
y0 > 0, or that y0 = 0 and ρ < x0/z0, we obtain the
following central limit theorem (see Appendix)
√
n
[
Xn(τ (n))
n
− x∞
]
⇒ N (0, σ2) as n→∞, (10)
where ⇒ denotes convergence in distribution and
N (0, σ2) is the Gaussian distribution with mean zero and
variance σ2 := σ2(α, λ, x0, y0, z0) given by
x∞z∞
[
x0 x∞(1− z0 − x∞) + z0 ρ2z∞(x0 − x∞)
]
x0 z0 [ρ− x∞(ρ+ 1)]2
,
(11)
where z∞ := 1− x∞.
As mentioned previously, Kortchemski [12] deals with
this model on the complete graph in the context of epi-
demic spreading. More precisely, the case X(0) = n and
Y (0) = Z(0) = 1 is considered in a population of size
n + 2. Interesting results related to limit theorems and
phase transitions are obtained. The results stated here
concerning the asymptotic behavior of the rumor process
are proved under a different initial configuration and have
a different convergence scale. We observe that the case
considered in [12] is, using our notation, x0 = 1 and
y0 = z0 = 0 (see equation (2)). Therefore, our work
complement the results by Kortchemski [12].
HETEROGENEOUSLY MIXING POPULATIONS
As an interacting particle system, our model can be for-
mulated in a finite graph (or network) G as a continuous-
time Markov process (ηt)t≥0 on the state space {0, 1, 2}V ,
where V := {1, 2, . . . , n} is the set of nodes. A state of
the process is a vector η = (η(i) : i ∈ V ), where η(i) ∈
{0, 1, 2} and 0, 1, 2 represent the ignorant, spreader and
stifler states, respectively. The rumor is spread at rate λ
and a spreader becomes a stifler at rate α after contact-
ing stiflers. We assume that the state of the process at
time t is η and let i ∈ V . Then
P (ηt+h(i) = 1|ηt(i) = 0) = λhN1(i) + o(h)
P (ηt+h(i) = 2|ηt(i) = 1) = αhN2(i) + o(h)
where N`(i) := N`(η, i) is the number of neighbors of i
that are in state `, for ` = 1, 2 and for the configuration
η. In the previous section we present a rigorous analysis
6of our rumor model on a complete graph with n vertices.
Our results in such case are related to the asymptotic
behavior of the random variables
X(n)(t) =
n∑
i=1
I{ηt(i)=0},
Y (n)(t) =
n∑
i=1
I{ηt(i)=1},
where IA denotes the indicator random variable of the
event A. This mean-field approximation assumes that
the possible contacts between each pair of individuals
occur with the same probability. This assumption en-
ables an analytical treatment, but does not represent the
organization of real-world networks, whose topology is
very heterogeneous [33, 39]. In this case, we use a differ-
ent approach that allows us to describe the evolution of
each node. Such formulation assumes the independence
among the state of the nodes. More precisely, we are
interested in the behavior of the probabilities
xi(t) := P (ηt(i) = 0),
yi(t) := P (ηt(i) = 1),
zi(t) := P (ηt(i) = 2),
(12)
for all i = 1, 2, . . . , n. We describe our process in terms of
a collection of independent Poisson processes Nλi and Nαi
with intensities λ and α, respectively, for i = 1, 2, . . . , n.
We associate the processes Nλi and Nαi to the node i and
we say that at each time of Nλi (Nαi ), if i is in state 1
(2) then it choses a nearest neighbor j at random and
tries to transmit (scotch) the information provided j is
in state 0 (1). In this way, we obtain a realization of our
process (ηt)t≥0.
In order to study the evolution of the functions (12),
we fix a node i and analyze the behavior of its different
transition probabilities on a small time window. More
precisely, consider a small enough positive number h and
note that
P (ηt+h(i) = 0) = P (ηt+h(i) = 0|ηt(i) = 0)P (ηt(i) = 0),
(13)
where the first factor of the right-hand side of last ex-
pression is given by
P (ηt+h(i) = 0|ηt(i) = 0) = 1− P (ηt+h(i) = 1|ηt(i) = 0)− P (ηt+h(i) = 2|ηt(i) = 0)
= 1− P (ηt+h(i) = 1|ηt(i) = 0) + o(h).
(14)
The o(h) term appears in the above equation, be-
cause the occurrence of a transition from state 0 to state
2 in a time interval of size h implies the existence of
at least two marks of a Poisson process at the same
time interval. On the other hand, if we denote Bji(h)
as the intersection of the events {Nj(t, t + h) = 1},
{j transmit the information to i in (t, t + h)}, {ηj(t) =
1} and {ηj(s) = 1, for t < s ≤ t+ h}, we obtain
P (ηt+h(i) = 1|ηt(i) = 0) = P
(
ηt+h(i) = 1|ηt(i) = 0,∪nj=1Bji(h)
)
P (Bji(h)|ηt(i) = 0) + o(h),
=
∑n
j=1
Aji
kj
(λh+ o(h))P (ηt(j) = 1) + o(h),
(15)
where Aji = 1 if i is a direct neighbor of j in the network
(equals 0 other case) and ki =
∑
j Aij is the degree of
the node i. Thus, we obtain
P (ηt+h(i) = 0) =
1− n∑
j=1
Aji
kj
(λh+ o(h))P (ηt(j) = 1) + o(h)
P (ηt(i) = 0)
7or
P (ηt+h(i) = 0)− P (ηt(i) = 0) = −
 n∑
j=1
Aji
kj
(λh+ o(h))P (ηt(j) = 1) + o(h)
P (ηt(i) = 0).
Finally, as x′i(t) = limh→0(xi(t+h)−xi(t))/h we conclude
x′i(t) = −λxi(t)
∑n
j=1
Aji
kj
yj(t). Same arguments allow us
to obtain the equations for yi(t) and zi(t). In this way,
we have the following set of dynamical equations

x′i(t) = −λxi(t)
∑n
j=1 Pjiyj(t),
y′i(t) = λxi(t)
∑n
j=1 Pjiyj(t)− αyi(t)
∑n
j=1 Pjizj(t),
z′i(t) = αyi(t)
∑n
j=1 Pjizj(t),
xi(0) = x0, yi(0) = y0, zi(0) = z0,
(16)
for all i = 1, 2, . . . , n, and Pji := Aji/kj . We observe
that when the network considered is a complete graph of
n vertices, the system of equations (16) match with the
homogeneous approach (see the system of equations (1)).
In order to verify the influence of network structure
on the dynamical behavior of the models, we consider
random graphs of Erdős and Rényi (ER) and scale-free
networks of BarabÃąsi and Albert (BA). Random graphs
are created by a Bernoulli process, connecting each pair
of vertices with the same probability p. The degree dis-
tribution of random graphs follows a Poisson distribution
for large values of n and small p, as a consequence of the
law of rare events [40]. On the other hand, the BA model
generates scale-free networks by taking into account the
network growth and preferential attachment rules [41].
The networks generated by this model present degree dis-
tribution following a power-law, P (k) ∼ k−γ , with γ = 3.
In random graphs most of the nodes have similar degrees,
whereas scale-free networks are characterized by a very
heterogeneous structure.
Figures 4 and 5 show the time evolution of the nodal
probabilities, considering ER and BA networks, respec-
tively. These results are obtained by solving numeri-
cally the system of equations (16). Both networks have
n = 104 nodes and 〈k〉 ≈ 100. The spreading rate is
λ = 0.2 and the stifling rate is α = 0.1. The color of
each curve denotes the degree of each node i. Compar-
ing Figures 4 and 5, we can see that the variance of xi, yi
and zi in BA networks is higher than in ER networks.
Moreover, in both networks, higher degree nodes tend to
turn into a stifler earlier than lower degree ones.
We compare the behavior of our model, described by
Equation 16, with the Maki and Thompson model [18] in
ER and BA networks. The time evolution of this model
is given by
x′i(t) = −λxi(t)
∑n
j=1 Pjiyj(t),
y′i(t) = λxi(t)
∑n
j=1 Pjiyj(t)+
−αyi(t)
∑n
j=1 Pij (xj(t) + zj(t)) ,
z′i(t) = αyi(t)
∑n
j=1 Pij (xj(t) + zj(t)) ,
xi(0) = x0, yi(0) = y0, zi(0) = z0,
(17)
where, as before, xi, yi and zi are the micro-state vari-
ables, quantifying the probability that the node i is an
ignorant, spreader or a stifler at time t, respectively, for
i = 1, 2, . . . , n. Note xi(t) + yi(t) + zi(t) = 1,∀i, t.
Figures 6 and 7 show the time evolution of the nodal
probabilities, by numerically solving equation (17). Sim-
ilarly to our model, the variances of in BA networks are
higher than in ER networks. Besides, the hubs and leaves
of the BA networks presents a completely different behav-
ior, as can be seen in Figure 7 (b). Moreover, the nodes
having higher degrees also tend to become stifler earlier
than low degree nodes.
We consider the same initial conditions for both ru-
mor models, i.e. x0 = 0.98, y0 = 0.01 and z0 = 0.01. It
is worth emphasizing that the initial conditions in Fig-
ures 6 and 7 are not usual in the MT model, since most
of the works on this model considers the initial fraction
of stiflers as zero [1]. However, our model needs an initial
non-zero fraction of stiflers, otherwise there is no manner
to contain the rumor propagation. Furthermore, we can
see that the peak of the fraction of spreaders in our model
is higher than in the MT model. Such feature evinces the
differences between two formulations. In the MT model
the spreaders lose the interest in the rumor propagation
due to the contact with individuals who have already
known the rumor, whereas in our model spreaders are
convinced only by stifler vertices to stop spreading the
information.
We can obtain a macro-sate variable to summarize the
large-scale dynamical behavior of the system as the av-
erage over all states, i.e.,
φX =
1
n
n∑
i=1
xi, (18)
where xi is the probability that node i is ignorant. Such
quantity can be defined similarly for spreader, yi, and
stifler, zi, nodes.
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FIG. 4: Time evolution of the nodal probabilities considering our model for an Erdős and Rényi network with n = 104 nodes
and 〈k〉 ≈ 100. We consider the spreading rate λ = 0.2 and stifling rate α = 0.1. Each curve represents the probability that a
node is in one of the three states (ignorant, spreader or stifler) and the color represents the degree of the node i. The initial
conditions are x0 = 0.98, y0 = 0.01 and z0 = 0.01.
(a) (b) (c)
FIG. 5: Time evolution of the nodal probabilities considering our model for an Barabási and Albert network with n = 104
nodes and 〈k〉 ≈ 100. The spreading rate as λ = 0.2, while the stifling rate is α = 0.1. Each curve represents the probability
that a node is in one of the three states (ignorant, spreader or stifler) and the color represents the degree of the node i. The
initial conditions are x0 = 0.98, y0 = 0.01 and z0 = 0.01.
(a) (b) (c)
FIG. 6: Time evolution of the nodal probabilities considering the Maki and Thompson model in an Erdős and Rényi network
with n = 104 nodes and 〈k〉 ≈ 100. The spreading rate is λ = 0.2 and the stifling rate is α = 0.1. Each curve represents the
probability that a node is in one of the three states (ignorant, spreader or stifler) and the color represents the degree of the
node i. The initial conditions are x0 = 0.98, y0 = 0.01 and z0 = 0.01.
MONTE CARLO SIMULATION
Some results obtained from homogeneously mixing
populations assumption can be extended to heteroge-
neous networks with relative accuracy on disassortative
networks even when the mean degree is low [42]. In this
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FIG. 7: Time evolution of the nodal probabilities considering the Maki and Thompson model in an Barabási and Albert network
with n = 104 nodes and 〈k〉 ≈ 100. The spreading rate is λ = 0.2 and the stifling rate is α = 0.1. Each curve represents the
probability that a node is in one of the three states (ignorant, spreader or stifler) and the color represents the degree of the
node i. The initial conditions are x0 = 0.98, y0 = 0.01 and z0 = 0.01.
way, we perform extensive numerical simulations to ver-
ify how our rigorous results obtained for homogeneously
mixing populations can be considered as approximations
for random graphs and scale-free networks. The rumor
spreading simulation is based on the contact between two
individuals. At each time step each spreader makes a trial
to spread the rumor to one of its neighbors and each sti-
fler makes a trial to stop the spreading. If the spreader
contacts an ignorant, it spreads the rumor with probabil-
ity λ. Similarly, if the stifler contacts an spreader, that
spreader becomes a stifler with probability α. The up-
dates are performed in a sequential asynchronous fashion.
For the simulation procedure it is important to random-
ize the state of the initial conditions, especially for the
heterogeneous networks. In order to overcome statistical
fluctuations in our simulations, every model is simulated
50 times with random initial conditions.
Complete graph
The results are quantified as a function of the fraction
of ignorant nodes, since when the time tends to infinity,
the proportion of spreaders tends to zero and the fraction
of ignorants and stiflers has complementary information
about the population. Figure (8) compares the distribu-
tion of the fraction of ignorants obtained by Monte Carlo
simulations with the central limit theorem by fitting a
Gaussian distribution according to the theoretical values
obtained from Eqs. (1), (8) and (10). Complete graphs of
two different sizes are considered to show the dependency
on the number of nodes n. Note that Eqs. (8) and (10) as-
sert that only the variance depends on the network size,
i.e. σ2 ∝ 1√
n
. Thus, the numerical simulations agree
remarkably with the theoretical results.
FIG. 8: Distribution of the fraction of ignorants obtained from
1000 simulations in a complete graph varying the number of
nodes. The bars are obtained experimentally, while the fitted
Gaussian are based on the theoretical values obtained from
Eqs. (1), (8) and (10).
Complex networks
In order to verify the behavior of the rumor scotching
model on complex networks, we evaluate networks gener-
ated by random graphs of the Erdős and Rényi (ER) and
scale-free networks of Barabási and Albert (BA). Figure 9
shows the distribution of the final fraction of ignorants
considering 1000 Monte Carlo simulations of the rumor
scotching model in networks with n = 104 vertices gen-
erated from the ER and BA models. The theoretical
results for the homogeneously mixing populations, ob-
tained from Eqs. (1), (8) and (10), are also shown. In
ER networks, the distribution converges to the theoreti-
cal results as the network becomes denser. In this way,
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even in sparse networks, 〈k〉 = 100, the results are close
to the mean-field predictions. On the other hand, the
convergence of scale-free networks to the theoretical re-
sults does not occur even for 〈k〉 = 8000 due to their high
level of heterogeneity.
The system of Eqs. 1 that describes the evolution of
rumor dynamics on homogeneous populations can char-
acterize the same dynamics in random regular networks
if we consider λ = 〈k〉λ′ and α = 〈k〉α′. In this case, the
probabilities of spreading and scotching the rumor de-
pend on the number of connections, but the solution of
the system of equations does not change. Since random
networks present an exponential decay near the mean
degree, their dynamical behavior is similar to the mean-
field predictions. On the other hand, this approxima-
tion is not accurate for scale-free networks, because they
do not present a typical degree and the second-moment
of their degree distribution diverges for 2 < γ ≤ 3 as
n→∞. Therefore, the homogeneous mixing assumption
is suitable only for ER networks.
Figure 10 shows the Monte Carlo simulation results as
a function of the parameters α and λ for different ini-
tial conditions. The simulation considers every pair of
parameters, λ and α, starting from λ = α =0.05 and in-
crementing them with steps of 0.05 until reach the unity.
In the rumor spreading dynamics, the role played by the
stiflers is completely different from the recovered indi-
viduals in epidemic spreading. Note that stifler and re-
covered are absorbing states. However, in the disease
spreading, the recovered individuals do not participate
on the dynamics and are completely excluded from the
interactions, whereas in our model, stiflers are active and
try to scotch the rumor to the spreaders.
The number of connections of the initial propagators
influences the spread of disease [15, 43], but does not
impact the rumor dynamics [44]. We investigate if the
number of connections of the initial set of spreaders and
stiflers affects the evolution of the rumor process with
scotching in Barabási-Albert scale-free networks. In a
first configuration, the initial state of the hubs is set as
spreaders and stiflers are distributed uniformly in the
remaining of the network. In another case, stiflers are
the main hubs and spreaders are distributed uniformly.
In both cases, we verify that the final fraction of igno-
rants is the same as in completely uniform distribution
of spreader and stifler states (see Figure 10 (e) – (h)).
Therefore, we infer that the degree of the initial spread-
ers and stiflers does not influence the final fraction of
ignorants.
Figure 11 shows numerical solutions of equation (16)
and the Monte Carlo simulations for ER and BA net-
works. Regarding the simulations, Figures 11(a) and
11(b) correspond to the average behavior of the variables
shown in Figures 4 and 5. We can see that the maxi-
mum fraction of spreaders occurring in BA networks is
lower than in ER networks. This happens because most
of the vertices in BA networks are lowly connected (due
to the power-law degree distribution). Moreover, we can
see that the variance decays over time, which is a conse-
quence of the presence of an absorbing state. In addition
we also find that for sparser networks the matching is less
accurate (results not shown).
CONCLUSIONS
The modeling of rumor-like mechanisms is fundamen-
tal to understand many phenomena in society and on-line
communities, such as viral marketing or social unrest.
Many works have investigated the dynamics of rumor
propagation in complete graphs (e.g. [16]) and complex
structures (e.g. [34]). The models considered so far as-
sume that spreaders try to propagate the information,
whereas stiflers are not active. Here, we propose a new
model in which stiflers try to scotch the rumor to the
spreader agents. We develop an analytical treatment to
determine how the fraction of ignorants behaves asymp-
totically in finite populations by taking into account the
homogeneous mixing assumption. We perform Monte
Carlo simulations of the stochastic model on Erdős-Rényi
random graphs and Barabási-Albert scale-free networks.
The results obtained for homogeneously mixing popula-
tions can be used to approximate the case of random net-
works, but are not suitable for scale-free networks, due
to their highly heterogeneous organization. The influence
of the number of connections of the initial spreaders and
stiflers is also addressed. We verify that the choice of
hubs as spreaders or stiflers has no influence on the final
fraction of ignorants.
The study performed here can be extended by consid-
ering additional network models, such as small-world or
spatial networks. The influence of network properties,
such as assortativity and community organization can
also be analyzed in our model. In addition, strategies to
maximize the range of the rumor when the scotching is
present can also be developed. The influence of the frac-
tion of stiflers on the final fraction of ignorant vertices is
another property that deserves to be investigated.
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FIG. 9: Distribution of the fraction of ignorants considering 1000 Monte Carlo simulations of the rumor scotching model in
networks with n = 104 nodes generated from the (a) ER and (b) BA network models. The simulations consider λ = 0.5, α = 0.5
and initial conditions x0 = 0.98, y0 = 0.01 and z0 = 0.01. Theoretical curves, obtained by Eqs. (1), (8) and (10), are in red.
(a) x0 = 0.98, y0 = 0.005 and
z0 = 0.015.
(b) x0 = 0.98, y0 = 0.015 and
z0 = 0.005.
(c) x0 = 0.98, y0 = 0.01 and
z0 = 0.01.
(d) x0 = 0.9, y0 = 0.05 and
z0 = 0.05.
(e) x0 = 0.98, y0 = 0.005 and
z0 = 0.015.
(f) x0 = 0.98, y0 = 0.015 and
z0 = 0.005.
(g) x0 = 0.98, y0 = 0.01 and
z0 = 0.01.
(h) x0 = 0.9, y0 = 0.05 and
z0 = 0.05.
FIG. 10: Fraction of ignorants (given by color intensities) according to the rates α and λ for different initial conditions
considering ER, from (a) to (d), and BA network models, from (e) to (h). Networks with n = 104 and 〈k〉 ≈ 8 are considered.
Every point is as an average over 50 simulations.
APPENDIX
In this section we describe the main steps behind the
proofs of our results presented for homogeneously mixing
populations. Similar arguments have been applied for
stochastic rumor and epidemic models [22, 23, 45] and
we include them for the sake of completeness. First we
note that according to Theorem 11.2.1 of [38] we have
that, on a suitable probability space, V˜ n(t)/n converges
to (x(t), y(t)) given by (7), almost surely uniformly on
bounded time intervals. Then our results can be obtained
as a direct consequence of Theorem 11.4.1 of [38]. To
show this we use the notation used there, except for the
Gaussian process that we would rather denote by V =
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FIG. 11: Comparison of the Monte Carlo simulations and
the solution of the nodal time evolution differential equations,
equations 16. The continuous curves are the numerical solu-
tion of the differential equations 16, while the symbols are
the Monte Carlo simulations with its respective standard de-
viation. Every point is as an average over 50 simulations.
In (a) an ER network while in (b) a BA network. Both with
n = 104 nodes and 〈k〉 ≈ 100. Moreover, the initial conditions
are x0 = 0.98, y0 = 0.01 and z0 = 0.01.
(Vx,Vy). Here ϕ(x, y) = y, and
τ∞ = inf{t : y(t) ≤ 0} = − 1
λ
log
(
x∞
x0
)
.
Moreover,
∇ϕ(v(τ∞)) · F (v(τ∞)) = y′(τ∞) = (λ+ α)x∞ − α < 0.
(19)
Law of Large Numbers
In order to prove the limit of Eq. (9), note that y0 > 0
and (19) imply that y(τ∞− ) > 0 and y(τ∞+ ) < 0 for
0 <  < τ∞. Therefore the almost surely convergence of
y˜n(t) to y(t) uniformly on bounded intervals implies that
lim
n→∞ τ˜
(n) = τ∞ a.s. (20)
When y0 = 0 and x0 > ρz0, this result is also valid be-
cause y′(0) > 0 and (19) still holds. On the other hand, if
y0 = 0 and x0 ≤ ρz0, then y(t) < 0 for all t > 0, and again
the almost sure convergence of Y˜ n(t)/n to y uniformly
on bounded intervals yields that limn→∞ τ˜ (n) = 0 = τ∞
almost surely. Therefore, as X˜n(t)/n converges to x(t)
almost surely, we obtain the LLN from (20) and the fact
that X(n)(τ (n)) = X˜(n)(τ˜ (n)).
Central Limit Theorem
Now, we show the arguments to prove the central limit
in Eq. (10). From Theorem 11.4.1 of [38] we have that
if, y0 > 0 or y0 = 0 and x0 > ρz0, then
√
n (n−1X˜n(τ˜ (n))− x∞)
converges in distribution as n→∞ to
Vx(τ∞) + x∞
(1 + δ)x∞ − δ Vy(τ∞). (21)
The resulting normal distribution has mean zero, so, to
complete the proof of CLT, we need to calculate the cor-
responding variance. To compute the covariance matrix
Cov(V(τ∞),V(τ∞)), we use Eq. (2.21) from [38, Chap.
10] which translates to
Cov(V(t),V(t)) =
∫ t
0
Φ(t, s)G(x(s), y(s)) [Φ(t, s)]
T
ds.
(22)
In our case,
G(x, y) =
(
λx −λx
−λx (λ− α)x− αy + α
)
and
Φ(t, s) =
(
e−λ(t−s) 0
eα(t−s) − e−λ(t−s) eα(t−s)
)
,
thus we obtain that Cov(V(τ∞),V(τ∞)) is given by
x∞ − x
2
∞
x0
x∞(x∞ − x0)
x0
x∞(x∞ − x0)
x0
2x∞ − 1 + (x∞ − 1)
2
z0
− x
2
∞
x0
 .
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We get the closed formula (11) for the asymptotic vari-
ance by using last expression and properties of variance.
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