In this paper, few weights linear codes over the local ring R = F p + uF p + vF p + uvF p , with u 2 = v 2 = 0, uv = vu, are constructed by using the trace function defined on an extension ring of degree m of R. These trace codes have the algebraic structure of abelian codes. Their weight distributions are evaluated explicitly by means of Gauss sums over finite fields. Two different defining sets are explored. Using a linear Gray map from R to F 4 p , we obtain several families of p-ary codes from trace codes of dimension 4m. For two different defining sets: when m is even, or m is odd and p ≡ 3 (mod 4). Thus we obtain two family of p-ary abelian two-weight codes, which are directly related to MacDonald codes. When m is even and under some special conditions, we obtain two classes of three-weight codes. In addition, we give the minimum distance of the dual code. Finally, applications of the p-ary image codes in secret sharing schemes are presented.
Introduction
Let p denote an odd prime, and m, n be positive integers. Let D = {d 1 [11, 12] can be produced by suitably selecting the defining set D. Hence, the selection of D directly effects the construction of linear codes. The defining set of our abelian code is not a cyclic group, it is an abelian group. Since the 1970s, two-weight codes over fields have been studied, thanks to their connections to strongly regular graphs, difference sets, and finite geometries. Twoweight codes over fields are discussed in [4] and two-weight codes over rings are surveyed in [2] . In this paper, we have obtained several classes of linear codes with few weights over a special ring by using a trace function over a local ring R which is an extension of degree m of the alphabet ring R. Two different defining sets are explored for these trace codes: L , a natural lift of the D above from the residue field of R to R, and L the full unit group of R. Codes over finite fields are obtained from that data by Gray mapping. In [16] [17] [18] [19] , by different choices of the defining set, we get two-weight or three-weight codes over various rings. Linear codes with few weights have applications in Massey's secret sharing scheme [8] , association schemes and difference sets [3, 5] , in addition to their standard applications in communication and data storage systems. Hence, linear codes with few weights are a very interesting research topic in coding theory. This has been investigated in [6, 7, 9, 12] .
In the present paper, motivated by the research work listed in [3, 6] , we construct trace codes over an extension ring of degree m of the alphabet R = F p + uF p + vF p + uvF p , then this leads us to construct linear codes over F p with few weights by using the Gray map. When N 2 = 1, in the case of m even, or if m is odd, in the case of p ≡ 3 (mod 4), we obtain a two-weight code, which is shown to be optimal by the MacDonald code [10] . The aforementioned works lead us to the study of fewweight codes and their weight enumerators over rings. The contribution of this paper is twofold. First, we present two families of optimal two-weight codes by means of exponential sums, and show their application of secret sharing schemes. Next, we obtain two-weight codes and three-weight codes with parameters, that are different from those of [10, 16, 17, 19] .
The manuscript is organized as follows. Section 2 presents some definitions and known facts, which will be needed in the rest of the paper. Section 3 describes main results of this paper. The proofs of Theorems 3.1, 3.2 and 3.3, together with some lemmas, corollaries and examples, are presented in Sect. 4. Section 5 determines the minimum distance of the dual codes. Furthermore, the applications to secret sharing schemes are discussed in Sect. 6. In Sect. 7, we summarize this paper, and give some conjectures which are worth studying in the future.
Preliminaries

Some notations fixed throughout this paper
For convenience, we introduce some notations valid for the whole paper.
• Let F p be the finite field, where p is an odd prime.
• The extension R of degree m of R mentioned above is
• ( ) denotes the real part of the complex number . 
The trace function of the extension ring
where tr() denotes the trace function from F p m onto F p , and it is easy to verify that T r is linear.
The defining sets over the extension ring
In this paper, we define two different defining sets:
(where the definition of D can be found in Subsection 2.6) .
In fact, D is just a set of coset representatives of the cyclic subgroup of order N of F * p m modulo its subgroup of ( p − 1)th roots of unity.
Thus |L| = np 3m and |L | = ( p m − 1) p 3m . For a fixed element r ∈ R, the vectors Ev(r ), Ev (r ) are given by the evaluation map
It is obvious that R * is not cyclic, and that R = R * ∪ M.
Gray map
From R to F 4 p , the Gray map is defined as:
where a, b, c, d ∈ F p . This map can be extended to R n in an obvious way. The Lee weight is defined as the Hamming weight of the Gray image
for a, b, c, d ∈ F n p . The Lee distance of x, y ∈ R n is defined as w L (x − y). As was observed in [18] , is a distance preserving isometry map from 
Abelian codes
If a code over R is an ideal in the group ring R [G] , where G is a finite abelian group, then we call the code is abelian. In short, the coordinates of the code C are indexed by elements of G and G acts regularly on this set. In the special case when G is cyclic, the code is a cyclic code in the usual sense [14] .
. By a direct computation we have
Then T r(r x) = 0 is equivalent to tr(A k ) = 0, k = 1, 2, 3, 4. Applying the nondegenerate character of tr() [14] , we can get r j = 0, j = 0, 1, 2, 3, i.e., r = 0. Similarly, since L ⊆ L , the conclusion holds if replacing L by L . Hence, the proof is completed.
The following result is a simple generalization of Proposition 1 in [19] , we omit the proof here.
Proposition 2.2 The group L(resp. L ) acts regularly on the coordinates of C(m, p)
[resp. C (m, p)].
The code C(m, p)[resp. C (m, p)] is thus an abelian code with respect to the group L(resp. L ). In other words, it is an ideal of the group ring R[L](resp. R[L ]).
As observed in the previous section, L(resp. L ) is a not cyclic group, hence C(m, p)[resp. C (m, p)] may not be cyclic. The next result shows that its Gray image is also abelian.
Proposition 2.3 There is a finite group of size 4|L|(resp. 4|L |) acts regularly on the coordinates of (C(m, p))[resp. (C (m, p))].
Proof This result we can obtain by the similar proof of Proposition 3 in [18] .
The weight formulas and character sums
Next, keeping the notations as before, we will be involved with Gaussian sums, which are arguably the most important types of exponential sums for finite fields, as they control the interplay between the additive and the multiplicative structure.
Denote the canonical additive characters of F p and F p m by φ, χ, respectively. Denote arbitrary multiplicative characters of F p and F p m by λ, ψ, respectively. The Gaussian sums [13] over F p and F p m are defined respectively by
These sums are of particular importance for the proofs in Sect. 4.
The isomorphism theorems for abelian groups are well-known [12, Lemma 3.1]. Let ξ be a fixed primitive element of
There is a coset decomposition of H as follows:
• The First Formula In terms of [12, Lemma 3.1], we have the coset decomposition of HK:
In the light of formula (1),
, where the definition of C D has been introduced in the front of Section 1, i.e.,
Let w H (c b ) denote its Hamming weight. Note that C D is punctured from the linear code defined in [19] up to coordinate permutations. Then, we define a function of b ∈ R as follows. Let
and thus the Hamming weight of the codeword attached to
From the basic facts of additive characters and formula (1), we have a similar formula in [12] as follows:
In the light of the orthogonally property of multiplicative characters [13] ,
Hence, we have the following formula.
• The Third Formula
where ϕ is a multiplicative character of order N 2 inF * p m . Here,F * p m denotes multiplicative character group.
Statement of main results
Now, we calculate the Lee weight distributions of the code C(m, p) and C (m, p), respectively. 
Remark 1 In fact, according to Theorem 3.1, we can obtain the MacDonald codes [10] with parameters [
Thus L leads to a p-ary code with parameters [
, this parameters are fourfold of the MacDonald codes with K = 4m and U = 3m; L leads to a p-ary code with parameters [4 p 4m − 4 p 3m , 4m, 4( p − 1)( p 4m−1 − p 3m−1 )], this parameters are 4( p − 1)-fold of the MacDonald codes with K = 4m and U = 3m. And these trace codes can be described geometrically as analogues of the simplex codes over F p +uF p +vF p +uvF p [10] .
Next, we consider the case: N 2 > 1 and |L| = np 3m , as follows. 
Theorem 3.2 Let m is even or m is odd and p
If there exists a positive integer l such that p l ≡ −1 (mod N 2 ), then the weight distribution of C(m, p) is given below. Table 1 . Table 2 .
Proofs of the main results
Our task is to prove Theorems 3.1, 3.2 and 3.3. Let η = exp( 2πi p ) and s = 4|L| =
To keep things simple, we let θ(r ) = ( (Ev(r ))), and θ (r ) = ( (Ev (r ))).
By linearity of the Gray map, and of the evaluation map, we see that θ(τr ) = ( (Ev(τr ))), θ (τr ) = ( (Ev (τr ))) for any τ ∈ F * p . In order to determine the Lee weight of codewords of the code C(m, p) and C (m, p), we first recall the following lemmas, which play an important role in the proofs of the main results. 
Lemma 4.1 [19, Lemma 1] For all y
= (y 1 , y 2 , . . . , y N ) ∈ F N p , we have p−1 τ =1 (τ y) = ( p − 1)N − pw H (y).
In the light of Lemma 4.1 and the definition of the Gray map, for Ev(r ) ∈ C(m, p), we have
(ii) If r ∈ M\{0}, we discuss this condition in two cases.
(1) if r = αuv, where α ∈ F * p m . Then r x = αx 0 uv and T r(r x) = tr(αx 0 )uv. By using the Gray map, we have 
Since is an isometry, then w L (Ev(r )) = w H ( (Ev(r )))
According to Lemma 4.3 and applying character sums, we have
When m is even, then 2|
p m −1 p−1 and τ ∈ F * p is a square in F p m , which implies θ(τr ) = θ(r ). By using formula (4), we obtain w L (Ev(r )) = (Ev(r )) =  (B 3 , B 2 + B 3 , B 1 + B 3 , B 0 + B 1 + B 2 + B 3 ) x . By using Lemma 4.2, we get θ(r ) = 0. Similar to the proof of (2), we obtain w L (Ev(r ))
The cases (i) and (iii) are like in the proof of (a). Next, we just prove (ii).
(1) From (1) 
which implies θ (τr ) = θ (r ).
By using formula (4), we obtain w L (Ev (r ))
When m is odd and p ≡ 3 (mod 4), by using Lemma 4.2, we have , p) ) is a two-weight code and its weights are given in Table 3 . , p) ) is a two-weight code and its weights are given in Table 4 .
Comparing parameters in [18] , it is not hard to see that the corresponding dimension and frequencies are the same. However, the corresponding length and weights are different, for example, the weights are twice of parameters in [18, Theorem 5] . ( p, m) = (3, 2) , the code (C (2, 3) ) has parameters [23328, 8, 15552 ] and its weight enumerator 1 + 6552x 15552 + 8x 17496 from Table 4 .
Example 4.6 Let
Taking q = p in Theorem 4.1 of [12] , then we can obtain the following corollary. Table 6 . Theorem 3.2 is a generalization of Corollary 4.7. Now, we turn to the proof of Theorem 3.2. 
Proof of Theorem 3.2 Let x
Since
and N 2 < p m 2 + 1. So . Due to
. Therefore, we have
This completes the proof of Theorem 3.2.
Now we give the proof of Theorem 3.3.
Proof of Theorem 3.3 Similar to the method of Theorem 3.1 and using the correlation content of Corollary 4.7, we can obtain Theorem 3.3.
The minimum distance of the dual code
A linear code C over R of length n is an R-submodule of R n . For x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ R n , their standard inner product is defined by x, y = n i=1 x i y i , where the operation is performed in R. Let C be a linear code over R. The dual code C ⊥ of C consists of all vectors of R n which are orthogonal to every codeword in C, that is, C ⊥ = {y ∈ R n | x, y = 0, ∀x ∈ C}.
We now describe the dual distance of the code C(m, p) [resp. C (m, p)] in the case we discussed in Theorem 3.1. To this end, we need the following lemma, its proof is similar to [19] , we omit it here. 
Proof First, we check that d ⊥ ≥ 2. This proof is similar to Theorem 6 in [18] .
Next, we prove that d ⊥ < 3. If not, applying the sphere-packing bound to 
Application to secret sharing schemes
Secret sharing is an important topic in cryptography. It has been studied for over thirty years. In this subsection, we will study the secret sharing schemes based on the linear codes introduced in this paper.
• The access structure of the secret sharing schemes A group of participants is referred to as a minimal access set if they can recover the secret by combining their shares, but none of its proper subgroups can. Thus, we are only interested in the set of all minimal access sets. A minimal codeword of a linear code C is a nonzero codeword that does not cover any other nonzero codeword. The support s(x) of a vector x in F n q is defined as the set of indices where it is nonzero. We say that a vector x covers a vector y if s(x) contains s(y). In fact, determining the minimal codewords of a given linear code is a difficult task. Here, we will present the Ashikhmin-Barg lemma [1] , which is very useful in determining the minimal codewords, as follows. We can infer from there the support structure for the codes of this paper. Next, we obtain the result as follows. and w max = ω 2 = 4 p 4m−1 in Table 3 . Then substituting these values into the inequality of Lemma 6.1 as pω 1 > (p − 1)ω 2 , we can obtain
which is true for m > 1. (b) Applying Lemma 6.1, we know that w min = ω 1 = 4( p − 1)( p 4m−1 − p 3m−1 ), and w max = ω 2 = 4( p − 1) p 4m−1 in Table 4 . Similar to the proof of the case (a), the conclusion is true for m > 1. • Massey's scheme
At the end of 1970s of the twentieth century, secret sharing schemes (SSS) were introduced by Shamir and Blakley. Later on, the constructions of linear codes with few weights have been studied. In fact, Massey's scheme [15] is a construction of such a scheme based on a code C of length s over F p and it is one of the famous SSS. In [15] , Massey introduced the relationship between the access structure and the minimal codewords of the dual codes. In the favourable case that all nonzero codewords are minimal, it was shown in [8] that we have the following choice:
(1) If d ⊥ ≥ 3, then the SSS is "democratic": every user belongs to the same number of coalitions. (2) If d ⊥ = 2, then the SSS is "dictators": users belong to every coalition. By Theorems 5.2, 6.2 and 6.3, we see that for some values of the parameters, SSS built on (C(m, p) ) [resp. (C (m, p) )]is dictatorial.
Conclusion
In the present paper, by the exploration and research of two different defining sets, we have obtained two classes of two-weight and three-weight linear codes from the trace codes over the ring F p +uF p +vF p +uvF p . Furthermore, by employing the Griesmer bound, two families two-weight codes are shown to be optimal under some conditions on the parameters m and N 2 . Therefore, the selection of the defining sets decides the parameters of the codes. In addition, the dual Lee distance of the trace codes is also considered, and linear codes with few weights we construct have applications in SSS.
To the best of our knowledge, the p-ary linear codes we obtained in Theorem 3.3 from the trace codes over the ring are new, while the p-ary linear codes we obtained in Theorem 3.1 from the trace codes over the ring in this paper are the MacDonald codes, which are obtained from chain rings in T. Honold and I.N Landjev's paper [10, Th. 6.1] . In this paper, we use non-chain rings. It is worth further investigating the weight distribution of the dual codes, their optimality, and their application to secret sharing schemes.
