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Abstract: We propose a class of multiplicative algorithms for Nonnegative Matrix
Factorization (NMF) which are robust with respect to noise and outliers. To achieve this, we
formulate a new family generalized divergences referred to as the Alpha-Beta-divergences
(AB-divergences), which are parameterized by the two tuning parameters, alpha and beta,
and smoothly connect the fundamental Alpha-, Beta- and Gamma-divergences. By adjusting
these tuning parameters, we show that a wide range of standard and new divergences can
be obtained. The corresponding learning algorithms for NMF are shown to integrate and
generalize many existing ones, including the Lee-Seung, ISRA (Image Space Reconstruction
Algorithm), EMML (Expectation Maximization Maximum Likelihood), Alpha-NMF, and
Beta-NMF. Owing to more degrees of freedom in tuning the parameters, the proposed
family of AB-multiplicative NMF algorithms is shown to improve robustness with respect to
noise and outliers. The analysis illuminates the links of between AB-divergence and other
divergences, especially Gamma- and Itakura-Saito divergences.
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1. Introduction
In many applications such as image analysis, pattern recognition and statistical machine learning, it
is beneﬁcial to use the information-theoretic divergences rather than the Euclidean squared distance.
Among them the Kullback-Leibler, Hellinger, Jensen-Shannon and Alpha-divergences have been
pivotal in estimating similarity between probability distributions [1–6]. Such divergences have been
successfully applied as cost functions to derive multiplicative and additive projected gradient algorithms
for nonnegative matrix and tensor factorizations [7–10]. Such measures also play an important role in the
areas of neural computation, pattern recognition, estimation, inference and optimization. For instance,
many machine learning algorithms for classiﬁcation and clustering employ a variety of (dis)similarity
measures which are formulated using information theory, convex optimization, and information
geometry [11–27]. Apart from the most popular squared Euclidean distance and Kullback-Leibler
divergence, recently, alternative generalized divergences such as the Csiszár-Morimoto f -divergence
and Bregman divergences have become attractive alternatives for advanced machine learning algorithms
[7–10,28–34].
In this paper, we present a novel (dis)similarity measure which smoothly connects or integrates
many existing divergences and allows us to develop new ﬂexible and robust algorithms for
NMF and related problems. The scope of the results presented in this paper is vast, since the
generalized Alpha-Beta-divergence (or simply AB-divergence) function includes a large number of
useful cost functions containing those based on the relative entropies, generalized Kullback-Leibler
or I-divergence, Hellinger distance, Jensen-Shannon divergence, J-divergence, Pearson and Neyman
Chi-square divergences, Triangular Discrimination and Arithmetic-Geometric divergence. Furthermore,
the AB-divergence provides a natural extension of the families of Alpha- and Beta-divergences, gives
smooth connections between them and links to other fundamental divergences. The divergence functions
discussed in this paper are ﬂexible because they allow us to generate a large number of well-known
and often used particular divergences (for speciﬁc values of tuning parameters). Moreover, by adjusting
adaptive tuning parameters of factor matrices, we can optimize the cost function for NMF algorithms and
estimate desired parameters of the underlying factorization model in the presence of noise and/or outliers.
1.1. Introduction to NMF and Basic Multiplicative Algorithms for NMF
The Nonnegative Matrix Factorization (NMF) problem has been investigated by many researchers,
e.g., Paatero and Tapper [36], and has gained popularity through the work of Lee and Seung [37,38].
Based on the argument that the nonnegativity is important in human perception, they proposed simple
algorithms (often called the Lee-Seung algorithms) for ﬁnding physically meaningful nonnegative
representations of nonnegative signals and images [38].
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The basic NMF problem can be stated as follows: Given a nonnegative data matrix Y = P =
[pit] ∈ RI×T+ (with pit ≥ 0 or equivalently P ≥ 0) and a reduced rank J (J ≤ min(I, T ), typically
J << min(I, T )), ﬁnd two nonnegative matrices A = [a1,a2, . . . ,aJ ] ∈ RI×J+ and X = BT =
[b1, b2, . . . , bJ ]
T ∈ RJ×T+ which factorize P as faithfully as possible, that is
Y = AX+ E = ABT + E, (1)
where the matrixE ∈ RI×T represents approximation error. Since we usually operate on column vectors
of matrices for convenience we shall use often the matrix B = XT instead of the matrix X.
The factorsA andXmay have different physical meanings in different applications: in a Blind Source
Separation (BSS) A denotes mixing matrix and X source signals; in clustering problems, A is the basis
matrix and X is a weight matrix; in acoustic analysis, A represents the basis patterns, while each row of
X corresponds to sound patterns activation [7].
Standard NMF only assumes nonnegativity of factor matrices A and X. Unlike blind source
separation methods based on independent component analysis (ICA), here we do not assume that the
sources are independent, although we can impose some additional constraints such as smoothness,
sparseness or orthogonality of A and/or X [7].
Although the NMF can be applied to the BSS problems for nonnegative sources and nonnegative
mixing matrices, its application is not limited to the BSS and it can be used in various and diverse
applications far beyond BSS [7].
In NMF, our aim is to ﬁnd the entries of nonnegative matrices A and X assuming that a data matrix
P is known:
Y = AX+ E = ABT + E =
J∑
j=1
ajb
T
j + E, (2)
or equivalently in a scalar form:
yit = pit =
J∑
j=1
aijxjt + eit =
J∑
j=1
aijbtj + eit. (3)
In order to estimate nonnegative factor matrices A and X in the standard NMF, we need to consider
the similarity measures to quantify a difference between the data matrix P and the approximative NMF
model matrix P̂ = Q = AX.
The choice of the similarity measure (also referred to as distance, divergence or measure of
dissimilarity) mostly depends on the probability distribution of the estimated signals or components
and on the structure of data and a distribution of a noise.
The best known and the most frequently used adaptive multiplicative algorithms for NMF are based
on the two loss functions: Squared Euclidean distance and generalized Kullback-Leibler divergence also
called the I-divergence.
The squared Euclidean distance is based on the Frobenius norm:
DE(Y||AX) = 1
2
||Y −AX||2F , (4)
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which is optimal for additive Gaussian noise [7]. It should be noted that the above cost function is convex
with respect to either elements of matrix A or matrix X, but not both.
Remark: Although the NMF optimization problem is not convex, the objective functions are separately
convex in each of the two factors A and X, which implies that ﬁnding the optimal factor matrix A
corresponding to a ﬁxed matrix X reduces to a convex optimization problem and vice versa. However,
the convexity is lost as soon as we try to optimize factor matrices simultaneously [39].
Using a gradient descent approach for cost function (4) and switching alternatively between the two
sets of parameters, we obtain the simple multiplicative update formulas (see Section 3 for derivation of
algorithms in a more general form):
aij ← aij [PX
T ]ij
[QXT ]ij + ε
, (5)
xjt ← xjt [A
T P]jt
[ATQ]jt + ε
, (6)
where a small positive constant ε prevents division by zero, P = Y and Q = AX.
The above algorithm (5)-(6), called often the Lee-Seung NMF algorithm can be considered as
a natural extension of the well known algorithm ISRA proposed ﬁrst by Daube-Witherspoon and
Muehllehner [40] and investigated extensively by De Pierro and Byrne [41–45].
The above update rules can be written in a compact matrix form as
A ← A [(PXT ) (QXT + ε)] , (7)
X ← X [(ATP) (ATQ+ ε)] , (8)
where  is the Hadamard (components-wise) product and  is element-wise division between two
matrices. In practice, the columns of the matrix A should be normalized to the unit p-norm (typically,
p = 1).
The original ISRA algorithm is relatively slow, and several heuristic approaches have been proposed
to speed it up. For example, a relaxation approach rises the multiplicative coefﬁcients to some power
w ∈ (0, 2], that is [7,47],
aij ← aij
(
[PXT ]ij
[QXT ]ij
) w
, (9)
xjt ← xjt
(
[AT P]jt
[ATQ]jt
) w
, (10)
in order to achieve faster convergence.
Another frequently used cost function for the NMF is the generalized Kullback-Leibler divergence
(also called the I-divergence) [38]:
DKL(P||Q) =
∑
it
(
pit ln
pit
qit
− pit + qit
)
, (11)
where Q = Pˆ = AX with entries qit = [AX]it.
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Similar to the squared Euclidean cost function, the I-divergence is convex with respect to either A
or X, but it is not generally convex with respect to A and X jointly, so the minimization of such a cost
function can yield many local minima.
By minimizing the cost function (11) subject to the nonnegativity constraints, we can easily derive the
following multiplicative learning rule, referred to as the EMML algorithm (Expectation Maximization
Maximum Likelihood) [44,45]. The EMML algorithm is sometimes called the Richardson-Lucy
algorithm (RLA) or simply the EM algorithm [48–50]. In fact, the EMML algorithm was developed
for a ﬁxed and known A. The Lee-Seung algorithm (which is in fact the EMML algorithm) based on the
I-divergence employs alternative switching between A and X [37,38]:
xjt ← xjt
∑I
i=1 aij (pit/qit)∑I
i=1 aij
, (12)
aij ← aij
∑T
t=1 xjt (pit/q it)∑T
t=1 xjt
. (13)
We shall derive the above algorithm in a much more general and ﬂexible form in Section 3.
To accelerate the convergence of the EMML, we can apply the following heuristic extension of the
EMML algorithm [8,51]:
xjt ← xjt
(∑I
i=1 aij (pit/qit)∑I
i=1 aij
) w
, (14)
aij ← aij
(∑T
t=1 xjt (pit/q it)∑T
t=1 xjt
) w
, (15)
where the positive relaxation parameter w helps to improve the convergence (see Section 3.3).
In an enhanced form to reduce the computational cost, the denominators in (14) and (15) can be
ignored due to normalizing aj to the unit length of 1-norm:
X ← X  (AT (PQ)) .[w] , (16)
A ← A  ((PQ) XT ) .[w] , (17)
aij ← aij/‖aj‖1. (18)
One of the objectives of this paper is develop generalized multiplicative NMF algorithms which are
robust with respect to noise and/or outliers and integrate (combine) both the ISRA and the EMML
algorithms into the more general a ﬂexible one.
2. The Alpha-Beta Divergences
For positive measures P and Q consider the following new dissimilarity measure, which we shall
refer to as the AB-divergence:
D
(α,β)
AB (P‖Q) = −
1
αβ
∑
it
(
pαitq
β
it −
α
α + β
pα+βit −
β
α + β
qα+βit
)
(19)
for α, β, α + β = 0,
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or equivalently
D
(α,λ−α)
AB (P‖Q) =
1
(α− λ)α
∑
it
(
pαitq
λ−α
it −
α
λ
pλit −
λ− α
λ
qλit
)
, (20)
for α = 0, α = λ, λ = α + β = 0,
Note that, Equation (19) is a divergence since the following relationship holds:
1
αβ
pαitq
β
it ≤
1
β(α + β)
pα+βit +
1
α(α + β)
qα+βit , (21)
for α, β, α + β = 0,
with equality holding for pit = qit. In Appendix A, we show that Equation (21) is a summarization
of three different inequalities of Young’s type, each one holding true for a different combination of the
signs of the constants: αβ, α(α + β) and β(α + β).
In order to avoid indeterminacy or singularity for certain values of parameters, the AB-divergence can
be extended by continuity (by applying l’Hôpital formula) to cover all the values of α, β ∈ R, thus the
AB-divergence can be expressed or deﬁned in a more explicit form:
D
(α,β)
AB (P‖Q) =
∑
it
d
(α,β)
AB (pit, qit), (22)
where
d
(α,β)
AB (pit, qit) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 1
αβ
(
pαitq
β
it −
α
(α + β)
pα+βit −
β
(α + β)
qα+βit
)
for α, β, α + β = 0
1
α2
(
pαit ln
pαit
qαit
− pαit + qαit
)
for α = 0, β = 0
1
α2
(
ln
qαit
pαit
+
(
qαit
pαit
)−1
− 1
)
for α = −β = 0
1
β2
(
qβit ln
qβit
pβit
− qβit + pβit
)
for α = 0, β = 0
1
2
(ln pit − ln qit)2 for α, β = 0.
(23)
2.1. Special Cases of the AB-Divergence
We shall now illustrate that a suitable choice of the (α, β) parameters simpliﬁes the AB-divergence
into some existing divergences, including the well-known Alpha- and Beta-divergences [4,7,19,35].
When α + β = 1 the AB-divergence reduces to the Alpha-divergence [4,33–35,52]
D
(α,1−α)
AB (P‖Q) = D(α)A (P‖Q) (24)
.
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
α(α− 1)
∑
it
(
pαitq
1−α
it − αpit + (α− 1)qit
)
for α = 0, α = 1,∑
it
(
pit ln
pit
qit
− pit + qit
)
for α = 1,∑
it
(
qit ln
qit
pit
− qit + pit
)
for α = 0.
(25)
Entropy 2011, 13 140
On the other hand, when α = 1, it reduces to the Beta-divergence [8,9,19,32,53]
D
(1,β)
AB (P‖Q) = D(β)B (P‖Q) (26)
.
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 1
β
∑
it
(
pitq
β
it −
1
(1 + β)
p1+βit −
β
(1 + β)
q1+βit
)
for β, 1 + β = 0,
1
2
∑
it
(pit − qit)2 for β = 1,∑
it
(
pit ln
pit
qit
− pit + qit
)
for β = 0,
∑
it
(
ln
qit
pit
+
(
qit
pit
)−1
− 1
)
for β = −1.
(27)
The AB-divergence gives to the standard Kullback-Leibler (KL) divergence (DKL(·, ·)) for α = 1 and
β = 0
D
(1,0)
AB (P‖Q) = DKL (P‖ Q) =
∑
it
(
pit ln
pit
qit
− pit + qit
)
, (28)
and reduces to the standard Itakura-Saito divergence (DIS(·, ·)) for α = 1 and β = −1 [8,53,54]
D
(1,−1)
AB (P‖Q) = DIS (P‖ Q) =
∑
it
(
ln
qit
pit
+
pit
qit
− 1
)
. (29)
Using the 1− α deformed logarithm deﬁned as
ln1−α(z) =
⎧⎨⎩
zα − 1
α
, α = 0,
ln z, α = 0,
(30)
where z > 0, observe that the AB-divergence is symmetric with respect to both arguments for α = β = 0
and takes the form of a metric distance
D
(α,α)
AB (P‖Q) = DE(ln1−α(P)‖ ln1−α(Q)) =
1
2
∑
it
(ln1−α(pit)− ln1−α(qit))2 , (31)
in the transform domain φ(x) = ln1−α(x). As particular cases, this includes the scaled squared Euclidean
distance (for α = 1) and the Hellinger distance (for α = 0.5).
For both α → 0 and β → 0, the AB-divergence converges to the Log-Euclidean distance deﬁned as
D
(0,0)
AB (P‖Q) = limα→0D
(α,α)
AB (P‖Q) =
1
2
∑
it
(ln pit − ln qit)2 . (32)
2.2. Properties of AB-Divergence: Duality, Inversion and Scaling
Let us denote by P. [r] the one to one transformation that raises each positive element of the matrix
P to the power r, i.e., each entry is raised to power r, that is prit. According to the deﬁnition of the
AB-divergence, we can easily check that it satisﬁes the following duality property (see Figure 1)
D
(α,β)
AB (P‖Q) = D(β,α)AB (Q‖P) , (33)
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and inversion property
D
(−α,−β)
AB (P‖Q) = D(α,β)AB (P. [−1])‖Q. [−1]) . (34)
The above properties can be considered as a particular case of the scaling property of parameters α and
β by a common factor ω ∈ R \ {0}. The divergence whose parameters has been rescaled is proportional
to original divergence with both arguments raised to the common factor, i.e.,
D
(ωα,ωβ)
AB (P‖Q) =
1
ω2
D
(α,β)
AB (P
. [ω] ‖Q. [ω]) . (35)
The scaling of α and β by a common factor ω < 1 can be seen as a ‘zoom-in’ on the arguments P and
Q. This zoom gives more relevance to the smaller values over the large values. On the other hand, for
ω > 1 yields a ‘zoom-out’ effect were the smaller values decrease their relevance at the expense of large
values whose relevance is increased (see Figure 1).
Figure 1. Graphical illustration of duality and inversion properties of the AB-divergence. On
the alpha-beta plane are indicated as special important cases particular divergences by points
and lines, especially Kullback-Leibler divergence DKL, Hellinger Distance DH , Euclidean
distance DE , Itakura-Saito distance DIS , Alpha-divergence D
(α)
A , and Beta-divergence D
(β)
B .
By scaling arguments of the AB-divergence by a positive scaling factor c > 0, it yields the following
relation
D
(α,β)
AB (cP‖cQ) = cα+β D(α,β)AB (P‖Q) . (36)
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These basic properties imply that whenever α = 0, we can rewrite the AB-divergence in terms of a
β
α
-order Beta-divergence combined with an α-zoom of its arguments as
D
(α,β)
AB (P‖Q) =
1
α2
D
(1, βα)
AB (P
. [α]‖Q. [α]) (37)
=
1
α2
D
( βα)
B (P
. [α]‖Q. [α]) . (38)
Similarly, for α + β = 0, the AB-divergence can also be expressed in terms of α
α+β
-order
Alpha-divergence with an (α + β)-zoom of the arguments (see Figure 2) as
D
(α,β)
AB (P‖Q) =
1
(α + β)2
D
( αα+β ,
β
α+β )
AB (P
. [α+β]‖Q. [α+β]) (39)
=
1
(α + β)2
D
( α
α+β
)
A
(
P. [α+β]
∥∥ Q. [α+β]) . (40)
illustrating that the AB-divergence equals to an α
α+β
-order Alpha-divergence with an (α+β)-zoom in of
the arguments. On the other hand D(α1,β1)AB can be seen as an Alpha-divergence of order α1/(α1 + β1) of
a zoom-out of the arguments (with α1+β1 > 1). Note that, D
(α2,β2)
AB can be seen as the Alpha-divergence
of order α2/(α2 + β2) with a zoom-in of its arguments with α2 + β2 < 1 (see Figure 2).
Figure 2. Illustrations how the AB-divergence for α + β = 0 can be expressed via scaled
Alpha-divergences.
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When α = 0 and β = 0, the AB-divergence can be expressed in terms of the Kullback-Leibler
divergence with an α-zoom of its arguments
D
(α,0)
AB (P‖Q) =
1
α2
D
(1,0)
AB
(
P. [α]
∥∥ Q. [α]) (41)
=
1
α2
DKL
(
P. [α]
∥∥ Q. [α]) (42)
=
1
α2
∑
it
(
pαit ln
pαit
qαit
− pαit + qαit
)
. (43)
When α + β = 0 with α = 0 and β = 0, the AB-divergence can also be expressed in terms of a
generalized Itakura-Saito distance with an α-zoom of the arguments
D
(α,−α)
AB (P‖Q) =
1
α2
D
(1,−1)
AB (P
. [α]‖Q. [α]) (44)
=
1
α2
DIS
(
P. [α]
∥∥ Q. [α]) (45)
=
1
α2
∑
it
(
ln
qαit
pαit
+
pαit
qαit
− 1
)
. (46)
Remark: The generalized Itakura-Saito distance is scale-invariant, i.e,
D
(α,−α)
AB (P‖Q) = D(α,−α)AB (cP‖ cQ), (47)
with any c > 0.
Note that, from the AB-divergence, a more general scale-invariant divergence can be obtained by the
monotonic nonlinear transformations:
∑
it
pαitq
β
it → ln
(∑
it
pαitq
β
it
)
∀ α, β (48)
leading to the following scale-invariant divergence given by
D
(α,β)
AC (P‖Q) =
1
β(α + β)
ln
(∑
it
pα+βit
)
+
1
α(α + β)
ln
(∑
it
qα+βit
)
− 1
αβ
ln
(∑
it
pαitq
β
it
)
=
1
αβ
ln
(∑
it
pα+βit
) α
α+β
(∑
it
qα+βit
) β
α+β
∑
it
pαitq
β
it
for α = 0, β = 0, α + β = 0. (49)
which generalizes a family of Gamma-divergences [35].
The divergence (49) is scale-invariant in a more general context
D
(α,β)
AC (P||Q) = D(α,β)AC (c1 P||c2 Q) (50)
for any positive scale factors c1 and c2.
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2.3. Why is AB-Divergence Potentially Robust?
To illustrate the role of the hyperparameters α and β on the robustness of the AB-divergence with
respect to errors and noises, we shall compare the behavior of the AB-divergence with the standard
Kullback-Leibler divergence. We shall assume, without loss of generality, that the proposed factorization
model Q (for given noisy P) is a function of the vector of parameters θ and that each of its elements
qit(θ) > 0 is non-negative for a certain range of parameters Θ.
The estimator θˆ obtained for the Kullback-Leibler divergence between two discrete positive measures
P and Q, is a solution of
∂DKL (P‖Q)
∂θ
= −
∑
it
∂qit
∂θ
ln0
(
pit
qit
)
= 0 , (51)
while, for the Beta-divergence, the estimator solves
∂D
(β)
B (P‖Q)
∂θ
= −
∑
it
∂qit
∂θ
qβit ln0
(
pit
qit
)
= 0 . (52)
The main difference between both equations is in the weighting factors qβit for the Beta-divergence which
are controlled by the parameter β. In the context of probability distributions, these weighting factors may
control the inﬂuence of likelihood ratios pit/qit. It has been shown [55] and [56] that the parameter β
determines a tradeoff between robustness to outliers (for β > 0) and efﬁciency (for β near 0). In the
special case of β = 1 the Euclidean distance is obtained, which is known to be more robust and less
efﬁcient than the Kullback-Leibler divergence β = 0.
On the other hand, for the Alpha-divergence, the estimating equation takes a different form
∂D
(α)
A (P‖Q)
∂θ
= −
∑
it
∂qit
∂θ
ln1−α
(
pit
qit
)
= 0 . (53)
In this case, the inﬂuence of the values of individual ratios pit/qit are controlled not by weighting factors
but by the deformed logarithm of order 1− α. This feature can be interpreted as a zoom or over-weight
of the interesting details of the likelihood ratio. For α > 1 (a zoom-out), we emphasize the relative
importance of larger values of the ratio pit/qit, whereas for α < 1 (a zoom-in), we put more emphasis on
smaller values of pit/qit (see Figure 3). The major consequence is the inclusive (α → ∞) and exclusive
(α ← −∞) behavior of the Alpha-divergence discussed in [52].
The estimating equation for the Alpha-Beta divergence combines both effects:
∂D
(α,β)
AB (P‖Q)
∂θ
= −
∑
it
∂qit
∂θ
qα+β−1it︸ ︷︷ ︸
weights
ln1−α (pit/qit)︸ ︷︷ ︸
α−zoom
= 0 , (54)
and therefore is much more ﬂexible and powerful regarding insensitivity to error and noise.
As illustrated in Figure 3, depending on value of α, we can zoom-in or zoom-out the interesting
sets of the ratios pit/qit and simultaneously weight these ratios by scaling factors qλ−1it controlled by
the parameter λ = α + β. Therefore, the parameter α can be used to control the inﬂuence of large or
small ratios in the estimator, while the parameter β provides some control on the weighting of the ratios
depending on the demand to better ﬁt to larger or smaller values of the model.
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Figure 3. Graphical illustration how the set parameters (α, β) can control inﬂuence of
individual ratios pit/qit. The dash-doted line (α + β = 1) shows the region where the
multiplicative weighting factor qα+β−1it in the estimating equations is constant and equal to
unity. The dashed line (α = 1) shows the region where the order of the deformed logarithm
of pit/qit is constant and equal to that of the standard Kullback-Leibler divergence.
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3. Generalized Multiplicative Algorithms for NMF
3.1. Derivation of Multiplicative NMF Algorithms Based on the AB-Divergence
We shall now develop generalized and ﬂexible NMF algorithms (see Equation (1)) by employing the
AB-divergence with Y = P = [pit] ∈ RI×T+ , Q = [qit] = AX ∈ RI×T+ , where qit = p̂it = [AX]it =∑
j aijxjt. In this case, the gradient of the AB-divergence (20) can be expressed in a compact form (for
any α, β ∈ R) in terms of an 1− α deformed logarithm (see (30))
∂D
(α,β)
AB
∂xjt
= −
I∑
i=1
qλ−1it aij ln1−α
(
pit
qit
)
, (55)
∂D
(α,β)
AB
∂aij
= −
T∑
t=1
qλ−1it xjt ln1−α
(
pit
qit
)
. (56)
The new multiplicative learning algorithm is gradient descent based, in the natural parameter space φ(x)
of the proposed divergence:
xjt ← φ−1
(
φ(xjt)− ηjt∂D
(α,β)
AB
∂φ(xjt)
)
, (57)
aij ← φ−1
(
φ(aij)− ηij ∂D
(α,β)
AB
∂φ(aij)
)
. (58)
These updates can be considered as a generalization of the exponentiated gradient (EG) [57].
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In general, such a nonlinear scaling (or transformation) provides a stable solution and the obtained
gradients are much better behaved in the φ space. We use the 1− α deformed logarithm transformation
φ(z) = ln1−α(z), whose inverse transformation is a 1− α deformed exponential
φ−1(z) = exp1−α(z) =
⎧⎪⎨⎪⎩
exp(z) for α = 0,
(1 + αz)
1
α for α = 0 and 1 + αz ≥ 0,
0 for α = 0 and 1 + αz < 0.
(59)
For positive measures z > 0, the direct transformation φ(z) and the composition φ−1(φ(z)) are bijective
functions which deﬁne a one to one correspondence, so we have φ−1(φ(z)) = z.
By choosing suitable learning rates
ηjt =
x2α−1jt
I∑
i=1
aijq
λ−1
it
, ηij =
a2α−1ij
T∑
t=1
xjtq
λ−1
it
. (60)
a new multiplicative NMF algorithm (refereed to as the AB-multiplicative NMF algorithm) is
obtained as:
xjt ← xjt exp1−α
(
I∑
i=1
aij q
λ−1
it∑I
i=1 aij q
λ−1
it
ln1−α
(
pit
qit
))
,
aij ← aij exp1−α
(
T∑
t=1
xjt q
λ−1
it∑t
t=1 xjt q
λ−1
it
ln1−α
(
pit
qit
))
.
(61)
In these equations, the deformed logarithm of order 1 − α of the quotients pit/qit plays a key role
to control relative error terms whose weighted mean provides the multiplicative corrections. This
deformation in the relative error is controlled by the parameter α. The parameter α > 1 gives more
relevance to the large values of the quotient, while the case of α < 1 puts more emphasis on smaller
values of the quotient. On the other hand, the parameter λ− 1 (where λ = α+ β) controls the inﬂuence
of the values of the approximation (qit) on the weighing of the deformed error terms. For λ = 1, this
inﬂuence disappears.
It is interesting to note that the multiplicative term of the main updates
Mα(z,w, S) = exp1−α
⎛⎜⎜⎝ 1∑
i∈S
wi
∑
i∈S
wi ln1−α (zi)
⎞⎟⎟⎠ , (62)
can be interpreted as a weighted generalized mean across the elements with indices in the set S.
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Depending on the value of α, we obtain as particular cases: the minimum of the vector z (for
α → −∞), its weighted harmonic mean (α = −1), the weighted geometric mean (α = 0), the arithmetic
mean (α = 1), the weighted quadratic mean (α = 2) and the maximum of the vector (α → ∞), i.e.,
Mα(z,w, {1, . . . , n}) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min{z1, . . . , zn}, α → −∞,(
n∑
i=1
wi
)(
n∑
i=1
wi
zi
)−1
, α = −1,
n∏
i=1
z
wi∑n
i=1
wi , α = 0,
1∑n
i=1wi
n∑
i=1
wi zi, α = 1,(
1∑n
i=1wi
n∑
i=1
wi z
2
i
)1/2
, α = 2,
max{z1, . . . , zn}, α → ∞.
(63)
The generalized weighted means are monotonically increasing functions of α, i.e., if α1 < α2, then
Mα1(z,w, S) < Mα2(z,w, S) . (64)
Thus, by increasing the values of α, we puts more emphasis on large relative errors in the update
formulas (61).
In the special case of α = 0, the above update rules can be simpliﬁed as:
xjt ← xjt
⎛⎜⎜⎜⎜⎝
I∑
i=1
aij p
α
it q
β−1
it
I∑
i=1
aij q
α+β−1
it
⎞⎟⎟⎟⎟⎠
1/α
, (65)
aij ← aij
⎛⎜⎜⎜⎜⎝
T∑
t=1
xjt p
α
it q
β−1
it
T∑
t=1
xjt q
α+β−1
it
⎞⎟⎟⎟⎟⎠
1/α
, (66)
where qit = [AX]it and at every iteration the columns of A are normalized to the unit length.
The above multiplicative update rules can be written in a compact matrix forms as
X ← X  ((AT (P . [α]  Q . [β−1]))  (ATQ . [α+β−1])) . [1/α] , (67)
A ← A  (((P . [α]  Q . [β−1]) XT )  (Q . [α+β−1] XT )) . [1/α] (68)
or even more compactly:
X ← X  ((ATZ)  (ATQ . [α+β−1])) . [1/α] , (69)
A ← A  ((ZXT )  (Q . [α+β−1] XT )) . [1/α] , (70)
Entropy 2011, 13 148
where Z = P . [α] Q . [β−1].
In order to ﬁx the scaling indeterminacy between the columns of A and the rows of X, in practice,
after each iteration, we can usually evaluate the l1-norm of the columns of A and normalize the elements
of the matrices as
xij ← xij
∑
p apj , aij ← aij/
∑
p
apj . (71)
This normalization does not alter Q = AX, thus, preserving the value of the AB-divergence.
The above novel algorithms are natural extensions of many existing algorithms for NMF, including the
ISRA, EMML, Lee-Seung algorithms and Alpha- and Beta-multiplicative NMF algorithms [7,58]. For
example, by selecting α + β = 1, we obtain the Alpha-NMF algorithm, for α = 1, we have Beta-NMF
algorithms, for α = −β = 0 we obtain a family of multiplicative NMF algorithms based on the extended
Itakura-Saito distance [8,53]. Furthermore, for α = 1 and β = 1, we obtain the ISRA algorithm and for
α = 1 and β = 0 we obtain the EMML algorithm.
It is important to note that in low-rank approximations, we do not need access to all input data pit.
In other words, the above algorithms can be applied for low-rank approximations even if some data are
missing or they are purposely omitted or ignored. For large-scale problems, the learning rules can be
written in a more efﬁcient form by restricting the generalized mean only to those elements whose indices
belong to a preselected subsets ST ⊂ {1, . . . , T} and SI ⊂ {1, . . . , I} of the whole set of indices.
Using a duality property (D(α,β)AB (P‖Q) = D(β,α)AB (Q‖P)) of the AB-divergence, we obtain now the
dual update rules:
xjt ← xjt exp1−β
(∑
i∈SI
aij p
λ−1
it∑
i∈SI aij p
λ−1
it
ln1−β
(
qit
pit
))
,
aij ← aij exp1−β
(∑
t∈ST
xjt p
λ−1
it∑
t∈ST xjt p
λ−1
it
ln1−β
(
qit
pit
))
, (72)
which for β = 0 reduce to
aij ← aij
⎛⎜⎜⎝
∑
t∈ST
xjt p
α−1
it q
β
it∑
t∈ST
xjt p
α+β−1
it
⎞⎟⎟⎠
1/β
,
xjt ← xjt
⎛⎜⎜⎝
∑
i∈SI
aij p
α−1
it q
β
it∑
i∈SI
aij p
α+β−1
it
⎞⎟⎟⎠
1/β
. (73)
3.2. Conditions for a Monotonic Descent of AB-Divergence
In this section, we ﬁrst explain the basic principle of auxiliary function method, which allows us to
establish conditions for which NMF update rules provide monotonic descent of the cost function during
iterative process. In other words, we analyze the conditions for the existence of auxiliary functions
that justify the monotonous descent in the AB-divergence under multiplicative update rules of the form
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(61). NMF update formulas with such property have been previously obtained for certain particular
divergences: in [38,41] for the Euclidean distance and Kullback-Leibler divergence, in [58] for the
Alpha-Divergence and in [59–61] for the Beta-divergence.
Let Q(k) = A(k)X(k) denote our current factorization model of the observations in the k-th iteration,
and let {Q(k+1)} denote our candidate model for the next k + 1-iteration. In the following, we adopt the
notation {Q(k)} ≡ {A(k),X(k)} to refer compactly to the non-negative factors of the decompositions.
An auxiliary function G({Q(k+1)}, {Q(k)};P) for the surrogate optimization of the divergence
should satisfy
G({Q(k+1)}, {Q(k)};P) ≥ G({Q(k+1)}, {Q(k+1)};P) = D(α,β)AB (P||Q(k+1)), (74)
with equality holding for {Q(k)} = {Q(k+1)}.
In analogy to the Expectation Maximization techniques developed in [38,41,58], our objective is
to ﬁnd a convex upper bound of the AB divergence and to replace the minimization of the original
AB-divergence by an iterative optimization of the auxiliary function.
Given the factors of the current factorization model {Q(k)}, the factors of the next candidate {Q(k+1)}
are chosen as
{Q(k+1)} = argmin
{Q}
G({Q}, {Q(k)};P). (75)
where, for simplicity, the minimization is usually carried out with respect to only one of the factors A or
X of {Q}, while keeping the other factor ﬁxed and common in {Q(k+1)}, {Q(k)} and {Q}.
Assuming that auxiliary function is found, a monotonic descent of the AB-divergence is a
consequence of the chain of inequalities:
D
(α,β)
AB (P||Q(k)) = G({Q(k)}, {Q(k)};P) (76)
(a)
≥ G({Q(k+1)}, {Q(k)};P) (77)
(b)
≥ G({Q(k+1)}, {Q(k+1)};P) (78)
= D
(α,β)
AB (P‖Q(k+1)) . (79)
The inequality (a) is due to the optimization in (75), while the inequality (b) reﬂects the deﬁnition of the
auxiliary function in (74).
3.3. A Conditional Auxiliary Function
It is shown in Appendix B that under a certain condition, the function
G({Q(k+1)}, {Q(k)};P) =
∑
i,t
∑
j
γ
(j)
it ({Q(k)}) d(α,β)AB
(
pit, qˆ
(j)
it
)
(80)
where γ(j)it ({Q(k)}) =
a
(k)
ij x
(k)
jt
q
(k)
it
and qˆ(j)it =
a
(k+1)
ij x
(k+1)
jt
γ
(j)
it ({Q(k)})
, (81)
is an auxiliary function for the surrogate optimization of D(α,β)AB (P||Q). The required condition is, at
each iteration, the convexity of d(α,β)AB (pit, qˆit) with respect to all qˆit ∈ [minj qˆ(j)it ,maxj qˆ(j)it ].
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Recall that Q(k) = A(k)X(k) corresponds to the current iteration, while a candidate
model Q(k+1) = A(k+1)X(k+1) for the next iteration, is the solution of the optimization problem (75).
For updating A at each iteration, we keep X(k+1) equal to X(k) and ﬁnd the global minimum of the
auxiliary function G({A(k+1),X(k)}, {A(k),X(k)};P) with respect to A(k+1).
By setting the following derivative to zero
∂G(AX,Q(k);P)
∂aij
= aβ−1ij
T∑
t=1
(q
(k)
it )
λ−1 x(k)jt
[
ln1−α
(
aij
a
(k)
ij
)
− ln1−α
(
pit
q
(k)
it
)]
= 0 , (82)
and solving with respect to aij = a
(k+1)
ij yields
a
(k+1)
ij = a
(k)
ij exp1−α
(
T∑
t=1
(q
(k)
it )
λ−1 x(k)jt∑T
t=1(q
(k)
it )
λ−1 x(k)jt
ln1−α
(
pit
q
(k)
it
))
. (83)
Analogously, for the intermediate factorized model Q˜(k) = A(k+1)X(k), the global minimum of the
auxiliary function G(A(k+1)X(k+1), {A(k+1),X(k)};P) with respect to the new update X(k+1), while
keeping A = A(k+1), is given by
x
(k+1)
jt = x
(k)
jt exp1−α
(
I∑
i=1
(q˜
(k)
it )
λ−1 a(k+1)ij∑I
i=1(q˜
(k)
it )
λ−1 a(k+1)ij
ln1−α
(
pit
q˜
(k)
it
))
. (84)
The above two equations match with the updates proposed in (61). As previously indicated, a sufﬁcient
condition for a monotonic descent of the AB-divergence is the convexity of terms d(α,β)AB (pit, qˆit) for all
qˆit ∈ [minj qˆ(j)it ,maxj qˆ(j)it ]. At this point, it is illustrative to interpret the elements qˆ(j)it deﬁned in (81)
as linear predictions the factorization model qit =
∑
j aijxjt, obtained from the components aijxjt and
factors γ(j)it ({Q(k)}).
Appendix C, provides necessary and sufﬁcient conditions for the convexity of d(α,β)AB (pit, qˆit) with
respect to qˆit. Depending on the parameter β, it is required that one of the following condition be
satisﬁed: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
pit
qˆit
≥ c(α, β) for β < min{1, 1− α},
always convex for β ∈ [min{1, 1− α},max{1, 1− α}],
pit
qˆit
≤ c(α, β) for β > max{1, 1− α},
(85)
where the upper and lower bounds depend on the function
c(α, β) = exp1−α
(
1
β − 1
)
, (86)
whose contour plot is shown in Figure 4(b).
The convexity of the divergence w.r.t. qit holds for the parameters (α, β) within the convex cone of
β ∈ [min{1, 1−α},max{1, 1−α}]. Therefore, for this set of parameters, the monotonic descent in the
AB-divergence with the update formulas (83), (84) is guaranteed.
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Figure 4. Convexity analysis of d(α,β)AB (pit, qˆit) w.r.t. qˆit in the (α, β) plane.
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(b) Contour plot of the bound c(α, β) on the ratio of pitqˆit . In the
plot the areas between isolines are ﬁlled using constant colors.
The ﬁgure reveals a discontinuity towards ∞ in the upper-part
and right-part of the straight lines.
On the other hand, even when β ∈ [min{1, 1 − α},max{1, 1 − α}], we can still guarantee the
monotonic descent if the set of estimators qˆit ∈ [minj qˆ(j)it ,maxj qˆ(j)it ] is bounded and sufﬁciently close to
pit so that they satisfy the conditions (85). Figure 4(b) illustrates this property demonstrating that if the
ratios pit
qˆit
approach unity, the convexity of the divergence w.r.t. qit holds for an increasing size of (α, β)
plane. In other words, for sufﬁciently small relative errors between pit and qˆit, the update formulas (83),
(84) still guarantee a monotonic descent of the AB-divergence, within a reasonable wide range of the
hyperparameters (α, β).
3.4. Unconditional Auxiliary Function
The conditions of the previous section for a monotonic descent can be avoided by upper-bounding
d
(α,β)
AB (pit, qˆit) with another function d¯
(α,β)
AB
(
pit, qˆit; q
(k)
it
)
which is convex with respect to qˆit and, at the
same time, tangent to the former curve at qˆit = q
(k)
it , i.e.,
d
(α,β)
AB (pit, qit) ≤ d¯(α,β)AB
(
pit, qˆit; q
(k)
it
)
, (87)
where
d
(α,β)
AB
(
pit, q
(k)
it
)
= d¯
(α,β)
AB
(
pit, q
(k)
it , q
(k)
it
)
, (88)
and
∂2d¯
(α,β)
AB
(
pit, qˆit; q
(k)
it
)
∂qˆ2it
≥ 0. (89)
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Similarly to the approach in [59–61] for the Beta-divergence, we have constructed an auxiliary function
for the AB-divergence by linearizing those additive concave terms of the AB-divergence:
d¯
(α,β)
AB
(
pit, qˆit; q
(k)
it
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
pα+βit
β(α + β)
+
(q
(k)
it )
α+β
α(α + β)
− p
α
itqˆ
β
it
αβ
+
(q
(k)
it )
α+β−1
α
(qˆit − q(k)it ), βα < 1α − 1,
pα+βit
β(α + β)
+
qˆα+βit
α(α + β)
− p
α
itqˆ
β
it
αβ
, β
α
∈ [ 1
α
− 1, 1
α
],
pα+βit
β(α + β)
+
qˆα+βit
α(α + β)
− p
α
it(q
(k)
it )
β
αβ
− p
α
it(q
(k)
it )
β−1
α
(qˆit − q(k)it ), βα > 1α .
The upper-bounds for singular cases can be obtained by continuity using L’Hópitals formula.
The unconditional auxiliary function for the surrogate minimization of the AB-divergence
D
(α,β)
AB (P||Q) is now given by
G¯({Q}, {Q(k)};P) =
∑
i,t
∑
j
γ
(j)
it ({Q(k)}) d¯(α,β)AB
(
pit, qˆ
(j)
it ; q
(k)
it
)
, (90)
where γ(j)it ({Q(k)}) =
a
(k)
ij x
(k)
jt
q
(k)
it
and qˆ(j)it =
a
(k+1)
ij x
(k+1)
jt
γ
(j)
it ({Q(k)})
. (91)
The alternating minimization of the above auxiliary function with respect to A and X yields the
following stabilized iterations (with monotonic descent of the AB-divergence):
a
(k+1)
ij = a
(k)
ij
[
exp1−α
(
T∑
t=1
(q
(k)
it )
λ−1 x(k)jt∑T
t=1(q
(k)
it )
λ−1 x(k)jt
ln1−α
(
pit
q
(k)
it
))]w(α,β)
, (92)
x
(k+1)
jt = x
(k)
jt
[
exp1−α
(
I∑
i=1
(q˜
(k)
it )
λ−1 a(k+1)ij∑I
i=1(q˜
(k)
it )
λ−1 a(k+1)ij
ln1−α
(
pit
q˜
(k)
it
))]w(α,β)
, (93)
where
w(α, β) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 α = 0, β = 1,
0 α = 0, β = 1,
α
1− β α = 0,
β
α
< 1
α
− 1,
1 α = 0, β
α
∈ [ 1
α
− 1, 1
α
],
α
α + β − 1 α = 0,
β
α
> 1
α
.
(94)
The stabilized formulas (92), (93) coincide with (83), (84), except for the exponent w(α, β), which is
shown in Figure 5. This exponent is bounded between zero and one, and plays a similar role in the
multiplicative update to that of the normalized step-size in an additive gradient descent update. Its
purpose is to slow down the convergence so as to guarantee monotonic descent of the cost function. This
is a consequence of the fact that the multiplicative correction term is progressively contracted towards
the unity as w(α, β) → 0. For the same reason, the stabilized formulas completely stop the updates for
α = 0 and β = 1. Therefore, for α close to zero, we recommend to prevent this undesirable situation by
enforcing a positive lower-bound in the value of exponent w(α, β).
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Figure 5. Surface plot of the exponent w(α, β), whose role in the multiplicative update is
similar to that of a normalized step-size in an additive gradient descent update.
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3.5. Multiplicative NMF Algorithms for Large-Scale Low-Rank Approximation
In practice, for low-rank approximations with J  min{I, T} we do not need to process or save the
whole data matrix Y, nor is it necessary to perform computations at each iteration step of the products
of the whole estimated matrices YTA or YXT (see Figure 6).
Figure 6. Conceptual factorization model of block-wise data processing for a large-scale
NMF. Instead of processing the whole matrix P = Y ∈ RI×T+ , we can process much smaller
block matrices Yc ∈ RI×C+ and Yr ∈ RR×T+ and the corresponding factor matrices Xc =
BTc = [b1, r, b2, r, . . . , bJ, r]
T ∈ RJ×C+ and Ar = [a1, r,a2, r, . . . ,aJ, r] ∈ RR×J+ with J <
C << T and J < R << I . For simplicity of graphical illustration, we have selected the
ﬁrst C columns of the matrices P and X and the ﬁrst R rows of A.

I
R
C
Yr
Yc
XcA r
J
J
(I T) (I J) (J T)
C
R
T T
Y XA
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In other words, in order to perform the basic low-rank NMF
Y = P = AX+ E,
we need to perform two associated nonnegative matrix factorizations using much smaller-scale matrices
for large-scale problems, given by
Yr = ArX+ Er, for ﬁxed (known) Ar, (95)
Yc = AXc + Ec, for ﬁxed (known) Xc, (96)
where Yr ∈ RR×T+ and Yc ∈ RI×C+ are the matrices constructed from the selected rows and columns
of the matrix Y, respectively. Analogously, we can construct the reduced matrices: Ar ∈ RR×J+ and
Xc ∈ RJ×C+ by using the same indices for the columns and rows as those used for the construction
of the data sub-matrices Yc and Yr. In practice, it is usually sufﬁcient to choose: J < R ≤ 4J and
J < C ≤ 4J .
Using this approach, we can formulate the update learning rule for a large-scale multiplicative NMF
as (see Figure 6)
X ← X  ((ATr (Y . [α]r  Q . [β−1]r ))  (ATr Q . [α+β−1]r )) . [w/α] , (97)
A ← A  (((Y . [α]c  Q . [β−1]c ) XTc )  (Q . [α+β−1]c XTc )) . [w/α] , (98)
Qr = Ar X, Qc = AXc. (99)
In fact, we need to save only two reduced set of data matricesYr ∈ RR×T+ andYc ∈ RI×C+ . For example,
for large dense data matrix Y ∈ RI×T+ with I = T = 105 and J = 10 and R = C = 50, we need to save
only 107 nonzero entries instead of 1010 entries, thus reducing memory requirement 1000 times.
We can modify and extend AB NMF algorithms in several ways. First of all, we can use for update of
matrices A and X two different cost functions, under the assumption that both the functions are convex
with respect to one set of updated parameters (another set is assumed to be ﬁxed). In a special case,
we can use two AB-divergences (with two different sets of parameters: one D(αA,βA)AB (Y||AX) for the
estimation of A and ﬁxed X, and another one D(αX ,βX)AB (Y||AX) for the estimation of X and ﬁxed A).
This leads to the following updates rules
X ← X  ((ATr (Y . [αX ]r  Q . [βX−1]r ))  (ATr Q . [αX+βX−1]r )) . [wX/αX ] , (100)
A ← A  (((Y . [αA]c  Q . [βA−1]c ) XTc )  (Q . [αA+βA−1]c XTc )) . [wA/αA] , (101)
Qr = Ar X, Qc = AXc. (102)
In order to accelerate the convergence of the algorithm, we can estimate one of the factor matrices, e.g.,
A by using the ALS (Alternating Least Squares) algorithm [7]. This leads to the following modiﬁed
update rules which can still be robust with respect to X for suitably chosen set of the parameters.
X ← X  ((ATr (Y . [α]r  (Ar X) . [β−1]))  (ATr (Ar X) . [α+β−1])) . [w/α] , (103)
A ← max{YrXTr (XrXTr )−1, ε}. (104)
Another alternative exists, which allows us to use different cost functions and algorithms for each of the
factor matrices.
Entropy 2011, 13 155
Furthermore, it would be very interesting to apply AB-multiplicative NMF algorithms for inverse
problems in which matrix A is known and we need to estimate only matrix X for ill-conditioned and
noisy data [62,63].
4. Simulations and Experimental Results
We have conducted extensive simulations with experiments designed speciﬁcally to address the
following aspects:
• What is approximately a range of parameters alpha and beta for which the AB-multiplicative NMF
algorithm exhibits the balance between relatively fastest convergence and good performance.
• What is approximately the range of parameters of alpha and beta for which the AB-multiplicative
NMF algorithm provides a stable solution independent of how many iterations are needed.
• How robust is the AB-multiplicative NMF algorithm to noisy mixtures under multiplicative
Gaussian noise, additive Gaussian noise, spiky biased noise? In other words, ﬁnd a reasonable
range of parameters for which the AB-multiplicative NMF algorithm gives improved performance
when the data are contaminated by the different types of noise.
In order to test the performance of the AB-divergence for the NMF problem, we considered the matrix
X∗ with three non-negative sources (rows) shown in Figure 7(a). These sources were obtained by
superposing pairs of signals from the “ACsincpos10” benchmark of the NMFLAB toolbox and truncating
their length to the ﬁrst 250 samples [7]. We mix these sources with a random mixing matrix A∗ of
dimension 25× 5, whose elements were drawn independently from a uniform random distribution in the
unit interval. This way, we obtain a noiseless observation matrix P = A∗X∗ whose ﬁrst ﬁve rows are
displayed in Figure 7(b).
Figure 7. Illustration of simulation experiments with three nonnegative sources and their
typical mixtures using a randomly generated (uniformly distributed) mixing matrix (rows of
a data matrix P = AX+ E are denoted by p1,p2, ...).
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Our objective is to reconstruct from the noisy data P, the matrix X of the nonnegative sources and
the mixing matrix A, by ignoring the scaling and permutation ambiguities.
The performance was evaluated with the mean Signal to Interference Ratio (SIR) of the estimated
factorization model AX and the mean SIR of the estimated sources (the rows of the X) [7].
We evaluate the proposed NMF algorithm in (61) based on the AB-divergence for very large number
of pairs of values of (α, β), and a wide range of their values. The algorithm used a single trial random
initialization, followed by a reﬁnement which consist of running ten initial iterations of the algorithm
with (α, β) = (0.5, 0.5). This initialization phase serves to approach the model to the observations
(AX → P) which is important for guaranteing the posterior monotonic descent in the divergence when
the parameters are arbitrary, as discussed in Section 3.3. Then, we ran only 250 iterations of the proposed
NMF algorithm for the selected pair of parameters (α, β).
To address the inﬂuence of noise, the observations were modeled as P = Q∗+E, where Q∗ = A∗X∗
and E denote, respectively, the desired components and the additive noise. To cater for different types of
noises, we assume that the elements of the additive noise eit are functions of the noiseless model q∗it and
of another noise zit, which was independent of q∗it. Moreover, we also assume that the signal q
∗
it and the
noise zit combine additively to give the observations in the deformed logarithm domain as
ln1−α∗(pit) = ln1−α∗(q∗it) + ln1−α∗(zit), (105)
which is controlled by the parameter α∗. Solving for the observations, we obtain
pit = exp1−α∗ (ln1−α∗(q
∗
it) + ln1−α∗(zit)) . (106)
or equivalently,
pit =
⎧⎪⎨⎪⎩
q∗it zit , α
∗ = 0, multiplicative noise,
q∗it + zit , α
∗ = 1, additive noise,(
(q∗it)
α∗ + (zit)
α∗
) 1
α∗ , α∗ = 0, additive noise in a deformed log-domain.
(107)
Such approach allows us to model, under one single umbrella, noises of multiplicative type, additive
noises, and other noises that act additively in a transformed domain, together with their distributions.
In order to generate the observations, we should assume ﬁrst a probability density function g(z¯it) for
z¯it ≡ ln1−α∗(zit), the noise in the transformed domain. This distribution is corrected, when necessary, to
the nearby distribution that satisﬁes the positivity constraint of the observations.
In the following, we assume that the noise in the transformed domain z¯it is Gaussian. Figure 8 presents
mixtures obtained for this noise under different values of α∗. The transformation (106) of the Gaussian
density g(z¯it) leads to the marginal distribution of the observations
f(pit|q∗it) =
1√
2πσp1−α
∗
it
e
−(ln1−α∗(pit)− ln1−α∗(q
∗
it))
2
2σ2 , pit > 0, (108)
which can be recognized as a deformed log-Gaussian distribution (of order 1−α∗), with mean ln1−α∗(q∗it)
and variance σ2. This distribution is exact for multiplicative noise (α∗ = 0), since in this case no
correction of the distribution is necessary to guarantee the non-negativity of the observations. For the
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remaining cases the distribution is only approximate, but the approximation improves when α∗ is not far
from zero or when q∗it is sufﬁcient large for all i, t, and for σ
2 sufﬁcient small.
Figure 8. Illustration of the effect of the parameter α∗ on the noisy observations (p1 denotes
the ﬁrst row of the matrix P). Dashed lines corresponds to noiseless mixtures and solid lines
to the noisy mixtures that obtained when adding noise in the deformed logarithm (ln1−α∗(·))
domain. The noise distribution was Gaussian of zero mean and with a variance chosen so as
to obtain an SNR of 20 dB in the deformed logarithm domain. In the top panel the value of
the deformation parameter α∗ = 0, resulting a multiplicative noise that distorts more strongly
signals q∗it with larger values. For the middle panel α
∗ = 1, resulting in an additive Gaussian
noise that equally affects all q∗it independently of their values. For the bottom panel, α
∗ = 3,
distorting more strongly small values of q∗it.
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Interestingly, the log-likelihood of the matrix of observations for mutually independent components,
distributed according to (108), is
ln f(P|Q) = −
∑
i,t
ln
(√
2πσp1−α
∗
it
)
− 1
σ2
D
(α∗,α∗)
AB (P‖Q) . (109)
Therefore, provided that (108) is sufﬁciently accurate, the maximization of the likelihood of the
observations is equivalent to the minimization of the AB-divergence for (α∗, α∗), that is,
argmax
Q
ln f(P|Q) ≡ argmin
Q
D
(α∗,α∗)
AB (P‖Q) . (110)
Figure 9 presents the simulation results for mixtures with multiplicative noise. Usually, performances
with SIR > 15 dB are considered successful. Observe that the domain where the performance is
satisfactory is restricted to α + β ≥ −0.5, otherwise some terms could be extremely small due the
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inversion of the arguments of the AB-divergence. In other words, for α + β < −0.5 there is too strong
enhancement of the observations that correspond to the values of the model close to zero, deteriorating
the performance. In our simulations we restricted the minimum value of entries of the true factorization
model to a very small value of 10−7.
Figure 9. Performance of the AB-multiplicative NMF algorithm in the presence of
multiplicative noise (α∗ = 0). The distribution of the noise in the transformed domain z¯it is
Gaussian of zero mean and with variance set to obtain an SNR of 20 dB in the ln(·) domain.
The rows of the observation matrix are shown in the top panel, the equivalent additive noise
E = P−Q∗ is displayed at the middle panel and the performance results are presented at the
bottom panels. As theoretically expected, the best SIR of the model (26.7 dB) was achieved
in the neighborhood of (0, 0), the parameters for which the likelihood of these observations
is maximized. On the other hand, the best mean SIR of the sources (18.0 dB) and of the
mixture (21.1 dB) are both obtained for (α, β) close to (−1.0, 1.0).
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We conﬁrmed this by extensive computer simulations. As theoretically predicted, for a Gaussian
distribution of the noise z¯it with α∗ = 0, the best performance in the reconstruction of desired
components was obtained in the neighborhood of the origin of the (α, β) plane. The generalized
Itakura-Saito divergence of Equation (46) gives usually a reasonable or best performance for the
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estimation ofX andA. The result of the simulation can be interpreted in light of the discussion presented
in Section 2.3. As the multiplicative noise increases the distortion at large values of the model, the
best performance was obtained for those parameters that prevent the inversion of the arguments of the
divergence and, at the same time, suppress the observations that correspond with larger values of the
model. This leads to the close to optimal choice of the parameters that satisfy equation α + β = 0.
The performance for the case of additive Gaussian noise (α∗ = 1) is presented in Figure 10. For
an SNR of 20 dB, the distribution of the noisy observations was approximately Gaussian, since only
1% of the coordinates of the matrix P were rectiﬁed to enforce positivity. This justiﬁes the best
performance for the NMF model in the neighborhood of the pair (α, β) = (1, 1), since according to (110)
minimizing this divergence approximately maximizes the likelihood of these observations. Additionally,
we observed poor performance for negative values of α, explained by the large ratios pit/qit being much
more unreliable, due to the distortion of the noise for the small values of q∗it, together with the rectifying
of the negative observations.
Figure 10. Performance of the AB-multiplicative NMF algorithm for 25 mixtures with
additive Gaussian noise and SNR of 20 dB. The best performance for AX was for an SIR of
31.1 dB, obtained for (α, β) = (0.8, 0.7), that is, close to the pair (1, 1) that approximately
maximizes the likelihood of the observations. The best performance for X and A was
obtained in the vicinity of (−0.2, 0.8), with respective mean SIRs of 17.7 dB and 20.5 dB.
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Figure 11 shows simulation results with α∗ = 3, the case for which the effect of the noise was more
pronounced for the small values of q∗it. The noise in the transformed domain was again Gaussian and
set to an SNR (in this domain) of 20 dB. In this case, the distribution of the observation was no longer
sufﬁciently close to Gaussian because 11% of the entries of the matrix P were rectiﬁed to enforce their
positivity. The graphs reveal that the best performance was obtained for the pair (α, β) = (0.9, 4.0) that
is quite close to a Beta-divergence. As a consequence of the strong distortion by the noise the small
values of the factorization model the large and small ratios pit/qit were not reliable, leaving as preferable
the values of α close to unity. On the other hand, the ratios associated with small qit should be penalized,
what leads to a larger parameter β as a robust choice against the contamination of the small values of
the model.
Figure 11. Performance of the AB-multiplicative NMF algorithm when the observations are
contaminated with Gaussian noise in the ln1−α∗(·) domain, for α∗ = 3. The best performance
for AX was for an SIR of 22.6 dB obtained for (α, β) = (0.9, 4.0). A best SIR of 16.1 dB
for X was obtained for (α, β) = (0.5, 1.7), which gave an SIR for A of 19.1 dB.
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The last two simulations, shown in Figures 12 and 13, illustrate the effect of uniform spiky noise
which was activated with a probability of 0.1 and contained a bias in its mean. When the observations are
biased downwards by the noise the performance improves for a positive α since, as Figure 3 illustrates,
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in this case the α suppresses the smaller ratios pit/qit. On the other hand, for a positive bias we have
the opposite effect, resulting in the negative values of α being preferable. With these changes in α, the
value of β should be modiﬁed accordingly to be in the vicinity of −α plus a given offset, so as to avoid
an excessive penalty for observations that correspond to the large or small values of the factorization
model qit.
Figure 12. Performance for biased (non-zero mean) and spiky, additive noise. For α∗ = 1,
we have uniform noise with support in the negative unit interval, which is a spiky or sparse
in the sense that it is only activated with a probability of 0.1, i.e., it corrupts only 10% of
observed samples. The best SIR results were obtained around the line (α, 1 − α) for both
positive and large values of α.
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Figure 13. Performance for multiplicative noise that is positively biased and spiky (activated
with a probability of 0.1). For α∗ = 0, the noise in the ln(·) domain (z¯it) followed a uniform
distribution with support in the unit interval. The best SIR results were obtained along the
line (α,−α) for negative values of α.
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5. Conclusions
We have introduced the generalized Alpha-Beta divergence which serves as a ﬂexible and robust cost
function and forms a basis for the development of a new class of generalized multiplicative algorithms
for NMF. Natural extensions of the Lee-Seung, ISRA, EMML and other NMF algorithms have been
presented, in order to obtain more ﬂexible and robust solutions with respect to different contaminations
of the data by noise. This class of algorithms allows us to reconstruct (recover) the original signals and
to estimate the mixing matrices, even when the observed data are imprecise and/or corrupted by noise.
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The optimal choice of the tuning parameters α and β depends strongly both on the distribution of noise
and the way it contaminates the data. However, it should be emphasized that we are not expecting that
the AB-multiplicative NMF algorithms proposed in this paper will work well for any set of parameters.
In summary, we have rigorously derived a new family of robust AB-multiplicative NMF algorithms
using the generalized Alpha-Beta Divergence which uniﬁes and extends a number of the existing
divergences. The proposed AB-multiplicative NMF algorithms have been shown to work for wide
sets of parameters and combine smoothly many existing NMF algorithms. Moreover, they are also
adopted for large-scale low-rank approximation problems. Extensive simulation results have conﬁrmed
that the developed algorithms are efﬁcient, robust and stable for a wide range of parameters. The
proposed algorithms can also be extended to Nonnegative Tensor Factorizations and Nonnegative Tucker
Decompositions in a straightforward manner.
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Appendix
A. Non-negativity of the AB-divergence
In this appendix we prove that AB-divergence is nonnegative for any values of α and β, and is equal
to zero if and only if P = Q.
For any nonnegative real numbers x and y, and for any positive real numbers a and b that are Hölder
conjugate i.e., a−1 + b−1 = 1, Young’s inequality states that
xy ≤ x
a
a
+
yb
b
, (111)
with equality only for xa = yb.
We shall now show how the non-negativity of the proposed divergence rest on three different
inequalities of the Young’s type, each one holding true for a different combination of the signs of the
constants: αβ, α(α + β) and β(α + β).
For αβ > 0, α(α + β) > 0 and β(α + β) > 0, we set x = pαit, y = q
β
it, a = (α + β)/α and
b = (α + β)/β, to obtain
1
αβ
pαitq
β
it ≤
1
αβ
(
(pαit)
α+β
α
(α+β)
α
+
(qβit)
α+β
β
(α+β)
β
)
(112)
=
1
αβ
(
α
(α + β)
pα+βit +
β
(α + β)
qα+βit
)
.
For αβ < 0, α(α + β) > 0 and β(α + β) < 0 we set x = pα+βit q
β(α+β)
α
it , y = q
−β(α+β)
α
it , a = α/(α + β)
and b = −α/β, to obtain
−1
β(α + β)
pα+βit ≤
−1
β(α + β)
⎛⎜⎜⎜⎝
(
pα+βit q
β(α+β)
α
it
) α
α+β
α
α+β
+
(
q
−β(α+β)
α
it
)−α
β
−α
β
⎞⎟⎟⎟⎠ (113)
=
1
αβ
(
−pαitqβit +
β
(α + β)
q
(α+β)
it
)
.
Finally, for αβ < 0, α(α + β) < 0 and β(α + β) > 0 we set x = p
α(α+β)
β
it q
α+β
it , y = p
−α(α+β)
β
it ,
a = β/(α + β) and b = −β/α, to obtain
−1
α(α + β)
qα+βit ≤
−1
α(α + β)
⎛⎜⎜⎜⎜⎝
(
p
α(α+β)
β
it q
α+β
it
) β
α+β
β
α+β
+
(
p
−α(α+β)
β
it
)− β
α
−β
α
⎞⎟⎟⎟⎟⎠ (114)
=
1
αβ
(
−pαitqβit +
α
(α + β)
p
(α+β)
it
)
.
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The three considered cases exhaust all the possibilities for the sign of the constants: αβ, α(α + β) and
β(α + β). Inequalities (112)-(114) can be summarized as the joint inequality:
1
αβ
pαitq
β
it ≤
1
β(α + β)
pα+βit +
1
α(α + β)
qα+βit , (115)
for α, β, α + β = 0,
where the equality holds only for pit = qit. This above inequality justiﬁes the non-negativity of the
divergence deﬁned in (19).
B. Proof of the Conditional Auxiliary Function Character of G({Q(k+1)}, {Q(k)};P)
The factorization model of the observations Q(k) at a k-th iteration is a sum of rank-one matrices, so
that
q
(k)
it =
J∑
j=1
a
(k)
ij x
(k)
jt =
J∑
j=1
γ
(j)
it ({Q(k)}) q(k)it , (116)
where the parameter
γ
(j)
it ({Q(k)}) =
a
(k)
ij x
(k)
jt
q
(k)
it
≥ 0, (117)
denotes the normalized contribution of the j th rank-one component to the model q(k)it . For a given
auxiliary function and since
∑
j γ
(j)
it ({Q(k)}) = 1, the elements of the matrix Q(k+1) resulting from
the minimization in (75) can also be expressed by the convex sum
q
(k+1)
it =
∑
j
γ
(j)
it ({Q(k)}) qˆ(j)it where qˆ(j)it =
a
(k+1)
ij x
(k+1)
jt
γ
(j)
it ({Q(k)})
, j = 1, 2, . . . , J. (118)
In this context the qˆ(j)it elements represent a prediction of q
(k+1)
it obtained from the j
th-rank-one
component (a(k+1)ij x
(k+1)
jt ), assuming that proportions of the components in the model are still governed
by γ(j)it ({Q(k)}).
If, additionally, the convexity of d(α,β)AB (pit, qˆit) w.r.t. the second argument holds true in the interval
[minj qˆ
(j)
it ,maxj qˆ
(j)
it ] and for each i, t, the function
G({Q(k+1)}, {Q(k)};P) =
∑
i,t
∑
j
γ
(j)
it ({Q(k)}) d(α,β)AB
(
pit, qˆ
(j)
it
)
, (119)
can be lower-bounded by means of Jensen’s inequality
∑
i,t
∑
j
γ
(j)
it ({Q(k)}) d(α,β)AB
(
pit, qˆ
(j)
it
)
≥
∑
i,t
d
(α,β)
AB
(
pit,
∑
j
γ
(j)
it ({Q(k)}) qˆ(j)it
)
. (120)
>From (118), observe that the previous lower bound is the AB-divergence
∑
i,t
d
(α,β)
AB
(
pit,
∑
j
γ
(j)
it ({Q(k)}) qˆ(j)it
)
= D
(α,β)
AB
(
P||Q(k+1)) . (121)
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thus conﬁrming that
G({Q(k+1)}, {Q(k)};P) ≥ D(α,β)AB (P||Q(k+1)) = G({Q(k+1)}, {Q(k+1)};P), (122)
and proving the desired result: G({Q(k+1)}, {Q(k)};P) is an auxiliary function for the surrogate
optimization of the AB-divergence provided that the convexity of d(α,β)AB (pit, qˆit) for qˆit ∈
[minj qˆ
(j)
it ,maxj qˆ
(j)
it ] and each i, t, is guaranteed at each iteration.
C. Necessary and Sufﬁcient Conditions for Convexity
The convexity of the divergence with respect to the model (the second argument of the divergence)
is an important property in the designing of update formulas with monotonic descent. The second order
partial derivative of the divergence in (23) with respect to the second argument is given by
∂2d
(α,β)
AB (pit, qit)
∂q2it
=
(
1 + (1− β) ln1−α
(
pit
qit
))
qα+β−2it . (123)
For α = 0, the proof of convexity for β = 1 is obvious from Equation (123). On the other hand, for
α = 0, after the substitution of the deformed logarithm in (123) by its deﬁnition, a sufﬁcient condition
for the nonnegativity of the second partial derivative
∂2d
(α,β)
AB (pit, qit)
∂q2it
=
(
1 +
1− β
α
[(
pit
qit
)α
− 1
])
qα+β−2it , (124)
≥
(
1− 1− β
α
)
qα+β−2it , (125)
≥ 0, (126)
is given by
1− β
α
∈ [0, 1]. (127)
After combining the cases in a single expression the sufﬁcient condition for the divergence d(α,β)AB (pit, qit)
to be convex w.r.t. the second argument becomes
β ∈ [min{1, 1− α},max{1, 1− α}]. (128)
Figure 4(a) illustrates the domain where this sufﬁcient condition is satisﬁed in the (α, β) plane.
We can continue further with the analysis to obtain the necessary and sufﬁcient conditions for the
convexity after solving directly (123). Depending on the value of β, one of the following conditions
should be satisﬁed⎧⎪⎪⎪⎨⎪⎪⎪⎩
pit
qit
≥ c(α, β) for β < min{1, 1− α},
always convex for β ∈ [min{1, 1− α},max{1, 1− α}],
pit
qit
≤ c(α, β) for β > max{1, 1− α},
(129)
where the upper and lower bounds depend on the function
c(α, β) = exp1−α
(
1
β − 1
)
. (130)
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A contour plot of c(α, β) is shown in Figure 4(b).
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