Abstract. Standard Hammerstein-Wiener models consist of a linear subsystem sandwiched by two memoryless nonlinearities. Presently, the input nonlinearity is allowed to be a memory operator of backlash type and both input and output nonlinearities are polynomial and may be noninvertible. The linear subsystem may be parametric or not, continuous-or discrete-time. A two-stage identification method is developed such the parameters of all nonlinear elements are estimated first using the KozenLandau polynomial decomposition algorithm. The obtained estimates are then based upon in the identification of the linear subsystem, making use of suitable pre-ad post-compensators.
INTRODUCTION
Hammerstein-Wiener models ( Fig. 1 ) have proved to be suitable in modelling a wider class of physical systems including chemical processes, ionospheric dynamics (Palanthandalam-Madapusi et al., 2005) , submarine detection systems (Abrahamsson et al., 2007) , RF power amplifiers (Taringou et al., 2010) . Compared to the simpler Hammerstein and Wiener models (Giri and Bai, 2010) , the problem of Hammerstein-Wiener system identification is much more complex and relatively few works have focused on. Most proposed identification methods mach two main different approaches. The first one is commonly referred to over-parameterization approach (e.g. Bai, 2010; Schoukens et al., 2012) . It consists in defining first an over-sized vector involving lumped parameters. This vector is estimated using variants of the least-squares algorithm while the true system parameters are recovered from the lumped parameters using SVD like procedures. The output nonlinearity is required to be invertible and its inverse must have nonzero leading coefficients. Its optimality is widely discussed in (Bai, 2010) . The second approach is referred to iterative optimization (Ni et al., 2012; Vörös, 2004; Schoukens et al., 2012) . The main underlying idea is to get benefit of the fact that the unknown parameters come bi-linearly in the system overparameterization mentioned in the previous approach. Then, the linear subsystem parameters, on one hand, and the parameters of the nonlinear elements, on the other hand, are estimated in several iterations according to relaxation principle. Specifically, initial estimates of the nonlinear parameters are supposed to be available and substituted to the true parameters in the system over-parameterization. Then, the identification problem boils down to the estimation of the linear subsystem parameters which can be dealt with using variants of the least-squares or the instrumental variable algorithms, depending on the linear subsystem structure. In turn, the estimates thus obtained are substituted to their true values in the system over-parameterization making possible the estimation of the nonlinear parameters using nonlinear least-squares estimators. The above process is repeated a number of times until some criteria is satisfied. This approach requires the output nonlinearity to be invertible and generally leads to suboptimal solutions. In addition to the previous main approaches, available identification methods for Hammerstein-Wiener include blind methods (e.g. Bai, 2002) , frequency methods (e.g. Crama and Schoukens, 2004) , and stochastic methods (e.g. Wang and Ding, 2008) .
In this paper, the identification problem is addressed in presence of nonlinear elements. Specifically, the input nonlinearity is allowed to be a memory operator of backlash type and the output nonlinearity is not necessarily invertible. The borders of the backlash operator and the output nonlinearity are polynomials of known degrees but arbitraryshape. Interestingly, the linear subsystem may be parametric or not, continuous-or discrete-time. A new two-stage identification method is designed that determines first all unknown parameters of the system nonlinear elements. This stage relies upon the polynomial decomposition algorithm of Kozen and Landau (1989) . The obtained parameter estimates are used in the second stage to identify the linear subsystem. This is carried out getting benefit of the fact that the input and output nonlinearities are locally invertible, due to their polynomial nature. Local inverse operators are constructed and used as pre-and post-compensators so that the resulting augmented system boils down, within adequate experiments, to the linear part of the initial Hammerstein-Wiener system. Then, the identification of this linear subsystem can be coped with using available methods.
11th IFAC International Workshop on Adaptation and Learning in Control and Signal Processing, University of Caen Basse-Normandie, Caen, France, July 3-5, 2013 ThS4T3.1
The paper is organized as follows: relevant mathematical tools are described in Section 2; the identification problem is formulated in Section 3; Section 4 is devoted to the identification of the system nonlinear elements and the linear subsystem identification is discussed in Section 5. and
, one defines the composed function
. Now, consider any monic polynomial,
with known real coefficients. Suppose there exists a decomposition f h p o = where:
are known integers but the real coefficients (the i b 's and the i c 's) are not. We are interested in finding these coefficients. The following algorithm, by Kozen and Landau (1989) , is one of the most powerful. Step 1 Step 2: Set:
and do:
Step 3: for 3 k = to f n repeat step 2.
Step 4: Set the triangular matrix A, where
Knowing that: 
Proposition 1 (Kozen and Landau, 1989 
In the sequel, condition (4) is supposed to be fulfilled whenever a backlash operator ) , (
A backlash-inverse operator is also a memory element characterized by a couple of functions ) , ( 
This definition entails no condition on the couple ) , ( d a f f except for the obvious property:
Proposition 2 (Compositions involving memory operators).
Consider an operator ) , (
any pair of functions satisfying (4). Then, one has:
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with I being the identity operator. That is,
one has: 
Analytically, the system is described by the following equations: 
whatever the real triplet ) , , ( 
We get benefit from this model plurality by making the system identification problem a bit simpler. To reach this goal, it will prove judicious to focus on the model
characterized by the following property:
Property (15a) 
F is a backlash operator and the amplitude
(16b) These define the (asymptotic) system behaviour of the system (8a-b) when considering an ascendant series of constant-input experiments. This ascendant stage thus realized is graphically represented by plotting the points with coordinates ) , (
Doing so, one gets the ascendant path a P of Fig. 2 . 
…
. Following a similar argument as previously, it can be proved that the system asymptotic behaviour is described by the following equations, with 1 1…
And, there is an integer 1 1
The descendant stage is graphically represented by the points with coordinates ) , (
These points form the descendant path d P of Fig. 2 
Similarly, it follows from (9b) that, the coefficients of the compound polynomial d hof can be obtained using the following subset of d P :
Accordingly, all points of d P are used in the determination of d hof , except for those located on the horizontal segment 3-4. Again, the least squares algorithm is used, based on (17b) and (17c) which entail the following structure of
Obviously, the exact determination of the i α 's using the set of points (19) and the determination of the i δ 's using (21) -5, 2013 words, the extremities of that segment are the points 
one has, 
is also a solution, i.e.
where β and 0≠ γ are any scalars. The key point is to get benefit of the freedom offered by these scalars to make ) ( x h in (32a) equal to ) ( x h which is now entirely available. The second equations in (29) and (23) Tuning β and γ~ according to (34a-b), ensures that
. Then, using Proposition 1 (Part 2), one
Based on this result, it turns out that an exact estimation d fˆ of d f is obtained as follows:
where d f is as in (34b) and ) , ( β γ is the solution of (34a-b). (Fig. 3) . Doing so, the augmented system, including both the pre-and post-compensator, boils down to a linear system with transfer function ) (r G . The fact that the input signal ) (t z is of arbitrary nature entails the possibility of choosing it to be persistently exciting making the problem of identifying ) (r G a trivial issue. Fig. 3 . The system to be identified augmented with pre-and post-compensator 6. CONCLUSION The problem of identifying Hammerstein-Wiener systems is addressed in presence of backlash input nonlinearities and memoryless output nonlinearities. All system nonlinearities are parametric and not-necessarily invertible. The linear subsystem may be parametric or not, continuous-or discretetime. A two-stage identification approach is developed to deal with this problem. Accordingly, the nonlinear parts are determined first using the Kozen-Landau polynomial decomposition. This stage necessitates simple constant-input experiments. The linear subsystem identification is coped with by using pre-and post-compensators designed so that the augmented system reduces to the linear part of the initial Hammerstein-Wiener system.
LINEAR SUBSYSTEM IDENTIFICATION

