Abstract-Palette re-ordering is an effective approach for improving the compression of color-indexed images. If the spatial distribution of the indexes in the image is smooth, greater compression ratios may be obtained. As is already known, obtaining an optimal re-indexing scheme is not a trivial task. In this paper, we provide a novel algorithm for palette re-ordering problem making use of a motor map neural network. Experimental results show the real effectiveness of the proposed method both in terms of compression ratio and zero-order entropy of local differences. Also, its computational complexity is competitive with previous works in the field.
I. INTRODUCTION

C
OLOR-MAPPED images make use of an index map to store the different involved colors maintaining for each pixel the location of the corresponding index. Local index redundancy can be considered to improve the compression performances of any compression technique. Re-indexing techniques try to find the optimal reordering avoiding to consider all possible color indexing ( for an image with colors). The existing re-indexing algorithms may be classified into two main groups: color and index based. These approaches are devoted to obtain respectively color and index similarity.
In color-based solutions [1] - [4] , consecutive symbols are assigned to visually similar colors according to some heuristic measures. Typically, color mapped images present an indexes map sorted by luminance order [1] . Alternatively, index-based methods are guided by both information theory and local adaptive considerations [5] - [8] . The bottleneck of this group of solutions is the intrinsic inefficiency to numerically optimize the palette re-indexing. To overcome this problem, different heuristics have been proposed [9] - [11] . A survey describing almost all methods with related details and experimental results is available in [11] .
Unfortunately, a common public repository for re-indexed images obtained by collecting results of each method is not available. Moreover, experimental results are often reported in terms of bits per pixel (bpp) by using standard compression encoding. An effective re-indexing scheme should be able to reduce the residual entropy of local differences by considering also different configuration patterns. The overall performance Manuscript received December 21, 2006 ; revised September 11, 2007 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Bruno Carpentieri.
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Digital Object Identifier 10.1109/TIP. 2007 . 909415 of each method should be also based on numerical comparisons of such entropy values. Recently, further improvements have been obtained properly preprocessing the indexed input image with respect to the available encoder [12] , [13] . The final image is obtained not only by decoding, but making use of the corresponding postprocessing phase. In some sense, such methods provide a much more sophisticated "coded" representation and, therefore, cannot be classified as methods for re-indexing.
Some authors have recently pointed out that, by using advanced quantization strategy during the original generation of color-mapped images, it is possible to produce sub-optimal indexing scheme. In particular, in [14] , a self-organizing Kohonen feature map, is used to properly guide the color reduction. The obtained results are in some cases very effective but the method requires, of course, the availability of the original true-color images.
In this paper, we propose a method to solve the re-indexing problem by means of a motor map (MM) neural network [15] . The plasticity as well as the self-organization property of the MM allows it to be applied in different scientific fields such as nonlinear dynamics control [16] and bio-inspired robot control [17] . The main advantage of the MM is related to its learning algorithm [15] which is unsupervised, application independent, highly adaptable due to self-organizing features. The learning algorithm, which is an extension of the well-known "winnertake-all" (WTA) learning is driven by the so called "reward" function which no longer directly specifies the optimum palette indexing but only indicates "how well" the current palette indexing complies with the target to be reached (i.e., minimize the zero-order entropy of the original color image). The ability of MMs to find an optimal solution without requiring the knowledge of the underlying model has been crucial in this context. The overall performances have been evaluated by considering the same repository used in [11] that contains synthetic and natural images with different size and number of colors. Experimental results show effective results if compared with previous results in the field. It represents a good tradeoff between overall performances and computational complexity.
The paper is structured as follows. Section II introduces the re-indexing problem, while MM reindexing technique is presented in Section III. Experimental results are presented in Section IV. Conclusions are drawn in Section V.
II. PROBLEM FORMULATION
The re-indexing problem can be stated as expressed in [10] and [11] . Let Most of the compression engines proceed by coding the data attacking the local spatial redundancy. For indexed images, an ordered scan of the indexes in named is usually performed. The residual entropy of local differences can be considered to estimate the overall "energy" of the signal. The information needed to reconstruct the original image is: i) the color of pixel ; ii) a table providing the correspondence between colors with index ; iii) the set of differences where each is a local differencee obtained by considering some specific patterns as better specified as follows. Information theory states that any lossless scheme to encode the set of differences requires a number of bits per pixel (bpp) greater or equal to the zero-order entropy of the statistical distribution of . The entropy of the sequence of differences is one of the main parameters that guides the proposed optimization process as described in the Section III-B.
If indexes are properly ordered to produce an almost uniform distribution of values the entropy value will be large. Conversely, a zero-peaked distribution in gives a lower entropy value. Hence, finding an optimal indexing scheme is a crucial step for any lossless compression of indexed images.
III. MM RE-INDEXING ALGORITHM
A. Theory
MM extend Kohonen's self organizing maps (SOMs) [18] by adding a neural output layer. The key idea in the MM is to represent artificially some typical features of the cerebral cortex placed in the human brain. The human cerebral cortex is 2-4 mm (0.08-0.16 in) thick. It has a crucial role in many complex brain functions including memory, attention, perceptual awareness, language and so on. The "topology-preserving" feature as well as the "self organization" ability of the human cerebral cortex are suitable to leads our brain to manage appropriately the input signals detected by human sensory such as eyes or ears, producing, if necessary, an appropriate output "stimulus." Most of the sensory stimulation arrives at the cerebral cortex indirectly through different thalamic nuclei. The areas in the human brain that receive such information are called sensory areas. There is also another area called primary sensory area. Vision, audition, and touch are managed respectively by the primary visual cortex, primary auditory cortex and primary somato-sensory cortex. The classical Kohonen SOM represents artificially the features of the sensory areas placed within the cerebral cortex. The Kohonen SOM tries to map in a typical 2-D lattice structure the input patterns (which represents the input signal captured by human sensory). In the cerebral cortex of the human brain, there is also a motor areas (or motor cortex) located in hemispheres of the cortex. These areas are responsible to the control of voluntary movements of the human body such as a fine fragmented movements performed by the hand, the moving of the legs, etc. The motor areas are organized in a way similar to the sensory areas (i.e., as maps that react to localized excitation by triggering a stimulus through the motor neurons). The sensory inputs mapped in the sensory areas of the human cerebral cortex are used as "excitations" of the motor areas which is able to solve the complementary task of sending appropriate signals to the muscle system, by means of motor neurons, to react to the sensory input. The produced output stimulus (tipically a movement) varies depending on the location in the motor areas where the excitation happens. By taking into account what previously mentioned, the motor areas in the human cerebral cortex can be considered as a MM which provide a reaction depending on sensory input mapped in the sensory cortex. The human brain uses the sensory areas and the motor areas to solve complex real problems without specific knowledge about the specific involved details (i.e., mathematic formulation of the underlying problem) by means of a learning process which involves both sensory neurons and motor neurons. Clearly, within both sensory and motor cortex, the neurons are arranged in a lattice structure in which its neurons are interconnected with its neighborhood by means of synaptic contacts.
In the MM neural networks, an algorithm able to solve complex problem by means of a learning process is reproduced artificially. Its structure includes the capability both of the sensory area and the motor area of the human cerebral cortex. From a mathematical point of view, an artificial MM can be defined as an application (1) where is a space of the input signals and represents the space of the output stimulus generated by the MM. The mapping between each element of the space with an element of the space occurs through the synaptic weights (which represent the real synaptic contact placed in the human neural cortex) as showed in Fig. 1 , where a schematic representation of a typical MM is presented. The term represents the input weight whereas the term represents the output weight. All the weights are arranged in a MM with lattice structure . The term represents an input pattern, while the term is the output reaction triggered by the MM according to the information learned from the input pattern being presented to the network. In analogy with the human brain, the artificial MM needs a target to be reached typically defined as an optimization process where a function is minimized by making use of the involved learning of the whole network. The learning process both for sensory layer (input layer) and motor layer (output layer) of the artificial MM is the well-known WTA algorithm typically used for training Kohonen SOM [15] . According to the learning process, the functional used for describing the problem to be solved is usually called "reward," just to highlight that the winner neurons which provide a reaction to improve the progressive solving of the problem, will be "rewarded." Further details are properly presented in [16] and [17] , where MM have been successfully applied in the field of bio-inspired control system, chaos control, etc. In our case, the unsupervised learning updates input and output weights of the neighborhood without a priori information about the optimum palette scheme. A crucial point in the whole network design is the definition of the so-called reward function useful to drive the learning process. As better specified in the following, we have used the zero-order entropy of the local index differences of the input image.
The MM unsupervised learning can be characterized by specifying the following network parameters: network topology, input/output initial weights, reward function, and comparison metric. Also, some further details about the smoothing action, the learning rate, the output stimulus and the neighborhood's shape have to be properly defined. Major details about MM network design and related applications can be found in [16] and [17] .
B. MM for Re-Indexing
The proposed algorithm is based on the ability of the MM neural network to learn the "features" of the input pattern (a lightness factor of a still image, in this case) providing an appropriate output stimulus. We propose to use a MM which provides, during the learning process, a palette shape clustering for searching (in the output stage of the network) the optimum indexing scheme. The WTA algorithm allows the network to cluster the features of the input patterns in the training set. The MM is trained by using the lightness factor vector associated to the palette (of the source image to be re-indexed) with the aim to cluster the common input features.
The learning process has been modified respect to the classic algorithm in order to adapt itself to solve the palette re-indexing issue. The unsupervised learning mechanism of MM can be adapted to general purpose systems. In our case, the overall approach can be described by the following steps.
Step 1) The topology of the MM has been established by making use of some heuristic considerations so that a lattice structure of 64 64 neurons appears suitable for this kind of applications. In particular, the lattice structure of 64 64 neurons shows a good compromise between the neural network capability to learn input information (the so called plasticity of the neural network) and the computational resource consumption. The self-organizing structure of the MM provides a ro- bust mechanism to prune all not useful neurons (i.e., neurons always losing in the extended WTA process). The MM during the learning process, after a transient, will use only the needed neurons, according to the input image shape and complexity. Let be the number of neurons of the MM. Each neuron is composed by an input weight , with and output weight , and a variable , which stores the average increasing of the reward function. The range of the values is , where is the overall number of colors (index) of the input image . In our case, the following reward function has been chosen:
The above reward function is strictly proportional to the zeroorder entropy of the differences matrix . Moreover, the selection of the above reward function leads the MM to find an optimum palette index scheme which minimize the entropy of the image and then the related compression ratio. In the MM design, the output stimulus has to be derived according to the specific task to be solved; it can be defined as a function of the output weights (and eventually of the time ) or by some heuristics [15] , [19] . In the proposed approach, the MM output stimulus has been forced equal to . The will be equal to a random index generated during the learning process when the corresponding neuron wins. Before to start the learning phase, the MM (both input layer and output layer) is initialized randomly. Just before learning, a palette preprocessing is applied (i.e., the corresponding lightness factor of the input colors are sorted in increasing order).
Step 2) Let be the luminance vector computed starting from the palette of the image . In the case of RGB color space, the luminance can be approximated by the lightness factor computed for each color by using the well-known expression (3)
Step 3) Each element of the vector , normalized in the range [0,1], is fed to the input layer of the MM, one element at each iteration, searching the winner neuron (i.e., the neuron with the minimum distance value) ( 
4)
The winner neuron provides an updating of the output stimulus which is, in this case, a new index (for the "winner" luminance) on the luminance vector (i.e., a new index for the related color on the corresponding palette). Also, the relative swap of the involved indexes is performed. The new index is generated randomly in the range . After the index updating, the new reward function can be computed; it is possible update only the elements in involved in the indexes swapping, just to speed up the overall execution time. The will be computed as (5) The average increasing of the reward function is weighted by the (6) where is a positive value related to the smoothing action.
Step 4) If the and the new current entropy (really the new current sum of absolute differences) is better than the already ones processed until now, the new index scheme will be accepted and the weights of the winner neurons will be updated as follows: (7) (8) where is the learning rate factor. After that, the learning steps 2)-4) are repeated until the stop criteria is verified. Conversely, the new index scheme will be rejected and the previous ones will be restored. Fig. 2 shows the MM re-indexing mechanism while, in Fig. 3 , a schematic representation of the overall process is reported. In the architecture of the MM proposed in this work, the neuron has not an adaptive neighboring and the learning rate remains constant during all the learning phase. The stop of the learning process is reached when the computed entropy is less or equal to a specific lower bound value or after a fixed number of epochs (an epoch is a number of cycles needed for presenting all the input patterns to neural network).
C. Algorithm Parameters
The MM parameters are chosen according to trial-and-error policies as well as heuristic considerations. In particular, we have chosen and . Fig. 4 shows a plot of typical reward function with respect to the learning cycles (epochs). Typical number of learning cycle is in the range of [350, 700] in almost all involved experiments.
To evaluate the learning speed process we have applied the proposed method to two synthetic re-indexed images obtained by [10] (without the luminance ordering step). Table I shows how in both cases there is a real speed-up of about 90% in terms of learning rate and a substantial improvement in terms of related entropy. In some other cases, no improvement was achieved. The initial luminance sorting proceeds disposing the overall indexes according to the "natural smoothnes" of real world. Starting from other configuration the MM methods could be not able to find the solution due to a sort of suboptimality of the initial ordering.
The set of differences has been computed by using different local pattern configurations [20] . The considered patterns are (9) (10) (12) where , are the corresponding valid indexes in the original image . Table II reports the final residual entropy of the local differences by making use of pattern con applied to a specific dataset. The dataset is organized in three groups: synthetic, a set of natural images also known as the "Kodak" database, and a set of popular natural images. The last two sets contain quantized version of the same images with 256, 128, and 64 colors, respectively. In almost all cases, the pattern gives better results also considering the different number of involved colors. For this reason, according to analog consideration in [20] , we have adopted the pattern as basis for our experiments. 
D. Computational Complexity
Let the overall number of involved colors of an input image having pixels. The proposed technique requires a preprocessing phase devoted to sort the input according to their lightness factor.
Each learning cycle have to compute the reward function, by considering just a single index swap in the matrix index . The overall computational complexity is where is the number of learning cycles. We remember that previously published works in the field of re-indexing of color mapped images have been often also compared with respect to their asymptotic complexity but only considering the number of colors . According to this criteria, the most effective and used methods have the following time complexity:
for luminance order, for Battiato's approach [10] , for Zeng's [9] and its modification [20] , and for Memon. The proposed MM re-indexing is clearly one of the most efficient methods also when the above complexity is computed considering the input image resolution (i.e., the number of involved pixels ). When the input resolution size is much greater than (and ) the asymptotic complexity of our system is just linear. Of course, there is no way to design a re-indexing scheme without accessing (at least once) to the original indexes stored in the input image. As reported in [11] , the evaluation (and comparisons) of timing performances of the various methods cannot be done: most of the implementations have not been optimized for speed. Pei et al. [14] have found that, if the palette size dominates the image size, although the reindexing consumes ignorable time when the palette is small, the complexity of the almost all methods goes apparent as more as colors as used. For our system, we simply remember that a discrete components electronic realization is presented in [19] .
IV. EXPERIMENTAL RESULTS
In order to check the performances of the MM as palette re-indexing algorithm, we propose the comparison between our method and the most important reordering methods. In particular, we compare our MM method with classical luminance re-ordering, Memon's technique [8] , Zeng's algorithm [9] , modified Zeng (mZeng) algorithm [11] , and with our previous solution proposed in [10] . For sake of comparison, as above specified, the dataset used is the same as in [11] and [14] . The source code for the other re-indexing methods [8] , [9] , [11] , [20] has been kindly provided by the authors of [11] . We present only results by considering nondithered version of Natural1 and Natural2 groups because the performances (in terms of bpp) of any re-indexing technique are clearly affected by a slightly degradation due to the controlloed "noise" inserted by the specific applied dithering. Our proposed solution has been implemented in Ansi C. For each re-indexed image, a log file shows the number of epochs performed for re-indexing the corresponding palette.
As stated above, the first evaluation of a re-indexing scheme have to be done by using the residual zero order entropy of local differences by using the pattern . A useful comparisons of such values between the proposed method MM and the others is reported in Table III. The Memon's approach on the average confirms its good performances but the proposed MM algorithm typically provides results almost similar often outperforming all the other methods, especially for the synthetic group.
Tables IV-VI report the bits rate in terms of bpp (bit per pixels) obtained by lossless compression of the dataset after palette reordering by using JPEG2000, 1 JPEG-LS, 2 and PNG, 3 respectively. The tables also show the size (in bpp) of the corresponding palette just to evaluate the relative impact on the overall results. By using the PNG codec, the values of bpps of the proposed approach are considerable lower than the other methods; in some cases, the differences are substantial. This trend is maintained independently from the number of colors and it does not change if we compare synthetic or natural images.
The filtering process used by PNG codec is mainly devoted to preprocess the input data to reduce the local spatial redundancy. Four different predictors (i.e., Sub, Up, Average, and Paeth), based on the local neighbourhood allows to properly reduce the residual entropy [21] , [22] . More specifically, in libpng, the free reference library used by most PNG supporting applications, the filter that minimizes the sum of absolute differences is chosen for each raw under processing [22] . In some sense, the PNG-codec makes use of a local (raw-based) optimization criterion that is almost identical to the reward function (2) allowing to the proposed approach to reach the best results just for PNG coding. In any case, there is no a clear evidence of the various performances of JPEG2000, JPEG-LS, and PNG codec engines (lossless) also considering different image categories as reported in [23] and [24] .
With JPEG-LS and JPEG2000 compression, the proposed approach is not able to sensibly improve the Memon's results especially for the Natural1 group. We remember that Memon's approach is, however, strongly limited by its computational complexity [11] , [20] . The group Natural2 has been also re-indexed by considering the corresponding dithered version. Table VII reports the overall bit-rate obtained for the three considered codec engine. As expected, there is a common degradation although MM seems to be more robust (i.e., in terms of additional bpp required) with respect to the general decreasing of the compression ratio obtained with all other methods. If we consider the cumulative results of the three codec engine used, the proposed approach has the best performances both in terms of bpp and computational complexity. Finally, we show the final re-ordered palette for a single image just to visually evaluate the smoothness obtained with the different methods (Fig. 5) . We also report (Fig. 6) the histogram of the corresponding with respect to the various re-indexed images of Fig. 5 . The MM histogram provides a distribution clearly more "peaked" (see the peak value at 0 and the lower tails), and, hence, it is amenable to any involved compression engine than all others.
All re-indexed images can be downloaded at the following web address: http://www.dmi.unict.it/~iplab/MMap_rein-dexing/. 
V. CONCLUSION AND FUTURE WORK
Palette reordering is a very effective approach for improving the compression of color-indexed images. In this paper, we described a technique that shows a good performance on the optimum palette scheme generation without any initial hypothesis on the palette index scheme or on the pixel distribution. In fact, it is interesting to note that a lot of palette re-indexing algorithm proposed in literature are based on the assumption that the differences of neighboring pixels of well-reordered images should follow a Laplacian distribution. This is in accordance with the JPEG-LS image coding standard, which also assumes a Lapla- He has published more than 80 papers in international journals and conference proceedings. He is the co-inventor of about 15 international patents. He is a reviewer for several international journals and has participated in many international and national research projects. His research interests include image enhancement and processing and image coding.
