Abstract. The multicommodity ow probleminvolves simultaneouslyshipping multiplecommoditiesthrough a single network so that the total amount of ow on each edge is no more than the capacity of the edge. This problem can be expressed as a large linear program, and most known algorithms for it, both theoretical and practical, are linear programming algorithms designed to take advantage of the structure of multicommodity ow problems. The size of the linear programs, however, makes it prohibitively di cult to solve large multicommodity ow problems.
Introduction
The multicommodity ow problem involves simultaneously shipping multiple commodities through a single network so that the total amount of ow on each edge is no more than the capacity of the edge. This problem can be expressed as a large linear program, and most known algorithms for it, both theoretical and practical, are linear programming algorithms designed to take advantage of the structure of multicommodity ow problems. The size of the linear programs, however, makes it prohibitively di cult to solve large multicommodity ow problems.
Recently, Leighton, Makedon, Plotkin, Stein, Tardos, and Tragoudas 13] proposed a combinatorial approximation algorithm for the multicommodity ow problem. This algorithm has a faster theoretical running time than the best theoretical linear programming algorithms 7, 18] . Also, the running time of this algorithm is dominated by the computation of minimum-cost ows, which are often e ciently computable in practice. These two facts caused Leighton et al. to conjecture that the algorithm would perform well in practice. In this paper, we describe an implementation based on the algorithm of Leighton et al. and investigate its behavior. We show that the algorithm performs at least as well as the theory predicts. We also compare our combinatorial implementation against two di erent linear programming-based codes. First we compare our code to that of Kennington 10] , which is a network simplex code known to perform well on multicommodity ow problems. For many problems, our combinatorial algorithm outperforms this simplex-based linear programming algorithm. More precisely, as the number of commodities increases, the running time of our algorithm grows much more slowly than that of Kennington's linear programming-based algorithm. Second, we compared our code to a state-of-theart interior point code of Karmarkar and Ramakrishnan, called ADP. While the di erence with ADP was not as dramatic as with Kennington, we still consistently outperformed this code. The number of tests performed, however, was too small to quantify this comparison any further.
1.1. Background. The input to a multicommodity ow problem consists of an n node, m edge graph and k commodities, each with a source, a sink, and a demand. The corresponding linear program has O(mk) variables and O(nk + m) constraints. Even for a graph with average vertex degree , there are O( nk + mk) = O(mk) non-zero entries in the constraint matrix. The large size of the linear programs makes the general simplex algorithm impractical for all but very small problems. Some algorithms which take advantage of the special structure of multicommodity ow problems have been proposed. These algorithms fall into three main classes: price-directive decomposition, resourcedirective decomposition, and partitioning approaches. (See the surveys of Assad Kennington 8] and the thesis of Schneur 16] for more information on these approaches.) More recent approaches include interior-point methods 1] A COMBINATORIAL MULTICOMMODITY FLOW ALGORITHM 3 and a combinatorial scaling algorithm 16] . All of the aforementioned algorithms solve multicommodity ow problems using one of two di erent objective functions. Some nd a minimum-cost multicommodity ow, while others nd a ow which maximizes the total amount of ow in the network.
2] and
In 1986, Shahrokhi and Matula proposed a di erent objective function 17].
They de ned the concurrent ow problem, which involves nding the maximum z such that there exists a ow which satis es a percentage z of every demand without exceeding the capacity of any edge. This problem can be formulated as a linear program of the same size as that for the multicommodity ow problem, and it is strictly more general than the multicommodity ow problem. The concurrent ow problem is equivalent to the problem of nding the minimum = 1=z such that there exists a ow which satis es all demands while using no more than times the capacity of each edge.
Shahrokhi and Matula gave a fully polynomial approximation scheme for this problem in the special case in which all the capacities and demands are 1. For a given ow f, let f be its congestion, i.e., the maximum over all edges of the ratio between the ow on an edge and the capacity of that edge. Their basic approach is rst to route ow on an arbitrary path, ignoring capacities, and then gradually to reroute small amounts of ow from highly congested edges onto lightly congested edges. In O( ?5 nm 7 ) time, the algorithm nds anoptimal ow, so named because its congestion lies within a (1 + )-factor of the minimum possible congestion. Shahrokhi and Matula implemented their algorithm and tested it on small examples. For the same problem, Klein, Plotkin, Stein, and Tardos later proposed a faster algorithm with an expected running time of O( ?3 minfn; kg(m + n logn)) 12].
Building on this framework, Leighton et al. proposed an algorithm for solving the general concurrent ow problem with arbitrary capacities and demands 13].
They also start with an arbitrarily routed ow and gradually improve it by rerouting individual commodities to move ow from highly congested edges to lightly congested edges. To reroute ow, they compute minimum-cost ows in suitably de ned auxiliary graphs. They show that the algorithm performs approximately O( ?2 k) minimum-cost ow computations in nding an -optimal multicommodity ow. The algorithm runs in expected O( ?3 nmk log 4 n) time. Based on the small number of iterations and the fact that minimum-cost ows can often be solved e ciently in practice, they conjectured that their algorithm might work well in practice. In this paper, we provide support for this conjecture.
The Underlying Theory
In this section, we de ne the concurrent ow problem, relate it to the multicommodity ow feasibility problem, and summarize the algorithm of Leighton et al. from which we derive our algorithm.
Consider an undirected graph G = (V; E) with a positive capacity u(vw) for each edge vw 2 E. Consider also a set of commodities numbered 1 through k, where each commodity i is speci ed by a source-sink pair s i ; t i 2 V and a positive demand d i . For each commodity i, we ship an amount proportional to its demand d i from its source s i to its sink t i . This gives us a single commodity ow f i speci ed by a set of edge ows f i (vw) on the edges vw 2 E, where each edge has an arbitrary direction to keep track of which way the ows travel across it. A positive edge ow f i (vw) > 0 denotes a forward ow of commodity i with respect to the direction of edge vw, while a negative ow f i (vw) < 0 denotes a backwards ow. A multicommodity ow f consists of k single commodity ows, one for each commodity. In a multicommodity ow f, the total ow f(vw) on each edge vw 2 E equals the sum P k i=1 jf i (vw)j of the single commodity ows on that edge. A multicommodity ow achieves demand satisfaction if it ships an amount of each commodity equal to its demand from its source to its sink. It obeys the capacity constraints if no ow f(vw) on an edge vw 2 E exceeds the capacity u(vw) of the edge. A feasible multicommodity ow achieves demand satisfaction while obeying the capacity constraints. The multicommodity ow feasibility problem is to determine if a feasible ow exists.
Our algorithm solves a more general problem, the concurrent ow problem. Given any multicommodity ow f (which need not obey the capacity constraints), each edge vw 2 E has a congestion f (vw) equal to the ratio f(vw)=u(vw) of total ow to capacity. The congestion f of the ow is the maximum of these edge congestions. It represents an amount by which we can scale the capacities while achieving demand satisfaction, setting the adjusted capacity u 0 (vw) of each edge vw 2 E equal to f u(vw). The concurrent ow problem is to nd the lowest possible congestion, which we call the optimal congestion .
In solving the concurrent ow problem, we also solve the multicommodity ow feasibility problem. If the optimal congestion is greater than 1, the capacities must be raised to achieve demand satisfaction, and so a feasible ow does not exist. If the optimal congestion is less than or equal to 1, all demands can be met given the original capacities, and a feasible ow does exist. Alternatively, we can solve a concurrent ow problem by solving a logarithmic number of multicommodity ow problems. We perform binary search on the congestions of the multicommodity ows and determine the cuto between feasible and infeasible ows. The congestion at this cuto is the solution . We now summarize the algorithm of Leighton et al. for approximately solving the concurrent ow problem. Given an error parameter > 0, the algorithm nds an -optimal ow, i.e., a ow for which f (1 + ) . Because we can make arbitrarily small, we can nd a solution arbitrarily close to optimal.
The algorithm begins with a ow f that achieves demand satisfaction but ignores the capacity constraints. Leighton et al. show that if the ow is not -optimal, i.e., if f > (1 + ) , then there exists at least one \poorly routed" A COMBINATORIAL MULTICOMMODITY FLOW ALGORITHM 5 commodity. They then show that by rerouting a fraction of the ow of a poorly routed commodity onto the edges of a minimum-cost ow for that commodity in an appropriately derived auxiliary graph, they cause a decrease in a potential function , which we will de ne later. Finally, they show that as the potential function decreases, the congestion gradually decreases. The algorithm iteratively reroutes ow, decreasing the potential function and the congestion until the congestion is within a (1 + )-factor of optimal.
The basic idea behind rerouting is to move ow o of highly congested edges. The algorithm achieves this by assigning long lengths to highly congested edges and short lengths to lightly congested edges. Given these lengths, which correspond to the linear programming dual variables, a ow which uses edges of long length marks a poorly routed commodity. Using the lengths as costs, the algorithm nds a minimum-cost ow onto which it reroutes a fraction of the ow of a poorly routed commodity. Leighton et al. assign lengths according to a length function in which`(vw) = e f (vw) =u(vw), where is a constant and f (vw) is the congestion on edge vw given the current multicommodity ow f. This length function, being exponential in f (vw), clearly penalizes highly congested edges. The minimum-cost ow therefore favors lightly congested edges and utilizes them to the extent allowed by their adjusted capacities. To prevent large increases in the congestion, the capacities have been scaled by the congestion, the capacity of each edge vw in the auxiliary graph being set at f u(vw). After nding a minimum-cost ow, the algorithm reroutes a fraction of the current multicommodity ow onto the edges of the minimum-cost ow to create a new multicommodity ow. Choosing the potential function = P vw2E u(vw)`(vw), they can show that the number of iterations of the algorithm is not too large.
In the algorithm as formulated by Leighton et al., the constant plays a pivotal role. In order to enforce two relaxed optimality conditions which ensure the algorithm's eventual success, Leighton , where 0 is an error parameter which gradually approaches and f is the congestion of the current multicommodity ow. Because the fraction of ow rerouted depends inversely on , a smaller means more ow is rerouted, resulting in a faster decrease of the congestion. However, the value of also limits how close the algorithm can come to nding the optimal solution. The algorithm is guaranteed to nd an -optimal solution only when is su ciently large. As the algorithm progresses, 0 and f decrease, making increase. Progress slows as smaller fractions of ow are rerouted, but these choices for and guarantee a solution within a (1 + )-factor of optimal.
We expect the running time of the algorithm to increase as the error parameter decreases and as the number of commodities k increases. In fact, Leighton et al. prove that given any > 0, the randomized version of their algorithm nds an -optimal solution using an expected O(k(log k + ?3 ) log n) minimum-cost ow computations, while the deterministic version uses O(k 2 (logk + ?2 ) logn) minimum-cost ow computations. Goldberg 6] have shown how to reduce the number of computations used by the randomized version to O(k(log k + ?2 ) log n). The running time therefore depends polynomially on ?1 and linearly on the number of commodities. In the following sections, we describe an implementation based on the algorithm of Leighton et al., and we compare the running times of our implementation to these theoretical bounds.
Our Implementation
We now describe how we have adapted and implemented the algorithm of Leighton et al. Where they have made certain choices in the interest of proving the theoretical bounds, we modify the algorithm for the purpose of improving actual performance. We describe the changes we have made and the motivations behind them. We also point out areas in which our modi cations could be netuned with further research.
3.1. Grouping Commodities. First, we group the commodities as suggested by Leighton et al. We place all the commodities with the same source into one commodity group and run the algorithm on the commodity groups instead of on the individual commodities. Under this strategy, the number of commodity groups k 0 cannot exceed the number of nodes n, and rerouting one commodity group corresponds to rerouting all the commodities in the group, an operation made possible by a minimum-cost ow routine that can handle multiple sinks. The running time, which varies linearly with k, now depends on the number of commodity groups rather than the number of commodities. For problems with large numbers of commodities, this means a signi cant reduction in running time. Because our algorithm uses O(km) space, commodity grouping also reduces the space requirement, making it possible to run larger problems. The advantages gained by grouping commodities have also been documented by Schneur 16 ].
3.2. Choosing a Commodity to Reroute. Leighton et al. propose both a deterministic strategy and a randomized strategy for choosing a commodity group (or a commodity) to reroute. Let f i 0 be the current ow of commodity group i 0 and f i 0 be the minimum cost ow of commodity group i 0 in an auxiliary graph in which each edge vw has a capacity u 0 (vw) = f u(vw) and a cost of`(vw). Then, the deterministic method computes the cost C i 0 = P vw2E jf i 0 (vw)j`(vw) of a commodity group i 0 , its minimum cost
, and the di erence C i 0 ? C i 0 between its cost and minimum cost. The commodity group to be rerouted is the rst in a predetermined ordering which has a di erence C i 0 ? C i 0 greater than 0 C i 0 + ( 0 f )=k 0 .
This method requires k 0 minimum-cost ow computations per iteration in the worst case. The randomized strategy computes the cost C i 0 of each commodity group i 0 and randomly chooses a commodity group with probability proportional A COMBINATORIAL MULTICOMMODITY FLOW ALGORITHM 7 to its cost. This method uses an expected ?1 0 minimum-cost ow computations per iteration. Once every k 0 iterations, minimum-cost ows are computed for all the commodity groups, and the congestion f is checked against the lower bound P k 0 i 0 =1 C i 0 ( f )= to decide if the algorithm should terminate. This check increases the number of minimum-cost ow computations by at most a factor of 2. Our selection strategy draws from both the deterministic and the randomized methods of Leighton et al. and from the termination check.
To make the most progress per iteration, we attempt to nd not only a poorly routed commodity group but the most poorly routed commodity group. We may designate as the most poorly routed commodity group either the group with the highest cost C i 0 or the group with the largest di erence C i 0 ? C i 0 between cost and minimum cost. Using either measure and rerouting larger fractions of ow than the of Leighton et al., we have found that an algorithm which deterministically reroutes the most poorly routed commodity group sometimes gets stuck rerouting a single group over and over with no improvement of the congestion. We have also found that when it does not get stuck, such a deterministic algorithm usually progresses faster than a randomized algorithm. We therefore use a partly deterministic, partly randomized selection strategy in which we alternate between k 0 =2 iterations of deterministic selection and k 0 =2 iterations of random selection. By taking advantage of the minimum-cost ow computations performed in the termination check every k 0 iterations, we can select commodity groups to reroute without computing extra minimum-cost ows. We reroute, in decreasing order, the k 0 =2 groups with the greatest di erence between cost and minimum-cost followed by k 0 =2 randomly chosen commodity groups. To prevent domination by a limited number of groups, the random selection weights all commodity groups equally as proposed by Goldberg integer capacities, costs, and demands, making preprocessing and postprocessing necessary each time it is called. Another routine might better suit our algorithm, but we concentrate on the number of iterations of our algorithm and treat the minimum-cost ow routine as a black box. For the costs used to calculate the minimum-cost ow, we use a length function slightly di erent from that of Leighton et al. Recall that they set the length`(vw) of each edge vw 2 E equal to e f (vw) =u(vw). We use a length function in which (vw) = be ( f (vw)? f )+c c, where c is a scaling constant that depends on the largest integer the system can handle. We include the terms ? f and c because we want to extract real ows from a routine that works only with integers. These terms spread the lengths over the range of viable non-negative integers, giving 8 TISHYA LEONG AND PETER SHOR AND CLIFFORD STEIN us the most accurate minimum-cost ow we can procure. We have removed the u(vw) factor so that edges with equally high congestion will have equally high cost in the minimum-cost ow. We have found through limited experimentation that this produces minimum-cost ows which better suit our algorithm.
3.4. Choosing Constants. As noted earlier, the constant and the fraction of ow rerouted greatly a ect the running times of the algorithm. Leighton 
ow to reroute, we sample the values that the potential function would take after the rerouting of various fractions of ow. We reroute the fraction f which gives the lowest . We can nd f e ciently because has a positive second derivative with respect to , allowing a binary-type search. We sample fractions to the precision :001=s 2 , and we also use this value as a oor min on the fraction of ow that can be rerouted. To avoid wasting time rerouting small amounts of ow, we reroute a commodity only if f is at least as large as min . We know from 13] that we may have to reroute fractions as small as O( = f ), and so we must decrease min faster than we increase to lower the minimum value for f . We begin with s equal to .25 and raise it by .25 whenever the maximum fraction rerouted in k 0 iterations is less than min =(s k 0 ) or whenever the ratio of the congestion f to its lower bound P k 0 i 0 =1 C i 0 ( f )= increases after k 0 iterations. We have found that this strategy works well in most instances but scales too fast in a few instances, slowing the algorithm too much for practical use. In such cases, we rerun the algorithm, scaling more slowly. Our current heuristic for doing so is to check whether the congestion does not decrease for 2000 consecutive iterations. If this is the case, we consider the algorithm to be \stuck" and decrease the parameter s by a factor of 2. This causes to grow more slowly. We have not yet discovered the optimal rate at which we should scale , nor have we discovered exactly when we should scale it. This is the area in which our algorithm would bene t most from further research. Other areas in which it could be further improved include the selection strategy for commodities to reroute and the technique for choosing min .
Experimental Results
We have tested our algorithm on a variety of problems and compared its performance to the theoretical bounds. We used two di erent random network generators, netgen and rmfgen. When run on random netgen and rmfgen graphs with randomly placed commodities, our algorithm behaved more or less as expected. It took polynomially more time to get closer to the optimal solu-tion and less than linearly more time to handle larger numbers of commodities. Furthermore, for large numbers of commodities, our algorithm outperformed the linear programming-based code of Kennington. It also consistently outperformed the interior point linear programming based codes of Karmarkar and Ramakrishnan. Our algorithm performed poorly on one real problem provided by the GTE Corporation, but we consider this an anomaly arising from a limited number of unusually time-consuming minimum-cost ow computations. This one instance aside, we nd our results encouraging and consider it an improvement, in many cases, over the simplex-based algorithms which have preceded it.
4.1. Dependence on the Error Parameter. The theory predicts an inverse polynomial dependence of the running time on the error parameter . More precisely, as noted in Section 2, it states that the number of minimum-cost ow computations is proportional to ?2 . Since our algorithm computes a constant number of minimum-cost ows per iteration, the number of iterations should also depend on ?2 . Equivalently, should depend on 1= p # of iterations.
We ran our algorithm on various problems and graphed the lowest achieved against the number of iterations completed. Each run stopped at a nal of .001 or less. To compress the data, we used data points representing ranges of iterations. For each problem, we considered 10 runs and, for each run, the minimum achieved at each termination check. The aggregate for a range equaled the average of the minimum values found at the termination checks falling in the range during each of the 10 runs. We examined a problem with 20 commodities and four problems with 10 commodities using di erent netgen graphs with 50 nodes and 100 edges. We also examined two problems with 10 and 20 commodities, respectively, using an rmfgen graph with 140 edges and 48 nodes (spread evenly over 12 square planes). While we only ran this particular instance once, due to the large number of iterations, we expect that the variance should be reduced. To test a large problem, we examined a single run on a large rmfgen problem with 700 commodities, 2075 edges, and 500 nodes (spread over 20 square planes). For all of these problems, we graphed versus the number of iterations. We also graphed the function 1= p # of iterations on which we expected to depend. As is evident from Figures 3 through 9 , our implementation always performed better than the expected bounds. We note that the fact that, in Figure 8 4.2. Dependence on the Number of Commodities. With respect to the number of commodities k, our algorithm also seems to conform to the theoretical bounds. Using 10 runs for each data point and disregarding the shortest and the longest of these runs, we graphed the average number of iterations needed to solve problems with variable numbers of commodities given a xed graph. In Figure 10 , we examined four netgen graphs with 50 nodes and 100 edges and values of k between 10 and 70. In Figure 11 , we traced the same values of k using an rmfgen graph with 140 edges and 48 nodes (spread over 12 square planes). In Figure 12 , using values of k between 50 and 250, we examined an rmfgen graph with 752 edges and 192 nodes (spread over 12 square planes). Graphing the number of iterations against the number of commodity groups k 0 k, we observed that the number of iterations either grew linearly or grew linearly to a peak and then dropped. The drops may result from larger numbers of commodities making it possible to route commodities over shorter paths. In trying to nd ows which give the edges equal congestions, the algorithm has more commodities at its disposal to congest each edge. In any case, the number of iterations grows no more than linearly with the number of commodity groups and therefore no more than linearly with the number of commodities.
Comparison to Other Algorithms. Because the running time of our
algorithm grows no more than linearly with the number of commodities, it can e ectively solve large concurrent ow problems. To the best of our knowledge, our implementation is the rst for an algorithm which nds an -optimal solution to the general concurrent ow problem. Consequently, comparisons to existing algorithms will inherently contain some amount of bias. We have nevertheless compared our algorithm to two others as best we could. The fact that our algorithm runs faster than another on a particular problem instance does not necessarily mean our algorithm is faster in general. However, the comparison reveals su ciently consistent trends which enable us to draw some general conclusions.
We begin with a brief discussion of the rst algorithm to which we have compared our algorithm. The algorithm is mcnf85, a special purpose simplex code for multicommodity ow problems written by Kennington experiments show that the running time of minos grows much faster than that of the other two algorithms and that, for the problems they tested, mcnf85 and the interior point algorithm have comparable running times. Thus we concluded that mcnf85 was one of the best codes available at that time.
We have also compared our algorithm to a state-of-the-art interior point code called ADP 9]. ADP is an approximate dual projective interior point code, written by Karmarkar and Ramakrishnan, and is the latest variant of the interior point algorithm. The algorithm alternates between objective steps and centering steps; the motivation of the algorithm is to stay very close to the \central trajectory" of the polytope. The objective steps are dual a ne scaling steps while the centering steps are reciprocal-estimates-improvement step. The implementation of the algorithm took about three years, and uses the iterative technique of preconditioned conjugate gradient at each step to compute the improving direction. The code is especially suited for solving very large linear programs with a particular structure, since in many cases only an approximate solution to the linear system is needed to solve the problem. We faced two obstacles in comparing our algorithm to mcnf85. First, our algorithm nds an approximate solution while mcnf85 nds an exact solution. Since we could not modify the code for either algorithm to alleviate this problem, we ran our algorithm to both = :01 and = :001 before comparing it to mcnf85. The second di culty in making the comparison is that the algorithms are designed for di erent problems with objective functions. By using an objective function of 0 for mcnf85 and a cost of 0 on every edge, we can treat it as an algorithm which determines whether a feasible multicommodity ow exists. We could then call this algorithm O(log(n ?1 )) times to nd an -optimal solution to a concurrent ow problem, but this seems too far from the original purpose of the algorithm for fair comparison. Instead, we ran our algorithm to nd the maximumz for which there exists a feasible ow satisfying a percentage z of each demand. We then scaled the demands by z to get a problem which we knew to be feasible. This problem corresponds to the problem which mcnf85 would have to solve in the last iteration of the binary search procedure de ned above. We compared a run of our algorithm to a run of mcnf85 with the input modi ed as described above. We could better evaluate our algorithm by comparing it to other approximation codes for the same problem. For ADP, we were able to do so, as we just ran the code until the duality gap was less than . 4.3.1. The Results. The results of our experiments appear in Figure 1 . The experiments in this table were performed on a Silicon Graphics 4D/340S. They show that as the number of commodities increases, the running time of mcnf85 grows much more rapidly than the running time of our algorithm for graphs of all sizes. The di erence does not arise simply because we group the commodities (they could incorporate grouping in their algorithm too). Hardly any grouping occurred in the graphs with 500 nodes and 70 or less commodities, and the running time of our algorithm still grew much more slowly than the time for mcnf85. In fact, as discussed above, the running time of our algorithm grows slower than k while rough analysis of the data shows that the time for mcnf85 grows at least as fast as k 2 . Since the size of the linear program grows by k 2 , this growth is not particularly surprising.
They also show that our running times are consistently smaller than those of the interior point code ADP. In contrast to the other linear-programming based algorithm, mcnf85, the dependence of the running time on the number of commodities does not appear to grow quadratically. Yet, our algorithm consistently runs faster than ADP. We note that only a small number of tests were performed with ADP and that they did not include the largest problems that we have. We hope to be able to perform more tests in order to allow us to draw more signi cant conclusions.
Our algorithm will be able to solve large and previously unsolvable multicommodity ow problems. We have already shown that we can solve a 700 commodity problem faster than mcnf85 can solve a 70 commodity problem. For large graphs with small numbers of commodities, our algorithm is slower than mcnf85. However, the rapid growth rate of mcnf85 with respect to the number of commodities makes our algorithm more desirable for problems with more than a few commodities. We note that one of the motivations for this work comes from multicommodity ow problems which arise in approximating a number of NP-hard problems. (See 14], 11] , 12], and 13] for details.) These problems have large numbers of commodities, i.e., at least as many commodities as the number of nodes. Our algorithm provides a practical means for solving such problems.
4.
4. An Anomaly. In one case, a problem with 49 nodes, 260 edges, and 585 commodities using actual data from GTE, our algorithm performed much more poorly than the linear programming algorithm. Though our algorithm ran for only 3745 iterations, a reasonable number, those iterations took a total of 18.4 hours of CPU time. We attribute this anomaly to ine ciency in the minimum-cost ow routine since minimum-cost ow computations accounted for over 99:8% of the running time. The theory shows that minimum-cost ow computations dominate the running time of the algorithm, but even for the much larger rmfgen graph with 500 nodes and 1025 edges, minimum-cost ow computations generally took less than 80% of the time. For small graphs, they generally took between 40 and 50 percent of the time. See Figure 2 for a more detailed description of the times. The time spent solving the GTE problem was not equally divided between iterations. Iterations including the termination check aside, most iterations took less than 100 milliseconds. Some iterations, however, took hundreds of seconds, up to 1000 times the normal duration.
With the help of a number of other researchers, we have veri ed that these are problems on which relaxt-iii takes an inordinately long amount of time. A number of people have run these problems on their codes and observed no anomalous behavior, i.e., the running times for this set of problems are all approximately the same. In order to estimate a more realistic running time for this problem, we will compute an upper bound on the what the running time would have if we were using the RNET code of Grigoriadis. Joseph Cheriyan 4] has reported that on a representative sample of these minimum-cost ow problems, the running time of RNET on a SPARC2 (which is slower than our machine) never exceeds 0:66 seconds. Using the estimate that 50% (see Figure 2) It is intriguing that the one anomaly occurred on the one real-world instance. This gives more evidence to the belief that every e ort should be made to nd real-world instances on which to test programs.
Conclusions
Our algorithm performs as well as, and often better than, the theoretical bounds. The theory predicts the number of iterations of the algorithm to be O( ?2 k). Our experiments show that the number of iterations often grows slower as a function of . Our experiments also show that for small k, the number of iterations does increase linearly with k. As k approaches the number of nodes, however, the number of iterations grows at most linearly and sometimes actually decreases.
On the problems we tested, the running time of our algorithm grew much slower as a function of k than that of Kennington's algorithm. This implies that our algorithm is preferable to one of the best network simplex based approaches for problems with large numbers of commodities. Our code also performed well against ADP, a state-of-the-art interior point code.
The performance of our algorithm was heavily in uenced by our choice of when to scale . We tested several strategies and found that di erent strategies performed better for di erent problems. We therefore believe that more work is needed to nd a strategy that works well for all problems.
Our algorithm might be improved by using a di erent minimum-cost ow algorithm. In fact, we do not require the exact solution to a minimum-cost ow but only an approximate solution. An algorithm which is able to nd fast approximations to a minimum-cost ow might signi cantly improve the running time of our algorithm. Also, the minimum-cost ow problems we solve for the same commodity might have similar solutions. Using the solution to the previous problem as a starting point for the new problem might improve the running time.
We are aware of two other implementations of combinatorial algorithms to which we should compare our algorithm. The rst, by Shahrokhi and Matula 17], works only for graphs in which every capacity and demand is 1, but it would still be interesting to see how our algorithm compares to theirs on this class of graphs. The second, by Schneur 16] , also works by gradually rerouting ow. She has shown that her algorithm runs well on many problems. We would like to compare the algorithms on the same machine and the same problems. ng50_100 0 <= x <= 5000, 0 <= y <= 0.08
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