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ABSTRACT
The Natural Language Processing (NLP) community has signifi-
cantly contributed to the solutions for entity and relation recogni-
tion from the text, and possibly linking them to proper matches in
Knowledge Graphs (KGs). Considering Wikidata as the background
KG, still, there are limited tools to link knowledge within the text
to Wikidata. In this paper, we present Falcon 2.0, first joint entity,
and relation linking tool over Wikidata. It receives a short natural
language text in the English language and outputs a ranked list
of entities and relations annotated with the proper candidates in
Wikidata. The candidates are represented by their International-
ized Resource Identifier (IRI) in Wikidata. Falcon 2.0 resorts to
the English language model for the recognition task (e.g., N-Gram
tiling and N-Gram splitting), and then an optimization approach
for linking task. We have empirically studied the performance of
Falcon 2.0 on Wikidata and concluded that it outperforms all
the existing baselines. Falcon 2.0 is public and can be reused by
the community; all the required instructions of Falcon 2.0 are
well-documented at our GitHub repository1. We also demonstrate
an online API, which can be run without any technical expertise.
Falcon 2.0 and its background knowledge bases are available as
resources at https://labs.tib.eu/falcon/falcon2/.
CCS CONCEPTS
• Information systems→ Resource Description Framework
(RDF); Information extraction.
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1 INTRODUCTION
Entity Linking (EL) -also known as Named Entity Disambiguation
(NED)- is a well-studied research domain for aligning unstructured
text to its structured mentions in various knowledge repositories
(e.g., Wikipedia, DBpedia [1], Freebase [4] or Wikidata [28]). Entity
linking comprises two sub-tasks. The first task is Named Entity
Recognition (NER), in which an approach aims at identifying entity
labels (or surface forms) in an input sentence. Entity disambiguation
is the second sub-task to link entity surface forms to semi-structured
knowledge repositories. With the growing popularity of publicly
available knowledge graphs (KGs), researchers have developed
several approaches and tools for EL task over KGs. Some of these
approaches implicitly perform the NER task and directly provide
mentions of entity surface forms in the sentences into the KG
(often referred to as end-to-end EL approaches) [7]. Other attempts
(e.g., Yamanda et al. [30], DCA [32]) consider recognized surface
forms of the entities as additional inputs besides the input sentence
to perform entity linking. Irrespective of the input format and
underlying technologies, the majority of the existing attempts [22]
in the EL research are confined to well-structured KGs such as
DBpedia or Freebase2. These KGs rely on a well-defined process
of extracting information directly from Wikipedia infoboxes. They
do not provide direct access to the users to add/delete the entities
or altering the KG facts. Wikidata, on the other hand, also allows
users to edit Wikidata pages directly, add newer entities, and define
new relations between the objects. Wikidata is hugely popular as a
crowdsourcing collection of knowledge. Since its launch in 2012,
over 1 billion edits have been made by the users across the world3.
Motivation, Approach, and Contributions. We motivate our work
by the fact that despite the vast popularity of Wikidata, there are
limited attempts to target entity and relation linking over Wiki-
data. For instance, there are over 20 entity linking tools/APIs for
DBpedia [22, 26], which are available as APIs. To the best of our
knowledge, there exists only one open-source API for Wikidata
entity linking (i.e., OpenTapioca [7]). Furthermore, there is no tool
over Wikidata for relation linking, i.e., linking predicate surface
forms to its corresponding Wikidata mentions. In this paper, we
2it is now depreciated and no further updates are possible
3https://www.wikidata.org/wiki/Wikidata:Statistics
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focus on providing Falcon 2.0, a reusable resource API for joint
entity and relation linking over Wikidata. In our previous work,
we proposed Falcon [23], a rule-based approach yet effective for
entity and relation linking on short text (questions in this case)
over DBpedia. The Falcon approach in general, has two novel con-
cepts: 1) a linguistic-based approach that relies on several English
morphology principles such as tokenization, and N-gram tiling; 2)
a local knowledge base which serves as a source of background
knowledge. This knowledge base is a collection of entities from
DBpedia. We resort to the Falcon approach for developing Falcon
2.0. Our aim here is to study whether or not the Falcon approach
is agnostic to underlying KG; hence, we do not claim novelty in the
underlying linguistic-based approach for Falcon 2.0. Further, we
investigate the concerns related to robustness, emerging failures,
and bottlenecks. We introduce Falcon 2.0 based on the methodol-
ogy employed in the first version. Our tool is the first joint entity
and relation linking tool for Wikidata. Our novel contributions
briefly lie in two aspects:
(1) Falcon 2.0: The first resource for joint entity and rela-
tion linking over Wikidata. Falcon 2.0 relies on funda-
mental principles of English morphology (tokenization and
compounding) and links entity and relation surface forms
in a short sentence to its Wikidata mentions. Falcon 2.0
is available as an online API and can be accessed at https:
//labs.tib.eu/falcon/falcon2/. We empirically evaluate Falcon
2.0 on three datasets tailored for Wikidata. According to
the observed results, Falcon 2.0 significantly outperforms
all the existing baselines. For the ease of use, we integrate
Falcon API4 into Falcon 2.0. This option is available in case
Wikipedia contains an equivalence entity (Wikidata is the
superset of DBpedia) The Falcon 2.0 API already has over
half million hits from February 2020 to the time of paper
acceptance, which shows its gaining usability (excluding
self-access of the API while performing the evaluation).
(2) Falcon 2.0 Background KG: We created a new back-
ground KG of Falcon 2.0 with the Wikidata. We extracted
48,042,867Wikidata entities from its public dump and aligned
these entities with the aliases present in Wikidata. For ex-
ample, Barack Obama is a Wikidata entity Wiki:Q765. We
created a mapping between the label (Barack Obama) of
Wiki:Q76 with its aliases such as President Obama, Barack
Hussein Obama, Barry Obama and stored it in the back-
ground knowledge base. We implemented a similar align-
ment for 15,645 properties/relations of Wikidata. The back-
ground knowledge base is an indexed graph and can be
queried. The resource is also present at a persistent URI for
further reuse6.
The rest of this paper is organized as follows: Section 2 reviews
the state-of-the-art, and the following section describes our two
resources and approach to build Falcon 2.0. Section 5 presents the
importance and impact of this work for the research community.
Section 4 presents experiments to evaluate the performance of
Falcon 2.0. The availability and sustainability of resources is
4https://labs.tib.eu/falcon/
5https://www.wikidata.org/wiki/Q76
6https://doi.org/10.6084/m9.figshare.11362883
explained in Section 6 and its maintenance related discussion is
presented in Section 7. We close with the conclusion in Section 8.
2 RELATEDWORK
Several surveys provide a detailed overview of the advancements of
the techniques employed in entity linking over KGs [2, 24]. Various
reading lists [16], online forums7 and Github repositories8 track
the progress in the domain of entity linking. Initial attempts in
EL considered Wikipedia as an underlying knowledge source. The
research field has quite matured and the SOTA nearly matches
human-level performance [20]. With the advent of publicly avail-
able KGs such as DBpedia, Yago, and Freebase, the focus is shifted
to develop EL over knowledge graphs. The developments in Deep
Learning has introduced a range of models that carry out both NER
and NED as a single end-to-end step [11, 17]. NCEL [5] learns both
local and global features from Wikipedia articles, hyperlinks, and
entity links to derive joint embeddings of words and entities. These
embeddings are used to train a deep Graph Convolutional Net-
work (GCN) that integrates all the features through a Multi-layer
Perceptron. The output is passed into a Sub-Graph Convolution
Network, which finally resorts to a fully connected decoder. The de-
coder maps the output states to linked entities. The BI-LSTM+CRF
model [15] formulates entity linking as a sequence learning task
in which the entity mentions are a sequence whose length equals
to the series of the output entities. Albeit precise, deep learning
approaches demand high-quality training annotations, which are
not extensively available for Wikidata entity linking [6, 19].
There is concrete evidence in the literature that the machine
learning-basedmodels trained over generic datasets such asWikiDis-
amb30 [10], CoNLL (YAGO) [14] do not perform well when applied
to the short texts. Singh et al. [26] evaluated more than 20 en-
tity linking tools over DBpedia for short text (e.g., questions) and
concluded that issues like capitalization of surface forms, implicit
entities, and multi-word entities, affect the performance of EL tools
in an input short text. Sakor et al. [23] addresses specific challenges
of short texts by applying a rule-based approach for EL over DB-
pedia. In addition to linking entities to DBpedia, Sakor et al. also
provides DBpedia IRIs of the relations in a short text. EARL [3] is
another tool that proposes a traveling salesman algorithm-based
approach for joint entity and relation linking over DBpedia. To
the best of our knowledge, EARL and Falcon are the only available
tools that provide both entity and relation linking.
Entity linking over Wikidata is a relatively new domain. Cetoli
et al. [6] propose a neural network-based approach for linking en-
tities to Wikidata. The authors also align an existing Wikipedia
corpus-based dataset to Wikidata. However, this work only targets
entity disambiguation and assumes that the entities are already rec-
ognized in the sentences. Arjun [19] is the latest work for Wikidata
entity linking and use an attention-based neural network for link-
ing Wikidata entity labels. OpenTapioca [7] is another attempt that
performs end-to-end entity linking over Wikidata; it is the closest
to our work even though OpenTapioca does not provide Wikidata
Ids of relations in a sentence. OpenTapioca is also available as an
7http://nlpprogress.com/english/entity_linking.html
8https://github.com/sebastianruder/NLP-progress/blob/master/english/entity_
linking.md
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API and is utilized as our baseline. S-Mart [33] is a tree-based struc-
tured learning framework based on multiple additive regression
trees for linking entities in a tweet. The model was later adapted
for linking entities in the questions. VCG [27] is another attempt
which is a unifying network that models contexts of variable granu-
larity to extract features for an end to end entity linking. However,
Falcon 2.0 is the first tool for joint entity and relation linking
over Wikidata.
3 FALCON 2.0- A RESOURCE
In this section, we describe Falcon 2.0 in detail. First the architec-
ture of Falcon 2.0 is depicted. Next, we discuss the background
knowledge used to match the surface forms in the text to the re-
source in a specific KG. In the paper’s scope, we define "short text"
as grammatically correct questions (up to 15 words).
3.1 Architecture
The Falcon 2.0 architecture is depicted in Figure 1. Falcon 2.0
receives short input texts and outputs a set of entities and relations
extracted from the text; each entity and relation in the output is
associated with a unique Internationalized Resource Identifier (IRI)
in Wikidata. Falcon 2.0 resorts to background knowledge and
a catalog of rules for performing entity and relation linking. The
background knowledge combines Wikidata labels and their corre-
sponding aliases. Additionally, it comprises alignments between
nouns and entities in the Wikidata. Alignments are stored in a
text search engine, while the knowledge source is maintained in
an RDF triple store accessible via a SPARQL endpoint. The rules
that represent the English morphology are in a catalog; a forward
chaining inference process is performed on top of the catalog dur-
ing the extraction and linking tasks. Falcon 2.0 also comprises
several modules that identify and link entities and relations to the
Wikidata. These modules implement POS Tagging, Tokenization &
Compounding, N-Gram Tiling, Candidate List Generation, Match-
ing & Ranking, Query Classifier, and N-Gram Splitting and are
reused from the implementation of Falcon.
3.2 Background Knowledge
Wikidata contains over 52 million entities and 3.9 billion facts (in
the form of subject-predicate-object triples). A significant portion
of this extensive information is not useful for entity and relation
linking. Hence, we only extract all the entity and relation labels to
create a local background KG (alias background knowledge base).
For example, the entity United States of America9 in Wiki-
data has the natural language label ‘United States of America’ and
other several aliases (or known_as labels) of United States of
America such as the United States of America, America, U.S.A.,
the U.S., United States, and others. We extended our background
KG with this information from Wikidata. Similarly, for relation’s
labels, the background KG is enriched with known_as labels to pro-
vide synonyms and derived word forms. For example, the relation
spouse 10 in Wikidata has the label spouse and the other known
as labels are husband, wife, married to, wedded to, partner and
other labels. This variety of synonyms for each relation empowers
9https://www.wikidata.org/wiki/Q30
10https://www.wikidata.org/wiki/Property:P26
Falcon 2.0 to match the surface form in the text to a relation in
Wikidata. Figure 2 illustrates the process of building background
knowledge.
3.3 Catalog of Rules
Falcon 2.0 is a rule-based approach. A catalog of rules is pre-
defined to extract entities and relations from the text. The rules
are based on the English morphological principles and borrowed
from Sakor et al. [23]. For example, Falcon 2.0 excludes all verbs
from the entities candidates list based on the rule verbs are
not entities. For example, the N-Gram tiling module in the
Falcon 2.0 architecture resorts to the rule: entities with only
stopwords between them are one entity. Another example of
such rule When -> date, Where -> place solves the ambiguity
of matching the correct relation in case the short text is a ques-
tion by looking at the questions headword. For example, give the
two questions When did Princess Diana die? and Where did
Princess Diana die?, the relation died can be the death place
or the death year. The question headword (When/Where) is the
only insight to solve the ambiguity here. When the question word
is where, Falcon 2.0 matches only relations that have a place as
a range of the relation.
3.4 Recognition
Extraction phase in Falcon 2.0 consists of three modules. POS
tagging, tokenization & compounding, and N-Gram tiling. The in-
put of this phase is a natural language text. The output of the phase
is the list of surface forms related to entities or relations.
Part-of-speech (POS) Tagging receives the natural language text
as an input. It tags each word in the text with its related tag, e.g.,
noun, verb, and adverb. This module differentiates between nouns
and verbs to enable the application of the morphological rules from
the catalog. The output of the module is a list of the pairs of (word,
tag).
Tokenization & Compounding builds the tokens list by remov-
ing the stopwords from the input and splitting verbs from nouns.
For example, if the input is What is the operating income for
Qantas, the output of this module is a list of three tokens [operat-
ing, income, Qantas].
N-Gram Tilling module combines tokens with only stopwords
between them relying on one of the rules from a catalog of rules.
For example, if we consider the previous module’s output as an
input for the n-gram tilling module, operating and income tokens
will be combined in one token. The output of the module is a list of
two tokens [operating income, Qantas].
3.5 Linking
This phase consists of four modules: candidate list generation,
matching & ranking, relevant rule selection, and n-gram splitting.
Candidate List Generation receives the output of the recognition
phase. The module queries the text search engine for each token.
Then, tokens will have its associated candidate list of resources.
For example, the retrieved candidate list of the token operating
income is [(P3362, operating income), (P2139, income), (P3362, op-
erating profit)]; where the first element is the Wikidata predicate
identifier and the second one is the list of labels associated with
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[ ]
<http://www.wikidata.org/entity/Q7266513>
 <http://www.wikidata.org/prop/direct/P3362>
?object
<Q32491 , Qantas>
<Q32491, Qantas Airways>
<Q32491, QFA>
<Q17156256, Qantas>
<Q7266513, Qantas aircraft>
<P3362, operating income>
<P2139, income>
<P3362, operating profit>
<P2295, net income>
[(operating income,{P3362,P3362}), 
(Qantas,{Q32491,Q32491})]: Candidate Lists
…………… 
Verbs are not entities
 Entities with only stopwords 
between them are one entity
 When → date
 Where → place
 Split the token from the right side
…………..
POS 
Tagging
Tokenization & 
Compounding
N-Gram 
Tilling
Candidate List 
Generation Matching & Ranking
N-Gram Splitting Relevant Rule 
Selection
Catalog of Rules
Search Engine RDF Triple Store
What is the operating income for Qantas?
Qantas:noun;... [operating, income, Qantas]:3 tokens
Recognition Linking
Background Knowledge
(operating income,{P3362})
(Qantas,{Q32491})
[operating income, 
Qantas]: 2 tokens
OutputInput
Answ
er found
N
o Answ
er
<http://www.wikidata.org/entity/Q32491>
 <http://www.wikidata.org/prop/direct/P3362>
?object
1370000000^^xsd:integer
Figure 1: The Falcon 2.0 Architecture. The boxes highlighted in Grey are reused from Falcon [23]. Grey boxes contain a
linguistic pipeline for recognizing and linking entity and relation surface forms. The boxes in White are our addition to the
Falcon pipeline to build a resource for Wikidata entity and relation linking. The white boxes constitute what we refer to as
Background Knowledge specific toWikidata. The text search engine contains the alignment ofWikidata entity/relation labels
along with the entity and relation aliases. It is used for generating potential candidates for entity and relation linking. RDF
triple store is a local copy of Wikidata triples containing all entities and predicates.
the predicates which match the query "operating income."
Matching & Ranking ranks the candidate list received from the
candidate list generation module and matches candidates’ entities
and relations. Since, in any KG, the facts are represented as triples,
the matching and ranking module creates triples consisting of the
entities and relationships from the candidates’ list. Then, for each
pair of entity and relation, the module checks if the triple exists in
the RDF triple store (Wikidata). The checking is done by executing
a simple ASK query over the RDF triple store. For each triple, the
module increases the rank of the involved relations and entities.
The output of the module is the ranked list of the candidates.
Relevant Rule Selection interacts with the matching & ranking
module by suggesting increasing the ranks of some candidates rely-
ing on the catalog of rules. One of the suggestions is considering the
question headword to clear the ambiguity between two relations
based on the range of relationships in the KG.
N-Gram Splitting module is used if none of the triples tested in
the matching & ranking modules exists in the triple store, i.e., the
compounding the approach did in the tokenization & compound-
ing module led to combining two separated entities. The module
splits the tokens from the right side and passes the tokens again
to the candidate list generation module. Splitting the tokens from
the right side resorts to one of the fundamentals of the English
morphology; the compound words in English have their headword
always towards the right side [29].
Text Search Engine stores all the alignments of the labels. A sim-
ple querying technique [12] is used as the text search engine over
background knowledge. It receives a token as an input and then
returns all the related resources with labels similar to the received
token.
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Background
Knowledge
Creation
(Q30, United States of America)
(Q30,U.S.A)
(Q30, US)
(Q30, United States)
(P26, spouse)
(P26,wife)
(P26, married to)
(P26, marriage partner)
(P26, bride)
(P26, partner)
(P26, better half)
Background Knowledge
Q30
U.S.A.America
US
the 
States
United 
States 
of 
America
P26
marriage 
partner
married 
to
wifespouse
Synonyms for spouse:
bride, partner, better half, wife, ….
Label
Also known as
Figure 2: Falcon 2.0 Background Knowledge is built by con-
verting labels of entities and relations inWikidata into pairs
of alignments. It is a part of search engine (cf. Figure 1).
RDF Triple store is a local copy of the Wikidata endpoint. It con-
sists of all the RDF triples of Wikidata labeled with the English
language. An RDF triple store is used to check the existence of the
triples passed from the Matching & Ranking module. The RDF
triple store keeps around 3.9 billion triples.
4 EXPERIMENTAL STUDY
We study three research questions: RQ1) what is the performance
of Falcon 2.0 for entity linking over Wikidata? RQ2) What is the
impact of Wikidata specific background knowledge on the perfor-
mance of a linguistic approach? RQ3) What is the performance of
Falcon 2.0 for relation linking over Wikidata?
Metrics. We report performance on the standard metric of Pre-
cision, Recall, and F-measure. Precision is the fraction of relevant
resources among the retrieved resources. Recall is the fraction of
relevant resources that have been retrieved over the total amount
of relevant resources. F-Measure or F-Score is the harmonic mean
of precision and recall
Datasets. We rely on three different question answering datasets
namely SimpleQuestion dataset for Wikidata [8], WebQSP-WD [27]
and LC-QuAD 2.0 [9]. The SimpleQuestion dataset contains 5,622
test questions which are answerable using Wikidata as underly-
ing KG. WebQSP-WD contains 1639 test questions, and LC-QUAD
2.0 contains 6046 test questions. SimpleQuestion and LC-QuaD
2.0 provide the annotated gold standard for entity and relations,
whereas WebQSP-WD only provides annotated gold standard for
entities. Hence, we calculated entity linking performance on three
datasets and relation linking performance on two datasets. Also,
SimpleQuestion and WebQSP-WD contain questions with a single
entity and relation, whereas LC-QuAD 2.0 contains mostly complex
questions (i.e., more than one entity and relation).
Baselines. OpenTapioca [7]: is available as a web API; it pro-
vides Wikidata URIs for entities. We run OpenTapioca API on all
Figure 3: Falcon 2.0 API Web Interface.
three datasets.
Variable Context Granularity model (VCG) [27]: is a unifying
network that models contexts of variable granularity to extract
features for mention detection and entity disambiguation. We were
unable to reproduce VCG from its public code. Hence, we only re-
port its performance on WebQSP-WD from the original paper [27]
as we are unable to run the model for the other two datasets for en-
tity linking. For the completion of the approach, we also report the
other two baselines provided by the authors termed as Heuristic
Baseline and Simplified VCG.
S-Mart [33]: was originally proposed to link entities in the tweets
and later adapted for question answering. The system is not open
source, and we adapt its result from [27] for WebQSP-WD dataset.
No Baseline for Relation Linking: To the best of our knowledge,
there is no baseline for relation linking on Wikidata. One argument
could be to run the existing DBpedia based relation linking tool on
Wikidata and compare it with our performance. We disagree with
this due to the following reason: Wikidata is extremely noisy. For
example, in "What is the longest National Highway in the world?"
the entity surface form National Highway matches four(4) different
entities in Wikidata that share the same entity label (i.e., "National
Highway"). In comparison, 2,055 other entities contain the full men-
tion in their labels for National Highway. However, in DBpedia,
there is only one unique label for National Highway. Hence, any
entity linking tool or relation linking tool tailored for DBpedia will
face issues on Wikidata (cf. table 3). Therefore, instead of reporting
the biased and under-performance, we decided not to include their
performance for a fair comparison. Hence, We only provide Falcon
2.0 relation linking performance to establish new baselines on two
datasets: SimpleQuestion and LC-QuAD 2.0.
Experimental Details. Falcon 2.0 is extremely lightweight from
an implementation point of view. A laptopmachine, with eight cores
and 16GB RAM running Ubuntu 18.04 is used for implementing
and evaluating Falcon 2.0. We deployed its web API on a server
with 723GB RAM, 96 cores (Intel(R) Xeon(R) Platinum 8160CPU
with 2.10GHz) running Ubuntu 18.04. This publicly available API is
used to calculate standard metrics of Precision, Recall, and F-score.
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Table 1: Entity linking evaluation results on LC-QuAD 2.0 &
SimpleQuestion datasets. Best values are in bold.
Approach Dataset P R F
OpenTapioca [7] LC-QuAD 2.0 0.29 0.42 0.35
Falcon 2.0 LC-QuAD 2.0 0.50 0.56 0.53
OpenTapioca [7] SimpleQuestion 0.01 0.02 0.01
Falcon 2.0 SimpleQuestion 0.56 0.64 0.60
OpenTapioca [7] SimpleQuestion Uppercase Entities 0.16 0.28 0.20
Falcon 2.0 SimpleQuestion Uppercase Entities 0.66 0.75 0.70
Table 2: Entity linking evaluation results on the WEBQSP
test dataset. Best values are in bold.
Approach P R F
S-MART [33] 0.66 0.77 0.72
Heuristic baseline [27] 0.30 0.61 0.40
Simplified VCG [27] 0.84 0.62 0.71
VCG [27] 0.83 0.65 0.73
OpenTapioca [7] 0.01 0.02 0.02
Falcon 2.0 0.80 0.84 0.82
4.1 Experimental Results
Experimental Results 1. In the first experiment described in Ta-
ble 1, we compare entity linking performance of Falcon 2.0 on
SimpleQuestion and LC-QuAD 2.0 datasets. We first analyze per-
formance on the SimpleQuestion dataset. Surprisingly, we observe
that for the OpenTapioca baseline, the values are approximately
0.0 for Precision, Recall, and F-score. We analyzed the source of
errors and found that out of 5,622 questions, only 246 have entity
labels in uppercase letters. Opentapioca cannot recognize entities
and link any entity written in lowercase letters. Case sensitivity is
a common issue for entity linking tools over short text, as reported
by Singh et al. [25, 26] in a detailed analysis. For the remaining 246
questions, only 70 gives the correct answer for OpenTapioca. Given
that OpenTapioca finds limitation in lowercase letters of entity sur-
face forms, we evaluated Falcon 2.0 and OpenTapioca with the
246 questions of SimpleQuestion to provide a fair evaluation for the
baseline (reported as SimpleQuestion Uppercase entities in table 1).
OpenTapioca reports F-score 0.20 on this subset of SimpleQuestion.
On the other hand, Falcon 2.0 reports F-score 0.70 on the same
dataset (cf. Table 1). For LC-QuAD 2.0, OpenTapioca reports F-score
0.35 against Falcon 2.0 with F-score 0.53 reported in Table 1.
Experimental Results 2. We report performance of Falcon 2.0
onWebQSP-WDdataset in Table 2. Falcon 2.0 clearly outperforms
all other baselines with highest F-score value 0.82. OpenTapioca
continues to demonstrate a low performance also on this dataset.
Experiment results 1 & 2 answers our first research question (RQ1).
Ablation Study for Entity Linking and Recommendations. For the
second research question (RQ2), we evaluate the impact of Wiki-
data specific background knowledge on entity linking performance.
We evaluated Falcon on the WebQSP-WD dataset against Falcon
2.0. We linked Falcon predicted DBpedia IRIs with corresponding
Wikidata IDs using owl:sameAs. We can see in the Table 3 that
Falcon 2.0 significantly outperforms Falcon despite both use the
same linguistic driven approach. The jump in Falcon 2.0 perfor-
mance comes from Wikidata specific local background knowledge,
which we created by expanding Wikidata entities and relations
with associated aliases. It also validates novelty of Falcon 2.0
compared to Falcon for the Wikidata entity linking.
We observe an indifferent phenomenon in our performance for
three datasets, and performance for Falcon 2.0 differs a lot per
dataset. For instance, on WebQSP-WD, our F-score is 0.82, whereas,
on LC-QuAD 2.0, the F-Score drops to 0.57. The first source of er-
ror is the dataset(s) itself. In both datasets (SimpleQuestion and
LC-QuAD 2.0), many questions are grammatically incorrect. To vali-
date our claim more robustly, we asked two native English speakers
to check the grammar of 200 random questions on LC-QuAD 2.0.
Annotators reported that 42 out of 200 questions are grammati-
cally incorrect. Many questions have erroneous spellings of the
entity names. For example, "Who is the country for head of state
of Mahmoud Abbas?" and "Tell me about position held of Malcolm
Fraser and elected in?" are two grammatically incorrect questions
of LC-QuAD 2.0. Similarly, many questions of the SimpleQuestion
dataset are also grammatically incorrect. For example, "where was
hank cochran birthed" is one of the items of the SimpleQuestion
dataset. Falcon 2.0 resorts to fundamental principles of the Eng-
lish morphology and find limitation in recognizing entities in many
grammatically incorrect questions.
We also found that when there is a minimal context in a given
sentence, Falcon 2.0 faces challenges, and the performance is
limited. For example, in question "when did annie open?" from the
WebQSP-WD dataset, the sentential context is minimal. Also, more
than one "Annie" is in Wikidata, such as Wiki:Q566892 (correct one)
andWiki:Q181734. Falcon 2.0wrongly predicted the entity in this
case. In another example, "which country is lamb from?", the correct
entity is Wiki:Q6481017 with label "lamb" in Wikidata. Falcon 2.0
returns Wiki:13553878, which also has a label "lamb". In such cases,
additional knowledge graph context will be useful. Approaches
such as [32] introduced a concept of feeding "entity descriptions"
as an additional context in an entity linking model over Wikipedia.
If the extra context in the form of entity description (1985 English
drama film directed by Colin Gregg) for the entity Wiki:13553878 is
provided, a model may correctly predict the correct entity "lamb."
Following is our recommendation for the community to improve
Wikidata entity linking based on our observations:
• Wikidata has inherited challenges of vandalism and noisy
entities due to crowd-authored entities [13]. We expect the
research community to come up with more robust short text
datasets for the Wikidata entity linking without spelling and
grammatical errors.
• Rule-based approaches come with its limitations when the
sentential context is minimal. However, such methods are
beneficial for the nonavailability of training data. We recom-
mend a two-step process to target questions with minimal
sentential context: 1) work towards a clean and large Wiki-
data dataset for entity linking of short text. This will allow
more robust machine learning approaches to evolve 2) use
of entity descriptions from knowledge graphs to improve
the linking process (same as [32]).
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Table 3: Entity Linking Performance of Falcon vs Falcon 2.0
on WEBQSP-WD. Best values are in bold.
Approach P R F
Falcon [23] 0.47 0.45 0.46
Falcon 2.0 0.80 0.84 0.82
Table 4: Relation linking evaluation results on LC-QuAD 2.0
& SimpleQuestion datasets.
Approach Dataset P R F
Falcon 2.0 LC-QuAD 2.0 0.44 0.37 0.40
Falcon 2.0 SimpleQuestion 0.35 0.44 0.39
Experimental Results 3: In the third experiment (for RQ3), we
evaluate the relation linking performance of Falcon 2.0. We are
not aware of any other model for relation linking over Wikidata.
Table 4 summarizes relation linking performance. With this, we
established new baselines over two datasets for relation linking on
Wikidata.
Ablation Study for Relation Linking and Recommendations. Fal-
con reported an F-score of 0.43 on LC-QuAD over DBpedia in [23]
whereas Falcon 2.0 reports a comparable relation linking F-score
0.40 on LC-QuAD 2.0 for Wikidata (cf. Table 4). The wrong identifi-
cation of the entities does affect the relation linking performance,
and it is the major source of error in our case for relation linking.
Table 5 summarizes a sample case study for relation linking on
five LC-QuAD 2.0 questions. We observe that the relations present
in the questions are highly uncommon and nonstandard, and it is
a peculiar property of Wikidata. Falcon 2.0 finds limitations in
linking such relations. We recommend the following:
• Wikidata challenges relation linking approaches by posing
a new challenge: user-created nonstandard relations such
as in Table 5. A rule-based approach like ours faces a clear
limitation in linking such relations. Linking user-created
relations in crowd authored Wikidata is an open question
for the research community.
5 IMPACT
In August 2019, Wikidata became the first Wikimedia project that
crossed 1 billion edits, and over 20,000 active Wikidata editors11. A
large subset of the information extraction community has exten-
sively relied its research around DBpedia and Wikidata targeting
different research problems such as KG completion, question an-
swering, entity linking, and data quality assessments [18, 21, 34].
Furthermore, entity and relation linking tasks have been studied
well beyond information extraction research, especially NLP and
Semantic Web. Despite Wikidata being hugely popular, there are
limited resources for reusing and aligning unstructured text to
Wikidata mentions. However, when it comes to a short text, the
performance of existing baselines are limited. We believe the avail-
ability of Falcon 2.0 as web API along with open source access
to its code will provide researchers an easy and reusable way to
11https://www.wikidata.org/wiki/Wikidata:Statistics
annotate unstructured text against Wikidata. We also believe that a
rule-based approach, such as ours that does not require any training
data, is beneficial for low resource languages (considering Wikidata
is multilingual 12).
6 ADOPTION AND REUSABILITY
Falcon 2.0 is open source. The source code is available in our pub-
lic GitHub: https://github.com/SDM-TIB/Falcon2.0 for reusability
and reproducibility. Falcon 2.0 is easily accessible via a simple
CURL request or using our web interface. Detailed instructions
are provided on our GitHub. It is currently available for the Eng-
lish language. However, there is no assumption in the approach
or while building the background knowledge base that restricts
its adaptation or extensibility to other languages. The background
knowledge of Falcon 2.0 is available for the community and can
be easily reused to generate candidates for entity linking [31] or
in question answering approaches such as [35]. The background
knowledge consists of 48,042,867 alignments of Wikidata entities
and 15,645 alignments for Wikidata predicates. MIT License allows
for the free distribution and re-usage of Falcon 2.0. We hope the
research community and industry practitioners will use Falcon
2.0 resources for various usages such as linking entities and rela-
tions to Wikidata, annotating an unstructured text, developing new
low language resources, and others.
7 MAINTENANCE AND SUSTAINABILITY
Falcon 2.0 is a publicly available resource offering of the Scientific
Data Management(SDM) group at TIB, Hannover13. TIB is one of
the largest libraries for Science and Technology in the world 14. It
is actively engaged in promoting open access to scientific artifacts,
e.g., research data, scientific literature, non-textual material, and
software. Similar to other publicly maintained repositories of SDM,
Falcon 2.0 will be kept and regularly updated to fix bugs and
include new features15. The Falcon 2.0 API will be sustained on
the TIB servers to allow for unrestricted free access.
8 CONCLUSION AND FUTUREWORK
We presented the resource Falcon 2.0, a rule-based entity and
relation linking tool able to recognize entities & relations in a
short text and to link them to the existing knowledge graph, e.g.,
DBpedia and Wikidata. Although there are various approaches for
entity & relation linking to DBpedia, Falcon 2.0 is one of the
few tools targeting Wikidata. Thus, given the number of facts -
generic and domain-specific- that compose Wikidata, Falcon 2.0
has the potential of impacting on researchers and practitioners
that resort to NLP tools for transforming semi-structured data into
structured facts. Falcon 2.0 is open source. The API is publicly
accessible and maintained in the servers of the TIB labs. Falcon
2.0 has been empirically evaluated on three benchmarks, and the
outcomes suggest that it is able to overcome the state of the arts.
Albeit promising, the experimental results can be improved. In
the future, we plan to continue researching novel techniques that
12https://www.wikidata.org/wiki/Help:Wikimedia_language_codes/lists/all
13https://www.tib.eu/en/research-development/scientific-data-management/
14https://www.tib.eu/en/tib/profile/
15https://github.com/SDM-TIB
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Table 5: Sample Questions from LC-QuAD 2.0 datset. The table shows five sample questions and associated gold standard rela-
tions. These sentences do not include standard sentential relations in the English language. Considering Wikidata is largely
authored by the crowd, the crowd often creates such uncommon relations. Falcon 2.0finds limitation in linking such relations,
and most results are empty.
Question Gold Standard IDs Gold Standard Labels Predicted IDs Predicted Labels
Which is the global-warming potential of dichlorodifluoromethane? P2565 global warming potential [] _
What is the AMCA Radiocommunications Licence ID for Qantas? P2472 ACMA Radiocommunications Client Number P275 copyright license
What is ITIS TSN for Sphyraena? P815 ITIS TSN [] _
What is the ARICNS for Fomalhaut? P999 ARICNS [] _
Which is CIQUAL 2017 ID for cheddar? P4696 CIQUAL2017 ID [] _
enable adjusting the catalog of rules and alignments to the changes
in Wikidata. We further plan to mitigate errors caused by a rule-
based approach using machine learning approaches to aim towards
a hybrid approach.
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