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Zusammenfassung
Newtons drittes Gesetz von Aktion und Reaktion ist ein Grundpfeiler der klassischen
Mechanik. In Nichtgleichgewichtssystemen kann dieses Gesetz durch effektive Wechsel-
wirkungen, welche durch einen weiteren Körper vermittelt werden, gebrochen werden. In
ähnlicher Weise bereicherte die Entdeckung des deterministischen Chaos das Gebiet der
Zeitserienanalyse. Im Rahmen dieser Dissertation werden dynamische Effekte, die auf
der nichtreziproken Wechselwirkung in komplexen Plasmen basieren, und der Einfluss der
Fourierphasen nichtlinearer Zeitserien untersucht.
In einem komplexen Plasma, welches aus geladenen Mikropartikeln in einem schwach
ionisierten Plasma besteht, können strömende Ionen die Rolle dieses weiteren Körpers
übernehmen. Der erste untersuchte Effekt ist die Modenkopplungs-Instabilität, bei der
bestimmte Schwingungsmoden in einem zweidimensionalen Plasmakristall exponentiell
wachsen. In Simulationen wird gezeigt, dass die Instabilibät durch ein anisotropes horizon-
tales Potential in einer asymmetrischen Art und Weise ausgelöst werden kann. Dadurch wird
die Instabilität in nur zwei oder vier der sechs möglichen Richtungen aktiviert. In sehr guter
Übereinstimmung zu früheren Experimenten wird während der asymmetrisch ausgelösten
Instabilität eine synchronisierte Teilchenbewegung beobachtet. Es wird ein Ordnungspa-
rameter entwickelt, der das richtungsabhängige Synchronisationsmuster quantifiziert. Es
werden mögliche Mechanismen diskutiert, die zu einem weiteren Symmetriebruch führen
der nicht durch das anisotrope Potential erklärt werden kann.
Ein weiterer Effekt, der auf nichtreziproken Wechselwirkungen basiert, ist der Git-
terführungseffekt (englisch channeling). Ein zuätzliches Teilchen, welches nicht Teil des
zweidimensionalen Kristallverbunds ist, bewegt sich knapp überhalb des Kristalls mit
annähernd konstanter Geschwindigkeit auf einer durch die Kristallstruktur vorgegebenen
Bahn. Der Effekt wird in Simulationen reproduziert. Aufgrund der Nichtreziprozität
der Wechselwirkungen zieht das zusätzliche Teilchen umliegende Teilchen an, während es
selbst eine repulsive Kraft von den sich annähernden Teilchen erfährt. Dies führt zu einem
intrinsischen Antrieb des Teilchens. Mit einem einfachen theoretischen Modell für den
Antriebsmechanismus kann die Geschwindigkeit des zusätzlichen Teilchens vorhergesagt
werden.
Die Tatsache, dass die gesamte nichtlineare Information einer Zeitserie in den Fourier-
phasen kodiert ist, wird in einigen Algorithmen zur Surrogaterzeugung genutzt, hat darüber
hinaus jedoch keine große Beachtung gefunden. In dieser Arbeit wird gezeigt, dass Korre-
lationen in den Fourierphasen Nichtlinearitätsmaße beeinflussen können. Es wird gezeigt,
vii
viii Zusammenfassung
dass die Phasenkorrelationen das Ergebnis von Nichtlinearitätsmaßen beeinflussen können.
Phasenkorrelationen in amplitudenregulierten Surrogatalgorithmen, die eigentlich frei von
nichtlinearer Information sein sollten, kann zu einer Nichtentdeckung von Nichtlinearitäten
führen. Es zeigt sich, dass der nichtlineare Vorhersagefehler ein besseres Nichtlinearitätsmaß
ist als neuere, von Netzwerken abgeleitete Maße.
Abstract
Newton’s third law of action and reaction is one pillar of classical mechanics. In nonequilib-
rium systems this fundamental law can be broken when the effective interaction is mediated
by a third body, enabling surprising and counterintuitive effects. In a similar manner,
the discovery of deterministic chaos in nonlinear systems enriched the field of time series
analysis. This thesis covers dynamical effects based on nonreciprocal interactions in complex
plasmas and sheds a light on the role of the Fourier phases in nonlinear time series.
In a complex plasma, which consists of charged microparticles immersed in a weakly
ionized gas, streaming ions can play the role of the third body in the microparticle interaction.
As a first nonreciprocity effect, the asymmetric triggering of the mode-coupling instability,
where some wave modes in a two-dimensional plasma crystal grow exponentially with time,
is studied in molecular-dynamics simulations. It is shown that an anisotropic confinement
in the horizontal plane can trigger the instability in only two or four out of the six directions
that are allowed in the hexagonal crystal lattice. In very good agreement with previous
experimental observations, the asymmetric triggering of the instability is accompanied by
a synchronized motion of the particles. A novel order parameter is developed to quantify
the direction-dependent synchronization pattern. Possible mechanisms leading to a more
delicate symmetry breaking that cannot be explained by the anisotropic confinement are
also discussed.
A second effect based on nonreciprocal particle interactions is the channeling mechanism,
where an extra particle that is not part of the two-dimensional crystal lattice floats slightly
above the crystal and moves with almost constant velocity through a channel formed by
the lattice. The mechanism is reproduced in simulations. It is shown that due to the
nonreciprocity of the interactions, the extra particle attracts nearby particles, while it is
itself repelled from the approaching particles, leading to a self-propelled motion of the
extra particle. A simple theoretical model for the propulsion is provided which predicts the
velocity of the extra particle.
The fact that all nonlinearities of a time series reside in the Fourier phases is implicitly
used in many schemes for generating surrogates, but has not received much attention beyond
that. Here, correlations in the Fourier phases are shown to have an impact on the nonlinear
properties of a time series. Spurious phase correlations in amplitude-adjusted surrogates,
that should be devoid of nonlinear information, can in turn lead to a nondetection of
nonlinearity. Finally, by comparing different nonlinearity measures, the nonlinear prediction





1.1 Nonlinear time series analysis
One main goal of nonlinear time series analysis is to determine whether a system has
underlying chaotic dynamics [1, 2]. To this end, some measure of nonlinearity, most of
which are derived from chaos theory, is calculated for the time series. As the outcome of
most tests for nonlinearity yields a numerical value that alone cannot confirm or exclude
the presence of nonlinearity, the measure is often also applied to surrogate data which
mimic the linear properties of the original data but contain no nonlinearities. If nonlinearity
is found in such a statistical test in a time series, purely linear models to describe the
underlying physics can be ruled out.
1.1.1 Phase space representation
In his much renowned paper on cellular convection, Lorenz conjectured that low-dimensional,
deterministic equations can show chaotic behavior in such a way that “prediction of the
sufficiently distant future is impossible by any method, unless the present conditions are
known exactly” [3]. The geometric shape of such a strange attractor in phase space cannot
be described by an integer dimension, which led to the development of a multitude of
dimensionality measures for chaotic systems.
In Fig. 1.1(a)–(d) are shown snapshots of the time evolution of 50 different realizations
of trajectories on the attractor of the Lorenz system [3],
dx
dt
= σ(y − x),
dy
dt
= x(ρ− z)− y,
dz
dt
= xy − βz,
(1.1)
where σ= 10, β = 8/3 and ρ= 28. Initially, at t= 0, the trajectories are within a small
distance in phase space. First, the strong dependence on the initial conditions leads
1
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a) t=12.50 b) t=14.25
c) t=16.50 d) t=30.00
e) t=30.00
Figure 1.1: Sensitivity on initial conditions. (a)–(d): A trajectory of the Lorenz system
(see Eq. 1.1) over 50 time units is shown in gray. At the time step indicated in the top
left of each panel, the state of the system and of 49 other trajectories that were within a
distance of 0.0001 at t = 0 are shown as red dots. (e): The same for the linear regime of
the Lorenz system with β = 100.
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to a spread of the different realizations in a direction tangential to the trajectories, see
Fig. 1.1(a, b). The realizations then further spread (c) until they are scattered over the full
attractor (d). This “unpredictability” of the dynamics of trajectories that are initially close
in phase space is most striking when compared to the dynamics of the system in the linear
regime shown in Fig. 1.1(e).
If not all variables of a dynamical system can be observed, it is difficult to fully
characterize the system. Often, only one observable is available from a measurement of
a system that is expected to depend on more than one parameters. The full dynamics of
the system can then be regained by embedding the time series in an appropriate higher-
dimensional phase space. Takens addressed the question how the phase space of an attractor
could be reconstructed from this time series of observables [4]. He proved that there exists
an embedding, i. e., a continuous mapping of the time series to an embedding space that is
topologically equivalent to the attractor. The embedding is called delay-time embedding of
a time series {yi} and reads [5]
yn = (yn−(d−1)τ , yn−(d−2)τ , . . . , yn) (1.2)
where d is the embedding dimensions and τ the delay time.
If the embedding dimension is too small, points may be near to one another only because
the attractor is projected onto a lower dimension. With the false neighbor method [6], an
appropriate embedding dimension d can be found by analyzing how the fraction of false
neighbors decreases with increasing d. For determining an appropriate delay time τ two
values can be considered: the first zero-crossing of the autocorrelation function or the first
minimum of the mutual information [7].
1.1.2 Fourier representation
An elegant definition of “nonlinearity” can be given with the Fourier representation





2piikn/N = |ak|eiφk (1.3)
of a time series {yn} of length N . All linear information is contained in the Fourier
amplitudes |ak|, while all nonlinear information is contained in the Fourier phases φk.
The reasoning is as follows. The linear properties of a time series are those that can be




ciyn−i + n, (1.4)
where µ is a constant, n is uncorrelated noise and the ci are the parameters of the process.






4 Chapter 1. Introduction
of the time series. Since the Wiener-Khinchin theorem [10] is a bijective relation between
the autocorrelation function and the power spectrum {|ak|2} given by
FT [ACF [{yn}] ] = |ak|2, (1.6)
the linear information of a time series is solely contained in the magnitude of the Fourier
coefficients |ak|. As a consequence, the nonlinear information is encoded in the Fourier
phases. This argument is often used for the generation of so-called surrogate data (see
Sec. 1.1.4) that mimic the linear properties of a time series, but have all nonlinearities
destroyed.
1.1.3 Measures for nonlinearity
Correlation dimension
Measures for nonlinearity can be divided into two classes, namely static and dynamic
measures. Static measures take the data set as a whole into consideration and describe the
distribution of the data points in phase space. Dynamical measures, in contrast, also take
the time dynamics into account that are encoded in the underlying equations or can be
reconstructed from the embedded data if the equations are not known.
The dimension estimates mentioned in Sec. 1.1.1 are static measures. One prime example






θ(r − rnj) (1.7)
for different values of r. rnj = ‖rn − rj‖ and θ is the Heaviside function. If the growth of
C(r) with radius r obeys a power law, the correlation dimension can be associated with the








The attractor of the Lorenz equations shown in Fig. 1.1(a)–(d) has a non-integer correlation
dimension of D2 = 2.05± 0.01 [11].
Nonlinear Prediction Error
The nonlinear prediction error is an example of a dynamical measure for nonlinearity [12,
13]. The idea is that for a deterministic system, points that are close to each other in phase
space have a comparable time evolution. By averaging over the future positions of the
neighbors of a point yn, an estimate F(yn, T ) for the future position is obtained as
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νa) b)
Figure 1.2: (a) Local nonlinear prediction error En for the Lorenz system. Gray lines connect
points in embedding space that correspond to successive time steps. (b) Degree centrality
κν derived from a recurrence network. Gray lines connect points that are connected in the
network. For the visualization of the network, every node ν is located at the point in phase
space that it corresponds to.
where Ug(n) is the set of indices of the g nearest neighbors of point yn and T is the lead
time. The local nonlinear prediction error is then the distance from this estimate to the
actual future position in phase space yn+T ,
En =
√
‖yn+T − F(yn, T )‖2, (1.10)
and the global nonlinear prediction error is obtained by averaging over all points in phase
space E=√〈E2n〉n.
The local nonlinear prediction error En for the Lorenz system (see Eq. 1.1) is shown
in Fig. 1.2(a). 2000 data steps of the x coordinate with a step size of 0.08 time units are
considered. The data are embedded in d= 3 dimensions with a delay time of τ = 0.16.
The arrangement of the embedded points resembles the butterfly-shaped structure of the
original Lorenz system shown in Fig. 1.1. For g=4 and a lead time of T =5, En is small for
almost every data point, only for one point it is comparable to the size of the attractor.
The x coordinate thus contains enough nonlinear information of the three-dimensional
system to enable nonlinear prediction. If compared to a similar data set without nonlinear
information (a surrogate, see Sec. 1.1.4), one would expect a significantly smaller value of E
for the nonlinear time series.
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Recurrence network
With the substantial success of complex network theory in various fields of physics [14–17],
it has recently also been applied to time series analysis. As there is no “natural” way of how
to create a network from a time series, different procedures have been suggested to translate
the data into nodes and edges of a network [18–21]. One procedure is the recurrence network
[20, 22, 23] which contains the information which points are sufficiently close to each other
in phase space. The adjacency matrix A of the recurrence network [23] reads
Amn() = Θ (− ‖ym − yn‖)− δmn, (1.11)
where the {yn} are the (embedded) points of the time series in phase space and  an
appropriate threshold. The recurrence network as defined by Eq. 1.11 is an unweighted
network as Amn can only take two values: it is unity if there is a connection, or edge,
between nodes m and n, and zero otherwise. The Kronecker delta in Eq. 1.11 prevents
self-loops such that Ann=0.
Once the recurrence network is obtained for a time series, it can be analyzed with
different network measures. The most prominent measure for any network is the degree





Dividing by the maximum possible value yields the connectivity κν . The average connectiv-












Other measures include the clustering coefficient which is the fraction of neighbors of a
node ν that are themselves connected and the average path length from ν to any other node
of the network. In Ref. [20], the bifurcation diagram of the logistic map, a one-dimensional
nonlinear system, was analyzed. Different regimes such as period doublings and chaos were
identified by dynamical changes of the measures as the control parameter was varied.
Symbolic network
A different approach to generate a network from a time series is a symbolic network [21].
For each segment of a windowed sequence of a time series, an ordinal pattern of indices
is obtained that sorts the segment. Each ordinal pattern corresponds to one node of the
symbolic network. Nodes corresponding to consecutive time windows are then connected in
the network in order to save the temporal information. Since the amplitude information is
lost in this approach, it was suggested in Ref. [25] to combine the symbolic network with a
transition network where the nodes of the network are the binned amplitudes of the time
series.
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In the symbolic network proposed in Ref. [25], each time step n is associated with a
symbol-pair containing the amplitude information α(n) and the ordinal pattern pi(n). The
former is calculated by binning the time series in the interval [min({yn}),max({yn})] into
Q equal regions. α(n) is then simply the bin number of yn. To compute pi(n), one considers
the sequence [yn, yn+τ , ..., yn+(L−1)τ ] for a given time-delay τ and window length L. The
ordinal pattern pi(n) = (β1, β2, ..., βL) contains the indices sorting the sequence such that
yn−1+β1 ≤ yn−1+β2 ≤ ... ≤ yn−1+βL . The symbol-pair at step n, (α(n), pi(n)), is then one
node of the network, and it is connected by a directed link to the symbol-pair (α(n+1),
pi(n+1)) of the successive time step. In this representation, different time steps may
correspond to the same symbol-pairs. Only nodes whose symbol-pairs are present in the
time series are part of the network, the actual number of nodes may thus be smaller than
the maximal possible value Nmax=Q · L!.
1.1.4 Surrogate data
Surrogates are ersatz data which have the same linear properties as the original time series,
but contain no nonlinearities. They provide a statistical test for a nonlinearity measure M
in a model-independent way. The outcome of measure M of the original time series under
study is compared to the outcomes {Ms} of the surrogate data. The significance of the




where 〈{Ms}〉s and σ({Ms}) are the mean and standard deviation of the outcomes of the
measures {Ms} for the surrogate data.
Surrogate generating algorithms rely on the definition of nonlinearity that was given
in Sec. 1.1.2, which states that all nonlinear information of a time series is contained in
the Fourier phases. The most popular algorithms thus randomize the Fourier phases in
order to remove potential nonlinearities present in the time series while preserving the
autocorrelation function. Alternatively, the time series can be shuﬄed to destroy the
nonlinearities, but then also the autocorrelation function is changed and has to be restored
in an iterative scheme. Below, different surrogate generating algorithms are presented.
The scheme for Fourier-transformed (FT) surrogates [26] is shown in Fig. 1.3(a). The
original time series is Fourier transformed and the Fourier phases are replaced by random,
uncorrelated phases. The surrogate is then obtained by simply doing the back-transform.
Since the Fourier amplitudes are not altered, the FT surrogates are guaranteed to have
the same autocorrelation function as the original time series. The amplitude spectrum of
the original time series is only preserved if it obeys a Gaussian distribution; FT surrogates
are thus limited to time series that already have a Gaussian distribution, or that were
rank-ordered-remapped onto a Gaussian distribution. The remapping is done as follows.
For a time series of length N , generate N Gaussian random numbers {ξn}. Reorder the
{ξn} such that if yi is the kth smallest of the {yn}, then ξi is also the kth smallest of the
8 Chapter 1. Introduction


























Figure 1.3: Surrogate generating schemes. (a) FT surrogate. (b) AAFT surrogate. (c)
IAAFT surrogate. Both the AAFT and IAAFT schemes use a rank-ordered-remapping
(ROR) step. FT surrogates do not have a remapping step, but can only be applied to time
series with Gaussian amplitude distributions.
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{ξn}. The reordered {ξn} thus “follow” the original time series {yn} while having a Gaussian
amplitude distribution.
Amplitude-adjusted Fourier-transformed (AAFT) surrogates can be generated for time
series with arbitrary amplitude distribution [26]. As sketched in Fig. 1.3(b), a copy of the
original time series is first rank-ordered-remapped to a Gaussian distribution. Then, a FT
surrogate of this remapped time series is created. Finally, the surrogate is rank-ordered-
remapped to the original time series. The surrogate has the same amplitude distribution as
the original time series, but a slightly broader power spectrum due to the final remapping
step. As the remapping is done after the phase randomization, new correlations are can
be introduced in the Fourier phases. Moreover, in Ref. [27] it was shown that the broader
power spectrum may lead to an erroneous detection of nonlinearity in purely linear data.
The iterated amplitude-adjusted Fourier-transformed (IAAFT) surrogates were designed
to overcome the shortcoming of AAFT surrogates described in Ref. [27]. The Fourier
amplitudes |A0(k)| of the original time series y(t) are initially saved. Then, as sketched
in Fig. 1.3(c), the scheme starts with a random shuﬄe y{0}s (t) of y(t). Now, the following
two steps are repeated iteratively. (1) Take the Fourier transform of y{i}s (t), replace the
corresponding Fourier amplitudes by |A0(k)| and transform back. The resulting time series
y˜
{i}
s (t) has now exactly the same autocorrelation function as the original time series, but
not the same amplitude distribution. (2) Rank-ordered-remap y˜{i}s (t) to y(t) to obtain
y
{i+1}
s (t) for the next iteration. The IAAFT scheme stops when the remapping step leads
to no reordering of the time series.
The IAAFT surrogates reproduce both the autocorrelation and the amplitude spectrum
of the original time series. However, the randomness of the Fourier phases that is only
given at the very beginning of the iteration scheme can no longer be guaranteed. The
rank-ordered-remapping step of the AAFT and IAAFT schemes can induce spurious phase
correlations in the surrogates. It was shown in Ref. [28] that induced phase correlations in
AAFT and IAAFT surrogate data can lead to a nondetection of weak nonlinearities.
1.2 Complex plasmas
Complex or dusty plasmas are weakly ionized gases containing charged particles. In space,
dusty plasmas are ubiquitous, for example in planetary rings and interstellar clouds [29]. In
distinction to these naturally occurring systems, laboratory realizations of dusty plasmas,
often with monodisperse micron-sized particles instead of polydisperse “dust”, are termed
complex plasmas. A strong coupling regime, meaning that the interaction energy largely
exceeds the thermal energy, can be easily obtained due to the large particle charge and
relatively low interparticle distances and kinetic temperatures. Ordered structures, called
plasma crystals, were predicted by Ikezi in 1986 [30] and observed independently by different
research groups in 1994 [31–33]. Today, complex plasmas can be used to study fields as
diverse as plasma physics, astrophysics, phase transitions, nonlinear dynamics, solid state
physics and applications to industry and engineering [34–37].
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a) b)
c)
Figure 1.4: Complex-plasma experiments. (a) Side view of a large three-dimensional cloud
in the PK-3 Plus laboratory onboard the International Space Station [39]. (b) and (c):
Top view and side view of a two-dimensional plasma crystal in the Large Chamber in
the research group of complex plasmas. Courtesy of John Meyer. For (a) and (c), the
approximate positions of the bulk plasma, the plasma sheath and the electrode are shown
to the left.
1.2.1 Basic Properties of Complex Plasmas
Most experiments with complex plasmas can be divided into two classes. First, large three-
dimensional homogeneous structures can be obtained under microgravity conditions or with
thermophoresis [38]. The particles levitate in the quasineutral bulk plasma. Microgravity
conditions are met onboard the International Space Station [39] and during parabolic flights
[40]. Various crystal geometries, like bcc, fcc and hcp lattices, can be observed. A typical
side view is shown in Fig. 1.4(a). In the second class of experiments, in ground-based
laboratories, particles levitate in the plasma sheath region above the lower electrode, where
there is a force balance between, primarily, the gravitational and electrostatic forces (see
Fig. 1.4(b) and (c)). The plasma sheath is the boundary region of positive space charge
where an electric field decreases from the electrode to the bulk plasma [41]. In the sheath,
the particles form extended structures consisting of 104–105 particles arranged in one or a
few horizontal layers. In a layer, the particles can form a hexagonal lattice.
The most important elementary processes in complex plasmas are the charging of the
particles, the screening of the resulting electrostatic potential through the electrons and
ions of the plasma, and the momentum transfer from flowing ions to the particles [35, 36].
The processes have a large impact on the external forces acting on the particles, and on the
mutual particle interactions that will also be discussed in the following.
Particle charging
The charge Q of a particle is determined by the electron and ion fluxes on the particle. As
the electrons have a higher mobility, the electron flux on an initially uncharged particle
will be larger than the ion flux, leading to an increasingly negative charge of the particle.
Stationarity is reached when the electron flux onto the negatively charged particle decreases
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due to electrostatic repulsion and the electron and ion fluxes are balanced. A well-known
approach to calculate the fluxes is the orbital motion limited (OML) approximation, where
the cross section determining the fluxes are derived from the conservation laws of energy and
angular momentum. A single particle in a collisionless isotropic plasma is assumed. In this
theory, the normalized surface potential z=φse/kBTe only depends on the electron-to-ion
temperature ratio τ=Te/Ti and the electron-to-ion mass ratio (determined by the gas used).
For typical parameters τ ' 10–100 one obtains z ' 2–4 [35]. For small particles with a
radius ap  λ, where λ is the Debye screening length, the charge is given by Q= apφs,
and thus increases linearly with particle radius ap. For typical values, ap = 1 µm and
kBTe = 1 eV, the charge is Q=−(1–3)×103e [35]. The effect of plasma flow anisotropy
and ion-neutral collisions on the charging process can be taken into account using more
complicated approaches, such as particle-in-cell simulations [42, 43].
Screening
The electrostatic potential φ(r) around a spherical charged particle of radius ap in an
isotropic and collisionless plasma obeys the Poisson equation
4φ = −4pie(ni − ne) (1.15)
with the boundary conditions φ(∞)=0 and φ(ap)=φs [35]. ni and ne are the ion and electron
densities which also depend on the potential φ and distance r [44, 45]. The surface potential




An exact solution for Eq. 1.15 can be obtained numerically, or various approximations can




where n0 is the unperturbed plasma density, and further assuming |eφs/kBTe,i|  1 and














i is expressed as function of the electronic
and ionic Debye lengths λe,i=
√
kBTe,i/(4pin0e2). The absorption of plasma particles on the
particle surface has a great influence on the electrostatic potential. While this effect is rather
weak for electrons, the ion flux on the particle makes the ion distribution non-Boltzmann. In
the absence of ion-neutral collisions, the ion flux leads to a power-law dependence φ(r) ∝ r−2
in the far-field of the potential [35, 46]. In the other limit of a strongly collisional plasma,
the far-field instead has a Coulomb-like dependence φ(r) ∝ r−1 [47, 48]. As the far-field
limit can often be neglected, the bare Yukawa potential of Eq. 1.17 is often used in isotropic
complex plasmas.
Often, the requirement |eφs/kBTe,i|  1 is not fulfilled in complex plasmas, but numerical
solutions of the Poisson equation show that the potential is still of Yukawa type with an
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effective screening length λeff . In Ref. [49] it was shown numerically that for distances less
than a few λ, λeff ' λ for small particles with ap  λ, and λeff ' λe for larger particles. As
a refinement, the numerical solutions can be fitted by an algebraic function with a single
parameter, the nonlinearity parameter β = (ap/λi)(e|φs|/kBTi) [48, 50, 51].
In the plasma sheath region, there is a strong electric field that leads to a downward
drift of the ions relative to the particle that greatly influences the electrostatic screening.
The flowing ions are focused below the particle, where they form a positive excess charge
called the plasma wake. The electrostatic potential in the presence of ion flow has attracted
considerable attention [52–57]. In Ref. [52], the anisotropic potential of a particle in a “cold”
ion flow (where direction and velocity of all ions are identical) was calculated. Lampe et al.
found similar results with a numerical simulation [53]. The anisotropic potential obtained in
Ref. [53] is shown in Fig. 1.5(a). The positive wake directly behind the particle is followed
by another, negative wake. Such a pronounced oscillatory character of the wake was also
found in other works [54, 56]. All of these works were done under the assumption of a
homogeneous plasma. As this assumption is usually not true in the levitation region of the
particles, Kompaneets et al. studied the plasma wake in an inhomogeneous plasma and
found that the oscillatory character can be considerably reduced [57]. A simple way to
model of the anisotropic electric field of Fig. 1.5(a) is the pointlike wake model [58]. The
complicated wake structure is replaced by a positive pointlike charge q positioned a fixed
distance δ below (in z direction) the particle of negative charge Q, see Fig. 1.5(b). The


















where r is the three-dimensional position vector (with magnitude r) and rw = r+ δez. Here,
ez is the vertical unit vector. The force between two particles derived from Eq. 1.18 is
nonreciprocal, as it is mediated by a third body, the wake charge (see Sec. 1.2.2).
Electric and gravitational forces
The electric force acting on a particle can be written as
Fe = QE, (1.19)
where Q is the charge of the particle and E is the electric field. In Ref. [59] it was shown
that the polarization of the bulk plasma in response to the electric field creates an additional
field near the particle, increasing the electrostatic force. As the correction is on the order
of a2p/λ2, it can be neglected in most complex-plasma conditions.
For micron-sized particles in ground-based experiments, the gravitational force cannot
be neglected. With M the mass of the particle and g the gravitational acceleration, it reads
Fg = −Mgez. (1.20)
The counterdirected electric and gravitational forces in the plasma sheath lead to a vertical
confinement of the particles in ground-based experiments which can be assumed to be
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a) b)
Figure 1.5: (a) Contour plot of the anisotropic potential around a negatively charged
particle in an ion flow in the positive z direction. Solid lines indicate a negative potential,
the dotted lines indicate the positive plasma wake. Reprinted from Ref. [53], with the
permission of AIP Publishing. (b) Sketch of the pointlike wake model. The ion flow from
top to bottom, sketched by the arrows, is focused below the particle of charge Q < 0 (black
circles), where it forms a positive wake charge q (gray circles). The distance δ between
the particle and its wake is assumed to be constant. For each particle, the repulsive force
between the particles and the attractive force towards the wake charge is shown by black
arrows. The resulting forces (red arrows) are nonreciprocal, as the lower particle feels a
stronger attraction to the wake than the upper particle.
parabolic [60]. Only for large amplitude oscillations, the nonlinear terms of the confinement
play a role [61, 62].
Neutral drag
The neutral drag force is caused by collisions with neutral gas atoms or molecules. It is
often modeled by the Epstein formula [63]




pv ≡ −Mνv, (1.21)
where nn, Mn, and c¯n are number density, mass, and mean thermal velocity of the neutral
gas atoms. The Epstein coefficient has the limiting cases δE = 1 (specular reflection of
the gas atoms) and δE =1.442 (diffusive reflection). In Ref. [64], the value δE =1.26 was
measured for a complex-plasma system by accelerating a single particle with a laser. The
friction coefficient ν has the dimension of inverse time and describes the damping rate of
motion of a particle.
Ion drag
The ion drag force is the momentum transfer from the flowing ions onto the particle. There
exist two main approaches for the calculation of the ion drag force, the binary collision
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approach and the kinetic approach. The binary collision approach considers the ballistic
scattering of the ions at the (isotropic) particle potential, excluding any type of multiple
collision, in particular, with neutrals. The force is obtained by averaging over all impact
parameters and a given ion velocity distribution. An analytical expression was derived
by Barnes et al. for small scattering angles within the Debye sphere [65]. Khrapak et al.
extended the approach to the nonlinear regime of larger scattering angles [66, 67].
In the (linear response) kinetic approach, the plasma anisotropy and the ion-neutral
collisions can be taken into account. To this end, the Poisson equation is coupled to a
kinetic equation for ions, and the resulting electrostatic potential is evaluated at the position
of the particle to obtain the ion drag force [68, 69]. It was argued in Refs. [68, 70] that
the binary collision approach and the kinetic approach are rather complementary, as the
former is more suitable to describe (nonlinear) scattering with subthermal ions in the bulk
while the latter is suitable for the very anisotropic electrostatic potential in the case of
superthermal ions flowing in the sheath region of the plasma.
1.2.2 Nonreciprocity effects in complex plasmas
A multitude of dynamical processes can be studied with complex plasmas at the kinetic level.
Phase transitions can be studied in three-dimensional [71, 72] and two-dimensional [73, 74]
systems. In two-dimensional complex plasmas, many dynamical effects are connected with
waves, for example transport processes [75, 76], harmonic generation [77, 78] and extreme
events [79, 80]. The nonreciprocity of the particle interactions, mediated by wake charges,
has profound effects on the dynamics in dusty plasmas [60]. In three dimensional complex
plasmas, the nonreciprocal interparticle forces can lead to the formation of particle strings
in the crystalline [81, 82] and the liquid [83] phase. In the following, dynamical processes
that are based on the nonreciprocal interparticle interaction in two-dimensional systems
will be discussed.
In the case of the pointlike wake model, the force Fji exerted by particle j (and its





























where Q<0 is the particle charge, q>0 the wake charge, λ the screening length, rji = ri−rj
and rwji = ri−(rj−δez).
Equation 1.22 contains the nonreciprocal nature of the particle interactions, since in
general rwji 6= −rwij , and thus Fji 6= −Fij . The effective interaction, which does not consider
the flowing ions but only their effect in the particle-particle interaction, is nonreciprocal and
Newton’s third law of actio and reactio is broken. It can be seen in the sketch of Fig. 1.5(b)
that since the lower particle is closer to the wake of the upper particle, it feels a weaker
repulsive force than the upper particle. Many dynamical effects in two-dimensional plasma
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crystals are based on the nonreciprocal interactions. Most prominently, the mode-coupling
instability [58, 84, 85] can be understood and quantitatively analyzed within this model.
More recently, the pointlike wake model also successfully described the existence of different
kinetic temperatures for each of the species in a binary mixture [86].
Mode-coupling instability
When Ivlev and Morfill included the ion wakes in the analysis of dust lattice waves in
one dimension, they discovered an instability due to a coupling between the vertical and
longitudinal modes [58]. Shortly afterwards, the prediction was confirmed experimentally
[84] and the theory of the mode-coupling instability (MCI) has since been thoroughly
studied in experiments [87, 88], theory [89, 90] and simulations [85, 91].
In Ref. [89], an infinite hexagonal lattice was considered. The particle interaction was
given by the pointlike wake model of Eq. 1.22 and the vertical confinement was parabolic
with a confinement strength Ωz. One considers small deviations di from the equilibrium
particle position r0i and assumes di ∝ exp[−iωt+ ik · r0i ] for the wave-induced deviations.
The dispersion relation is then obtained from det[D−ω(ω+iν)I] = 0 where I is the unit
matrix and D is the dynamical matrix
D =





The elements αh, αv, β, γ and σx,y are expressed in units of the dust lattice frequency
ΩDL=
√
Q2/Mλ3 and depend on the magnitude and the direction of wave vector k, the
crystal interaction range κ=a/λ (a is the equilibrium interparticle distance) and the wake
parameters q˜=q/|Q| and δ˜=δ/a:
αh = (1− q˜)
∑
m,n
e−K(K−1 +K−2 +K−3) sin2(k · s/2),
αv = (1− q˜)
∑
m,n
e−K(K−2 +K−3) sin2(k · s/2),
β = (1− q˜)
∑
m,n
e−K(K−1 + 3K−2 + 3K−3)[(s2y − s2x)/s2] sin2(k · s/2),
γ = (1− q˜)
∑
m,n




e−K(K−1 + 3K−2 + 3K−3)[sx,y/s2] sin(k · s).
(1.24)
The sum goes over all integers m and n with excluded (0, 0) with K=κ
√
m2+n2+mn, and
the two-dimensional vector s has the components sx=(
√
3/2)ma and sy =ma/2+na. It
was assumed that δ˜2  1. Writing Ω2 = ω(ω + iν), the dispersion relation reads [89]
(Ω2 − Ω2L)(Ω2 − Ω2TH)(Ω2 − Ω2TV) + Ω4c(Ω2 − Ω2mix) = 0, (1.25)
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Figure 1.6: Modes in a two-dimensional plasma crystal obtained from the solution of the
dispersion relation Eq. 1.25 for different wave directions θ and vertical confinement strengths
Ωz. The real part of the solution ω is shown in black, corresponding to the longitudinal (L),
transverse horizontal (TH) and transverse vertical (TV) modes. The imaginary part, shown
in blue, corresponds to the growth rate of the hybrid mode that forms during the MCI.
The inset (zoomed in to the hybrid mode) also shows the uncoupled modes as thin lines.






















β2 + 4γ2 and ΩTV =√
Ω2z − 2αv.
The coupled wave modes are obtained by solving the dispersion relation 1.25. In the
case of real solutions for ω, one obtains the branches of the longitudinal (L), transverse
horizontal (TH) and transverse vertical (TV) modes. The modes are plotted for different
wave directions θ in the upper line of Fig. 1.6. Only the wave vectors inside the first
Brillouin zone are shown. The MCI is striggered upon decreasing the strength Ωz of the
vertical confinement; the L mode and the TV mode then intersect and one obtains complex
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Figure 1.7: Trajectory of an upstream extra particle (top view). The inverted and superim-
posed pictures show the trajectory of an extra particle flowing above the crystal from the
bottom left to the top right. Courtesy of Cheng-Ran Du.
conjugate solutions as the two modes form the unstable hybrid mode. As can be seen in the
lower line of Fig. 1.6, the mode crossing initially takes place in the θ = 0◦ direction (and
the directions θ = 60◦, 120◦, . . . , 300◦ that are equivalent by symmetry). The imaginary
part of the hybrid mode is responsible for an exponential growth of the wave motion in
the crystal. In theory, the modes grow infinitely, but in experiments and in simulation the
crystalline order of the crystal breaks at one point, leading to the melting of the crystal. A
self-consistent wake model based on the kinetic equation for ions [90, 92] can give better
results than the pointlike wake model when the physical parameters in the sheath region
are well known. As this is rarely the case, the dispersion derived for the pointlike wake
model (Eq. 1.25) is often used.
Extra particles
The influence of so-called extra particles moving below the plasma crystal have been
thoroughly studied [93–95]. Rapidly moving extra particles excite waves in the crystal and
increase its kinetic temperature. Extra particles moving at a velocity larger than the speed
of sound of the crystal excite Mach cones that can be used to study wave dynamics [93, 94]
and as diagnostic tool [96]. At velocities smaller than the speed of sound, lateral waves are
excited that have a complicated structure due to the strongly-dispersive nature of waves
in the crystal [95]. However, as the extra particle increases the kinetic temperature in the
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crystal, it can disturb experiments where an undisturbed crystal is wanted. To eliminate
this effect, the crystal can be “purified” by reducing the levitation height of the crystal such
that the lower extra particles hit the lower electrode.
More recently, extra-particles moving above the crystal lattice were observed [97, 98].
These extra particles are called upstream particles as they are positioned upstream with
respect to the ion flow that passes perpendicularly through the crystal lattice in the
downward direction. Upstream particles are observed less frequently and have a smaller
effect on the crystal lattice than the downstream extra particles (positioned below the
lattice) [98]. It was observed that upstream particles can follow the channel formed by lines
of neighboring particles as shown in Fig. 1.7. Despite ambient gas friction, the particles
move at a nearly constant velocity.
1.2.3 Molecular-dynamics simulations
Molecular dynamics (MD) simulations have proven to be an adequate tool to study and
compare a wide range of experimental conditions [84, 91, 99, 100]. The equations of motion
read
M r¨i +Mνr˙i =
∑
j 6=i
Fji +Ci + Li , (1.27)
where ri is the position of particle i. Apart from the friction force described by the damping
rate ν, the forces acting on a particle i are the interaction forces Fji exerted by all other
particles j, the confinement force Ci and a Langevin heat force Li.
The pairwise particle interaction is given by the pointlike wake model (Eq. 1.22), which
is often used in MD simulations [85, 91, 101, 102]. In addition to a repulsive Yukawa force
between two particles, an attractive component is exerted by the wake charge of one particle
on the other particle.
In the simulations, the confinement force Ci can be used as a tunable parameter in
order to control the lattice configuration [99, 103] and the crystal stability [84, 91]. A
parabolic confinement well is often used to simulate a monolayer suspension [84, 99, 103–106].
To model a monolayer extended in the xy-plane, a highly anisotropic three-dimensional
confinement well is used with a vertical confinement frequency Ωz = 2pifz that is about 100





The central region of a crystal consisting of 3000 particles in a parabolic confinement is
shown in Fig. 1.8(a).
Recently, a weak anisotropy was introduced in the horizontal plane in order to study the
influence of an anisotropic horizontal confinement on a rotating plasma crystal in simulations
[107]. The anisotropy can be described by introducing a confinement frequency Ω‖ = 2pif‖











































Figure 1.8: Top view and pair correlation function for simulated two-dimensional plasma
crystals for different horizontal confinements. (a), (b) Parabolic confinement (see Eq. 1.28)
with fh = 0.3 Hz. (c), (d) Anisotropic parabolic confinement (see Eq. 1.29) with f‖ =
0.315 Hz, f⊥ = 0.285 Hz and α = 0. (e), (f) Tenth-order confinement (see Eq. 1.30) with
R = 15 mm. Parameters: N = 3000, M = 6.1 × 10−13 kg, Q = −18000e, λ = 400µm,
fz = 22 Hz, ν = 1 s−1, T = 300 K, q = 0.2|Q|, δ = 0.3λ. The Voronoi cells are shown for all
cells except the sixfold ones.
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acting in the direction of an angle α and a smaller confinement frequency Ω⊥ = 2pif⊥ that
is perpendicular to it. The confinement then reads
Ci = −M
Ω2sxi + Ω2a(xi cos 2α + yi sin 2α)Ω2syi + Ω2a(xi sin 2α− yi cos 2α)
Ω2zzi
 , (1.29)
where Ω2s,a = (Ω2‖ ± Ω2⊥)/2. In Fig. 1.8(c) a crystal that was compressed along the direction
of the x-axis, i. e., with an angle α = 0◦, is shown. The crystal was initially equilibrated
in an isotropic horizontal confinement and subsequently compressed by the anisotropic
potential.
The parabolic horizontal confinement wells of Eqs. 1.28 and 1.29 lead to crystals where
the interparticle distance increases from the center to the crystal edge. As a consequence,
domains of crystalline order have slightly bent lines. Very homogeneous crystals can be
obtained with higher-order confinement wells, which are flatter in the region occupied by
the crystal and have steeper walls on their edges as compared to a parabolic confinement.









i is the radial particle position and R is the approximate radius of a
comparable crystal in a parabolic horizontal confinement of strength Ωh. A crystal confined
in a tenth-order horizontal potential is shown in Fig. 1.8(e). It is apparent to the eye that
the interparticle distance hardly varies in the central region of the crystal.
The particles are also coupled to a Langevin heat bath of temperature T ,
〈Li(t)〉 = 0 , 〈Li(t+ τ)Lj(t)〉 = 2νMTδijδ(τ) . (1.31)
δij is the Kronecker delta and δ(τ) is the delta function. The heat bath models the random
excitations of the particles from the background gas.
The equations of motion (1.27) are integrated using the Beeman algorithm with predictor-
corrector modifications [109, 110]. The code is parallelized using OpenMP.
1.2.4 Characterizing complex plasmas
Pair correlation
The pair correlation function g(r) is a widely used tool to analyze the structure of particle




N si (r, dx, dy)
Nρdx dy
, (1.32)
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where N si (r, dx, dy) is the number of particles in a rectangle of side lengths dx and dy a
distance r from particle i, N is the number of particles and ρ the particle density in the
area that is considered.
When the structure can be assumed to be isotropic in the plane, the radial pair correlation




N ri (r, dr)
N2rpidrρ
, (1.33)
where N ri (r, dr) is the number of particles that are at a distance between r and r + dr
from particle i. The radial pair correlation function g(r) for the simulated crystal with
parabolic horizontal (see Fig. 1.8(a)) is shown in Fig. 1.8(b). It shows a distinct peak at
the interparticle distance a = 0.508 mm, followed by subsequent peaks that are increasingly
difficult to discriminate. For the horizontally compressed crystal, the peaks are less
pronounced and g(r) goes to unity for r ' 3 mm, see Fig. 1.8(d). Finally, g(r) shows very
sharp peak for the crystal in a tenth-order horizontal confinement shown in Fig. 1.8(f). For
each crystal, g(r) was calculated for a central region of radius 10 mm.
Fluctuation spectra
Particle current fluctuation spectra are well suited to study wave processes in complex
plasmas. For a 2D plasma crystal, the spectra are calculated from the longitudinal (L),




















where v‖j (t) and v⊥j (t) are the components of the velocity of particle j at time t parallel and
perpendicular to wave vector k = (kx, ky) in the horizontal plane. The spectra are then
obtained from the Fourier transform in the time domain of the respective current,
V˜s(k, f) = FT [Vs(k, t)] (1.35)
where s ∈ {L,TV,TH}. Each of the three currents corresponds to one of the three modes
that are sustained in a (quasi-)two dimensional crystal. The spectra are thus well suited to
measure the modes from experimental or simulated data and compare them to the modes
obtained from the theoretical dispersion relation Eq. 1.25. The wave dynamics can be
visualized by adding the three contributions |V˜TOT|2 = |V˜L|2 + |V˜TH|2 + |V˜TV|2 and visualizing
them as function of magnitude of the wave vector k and frequency f for a given orientation
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Figure 1.9: Velocity current fluctuation spectra in the direction denoted by θ = 0 (a) and
θ = 90◦ (b) for the simulated crystal shown in Fig. 1.8(c). The spectra are shown as a
function of wave number k and frequency f . To calculate the spectra, a central region
consisting of 1400 particles was analyzed for a period of 28.8 s. To show all three modes,
the spectra of the longitudinal, transverse horizontal and transverse vertical currents (see
Eq. 1.35) are added up and shown in arbitrary units and logarithmic scale. (c) To visualize
the spectra in the three dimensions spanned by kx, ky and f , lower intensities are set
transparent. The region along the solid lines was cut out in order to offer a clear view on
the origin of the kxky-plane. The plot was created with the Mayavi library [112]. Dashed
lines indicate the border of the first Brillouin zone.
θ of the wave vector in the plane, as shown in Figs. 1.9(a) and (b). For a visualization
in the kxky-plane, the spectra can be calculated for a large number of k-vectors and then
averaged over a frequency range of interest [85, 88]. A novel way to inspect the spectra
in the three-dimensional space spanned by kx, ky and frequency f is shown in Fig. 1.9(c),
where smaller intensities are made transparent to give view to the larger contributions.
1.3 Aims of this thesis
One aim of this thesis is the analysis of dynamical effects involving nonreciprocal particle
interactions in complex plasmas. As one prime example of nonreciprocity effects, the
discovery of the mode-coupling instability vastly contributed to the understanding of the
dynamics of two-dimensional plasma crystals and was the basis for several theoretical and
experimental works [58, 84, 85, 87, 89]. More than 15 years after its discovery, experiments
point to new and interesting effects associated with the instability. In Chapter 2, the
synchronized motion that was observed experimentally during the asymmetric triggering of
the mode-coupling instability [88] will be analyzed. The synchronization is reproduced in
MD simulations, which enables an analysis of delicate symmetry-breaking effects in complex
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plasmas.
As a second example of nonreciprocity effects, the so-called channeling mechanism in
two-dimensional plasma crystals will be analyzed in Chapter 3. During the channeling
mechanism, an extra particle that is not part of the crystal lattice floats slightly above the
crystal and moves with almost constant velocity through a channel formed by the lattice
[97, 98]. As a theoretical analysis of the experimental findings has not yet been reported,
the mechanism that propels the extra particle and confines it to the crystal channel is
studied with simulations and a simple theoretical model.
Finally, in Chapter 4, the Fourier phases of nonlinear time series are investigated. To
characterize the nonlinearities, the well-known nonlinear prediction error and recently
developed measures from network theory are applied to various nonlinear time series and
to surrogate data. Understanding the role of the Fourier phases could considerably increase
our knowledge of nonlinear time series. A good understanding of the Fourier phases is
also necessary to guarantee the linearity of surrogate data, which otherwise lead to wrong
results of statistical tests for nonlinearity.




This chapter provides complementary information to the following papers, which appear as
Refs. [102] and [113] in this thesis.
I. Laut, C. Räth, S. Zhdanov, V. Nosenko, L. Couëdel and H. M. Thomas.
Synchronization of particle motion in compressed two-dimensional plasma crystals,
Europhysics Letters 110, 65001 (2015)
I. Laut, S. K. Zhdanov, C. Räth, H. M. Thomas and G. E. Morfill.
Anisotropic confinement effects in a two-dimensional plasma crystal, Physical
Review E 93, 013204 (2016)
2.1 Objectives
When one calculates the theoretical dispersion relation in a two-dimensional plasma crystal
(see Sec. 1.2.2), one expects all six symmetry directions to be perfectly equivalent, as can be
seen in Fig. 2.1(a). In particular, the growth rates of the mode-coupling instability (MCI)
should be equally large in the six directions. In contrast to these expectations, Couëdel et
al. [88] observed a very asymmetric triggering of the MCI in experiments which is shown in
Fig. 2.1(b). The onset of the instability was accompanied by a synchronization process:
lines of particles were found to oscillate in phase, and in antiphase with the neighboring
lines. The intention of the first paper [102] was to understand these synchronization effects
by means of MD simulations.
As we will see in the following, under horizontal compression the MCI can be triggered
in two or four (out of six) directions. During this asymmetric triggering of MCI, patterns of
synchronized motion can be observed. However, two opposite directions, for example θ = 0◦
and 180◦ are still equivalent in the theoretical spectra of a compressed lattice. Possible
mechanisms leading to a breaking of this symmetry were studied in the second paper [113].
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Figure 2.1: (a) Growth rate of the hybrid mode calculated for a perfect hexagonal lattice
(see Eq. 1.23) for parameters from Fig. 1.6. (b) Longitudinal particle current fluctuation
spectrum (see Eq. 1.35) of the experimental data of Ref. [88]. To visualize the spectra in the
kxky-plane, the intensity was averaged in the frequency range 14 Hz<f <18 Hz containing
the frequency of the hybrid mode. (c) The same as (b) for the simulation [102].
2.2 Methods
To quantify the deformation of the crystal lattice for the experimental data of Ref. [88],
the pair correlation function g(r) in the horizontal plane defined in Eq. 1.32 is considered.
The first six peaks of g(r) are fitted to an ellipse centered on the origin. The eccentricity
=
√
1−B2e/A2e of the ellipse, where Ae and Be are the major and minor half axes, is a
measure for the compression of the crystal, and the tilt angle β between the minor axis and
the x-axis denotes the direction of compression.
The synchronization pattern that was observed in Ref. [88] can be described as follows.
A line of particles tends to oscillate in synchrony, with a larger oscillation amplitude in
the direction perpendicular to the line. The oscillation is in antiphase to the neighboring
lines which also oscillate in synchrony, such that a pattern of alternating oscillation is
formed. In a hexagonal lattice, the pattern can be oriented in three different directions. A
synchronization pattern with the lines along the y-axis and the particles oscillating along
the x-axis is sketched in Fig. 2.2. To measure the degree of synchronization in the three
directions of the crystal, an orientation-dependent order parameter motivated from the
Kuramoto model [114] is proposed. To account for the stripe pattern of alternating phases






[kj cos(φj,θ − φi,θ)] , (2.1)
where Nn = 6 is the number of nearest neighbors in the hexagonal lattice and θ is the angle








Figure 2.2: Sketch for construction of order parameter. For the calculation of the order
parameter in direction θ=0, the two nearest neighbors of particle i along the y-direction
(red circles) are associated with a factor kj =+1, while the other particles (blue circles) have
kj =−1. Counterdirected arrows stand for a phase shift of pi for the particle oscillations. For
two different situation, the resulting order parameter for the central particle i is indicated.
from the projection of the horizontal position in the direction θ. The instantaneous deviation
from the time average is obtained with a sliding window of length 0.2 s, and the phase is
assumed to grow linearly by 2pi between each maximum of the deviation. The factor
kj =
{
+1 for particles assumed to be on the same line as particle i
−1 otherwise, (2.2)
determines the sign of the contribution of particle j to the local order parameter. The line
with kj = +1 is perpendicular to the direction denoted by the angle θ. As sketched in
Fig. 2.2, for θ=0◦, for a particle i the two nearest neighbors along the y-direction contribute
with a positive factor, while for the other four nearest neighbors, kj =−1. This leads to a
maximal order parameter Ri,θ=0 =1 during a pattern of alternating oscillations as sketched
by the arrows in Fig. 2.2(a). When there is no synchronized pattern as in Fig. 2.2(b), the
order parameter averages to zero.
Defects were extensively studied in complex plasmas. In a regular hexagonal lattice,
all Voronoi cells are sixfold cells; a defect is then a cell with a different number of faces.
Defect chains between domains yield information about structural properties [74, 105, 115].
Gliding dislocations, i. e., isolated pairs of one fivefold and one sevenfold cell, can be used
as moving perturbations in the crystal [116]. Here we consider the dislocation dipole vector
d = r7−r5 [117], where r7,5 are the positions of the centers of the sevenfold and fivefold
defect cells.














Figure 2.3: Snapshots of the instantaneous phases and the order parameters during asym-
metrically triggered MCI in a simulated crystal. Black dots indicate the particle positions.
In the upper line, the instantaneous phases φi,θ of the particle oscillations are shown for
the three directions θ=0◦, 60◦, and 120◦ at time t=23.87 s. In the lower panels, the associ-
ated local order local parameter Ri,θ (see Eq. 2.1) is shown. The crystal was compressed
horizontally under an angle α=30◦ in order to trigger the MCI in the 0◦ and 60◦ directions.
See the paper [102] for a similar plot of the experimental data.
2.3 Results
By analyzing the pair correlation function g(r) of the experimental data of Ref. [88], a tilt
angle β = 27◦ ± 2◦ and an eccentricity of  = 0.42± 0.07 were obtained. The crystalline
lattice was thus clearly compressed. Reasons for an unwanted compression in experiments
can be slight anisotropies in the global horizontal confinement or deformations due to the
slow horizontal rotation of the crystal during the experiment.
To reproduce the deformed crystal lattice in simulations, an anisotropic horizontal con-
finement was considered (see Eq. 1.29) with an angle of α=30◦ and horizontal confinement
frequencies f‖= 0.156 Hz and f⊥= 0.137 Hz. The anisotropic confinement resulted in a
deformed lattice; the ellipse fitted to the first peaks of g(r) had a tilt angle of β=29.7◦±0.5◦
and an eccentricity of =0.36± 0.03. The longitudinal particle fluctuation spectra, shown
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Figure 2.4: Defect patterns for simulated (a) and experimental (b) data. The Voronoi cells
of particles having more or less than six neighbors are shown in red for fivefold cells, green
for sevenfold cells, and gray otherwise. The dislocation dipole vectors d are shown as white
arrows. The center of the crystal is located (roughly) at the origin of the coordinate system.
in Fig. 2.1(c), indicate an asymmetric triggering of the MCI in good agreement with the
experimental spectra (Fig. 2.1(b)). The compressed crystal lattice allows the MCI to be
triggered in the directions θ=0◦ and θ=60◦ (and the two counterdirected directions θ=180◦
and θ=240◦), while in θ=120◦ direction no instability is triggered. Recently, the theory of
the asymmetric triggering of the MCI was studied by Ivlev et al. by analyzing theoretically
the wave modes in a compressed plasma crystal [118].
A snapshot of the instantaneous phases φi,θ of the particle oscillations in the three
directions θ = 0◦, 60◦, and 120◦ is shown in Fig. 2.3 for the simulated crystal during MCI.
The map of φi,θ=0◦ shows a pronounced pattern with the stripes along the y-direction as can
be seen in the upper left panel of Fig. 2.3. The map of the corresponding order parameter of
Eq. 2.1 (lower left panel) shows values close to unity for almost all particles in the window.
For θ=60◦, the stripes of alternating phases go from the top left to the upper right, and the
order parameter indicates that synchronization under this angle is most pronounced in the
upper region of the window (upper and lower center panels). Finally, when the horizontal
trajectories are projected along θ=120◦, as there is no large amplitude associated to MCI
in this direction, the map of the instantaneous phases looks very similar to the case of
θ=0◦ (compare upper left and upper right panels). The order parameter Ri,θ=120◦ , however,
now shows slightly negative values.
Averaging the local order parameter Ri,θ(t) over all particles i in the central region of
the crystal, the time behavior of the synchronization process can be studied. The averaged
order parameter Rθ(t) during the MCI also shows a good agreement of simulations with
experiment (see Figs. 2(d) and 3(d) of the first paper [102]): In the directions θ=0◦ and
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θ=60◦, the order parameter is positive, while no positive values are obtained in the θ=120◦
direction. At the beginning of the instability in the experiment, Rθ=60◦ rapidly grows
and saturates at R60◦ ' 0.4, while in the other direction R0◦ follows more slowly. The
analysis shows that there are two competing synchronization patterns. In the simulation,
the dynamics of the order parameters is similar, but the roles of 0◦ and 60◦ are interchanged.
In addition, in the experiment the intensities in the 60◦ direction and the counterdirected
240◦ direction are very different (see Fig. 2.1(b)); a similar, but weaker intensity difference
can also be observed in the simulations (see Fig. 2.1(c)).
The theory of wave modes in compressed crystals of Ref. [118] cannot explain such a
delicate symmetry breaking. From the asymmetric intensity distribution in Fig. 2.1(c) a
net phonon flux can be calculated. In the second paper [113], the direction of this flux was
calculated to be in the direction of θ = 223◦. Adding a nonvanishing phonon flux in the
theoretic calculation of the wave modes indeed reproduces the broken symmetry as can be
seen in Figs. 3(d) and 3(e) of the paper [113].
One possible reason for the net phonon flux is phonon scattering by the anisotropi-
cally distributed defects in the crystal as indicated by a nonvanishing global dislocation
polarization vector D =
∑
d. In the simulations, a majority of the polarization vectors
d was oriented outward as can be seen in Fig. 2.4(a). In experiments, only the central
region of the crystal is observed in order to have a good resolution. In the experimental
data considered in the paper, only one major defect line is visible. As can be seen in
Fig. 2.4(b), the dislocation vectors are also loosely oriented away from the central region.
For an analysis of the global polarization pattern in experiments dedicated studies with a
larger field of view would be necessary. A second possible explanation for the net phonon
flux is the umklapp scattering which can also happen in a perfect, dislocation-free crystal
lattice.
2.4 Conclusion
This chapter focused on symmetry breaking during the mode-coupling instability. By
compressing the crystal lattice horizontally, the MCI can be triggered in two or four
directions (depending on the angle of compression), in contrast to the triggering of MCI
in a perfect hexagonal lattice where all six directions are equally strong. The asymmetric
triggering is accompanied by a synchronization pattern or a competition of patterns, which
can be characterized by a direction-dependent order parameter.
By repeating the simulations but only taking the linearized interparticle interactions
into account, it is possible to discriminate the linear and the nonlinear contributions to
the synchronization process. As it is common belief that nonlinear terms are necessary for
synchronization to occur, studying synchronization in such a linearized model of the MCI
could show that nonreciprocal—but linear—interactions are sufficient, and shed light on
the profound properties of synchronization processes [119].
The intensity difference of the MCI in two opposite directions, observed in experiments
and simulations, cannot be described by a mere deformation of the crystal lattice. With
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anisotropic phonon scattering at defects and umklapp processes two mechanisms were
proposed that could be responsible for the net phonon flux which in turn leads to the
broken symmetry.
In the first experiments with the new large-diameter plasma chamber that is currently
built and tested in the research group, the experimental fluctuation spectra reveal a coupling
of modes far away from a triggering of the MCI [120]. This coupling of modes can only
be explained by the influence of strongly nonreciprocal interactions. It is a challenge for
further studies to understand the (nonlinear) effects leading to this non-resonant coupling
of the modes.
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Chapter 3
Self-propelled motion of an extra
particle
This chapter provides complementary information to the following paper, which appears as
Ref. [121] in this thesis.
I. Laut, C. Räth, S. Zhdanov, V. Nosenko, G. Morfill and H. Thomas.
Wake-mediated propulsion of an upstream particle in two-dimensional plasma crystals,
Physical Review Letters 118, 075002 (2017)
3.1 Objectives
In 2012, Du et al. observed the intriguing motion of an upstream extra particle moving
above the lattice of a two-dimensional plasma crystal [97]. “Extra” means that the particle
was not part of the two-dimensional crystal lattice and “upstream” means that the downward
ion flow passes by the particle before reaching the crystal. As shown in Fig. 1.7, the particle
followed the channel formed by lines of neighboring particles and thus moved in a straight
line through the crystal. What is more, the motion of the extra particle was not dampened
despite ambient gas friction. It was assumed that the persistent motion was a result of the
nonreciprocity of the particle interaction [97, 98], but the exact propulsion mechanism was
not explained. The objective of the present work was to reproduce the channeling effect in
simulations and study the underlying mechanism in greater detail.
3.2 Methods
To reproduce the channeling effect, the equation of motion Eq. 1.27 is initially integrated
for N − 1 particles in order to equilibrate the two-dimensional crystal. The crystal is
oriented such that the crystal forms channels along the x-direction. After equilibration,
the Nth particle, termed extra particle, is added to the crystal at t=0. Its initial velocity
v(t=0) = v0ex is oriented in the x-direction. In the experiments, the extra particle was
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found to be slightly smaller than the other particles [97], which is the reason for the different
levitation height of this lighter particle. In the simulations, the vertical confinement of
the extra particle is assumed to have its minimum at a distance h above the crystal, the
vertical confinement force then reads
Ci,z =
{
−MΩ2z(zi − h) for i = N,
−MΩ2zzi otherwise.
(3.1)
The terms for horizontal confinement, the interaction force (see Eq. 1.22) and the Langevin
heat bath (see Eq. 1.31) are identical for the extra particle and the other particles.
Simulations with different horizontal confinement wells are considered. The simulations
with a parabolic confinement well (see Eq. 1.28) resemble well the experiments. As the
interparticle distance increases from the center of the crystal outward, the channels are
bent and, therefore, the extra particle slightly changes its direction during the channeling
process. The simulations with a tenth-order horizontal confinement well (see Eq. 1.30)
produce very regular crystals which enable a detailed analysis of the driving mechanism.
The simulation parameters were chosen to be close to the experimental conditions of
Ref. [97]. The crystal consisted of N = 10 001 particles, each of mass M = 6.1×10−13 kg
and charge Q=−18500e. The screening length was λ=380 µm. The wake charge q and
its distance δ are not known in experiments and are treated as free parameters; they were
set to relatively large values q=0.6|Q| and δ=0.4λ. If not stated otherwise, the friction
coefficient was ν = 1.26 s−1. The parameters of the confinement were Ωz = 2pi×22 s−1,
h=350 µm, Ωh=2pi×0.12 s−1 and R=27 mm. Thus confined, the equilibrium interparticle
distance was a= 511 ± 5 µm for the parabolic confinement and a= 505 ± 2 µm for the
tenth-order horizontal confinement.
3.3 Results
Trajectories of the extra particle in crystals with parabolic and tenth-order horizontal
confinements are shown in Fig. 3.1. In both cases, the extra particle had an initial velocity
of v0 = 10 mm/s. The extra particle initially accelerates to larger velocities. For the
crystal confined in a parabolic confinement (Fig. 3.1(a)), the channel lines are bent and the
extra particle follows the lines, similarly to the experimental observation of Ref. [98]. The
channeling is accompanied by a zig-zag motion as it bounces from one side of the channel
to the other; this behavior is also in good agreement with experiments [97].
The trajectory of the extra particle is a straight line with barely noticeable zig-zag
motion in the case of the tenth-order horizontal confinement (Fig. 3.1(b)). We show in the
paper that in such a homogeneous crystal, extra particles with different initial velocities
obtain the same terminal velocity vs=20.5± 0.3 mm/s. The influence of the extra particle
on the particles forming the channel, termed the channel particles in the following, can be
analyzed in detail for this idealized case. It can be seen from Fig. 3.1 that the channel
particles are dragged towards the extra particle during its passage and subsequently perform
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Figure 3.1: Trajectories of upstream extra particles in the simulation. The horizontal
trajectories of the particles are color coded with respect to time. In (a), the horizontal
confinement is parabolic, in (b) the horizontal confinement is of tenth order.
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Figure 3.2: Sketch of the propulsion mechanism of the extra particle. The horizontal
particle positions are shown by black dots. As the extra particle (central dot) moves above
the channel from left to right, the particles forming the channel are displaced towards the
extra particle by δy, leading to a different distance before (r) and after (r˜) the passage of
the extra particle. While the y-component of the attractive force Fw towards the wake of
the extra particle varies only weakly with δy, the x-component of the repulsive force Fp
exerted on the extra particle is by ∆F larger after the passage, leading to a net propelling
force.
an oscillatory motion. Note that in the reference frame of the extra particle, the channel is
significantly deformed (see Fig. 1(b) of the paper [121]): it contracts closely behind the
extra particle. Similar channel deformations caused by the upstream extra particle were
recorded in experiments [97, 98].
A theoretical model interpreting the channel deformation and explaining the propulsion
process observed in experiments and simulations can be described as follows. We assume
that as the extra particle floats above the crystal, the force exerted on the channel particles
is mainly attractive since the extra-particle wake is close to the crystal layer. The force
exerted by a channel particle on the extra particle is, however, repulsive as the extra particle
is at a greater distance from the wake of the channel particle. The forces involved in
the propulsion process are sketched in Fig. 3.2, where the interaction force of Eq. 1.22
is decomposed in the repulsive particle-particle term Fp and the attractive wake-particle
term Fw.
The displacement δy of the channel particle in y-direction can be estimated from the
y-component of the attractive force Fw. In the situation sketched in Fig. 3.2, the distance





a is the channel width. Assuming the attractive force to be constant in the
























Figure 3.3: Observed terminal velocity of the extra particle vs as a function of the predicted
value vtheory. The values for simulation runs with different friction rates are given by the
solid symbols and connected by a line. The values for the experiments of Ref. [97] are shown
by open symbols. : Experiment 1. : Experiment 3. : Experiment 5. Experiments
2 and 4 of Ref. [97] involved downstream particles and are not considered. The diagonal
corresponding to a perfect agreement of observation and theory is shown as a dashed line.








stems from the asymmetry of the repulsive particle
interactions before and after the passage, where r=(a/2, b/2, h) and r˜=(a/2, b/2−δy, h)
is the distance to the channel particle that was displaced by δy. The propelling force can





















where the term ξ(r)=(3+3r/λ+r2/λ2)/(1+r/λ) stems from the derivative of the Yukawa
force with respect to δy.
For the simulation with ν = 1.26 s−1, Eq. 3.4 yields vtheory = 23.9 mm/s, which over-
estimates the observed velocity vs by about 17%. In Fig. 3.3, the terminal velocity is
compared to the predicted value for simulations with different friction values in the range
0.32 s−1 < ν < 2.21 s−1. The simple model of Eq. 3.4 shows a good agreement for all
simulations, as it always only slightly overestimates the terminal velocity by a factor of
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about 15–20 %. For friction rates above ν=2.21 s−1, the propulsion mechanism was not
observed and the extra particle was decelerated by the friction force, while for ν<0.32 s−1
the extra particle was so fast that it was not possible to determine whether the velocity
saturated at a constant value before reaching the boundary of the crystal.
Equation 3.4 can also be applied to experiments. The wake parameters are not known
in experiments, but one can assume that they are similar to the simulations that reproduce
the propulsion mechanism. In Fig. 3.3 are also shown the predicted velocities for the
experiments of Ref. [97], where the dimensionless wake parameters were taken as q/|Q|=0.6
and δ/λ=0.4 as in the simulations and all other parameters (including Q and λ) were taken
from Ref. [97]. The extra-particle velocities from the experiments are within the velocity
range that is accessible in the simulations. Here again, Eq. 3.4 yields good results, only
slightly overestimating the observed velocity vs.
A possible reason for the discrepancy between the observed and predicted terminal
velocity of the extra particle is that the particle-particle repulsion is not considered when
estimating the wake-mediated displacement δy.
Reproducing the channeling effect in simulations also enables a detailed study of
the impact of the extra particle on the crystal. Suitable tools are the visualization of
density variations and the particle current fluctuation spectra. Both are shown in Fig. 3.4
for three simulations with different friction rates ν = 0.63, 1.26, and 2.21 s−1. For the
largest friction rate (upper panels of 3.4), the extra particle obtains a terminal velocity of
vs = 16.4 ± 0.7 mm/s. For this rather slow perturbation, the subsonic lateral wakes [95]
propagate almost in the same direction as the extra particle. In front of the extra particle,
the particle density is slightly increased. From the fluctuation spectra it can be seen that
in this case of a subsonic extra particle the straight line corresponding to the extra-particle
propagation crosses the longitudinal spectrum at approximately k=4 mm−1 (upper right
panel of Fig. 3.4). For ν=1.26 s−1 (middle panels of Fig. 3.4), the extra-particle velocity
saturates at vs=20.5± 0.3 mm/s. The crests of the lateral wakes are no longer straight
lines but bent outwards from the extra particle. From the slopes of the straight line and
the longitudinal spectrum at small k it can be seen that vs is close to the sound speed
cl=23± 1 mm/s in the crystal. Finally, for a small friction rate ν=0.63 s−1 (lower panels
of Fig. 3.4), the extra-particle velocity vs=26.3± 0.6 mm/s exceeds the sound speed and a








where µ is the half cone angle and M the Mach number. The predicted cone angle agrees
well with the measured density variations. The Mach number is calculated to be M=1.14.
For subsonic extra-particle velocities (upper right panel of Fig. 3.4), the longitudinal
spectrum of the crystal has a higher intensity near the intersection point with the straight
line associated to the movement of the extra particle. For the supersonic case (lower right
panel of Fig. 3.4), the increased intensity can only be seen for very small values of wave
vector k. In this case, however, an increased intensity can be clearly seen at f ' 20 Hz
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Figure 3.4: Waves excited by the extra particle for different friction rates. In the left panels,
the density variation in the crystal plane is shown in the reference frame of the extra particle.
In the right panels, the longitudinal mode of the particle current fluctuation spectra are
shown. Upper panels: ν=2.21 s−1 resulting in a terminal velocity vs=16.4± 0.7 mm/s.
Middle panels: ν = 1.26 s−1 and vs = 20.5 ± 0.3 mm/s. Lower panels: ν = 0.63 s−1 and
vs=26.3± 0.6 mm/s.
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mode at frequencies where the vertical mode is located hints to a resonant coupling of these
two modes [122].
3.4 Conclusion
By reproducing the propulsion process of an extra particle in simulations with the pointlike
wake model, we obtained insight into the physical processes involved. The nonreciprocal
interaction due to the ion wake plays a crucial role in the process. Due to the different
levitation heights of the extra particle and the channel particles, the nonreciprocity is so
strong that the pairwise interaction is attractive for one particle, and repulsive for the other
particle. The simple analytical model that was derived from an idealized channel geometry
can also be applied to experiments.
The field of active particles [123] has recently attracted much attention and it would be
interesting to study the dynamics of extra particles under this perspective. The limiting
case of many extra particles on a two-dimensional plasma crystal corresponds to a bilayered
system with wake-mediated interactions that is studied in simulations in Ref. [124] where,
however, the two layers consisted of particles of opposite charge. It would be interesting to
study if the model equations of Ref. [124] also support a mixed state where one layer is
active while the other layer is in an inactive crystalline order.
As further applications, the spontaneous emergence of extra particles in the crystal
could also be studied in the simulations. The dust particles in experiments are not perfectly
monodisperse, and lighter particles naturally have a slightly elevated vertical position in the
horizontal lattice. It is possible that the illumination laser exerts a strong enough push on
such a lighter particle to remove it from the crystal and let it float above the crystal plane
where it is accelerated by the propulsion process described in this chapter. Reproducing
the onset of the extra-particle motion in simulations would enable a better control on the
generation of extra particles in experiments.
The interactions of the extra particle with defects in the crystal, or even with other
extra particles, are natural candidates for further studies. The interference patterns created
by two supersonic particles in a two-dimensional plasma crystal were studied recently in
Ref. [125], where the particles were driven artificially at a constant velocity. The internal
propulsion mechanism of upstream extra particles enables a more detailed study of the
interaction of such particles.
Chapter 4
The role of Fourier phases in
nonlinear time series
This chapter provides complementary information to the following papers, which appear as
Refs. [126] and [127] in this thesis.
C. Räth and I. Laut. Time series with tailored nonlinearities, Physical Review E 92,
040902(R) (2015)
I. Laut and C. Räth. Surrogate-assisted network analysis of nonlinear time series,
Chaos 26 103108 (2016)
4.1 Objectives
The analysis of the Fourier phases is a relatively small subfield of time series analysis despite
their great influence on the outcome of nonlinearity measures. In Refs. [128, 129], the
evolution of the Fourier phases of astronomical data was studied, stressing their important
role to fully characterize a non-Gaussian field. Phase correlations were also found for
the cosmic microwave background [130, 131]. The randomness of the Fourier phases as a
warrant for nonlinearity is the basis of surrogate data, see Sec. 1.1.4. As was shown in Räth
et al., the rank ordered remapping steps of the AAFT and IAAFT schemes can induce
nonlinearities in surrogates and lead to a nondetection of weak nonlinearities in the original
time series. Nevertheless, IAAFT surrogates are still widely used, see, e. g., Refs. [132–137].
The first objective of this chapter is a detailed analysis of the impact of correlations
in the Fourier phases of time series and surrogate data. Insight can be gained either
by artificially correlating subsequent Fourier phases or by comparing different surrogate
generating mechanisms that are known to induce phase correlations. The two different
strategies are followed in the two papers of this chapter.
In 1997, Schreiber and Schmitz compared various nonlinearity measures [138]. They
found that the nonlinear prediction error had the best overall performance for a broad
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range of applications. Since then, a number of new measures were proposed, most of which
are based on network theory [18–21], but a detailed comparison is lacking. Thus, a second
objective of this chapter is a comparison of the new network measures and the well-known
nonlinear prediction error. For a thorough analysis, both synthetic and real-world data sets
are considered. Since the nonlinearity measures are based on surrogate data sets, the two
objectives of this chapter are tightly connected.
4.2 Methods
Correlations in the Fourier phases can be visualized and analyzed with the help of phase
maps. In a phase map, the Fourier phases {φk} are plotted against the phases {φk+∆}
shifted by a mode shift ∆ in a square of side length 2pi [139]. For a linear time series, the
set of {φk} are independent and uniformly distributed, and thus scattered uniformly in the
square. Correlations in the phases appear as diagonal stripes in the phase maps, which
indicates that the phases contain nonlinear information about the time series.
One way to quantify the correlation in the phase maps is to calculate the cross correlation




The average is performed over all possible pairs of shifted phases. c is normalized by the
standard deviation of the phases, σ({φk}).
As discussed in Sec. 1.1.4, the rank-ordered-remapping step of AAFT and IAAFT
surrogates can introduce phase correlations. The Fourier phases φk and φk+∆k can also be
correlated artificially by the iterative scheme suggested in the paper [126]
φk+∆k = φk + dφ+ η, k = ks, ks+dk, ks+2 dk, . . . , (4.2)
where dφ is a constant phase shift and η is a Gaussian noise with standard deviation ση.
The iteration starts at ks and continues with a step size of dk.
In order to analyze the impact of phase correlations on the outcome of a test for
nonlinearity, the time series under study are embedded (see Eq. 1.2) and analyzed with
different (static and dynamic) measures (see Sec. 1.1.3). In the case of the nonlinear
prediction error, one expects the values for a nonlinear time series to be smaller than
those of the surrogate data. When analyzing surrogate schemes that can possibly contain
spurious nonlinearities, it is sensible to calculate the signed significance (as compared to
the definition in Eq. 1.14)
S±(M) = ±M − 〈{Ms}〉s
σ({Ms}) . (4.3)
The test with the nonlinear prediction error S−(E) is then also sensible to nonlinearities
in surrogate data by showing less significant or even negative significances. Similarly, one










































































Figure 4.1: Time series with artificial phase correlations. (a) Equation 4.2 with ∆k = 1 and
dφ = 0 applied to the original time series (shown in the inset) consisting of 10000 Gaussian
random numbers. (b) Phase map for ∆ = 1; the cross correlation c is indicated in the
panel. (c) Histogram of the degree centrality κν of the recurrence network. The embedding
parameters were τ = 250 steps and d = 3. The threshold  = 0.4768 was chosen that the
average connectivity for the original time series is κor = 0.01. The average connecitivty κ is
indicated by the red line and shown in the top right corner of the panel. (d)–(f): The same
for dφ = pi.
time series if the underlying attractor is well reproduced by the embedding. In this case,
the signed significance S+(κ) is considered. Finally, for the symbolic network, identical
links between the symbols can be expected for the quasi-periodic orbits on the attractor of
a nonlinear time series, leading to a smaller average degree k. The signed significance is
thus calculated as S−(k) for the symbolic networks.
4.3 Results
In the first paper [126], nonlinear time series with artificial phase correlations were produced
by correlating every pair of successive Fourier phases. This was achieved by applying the
scheme of Eq. 4.2 with ∆k = 1, dk = 2, and ks = 1 to an initially linear time series of
Gaussian random numbers. The width of the noise term was ση = 1. The resulting time
series is shown in Fig. 4.1(a) for a phase shift of dφ = 0. It can be seen that after this
simple scheme, the larger amplitudes of the time series are concentrated at the beginning
and the end of the time series. The phase map for ∆ = 1 (Fig. 4.1(b)) shows the increased
density at the diagonal as could be expected from the scheme; the cross correlation has
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a value of c = 0.35. As one example for a nonlinearity measure, the distribution of the
degree centrality κν for the recurrence network (see Sec. 1.1.3) is shown in Fig. 4.1(c). The
threshold  was chosen such that the average connectivity of the initial Gaussian time series
shown in the inset is κ = 0.01. The concentration of the lower amplitudes in the middle of
the generated time series leads to a more connected recurrence network and a larger value
of κ ' 0.0141.
A time series for dφ = pi is shown in Fig. 4.1(d). Here, the larger amplitudes are now
concentrated in the middle of the time series leading to an average connectivity of the
recurrence network κ ' 0.0123 that is still larger than for the original time series, but
slightly smaller than for the time series with dφ = 0 (see Fig. 4.1(f). The cross correlation
in the phase map is now negative, c = −0.22. In the paper [126] we showed that there
is a significant correlation between c and κ, and an anticorrelation between c and the
nonlinear prediction error. As dφ controls the position of the regions with higher and lower
fluctuations in the time series, we can now get a detailed understanding of how the phase
correlations influence the measures for nonlinearity. The embedding leads to a truncation
of the last part of the time series. Depending on whether the remaining time series has
smaller (dφ = 0) or larger (dφ = pi) fluctuations, one obtains a larger or smaller value of
the degree centrality κ of the recurrence network, leading to a correlation between c and κ.
Similarly, lower fluctuations in the time series lead to a larger prediction error and vice
versa, resulting in an anticorrelation of c and the nonlinear prediction error. The artificial
phase correlations thus have a direct impact on the measures for nonlinearity.
Applying the scheme of Eq. 4.2 multiple times on an initial time series with different
parameters ∆k, dk and dφ, it is possible to create a nonlinear time series which has the
typical intermittent properties observed in turbulent systems and economic data such as
stock prices. We showed that power-law scaling could be found in both the amplitude
distribution and a distribution of the volatility vn =
∑n+N−1
′n=n |yn| that indicate the fat tails
and the volatility clustering, respectively [126]. Artificially correlating Fourier phases in
time series can thus increase our knowledge of the interplay of the Fourier phases on the
one hand, and the nonlinear properties of a time series on the other hand.
In the second paper [127], the role of the Fourier phases was studied with the aid
of different surrogate generating mechanisms, some of which are known to induce phase
correlations (see Sec. 1.1.4). Figure 4.2 shows the time evolution, phase maps and degree
centrality for two IAAFT surrogates of an astrophysical time series. The time series, an
X-ray light curve from the active galactic nucleus Mrk 766 [140] was chosen because such
relatively short and noisy data are well suited to compare different tests for nonlinearity.
In contrast to Fig. 4.1, where the phase correlations were artificially added to the data,
the correlations shown in 4.2(b) and (e) stem from the iterative scheme of the surrogate
generating algorithm. Again, the cross correlation c of the phase map is correlated with
the measures for nonlinearity. We showed in the second paper that AAFT and IAAFT
surrogates detect no nonlinearities for different light curves where the FT surrogates (which
are guaranteed to have no phase correlations) already show significant results [127].
When considering the signed significance test (Eq. 4.3) in Fig. 4.3 for the astrophysical


































































Figure 4.2: Same as Fig. 4.1 but for two IAAFT surrogates of an astronomical time series.
Note that while in Fig. 4.1 the phase correlations were introduced artificially, they are here
the result of the surrogate generating algorithm.














































Figure 4.3: Significance of the tests for nonlinearity for the astrophysical time series shown
in the inset of Fig. 4.3. (a) For the nonlinear prediction error E , a lead time of 5 time steps
was used. The predictor was calculated for the g = 4 nearest neighbors. The embedding
parameters were τ = 250 time steps and d = 3. (b) For the recurrence network, the same
embedding parameters were used. The threshold  was chosen such that the κor = 0.01.
(c) For the symbolic network, L = 2 and Q = 25 was used. The 3σ detection limit is shown
by a dashed line, and the zero-significance line is shown in black.
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not only yield reduced significance values but even negative values for all three measures for
nonlinearity, which means the surrogates are found to be more nonlinear than the original
time series. As measures, the nonlinear prediction error, recurrence networks and symbolic
networks were compared. For this particular time series, significant results are only achieved
with the FT surrogates; the largest value is obtained for the nonlinear prediction error in
Fig. 4.3(a).
The measures for nonlinearity were also applied to artificial data sets in the paper
[127]. In order to test both the ability of the measures to detect nonlinearities and the
susceptibility to erroneously do so, the nonlinear time series of the Lorenz system {xn} (see
Eq. 1.1) are mixed with a linear autoregressive process {an},
an = sn
√
|sn|, sn = csn−1 + ηn (4.4)
with c = 0.9 and noise ηn drawn from a Gaussian distribution. The resulting time series,
yn = m · xn + (m− 1) · an, (4.5)
then contains a given fraction m of the nonlinear time series. Comparing the performance
of detecting nonlinearity as a function of m, the nonlinear prediction error again yielded
slightly better results than the network measures.
The increased detection probability of the AAFT surrogates for a linear process (in our
case, for m = 0) was used in Ref. [27] to argue the advantage of the IAAFT algorithm which
indeed shows a lower percentage of false detection. Upon increasing m, we show that the
detection of nonlinearity stays at very low values for the IAAFT surrogates (see Fig. 4(a) of
the paper [127]). Both amplitude-adjusted surrogate schemes thus have disadvantages: The
broadening of the power spectrum with AAFT surrogates can lead to a false detection of
nonlinearity in a linear time series, while the iterated rank-ordered-remapping scheme of the
IAAFT algorithm introduces nonlinearities in the surrogates that can lead of a nondetection
of weak nonlinearities present in the time series.
4.4 Conclusion
Comparing the measures derived from network theory to the nonlinear prediction error for
various synthetic and real-world data sets, our conclusion is similar to the one of Schreiber
and Schmitz more than 20 years ago: The nonlinear prediction error is a powerful measure
with the best overall performance for detecting weak nonlinearities. The more recent
network-based measures for nonlinearity show a weaker performance for the artificial and
real-world data under consideration. Since the AAFT and IAAFT schemes for generating
surrogate data can induce phase correlations that lead to a weaker performance in many
cases, we recommend using FT surrogates that are guaranteed to have uncorrelated phases.
Imposing in turn phase correlations artificially by an iterative scheme can deepen our
understanding of the role of the Fourier phases in nonlinear time series analysis. After
applying the sheme to an initially linear time series, fingerprints of nonlinearity can be
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observed. It is conceivable to find a theorem connecting the nonlinear properties of a time
series to the Fourier phases, similar to the Wiener-Khinchin theorem (Sec. 1.1.2) connecting
the linear properties to the Fourier amplitudes.
Understanding the role of the Fourier phases can increase our knowledge in many fields of
physics. In the field of complex plasmas, the analysis of experimental or simulated dynamical
effects can help to discriminate the linear and nonlinear mechanisms. In particular, it is
interesting to study the dynamics beyond the (linear) theory of the mode-coupling instability
and find appropriate theories to model them.
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Abstract – The collective motion of dust particles during the mode-coupling–induced melting of
a two-dimensional plasma crystal is explored in molecular-dynamics simulations. The crystal is
compressed horizontally by an anisotropic conﬁnement. This compression leads to an asymmetric
triggering of the mode-coupling instability which is accompanied by alternating chains of in-
phase and anti-phase oscillating particles. A new order parameter is proposed to quantify the
synchronization with respect to diﬀerent directions of the crystal. Depending on the orientation
of the conﬁnement anisotropy, mode-coupling instability and synchronized motion are observed in
one or two directions. Notably, the synchronization is found to be direction dependent. The good
agreement with experiments suggests that the conﬁnement anisotropy can be used to explain the
observed synchronization process.
Copyright c© EPLA, 2015
Introduction. – Weakly ionized gases containing
micron-sized dust particles are called complex (dusty)
plasmas. In the plasma the particles charge up and self-
arrange enabling the formation of strongly coupled and
highly ordered quasicrystalline phases [1–5] (analogous to
colloids [6]), called plasma crystals [2,7,8]. In ground-
based experiments these crystals are typically composed
of plastic microspheres that are injected into a plasma cre-
ated by a radio frequency discharge. The particles charge
up negatively and levitate in the plasma sheath region
above the lower electrode where they can form a hori-
zontal two-dimensional (2D) monolayer under adequate
experimental conditions [2,4]. Many dynamical processes
can be studied rigorously in plasma crystals, in particu-
lar, linear [9,10] and nonlinear waves [11], resonance ef-
fects [12], dynamics of dislocations [13–15] and crystal
plasticity [16,17].
As in many physical, astrophysical and biological sys-
tems [18], cooperative particle motion is an exception-
ally important element of self-organization in complex
plasmas. In particular, synchronized motion of particle
chains was recently discovered in plasma crystals [19].
Synchronization processes in large systems of oscillators
(a)E-mail: ingo.laut@dlr.de
have been studied in chemistry, physics and engineer-
ing [20], and the behavior of chirping crickets [21], or
superconducting Josephson junctions [22] can be de-
scribed by the Kuramoto model of globally coupled oscil-
lators [23] which can be solved analytically in a mean-ﬁeld
approach.
In a plasma crystal, the particle-particle interaction
is strongly inﬂuenced by the surrounding plasma. While
the interaction in the bulk plasma is well described by a
Yukawa potential [1], the strong ion ﬂow in the plasma
sheath region distorts the screening cloud [24,25]. This
plasma wake below the particles adds an attractive com-
ponent to the interaction [26] which was described theo-
retically as a point-like positive eﬀective charge below each
particle [27]. Due to the ﬁnite vertical conﬁnement of a 2D
plasma crystal, there is an out-of-plane wave mode which
has an optical dispersion relation in addition to the two
in-plane modes with acoustic dispersion. If the vertical
conﬁnement is smaller than a critical value, the longitu-
dinal in-plane mode and the out-of-plane mode intersect
and form an unstable hybrid mode in the vicinity of the
intersection. During this mode-coupling instability (MCI),
energy is continuously transferred from the ﬂowing ions to
the crystal, breaking the crystalline order if the damping
rate is small enough [28,29].
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Due to the lattice symmetry, MCI in the shallow cross-
ing regime is equally strong in three directions in a per-
fect hexagonal lattice [29]. In the experiment of ref. [19],
however, the instability was dominant in one direction.
Synchronized motion of particle chains was observed. The
process of synchronization was measured by calculating
the Shannon entropy of the instantaneous phases of neigh-
boring particles as well as the distribution of frequencies.
In ref. [19], an inhomogeneity of the horizontal conﬁne-
ment was suggested to be a reason for this asymmetry in
the crystal, but it was not possible to study the origin of
the deformation of the crystal in detail.
The inﬂuence of an anisotropy in the horizontal conﬁne-
ment on a rotating plasma crystal was studied in ref. [30].
It was shown that even small anisotropies may consider-
ably aﬀect the dynamical behavior of the system.
In this paper, we demonstrate with simulations that
an anisotropy of the horizontal conﬁnement can cause an
asymmetric triggering of MCI. At the onset of the insta-
bility, synchronized particle motion is characterized by a
new order parameter that is sensitive to the direction of
the synchronization pattern. Depending on the orienta-
tion of the conﬁnement anisotropy, MCI and synchronized
motion are observed in one or two directions.
Experiment. – The experiment of ref. [19] will be
brieﬂy outlined below. Argon plasma was produced us-
ing a capacitively coupled radio frequency discharge at
13.56MHz with a forward power of 12W. The micropar-
ticles formed a monolayer with mean interparticle distance
a = (480 ± 10)μm. The particle x and y positions were
obtained with subpixel accuracy from a top-view camera
operating at 250 frames per second. The axes were chosen
as depicted in the inset of ﬁg. 1. The gas pressure was
reduced from 0.94Pa to 0.92Pa to initiate the MCI.
The spectral distribution of particle velocity ﬂuctua-
tions (see eq. (5)) in the k-space is highly anisotropic [19].
As can be seen in ﬁg. 2(c), bright “hot spots”, the ﬁn-
gerprints of the developed MCI, appear in two directions,
in contrast to a perfect hexagonal crystal where the three
directions are equally strong [29].
Simulation. – Molecular-dynamics simulations have
proven to be an adequate tool to study and compare a
wide range of experimental conditions [31–34]. The equa-
tions of motion read
mr¨i + mνr˙i =
∑
j 6=i
Fji + Ci + Li, (1)
where ri is the position of particle i, m the particle mass
and ν the damping rate.




























Fig. 1: (Color online) (a) Map of the instantaneous phases
φi,θ=0◦ of the particle oscillations at time t = 2.5 s. The
particle positions are indicated by black dots. The phases of
the particles are interpolated between the particle positions in
order to be visualized in a map. Lines of particles with sim-
ilar phases appear as stripes. The window has a side length
6.5mm. (b) Map of the order parameter Ri,θ=0◦ (see eq. (6))
at the same time step. (c), (d): the same for θ = 60◦. The inset
shows the reference frame. The direction denoted by angle θ is
shown as a red arrow, the line perpendicular to it as a dashed
line.
where Q < 0 is the particle charge, λ is the screening
length, rji = ri − rj and rwji = ri − (rj − δez). To
model the ion wake eﬀect a positive “extra charge” q (0 <
q < |Q|) is added a ﬁxed distance δ (δ < λ) below each
particle. Note that since in general rwji 6= rwij , the forces
are nonreciprocal due to the ion wake eﬀect. The ion wake
(described in detail in [6]) is known to be responsible for
triggering the MCI [29].
To form a monolayer, the equally charged particles have
to be conﬁned vertically as well as horizontally. In the
experiment, the conﬁnement can be controlled, e.g., by
varying the discharge power or gas pressure [29]. In simu-
lations it is treated as a tunable parameter, allowing us to
control the crystal stability and anisotropy eﬀects. The
anisotropic parabolic conﬁnement force in the horizon-
tal plane is characterized by the conﬁnement parameter
Ω‖ = 2πf‖ acting in the direction of the angle α (measured







a(xi cos 2α + yi sin 2α)
Ω2syi +Ω
2
a(xi sin 2α− yi cos 2α)
Ω2zzi
⎞⎟⎠ , (3)
where Ωs and Ωa are the symmetric and asymmet-
ric contributions to the horizontal conﬁnement, and
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Fig. 2: (Color online) Synchronized particle motion at the on-
set of mode-coupling–induced melting of 2D plasma crystal.
(a) Pair correlation g(r) in the horizontal plane at t = 0.
(b) g(r) in a smaller window of side length 1.2mm with the
ﬁrst peaks shown as solid circles. An ellipse (solid line) is
ﬁtted to the positions of the peaks, its semiaxes of length
A = (0.500 ± 0.014)mm and B = (0.454 ± 0.011)mm are
also shown as solid lines. The tilt angle of the ellipse is
β = (27 ± 2)◦. The dashed circle with a radius identical to A
is shown to guide the eye. (c) Integrated particle current ﬂuc-
tuation spectrum of the longitudinal mode in the kxky-plane,
with arbitrary units in a logarithmic scale, calculated from the
ﬁrst 3.2 s of the data. The border of the ﬁrst Brillouin zone is
shown as a dashed line. (d) Order parameter Rθ(t) measuring
the degree of synchronization of the particles as a function of
time t, see eq. (6).
Ωz the vertical-conﬁnement parameter. The symmet-
ric and asymmetric contributions can be expressed as
Ω2s,a = (Ω
2
‖ ± Ω2⊥)/2. The orientation of the conﬁne-
ment anisotropy can thus be changed without changing
the choice of the axes depicted in the inset of ﬁg. 1, leading
to a horizontal compression of the crystal in the direction
denoted by the angle α.
The particles are also coupled to a Langevin heat bath
of temperature T = 300K,
〈Li(t)〉 = 0, 〈Li(t + τ)Lj(t)〉 = 2νmTδijδ(τ). (4)
δij is the Kronecker delta and δ(τ) is the delta function.
In a simulation run, a system of 16384 particles, each
with a mass m = 6.1×10−13 kg and charge Q = −19000e,
is ﬁrst equilibrated at f‖ = f⊥ = 0.145Hz and a large
vertical conﬁnement fz = Ωz/2π = 23Hz that prevents
the onset of MCI. When a crystal is formed in the center
of the monolayer, the horizontal frequencies are changed
to f‖ = 0.156Hz and f⊥ = 0.137Hz to introduce an
anisotropy. After equilibration, the vertical conﬁnement is
ﬁnally reduced to fz = 20Hz to trigger the instability, this
moment corresponds to t = 0. Because of the sixfold sym-
metry of the crystal, it is suﬃcient to study the orientation
of the conﬁnement anisotropy in the range 0◦ ≤ α ≤ 30◦.
Here, two simulations with α = 30◦ and α = 0◦ are consid-
ered. The damping rate is assumed to be ν = 1.26 s−1, the
screening length is λ = 380μm. A point-like wake charge
q = 0.2|Q| is a distance δ = 0.3λ below each particle.
Analysis methods. – The radial pair correlation func-
tion in the horizontal plane, g(r), is used to measure the
inhomogeneity in the hexagonal lattice. An ellipse is ﬁt-
ted to the ﬁrst six peaks of g(r). The tilt angle β and the
eccentricity ² are used to quantify the deformation of the
crystal.
The particle current [35] for the longitudinal in-plane
mode is deﬁned as





where vkj (t) is the component of the velocity of particle j
at time t parallel to wave vector k = (kx, ky). The par-
ticle current ﬂuctuation spectra of the longitudinal mode
V (k, f) are then calculated using the Fourier transform.
To show the spectra in the xy-plane, V (k, f) is integrated
over a frequency range 14Hz < f < 18Hz centered on
the hybrid frequency fhyb = (16 ± 1)Hz. The MCI,
where the out-of-plane mode couples to the longitudinal
in-plane mode, appears as hot spots in the spectra of both
modes [29]. The out-of-plane mode is not considered since
it is not available for the experimental data. In the simu-
lations, the integrated spectrum of the out-of-plane mode
is very similar to that of the longitudinal mode. The bor-
der of the ﬁrst Brillouin zone is calculated from the static
structure factor S(k) = N−1〈∑l,m eik·(rl−rm)〉, where N
is the number of particles, the sum runs over all pairs of
particles, and the averaging is performed over time.
The chains of synchronized particle motion (see ﬁg. 1)
cannot be characterized using the Kuramoto order param-
eter reiψ = (1/N)
∑
j e
iφj [20], because neighboring chains
tend to be in antiphase. The contributions to the order
parameter would thus cancel even in the presence of a syn-








(−1)kj cos(φj,θ − φi,θ)
]⎞⎠ , (6)
where φi,θ is the phase of the oscillation of particle i in
the direction denoted by angle θ at time t and nn is the
number of nearest neighbors. kj = 0 if particle j is on the
line passing through particle i perpendicular to direction
denoted by θ, and kj = 1 otherwise
1. In the inset of ﬁg. 1,
1Since the crystal is highly ordered, the deﬁnition of particle lines
is straightforward. We consider two neighboring particles i and j to
be on a line if the angle between the i-j bond and the line is smaller
than 30◦.
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the direction denoted by θ = 60◦ is indicated by an arrow
and the line perpendicular to it by a dashed line. The
cosine of the phase diﬀerences are thus added for near-
est neighbors on the same line and subtracted for nearest
neighbors on the subsequent lines, leading to Ri,θ = 1 if
particle i is in a region with perfect alternating in-phase
and out-of-phase oscillating lines of particles. In the oppo-
site case, Ri,θ = −1. If there is no phase relation, Ri,θ ' 0.
The instantaneous phase φi,θ is calculated from the pro-
jection of position ri in the horizontal plane onto the di-
rection denoted by θ. The instantaneous deviation from
the time-averaged particle position is obtained with a slid-
ing window of length 0.2 s. The phase is then assumed to
grow linearly by 2π between each maximum of the devia-
tion. An order parameter for the system is calculated by
averaging over all particles Rθ(t) = 〈Ri,θ(t)〉i. The three
main directions of the crystal, θ = 0◦, 60◦ and 120◦, are
considered.
In ref. [36] a local order parameter was used to increase
the resolution for a system where the number of oscilla-
tors is small. The local order parameter proposed here
is sensitive to the orientation of the synchronization pat-
tern. In ﬁg. 1, maps of φi,θ and Ri,θ are shown for the
experimental data at a characteristic time t = 2.5 s for
θ = 0◦ and θ = 60◦. Lines with two diﬀerent orientations
are apparent for φi,θ=0◦ , see ﬁg. 1(a). The corresponding
order parameter Ri,θ=0◦ (see ﬁg. 1(b)) is sensitive to the
lines that are oriented along the y-axis which are located
in the lower part of the inspection window. For θ = 60◦
(ﬁgs. 1(c) and (d)), the largest values of the order param-
eter are concentrated in the upper part of the window.
Results. – The experimental data of ref. [19] is ana-
lyzed in a window containing about 800 particles near the
center of the crystal. The pair correlation g(r) is shown in
ﬁg. 2(a). A deviation from a perfect hexagonal structure
can clearly be seen. In ﬁg. 2(b), an ellipse is ﬁtted to the
ﬁrst peaks of g(r), its tilt angle is β = (27 ± 2)◦. The
value of the eccentricity is ² = 0.42± 0.07.
The phases φi,θ are calculated for a smaller window of
side length 6.5mm containing about 230 particles. In this
region synchronized particle motion was observed. As can
be seen in ﬁg. 2(d), the order parameter Rθ has signiﬁcant
positive values for θ = 0◦ and θ = 60◦. In the latter case,
Rθ=60◦ increases between t ' 1 s and t ' 2 s and then
saturates at a value of Rθ=60◦ ' 0.4. At t ' 3.2 s the
crystal melts and the order parameter drops back to zero.
For θ = 0◦, Rθ=0◦ increases much more slowly in a time
interval 1 s < t < 3 s before also decreasing again when the
crystal melts. Rθ=120◦ becomes slightly negative during
the phase of synchronized motion in the other directions
(see supplementary movie mci-synchronization.mp4 for
the time evolution of the order parameter).
In the ﬁrst simulation, the crystal was compressed at
an angle of α = 30◦. The region of interest is chosen
to be of the same size as in the experiments. The pair
correlation g(r) is shown in ﬁg. 3(a). An ellipse is ﬁtted
Fig. 3: (Color online) Same as ﬁg. 2, but for a molecular-
dynamics simulation of a crystal with an anisotropy in the
horizontal parabolic conﬁnement. The direction of the largest
conﬁnement frequency f‖ = 0.156Hz, given by angle α = 30
◦
(see eq. (3)), is indicated by arrows in (a) and (c), the frequency
in the perpendicular direction is f⊥ = 0.137Hz. The vertical-
conﬁnement frequency is fz = 20Hz. In (b), the semiaxes
of the ellipse ﬁtted to the ﬁrst peaks of g(r) are of length
A = (0.498± 0.004)mm and B = (0.464± 0.003)mm. The tilt
angle of the ellipse is β = (29.7± 0.5)◦. In (c), the ﬁrst 25 s of
the data are used to calculate the spectrum.
to the ﬁrst peaks of g(r) (see ﬁg. 3(b)), the value of the tilt
angle, β = (29.7 ± 0.5)◦, is close to the experiment, the
value of the eccentricity ² = 0.36 ± 0.03 is slightly smaller.
The integrated spectrum of the longitudinal mode (see
ﬁg. 3(c)) shows bright hot spots in two main directions
of the crystal. The hot spot at θ = 120◦ that would be
expected for a perfect hexagonal lattice is almost absent.
The main characteristics of the synchronization process
in the experiment are recovered in the simulations, albeit
with the roles of θ = 0◦ and θ = 60◦ interchanged: As
can be seen in ﬁg. 3(d), the order parameter saturates
at Rθ=0◦ ' 0.6 rather quickly in one direction, while it
follows more slowly in the other. At t ' 27 s, both order
parameters decrease. For θ = 120◦, the order parameter
decreases to about −0.2 to −0.3. Note that the time scale
is larger than in the experiment.
The order parameter is slightly negative even at t = 0.
This could be explained by noting that before the onset of
MCI, the particle movement is slightly correlated between
nearest neighbors due to their mutual repulsion. This
small positive correlation leads to a negative Rθ, since the
phase diﬀerences to the four neighbors on the next lines are
subtracted from the phase diﬀerences to only two neigh-
bors on the same line. The decrease of Rθ=120◦ during the
period of synchronization can be explained by the fact that
the three directions of the projection are not orthogonal.
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Fig. 4: (Color online) Same as ﬁg. 3, but for a diﬀerent direction
of the anisotropy in the horizontal conﬁnement, α = 0◦. In (b),
the semiaxes of the ellipse ﬁtted to the ﬁrst peaks of g(r) are of
length A = (0.504 ± 0.004)mm and B = (0.458 ± 0.004)mm.
The tilt angle of the ellipse is β = (3.0± 0.5)◦. In (c), the ﬁrst
20 s of the data are used to calculate the spectrum.
Consequently, alternating lines of in-phase and anti-phase
particles in one direction lead to a negative order param-
eter in the other directions.
In a second simulation, the orientation of the conﬁne-
ment anisotropy was α = 0◦. The pair correlation g(r)
and the ellipse ﬁtted to the ﬁrst six peaks of g(r) are
shown in ﬁg. 4(a) and (b). As expected, the ellipse is tilted
by only a small angle of (3.0 ± 0.5)◦. The eccentricity
² = 0.42 ± 0.03 is larger than in the ﬁrst simulation. The
integrated particle ﬂuctuation spectrum (ﬁg. 4(c)) shows
that the MCI is dominant only in the x direction.
Here, synchronized motion is only observed in θ = 0◦
direction, see ﬁg. 4(d). The corresponding order parame-
ter increases between t ' 5 s and t ' 15 s and subsequently
saturates at Rθ=0◦ ' 0.8. Rθ decreases to negative values
(about −0.2 to −0.3) in the other two directions θ = 60◦
and θ = 120◦.
At t ' 20 s, Rθ=0◦ decreases and increases again at
t ' 21.5 s. This can be understood as follows. As observed
in [33], a molecular-dynamics simulation of MCI does not
lead to a complete melting of the crystal but rather to
cycles of partial melting and recrystallization. Thus, the
synchronization process does not completely stop as in the
case of the experiment.
Discussion and conclusion. – The good agreement
of the simulation (ﬁg. 3) with the experiment (ﬁg. 2)
suggests that the conﬁnement asymmetry can be used
to explain the observed anisotropic triggering of MCI
and the synchronization process. The anisotropy of the
spectral intensity of the particle velocity ﬂuctuations
indicates undoubtedly that the MCI is sensitive to a weak
anisotropy in the horizontal conﬁnement. The dispersion
relations for a sheared crystal were examined theoretically
in refs. [37,38].
In the experiment, the hot spot at θ = 60◦ is much
brighter than the one in the opposite direction θ = 240◦
which almost vanishes, see ﬁg. 2(c). This eﬀect —which is
much weaker in the simulations— may be due to further
anisotropies in the crystal structure, stemming for exam-
ple from defect chains near the boundary of the plasma
crystal. It will be subject to further studies.
Conﬁning a plasma crystal in the horizontal plane al-
ways makes it internally inhomogeneous. A parabolic
conﬁnement is often used in the literature, see,
e.g., [16,17,31,32]. The scaling laws of plasma crystals
are also well known. In particular, the interaction range
κ = a/λ of such clusters is weakly dependent on the
strength of the horizontal-conﬁnement parameter Ωc,
κ ∝ Ω−1/2c , (7)
as is easy to verify by using refs. [15,31,39]. Taking into
account that the critical vertical conﬁnement for MCI to
be triggered, Ωz,crit, is known to be strongly dependent on
the particle interaction range κ (see ref. [29] for details),
the inﬂuence of the horizontal-conﬁnement strength be-
comes apparent. For plasma clusters, the dependence of
Ωz,crit on κ is described by [29]
Ω2z,crit
Υ(κ)
' const, Υ(κ) = κ
2 + 3κ + 3
κ3
e−κ. (8)
The dependence of Ωz,crit on Ωc can be calculated by com-
















Since Λ(κ) ∼ 1 at κ ∼ 1, the relative variation of the insta-
bility threshold is practically proportional to the relative
variation of the horizontal-conﬁnement strength.
The prediction of eccentricity ² due to an anisotropic




]1/2 ' 0.35. Of
course, in a more detailed analysis the orientation of the
anisotropy would have to be taken into account, as the
compressibility of the crystal depends on it. Still, this
estimate is not far from the values of experiment and
simulations.
The role of frequency synchronization [19] was not stud-
ied here since special care was taken to quantify the
orientations of the phase synchronization processes. The
interplay of phase and frequency synchronization during
the onset of MCI is an important point in the understand-
ing of the collective phenomenon.
An order parameter motivated by the Kuramoto model
is often used to quantify synchronization processes [36].
If the interaction is repulsive, complex patterns can arise
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that call for a detailed analysis. For example, traveling
waves [40] or competing domains of diﬀerent chirality [41]
were observed. Here, a local order parameter was pro-
posed which is sensitive to the orientation of the observed
synchronization patterns.
To conclude, it was shown in simulations that an
anisotropy of the horizontal conﬁnement can cause an
asymmetric triggering of MCI which is accompanied by
particle chains with synchronized motion. To the best
of our knowledge, it is reported for the ﬁrst time that a
horizontal compression in simulations of a plasma crys-
tal reproduces well the synchronization process observed
in experiments. For an appropriate orientation of the
anisotropy, MCI is triggered in two directions which
leads to competing synchronization patterns. If MCI is
triggered in one direction, a single pattern dominates.
A new order parameter was proposed that is able to
quantify direction-dependent synchronization. We were
thus able to identify synchronization patterns that show a
pronounced anisotropy.
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The spectral asymmetry of the wave-energy distribution of dust particles during mode-coupling-induced
melting, observed for the first time in plasma crystals by Coue¨del et al. [Phys. Rev. E 89, 053108 (2014)], is
studied theoretically and by molecular-dynamics simulations. It is shown that an anisotropy of the well confining
the microparticles selects the directions of preferred particle motion. The observed differences in intensity of
waves of opposed directions are explained by a nonvanishing phonon flux. Anisotropic phonon scattering by
defects and Umklapp scattering are proposed as possible reasons for the mean phonon flux.
DOI: 10.1103/PhysRevE.93.013204
I. INTRODUCTION
Complex or dusty plasmas are weakly ionized gases con-
taining micron-sized particles. In a laboratory radio-frequency
(rf) plasma, these particles are negatively charged and thus
repel each other. In rf discharge complex plasmas, the particles
are self-trapped in the plasma [1–3]. Due to their strong
interactions with the plasma and with each other, they can
form strongly coupled crystals [4,5], called plasma crystals.
Complex plasmas are ideal model systems for phase transi-
tions [6,7], transport processes [8–11], and self-organization
[12,13]. In ground-based experiments, the particles levitate
in the plasma sheath region above the lower electrode where
they can form a horizontal two-dimensional (2D) monolayer
under adequate experimental conditions [1–3]. Due to the
finite vertical confinement of the crystal, the monolayer is not
completely flat, allowing an out-of-plane wave mode that has
an optical dispersion relation in addition to the two in-plane
modes with acoustic dispersion.
The surrounding plasma strongly influences the particle-
particle interaction, making it anisotropic. While the mutual
repulsion of equally charged particles is ascribed to a Yukawa
potential [14], an attractive component stems from the plasma
wake [15], which is formed beneath every particle downstream
of the ion flow. In theory and simulations, the plasma wake
is often modeled as a pointlike effective charge below each
particle [16]. If the vertical particle confinement is small
enough, a mode-coupling instability (MCI) can occur in such
a model, coupling the out-of-plane mode to the longitudinal
mode [16,17]. Near the intersection of the modes, the unstable
hybrid mode grows until the crystalline order breaks. The
experimental observations are in very good agreement with
the predictions of the model [18,19].
In an ideal hexagonal lattice, the MCI is equally strong
in all three main directions of the crystal, reflecting its
sixfold symmetry [19]. In Ref. [20], however, the instability
was well pronounced dominantly in only one direction. A
synchronization pattern of alternating in-phase and anti-phase
oscillations accompanied the asymmetric triggering of MCI.
Similar symmetry-breaking patterns were observed in colloids
*Ingo.Laut@dlr.de
on global [21] and intermediate [22] scales. A lattice deforma-
tion was suggested in Ref. [20] as a possible explanation for
the symmetry breaking, though it was experimentally difficult
to study. It was shown in simulations that the asymmetry
of MCI can be caused by an anisotropy of the horizontal
confinement [23]. Under adequate conditions, the instability
can be active only in the direction of the compression of
the crystal. The main conclusion was that for an appropriate
orientation of the anisotropy, MCI could be triggered in two
directions, which leads to competing synchronization patterns.
If MCI is triggered in one direction, a single pattern dominates.
It was not possible, however, to explain a left-right asym-
metry of opposed directions, which was also present in the
spectra [23].
In theoretical treatments the presence of the finite horizontal
confinement of the crystal is often ignored. For doing so there
are certain arguments in addition to facilitating the theoretical
description: (i) The horizontal confinement is known to be
100–200 times weaker than the vertical confinement [24],
allowing systems that are very extended in the horizontal
direction. (ii) “Confinement-free” systems (so-called Yukawa
systems) of mutually repelling particles are an excellent
substitute to explain many, sometimes very delicate effects
observed in experiments. (iii) The results obtained seem to be
universal and important for many applications.
Still, the simplification of an infinite plasma crystal is not
always justified. In the problem considered here the finite
confinement is explicitly taken into account. The competition
of the sixfold symmetry of the crystal lattice and the radial
symmetry of the horizontal confinement leads to defects and
inhomogeneities in the crystal. The actual configuration of
the confining fields affects the structure of the microparticle
cloud.
In this paper we would like to highlight and report on the
physics of spontaneous breaking of spectral symmetry of the
wave energy distribution of an anisotropically confined plasma
crystal during the early stage of MCI. This asymmetry plays
an eminent role in the understanding of the synchronization
processes observed in experiments [20] and simulations [23]
and may give hints to the connection to the recently discovered
chimera states that further fueled the interest in oscillator
networks with controllable eigenfrequencies, coupling and
topology [25–28].
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The paper is organized as follows. In Sec. II, the numerical
algorithm and the simulation procedure are described. In
Sec. III, the spectral asymmetry of a simulated complex plasma
crystal is analyzed and compared to a theoretical model. In
Sec. IV, the origin of this symmetry breaking is investigated
in detail. The anisotropic phonon scattering by defects and the
anisotropic Umklapp scattering are identified as two possible
mechanisms introducing the asymmetry. Finally, in Sec. V, we
conclude with a summary and discussion of our results.
II. SIMULATION PARTICULARS
A. Governing equations
Molecular-dynamics simulations have proven to be an ade-
quate tool to study and compare a wide range of experimental
conditions. In the simulations, the potential well that confines
the particles is treated as a tunable parameter, allowing control
over the lattice configuration [29,30], crystal stability [31,32],
and anisotropy effects [23]. A parabolic confinement well is
often used to simulate a monolayer suspension [29,30,33–35].
To model a monolayer extended in the xy plane, a highly
anisotropic three-dimensional confinement well, about 100
times stronger vertically than horizontally, is used [23,31,32].
In addition, the horizontal confinement can easily be made
anisotropic as is explained below.
The equations of motion employed in simulations read
[19,23]
M r¨i + Mνr˙i =
∑
j =i
Fji + Ci + Li , (1)
where ri is the position of the ith particle (i = 1 . . . N , N
the total number of particles), M the particle mass, and ν
the damping rate. The particle dynamics are governed by
the mutual particle-particle interactions (Fji), the external
interactions which are enabling confinement of the particle
cloud (Ci), and a heat bath (Li).
To characterize the particle confinement, it is instructive to
introduce the (isotropic) horizontal confinement parameter c
as well as the strength p and the direction α of the loading
asymmetry. The strength of the vertical confinement is charac-
terized by z. The external confinement Ci = {Ci,x,Ci,y,Ci,z}
then reads (cf. [23])
Ci,x = −M2cXi, Ci,y = −M2cYi, Ci,z = −M2zzi,
Xi = xi + p(xi cos 2α + yi sin 2α), (2)
Yi = xi + p(xi sin 2α − yi cos 2α).
Horizontally, the simulated crystal can thus be dominantly
compressed under any angle α measured from the x axis
(see Fig. 1). For instance, at α = 0 the horizontal confinement
forces are distributed so that Ci,x = −m2cxi(1 + p), Ci,y =
−m2cyi(1 − p), and therefore the confinement is (1 +
p)/(1 − p) times “stronger” in x direction than in y direction.
It is also useful to define the confinement frequencies parallel
2πf‖ = c
√
1 + p and perpendicular 2πf⊥ = c
√
1 − p to
the direction of the compression denoted by angle α.
FIG. 1. Pair correlation function g(r) for horizontally compressed
crystals. (a) g(r) in the horizontal plane of the experimental data of
Ref. [20]. A central square of side length 13 mm was considered at
time t = 0. (b) The first peaks of g(r) are shown as solid circles. An
ellipse (solid line) is fitted to the positions of the peaks; its deviation
from a circle (dashed line) can be clearly seen. (c), (d) The same for
the simulated data of run I (see Table I). Here, t = 0 corresponds to
the starting point of the dynamical phase. In panel (c), the direction
of the angle of compression α is indicated by black arrows.
Following Refs. [20,23], the force exerted by particle j (and

























where Q < 0 is the particle charge, λ is the screening length,
rji = ri − rj and rwji = ri − (rj − δez), where ez is the
(“vertical”) unit vector perpendicular to the monolayer plane.
The pointlike wake charge q (0 < q < |Q|) is located at a
distance δ (δ < λ) below each particle. The particle charges,
the screening length, and the wake parameters are considered
as fixed in every simulation run (see Table I).
The particles are also coupled to a Langevin heat bath of
temperature T = 300 K,
〈Li(t)〉 = 0, 〈Li(t + τ )Lj (t)〉 = 2νmT δij δ(τ ). (4)
δij is the Kronecker δ and δ(τ ) is the δ function. It is a
commonly used approximation that allows one to simulate
the random excitations stemming from the gas surrounding
the particles [34,35] (or plasma, as necessary [30]).
B. Simulation procedure
The equations of motion [Eq. (1)] were integrated using
the Beeman algorithm with predictor-corrector modifications
[36,37]. The code is parallelized using OpenMP. The vertical
013204-2
ANISOTROPIC CONFINEMENT EFFECTS IN A TWO- . . . PHYSICAL REVIEW E 93, 013204 (2016)
TABLE I. Parameters of the simulation runs.
Parameter Run I Run II
N 16384 10000
M (pg) 610 610
Q (e) −19000 −19000
ν (s−1) 1.26 1.26
λ (μm) 380 380
q/|Q| 0.2 0.2
δ/λ 0.3 0.3
α (◦) 30 0
Equilibration phase
fz (Hz) 23.0 22.0
f‖ (Hz) 0.145 0.19
f⊥ (Hz) 0.145 0.19
Deformation phase
fz (Hz) 23.0 22.0
f‖ (Hz) 0.156 0.20
f⊥ (Hz) 0.137 0.18
Dynamical phase
fz (Hz) 20.0 19.5
f‖ (Hz) 0.156 0.20
f⊥ (Hz) 0.137 0.18
confinement frequency was about two orders of magnitude
larger than the horizontal confinement frequencies, leading to
the formation of quasi-2D monolayers.
Every simulation run was divided into three main phases
characterized by three confinement frequencies each; see
Table I. The particles were initially positioned on a hexagonal
grid. During the equilibration phase, which is characterized
by an anisotropic horizontal confinement and a large vertical
confinement that prevents the onset of MCI, the crystal was
allowed to relax. The competition of the hexagonal symmetry
and the radial confinement lead to the melting of the outer
region of the crystal, which then recrystallized to different
domains divided by strings of defects. The central region kept
the crystal structure. After equilibration, during the deforma-
tion phase, the horizontal confinement well was modified to
a desirable anisotropic configuration while the strong vertical
confinement was kept untouched, and the particle cloud was
allowed to relax further. Finally, after reaching the stable
deformed configuration, the vertical confinement was reduced
in the dynamical phase to trigger the MCI. The temperature
of the heat bath and all other parameters were fixed in the
simulation runs.
III. RESULTS
A. Pair correlations under loading asymmetry
In simulation run I (see Table I), a monolayer of 16 384
particles, each with a mass of M = 6.1 × 10−13 kg, was
formed during the equilibration phase at f‖ = f⊥ = 0.145 Hz
andfz = 23 Hz. The horizontal frequencies were then changed
to f‖ = 0.156 Hz parallel to direction α = 30◦ and f⊥ =
0.137 Hz perpendicular to it in order to introduce an anisotropy
corresponding to the loading asymmetry of about p = 14%.
Finally, in the dynamical phase, the vertical confinement was
reduced to fz = 20 Hz in order to start the instability; see
Ref. [23] for details.
The particle positions are analyzed in a window containing
about 800 particles near the center of the crystal that showed
synchronized motion. Both in experiments and in simulations
the first peaks of the radial pair correlation function g(r)
are split in two compared to the expected peaks for an ideal
hexagonal lattice [20,23]. Indeed, from the 2D pair correlation
function g(r) (see Fig. 1) it can be seen that the distance to
the nearest neighbors is about 7% smaller under an angle of
30◦ than in the other two directions. The good agreement of
experiment and simulation demonstrates that the asymmetry
of g(r) can be attributed to an anisotropic compression of the
crystal in the horizontal plane.
B. Asymmetric energy distribution
The distribution of the fluctuation energy of the simulated
crystal (as well as in the experiments of Ref. [20]) is dominated
by the hot dots (HDs), moreover it is highly asymmetric. To
visualize the intensity of the particle current fluctuations Ik,ω,
it is instructive to average over a frequency range around the
hybrid frequency of the coupled longitudinal and transversal
modes fhyb = (16 ± 1) Hz. The 2D map of the averaged
intensity ¯Ik in the kxky plane is shown in Fig. 2, top panel.
As can be seen in this map, HDs are apparent in only two
of the three main directions of the hexagonal lattice. The
current fluctuation spectra Ik,ω are calculated from the Fourier
transform of the particle currents [20,38]. The border of the
first Brillouin zone (fBz) is calculated from the static structure
factor S(k) = N−1〈∑l,m eik·(rl−rm)〉, where the sum runs over
all pairs of particles, and the averaging is performed over time.
The HDs appear as regions of high intensity inside the fBz.
Note that the HDs at θ 	 0◦ and θ 	 180◦ are slightly
brighter than the HDs at θ 	 54◦ and θ 	 234◦; see Fig. 2,
top panel. To further study the anisotropy of the fluctuation
spectra, in the middle panels of Fig. 2 the intensity Ik,ω is
shown as a function of the modulus of the wave vector k
and of frequency f in those directions. By averaging the
one-dimensional spectra over the frequency range of interest
(indicated as horizontal lines in Fig. 2) one can compare the
intensities of the peaks; see Fig. 2, bottom panels. It becomes
apparent that the HD intensities in the direction of the x axis
(θ = 0◦, 180◦) are more than a factor of two stronger than the
intensities of the HDs in the other direction (θ = 54◦, 234◦).
Also note that while the HDs on the x axis are nearly
equally bright, the HDs at θ = 54◦ and θ = 234◦ are highly
asymmetric; see Fig. 2, bottom panels. Strictly speaking, the
HD energy distribution is neither mirror nor rotationally sym-
metric, indicating strong symmetry breaking. All these results
are in a very good qualitative agreement with experimental
observations [20,23]. The character of asymmetry indicates the
presence of the dominant phonon flux in the ≈234◦ direction;
see Sec. III D.
C. Interaction range of the confined crystal
The anisotropy of the spectral intensity of the particle
velocity fluctuations caused by the weakly angle-dependent
loading indicates that the MCI is sensitive to a variation of
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FIG. 2. Asymmetry of the MCI for compressed crystals. Top
panel: Intensity ¯Ik of the velocity fluctuation spectrum in the kxky
plane for the simulated data of run I (see Table I), averaged over
the interval 15 Hz < f < 17 Hz. The white dashed line indicates
the border of the first Brillouin zone. The dotted lines with angles
of θ = 0◦, 54◦ measured from the x axis are shown to emphasize
the symmetry of the hot-dot locations. Middle panels: Velocity
fluctuation spectra as a function of k and f in the directions
θ = 0◦, 180◦, 54◦, 234◦. Bottom panels: Intensity of the fluctuation
spectra shown in the middle panels, averaged over the range 15 Hz <
f < 17 Hz indicated by the horizontal lines. To compute the spectra,
the first 25 s of the dynamical phase were used in a central region of
the crystal containing about 800 particles. Only longitudinal modes
are shown. The color bars are in a logarithmic scale with base 10 in
arbitrary units.
the confinement strength [23]. The horizontal confinement of
the crystal is often assumed to be insignificant in theoretical
considerations; see, e.g., Refs. [17,39]. On the contrary, the
finiteness and symmetry of the confinement have a great
influence on the delicate symmetry breaking effects.
The cluster density and its spatial distribution varies with
the strength of the horizontal confinement c, making the
particle cluster internally inhomogeneous. It is not difficult to
examine the character of this deformation. The confinement
technique implemented in the simulations, caging the particle
cluster in a parabolic potential, is actually well known, as
well as the scaling laws controlling the structure of such
Yukawa-interacting particle clusters; see, e.g., Refs. [29,40,41]
and the references therein. According to Refs. [29,30,42] at
fixed particle charge (Q), screening length (λ), and number of











where cl is the longitudinal sound speed, R the cluster size,
a the crystal constant, κ = a/λ the interaction range, cq =
|Q|/√Mλ, and a “const” to the right means a function that
rather weakly depends on κ . To the same accuracy, from Eq. (5)
it follows immediately that
cκ
2 	 const, (6)
and the direct dependence of the cluster interaction range κ
on the confinement strength becomes apparent. The large-
scale density distribution is readily studied more rigorously, in
analogy to Refs. [29,43], by minimizing the cluster interaction
energy; see Appendix A for details.
Since the MCI threshold critically depends on the crystal
interaction range κ [19], relationship Eq. (6) makes the critical
vertical confinement z,crit (below which the instability is
triggered) directly dependent on the horizontal confinement






Under the anisotropic loading, the horizontal confine-
ment strength as well as the crystal interaction range are
angle-dependent (elliptic-shaped; see Appendix B), and, as a
consequence, the MCI ignition becomes anisotropic. Given the
angular dependence of the crystal structure is rather weak (see
Fig. 1), the spectral anisotropy of the MCI increment can be
properly addressed by a modification of the “isotropic” MCI
theory relationships [17]. The results of such simple imple-
mentation are shown in Fig. 3. Compared to the hexagonally
symmetric HD distribution in the case of isotropic loading
[Fig. 3(a)], the asymmetric loading [Figs. 3(b) and 3(c)] breaks
the hexagonal symmetry. For an appropriate orientation of the
loading direction α, the MCI is triggered in one direction,
and only one pair of HD appears [see Fig. 3(b)] and a single
oscillation pattern dominates. If the MCI is triggered in two
directions, there are two pairs of HD and, therefore, two
competing synchronization patterns. These observations agree
very well with the experiments and simulations [20,23].
The distributions of Figs. 3(a)–3(c) explain fairly well all
simulated and observed anisotropy effects but the rotational
asymmetry of the measured spectra: The hot-dot “twins,”
which are oriented in opposite directions one to another, have
exactly the same intensity in the model. This twofold symmetry
is broken by adding a nonzero flux as we discuss below.
D. Phonon flux
The anisotropy of the compression phonon spectrum Ik,ω
is directly related to the kinetic temperature gradient which is,

















dkxdky ωNk,ω, ωkNk,ω = Ik,ω.
Here Nk,ω is the phonon number density, 〈q〉 is the mean
energy flux, E the total wave energy, u the phonon speed, and
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FIG. 3. Symmetry of the MCI increment in reduced kxky maps
calculated for the theoretical model. In (a), the increment is calculated
for isotropic loading as in Ref. [17]. In (b) and (c), there is an
anisotropic loading of strength p = 14% in the direction α = 0◦ and
α = 30◦, respectively. Panels (d) and (e) show the same as (b) and
(c), only with a nonzero phonon flux in x direction. See Table II
for the parameters of the calculation. The dashed and dotted lines
indicate the main crystallographic directions and the first Brillouin
zone boundary of the unperturbed lattice.
TABLE II. Asymmetry of the theoretical spectra. The lines
correspond to the different panels in Fig. 3. The parameters z/Q
and α were used to calculate the spectra. The wave group-to-phase
velocity ratio at the hot dots u/uHD, the growth rate ratio of the twin
hot dots δγ /〈γ 〉, and the hot-spot positions 〈kHDa〉 are calculated for
the angles θ specified in the fourth row. The MCI increments are
computed assuming δ/λ = 0.33, q/|Q| = 0.3, κ = 1. Designations:
Q = |Q|/
√
Mλ3, δγ /〈γ 〉 = 2(γθ − γθ+π )/(γθ + γθ+π ).
Panel z/Q α θ u/uHD δγ /〈γ 〉 〈kHD〉a
a 4.15 0 0 0 0 3.06
b 4.2 0 0 0 0 2.86
c 4.2 π/6 0 0 0 2.94
d 4.2 0 0 0.28 0.09 2.87
e 4.2 π/6 0 0.25 0.17 2.94
e 4.2 π/6 π/3 0.32 0.09 2.98
ω the MCI-resonance width. (Here, and further on, ~ = 1
[44].) The distances of the HDs inside the fBz from the origin
are approximately the same, k 	 kHD, as well as the modulus
of the phonon speeds |u| 	 uHD. The phonon speed directions
and the HD intensities are principally different, though, due
to the anisotropy of the MCI of the deformed crystal [23]. It
results in a nonzero energy flux, in distinction to the perfect
crystals where the flux is zero by symmetry of the MCI [17].
The main reason for a nonvanishing phonon flux in the
distribution of Ik,ω shown in Fig. 2 is the energy difference
of the quasisymmetric HDs, the “twins.” There are only two
such pairs of twins, one at θ 	 0◦ and θ 	 180◦, the other at
θ 	 54◦ and θ 	 234◦. Using Eq. (8), the resulting phonon
flux can be estimated from the spectrum shown in Fig. 2 as
〈u〉
uHD
≈ −(0.06e1 + 0.13e2), |〈u〉|
uHD
≈ 0.17, (9)
where e1,2 = uu |θ=0, 13 π . The flux is normalized by the phonon
speed uHD, which remains unknown in this approach. It
must be approximated differently; see below. The angle
arg(〈u〉/uHD) = 223◦ is close to θ = 234◦ as could be expected
from Fig. 2.
Adding a nonvanishing phonon drift to the theoretical
model results in an asymmetric, direction-dependent spectrum;
see Figs. 3(d) and 3(e). Qualitatively (detailed analysis will be
published elsewhere) a weak nonzero drift, say, along the main
instability direction would result in a difference of the maximal
phonon energy of the order of δωh ≈ 2kHDu, where kHD is the
HD (i.e., resonant) wave number, kHDa < kba = 2π/
√
3 	
3.63. Therefore, the resonant condition of the horizontal and
vertical mode crossing would be satisfied a bit earlier at the








where ξHD = (u/uph)HD is the compression wave group-to-
phase velocity ratio (see Fig. 4). In the vicinity of the HDs,
u  ωHD/kHD [17]; therefore, the magnitude of the effect is
not large, as expected.
FIG. 4. Compression wave group-to-phase velocity ratio u/uph
vs. reduced wave number ka calculated for the two directions θ =
0◦, 60◦ [17]. For Fig. 2: kHDa = 3.08, u/uph|θ=0 	 u/uph|θ= 13 π 	
14%.
013204-5
LAUT, ZHDANOV, R ¨ATH, THOMAS, AND MORFILL PHYSICAL REVIEW E 93, 013204 (2016)
IV. POSSIBLE ORIGIN OF SYMMETRY BREAKING
The goal of this section is to properly address the question
where the spectral asymmetry stems from. To answer this
question it is necessary to thoroughly explore the main features
of the HDs: (i) the structure of the velocity fluctuation spectra
in reciprocal space, (ii) the energy distribution inside of the
HDs, and (iii) the main dynamical processes responsible for
the energy transport between the HDs.
A. HD twins: the universality of the anisotropy mechanism
To analyze the spectral asymmetry, a second crystal with
a more pronounced asymmetry is considered. The simulation
run II was performed for a smaller number of particles N =
10 000; see Table I. While the larger crystal of run I equilibrates
to a structure with large defect lines around the center, which
reflects the sixfold symmetry of the lattice, the smaller crystal
forms a less homogeneous dislocation pattern. The loading
direction was set to α = 0◦, which selects only the HDs along
the x axis at a weak MCI [23]. In order to activate the MCI
also in the other directions, a smaller value of fz = 19.5 Hz
was used during the dynamical phase of run II.
In the beginning of the dynamical phase, the particle kinetic
energy grows exponentially with a relatively small growth rate
(see Fig 5, top panel). The fluctuation energy of the monolayer
starts to collapse, leading to the emergence of multiple HDs
(see Fig. 5, middle and bottom panels). After about 4 s, the
growth rate changes to a larger value. At t ≈ 8 s, the high
kinetic energy of the particles leads to the breaking of the
crystalline order.
The fluctuation spectrum reveals not only a pair of HD
twins at θ 	 0◦, 180◦ as in Ref. [23], a comparatively weaker
pair at θ 	 56◦, 236◦ is also present (see Fig 5). The HD twins
of the weaker pair have very different intensities. This feature,
in particular, is useful to demonstrate the universality of the
anisotropic MCI. Figure 6 shows the intensities of the HDs at
two different time steps. The chirality of the fluctuation pattern
becomes apparent when comparing the respective twins at
θ = 0◦, 180◦ and θ = 56◦, 236◦.
B. Hot-dot energy distribution
1. Hot-dot core structure
Despite the asymmetry in the energy distribution between
the HDs evidenced above, all HDs are equally, though
quite delicately, structured. The frequency-averaged energy
distribution ¯Ik in the main directions of the crystal consists of
a core and a turbulent halo, as can be seen in Fig. 7. The core
of the HD is well described by a Gaussian:
¯Ik ∝ exp
(





The core, by energy content, is the dominant part of the HD,
and, therefore, the width of the Gaussian core μ = 〈δk2HD〉
1
2
can be ascribed to the size of the HD in k space. Typically,
it is μ = 0.2−0.4 mm−1, that is, about 10–30 times smaller
than the typical wave number of phonons comprising the HD,
μ  kHD 	 6mm−1; see Table III. It is a crucial feature of
the MCI in the weakly nonlinear regime. Such an island-like
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FIG. 5. Time evolution of velocity fluctuation spectra during the
dynamical phase of simulation run II (see Table I). Top panel: Kinetic
energy as a function of time t on a semilogarithmic scale. The vertical
dash-dotted lines at t = 4 s and t = 8 s indicate the time intervals
used for the calculation of the spectra. The dashed lines correspond to
growth rates ˙E/E = 0.17 s−1 and 1.1 s−1. Middle panels: Intensity of
the fluctuation spectra ¯Ik for longitudinal (left), transverse horizontal
(center), and transverse vertical (right) modes at t = 4 s, averaged
over the frequency range 15 Hz < f < 17 Hz and color coded on a
logarithmic scale in arbitrary units. The white dashed line indicates
the border of the first Brillouin zone. White dotted lines appear for
the longitudinal mode at angles of θ = 0◦, 56◦. Bottom panels: The
same for spectra calculated at t = 8 s. Note a weak hot-dot-induced
shear intensity in the transverse horizontal mode for t = 8 s.
distribution of the wave energy helps a lot to simplify the
description of the wave dynamics. The gain of phonon energy
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FIG. 6. Intensities of fluctuation spectra in the main directions of
the crystal for the simulated data of run II. Top panels: ¯Ik calculated
at t = 4 s at the angles of θ = 0◦, 180◦, 56◦, 236◦, averaged over the
frequency interval 15 Hz < f < 17 Hz. Only the longitudinal mode
was considered. Bottom panels: The same for a later time step t = 8 s.
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(a)
(b)
FIG. 7. Fine structure of the hot-dot energy distribution ¯Ik for
different directions θ as a function of deviation from the hot-dot
center kHD − k. (a) Run I, t = 25 s of the dynamical phase; see Fig. 2.
(b) Run II, t = 8 s of the dynamical phase; see Fig. 6. The cores of
the hot dots are individually fitted to Gauss distributions, the widths
μ are collected in Table III. The tails of the curves are fitted to a
power law with exponent n = 2.80 ± 0.08 (run I) and n = 3.2 ± 0.2
(run II).
phonon scattering [62]:
∂t ¯Ik = γ MCIk ¯Ik +D(k)∂2k ¯Ik, (12)
where γ MCIk is the MCI increment and D(k) is the diffusion
coefficient in k space. Assuming a uniform energy gain, ¯Ik ∝
TABLE III. Characteristics of the hot-dot energy distribution. The
time-averaged growth rate γ = 〈 ˙I/I 〉 is calculated from the velocity
fluctuation spectra (see Figs. 2 and 6) for the direction given in
the second column. The hot-dot size in k space, μ ≡ 〈δk2HD〉1/2, is
obtained by using data of Fig. 7. The size of the excitation region
ξmax and the diffusion coefficient D(k) in k space are estimated with
Eqs. (13) and (14). γ was calculated at t = 12.5–25 s (run I) and
t = 4–8 s (run II). The relative errors are 10% for γ , 5% for μ, 12%
for ξmax, and 20% for D(k).
θ γ μ ξmax D(k)
Run (◦) (s−1) (mm−1) (mm−1) (mm−2 s−1)
0 0.34 0.20 0.21 0.20
I 180 0.35 0.22 0.23 0.24
54 0.33 0.21 0.22 0.22
234 0.47 0.22 0.23 0.23
0 1.3 0.35 0.40 0.49
II 180 0.75 0.32 0.35 0.46
56 1.2 0.21 0.24 0.18
236 0.80 0.26 0.28 0.30
exp(γ t), where γ is the actual growth rate of fluctuations, and
making use of relationship Eq. (11), it is easy to observe that








, ξ = k − kHD. (13)
The excitation region is limited in size,





which is also in a fairly good agreement with theoretical model
(see Fig. 3).
To make a numerical example, let us consider the data from
run II. The theory of Ref. [17] predicts max [γ MCIk ] 	 5.26 s−1
for the parameter set of run II. The growth rate of the
fluctuations can be approximated by the kinetic energy growth
rate from Fig. 5. Given the averaged HD size 〈μ〉 = 0.38 mm−1
and γ = 0.17 s−1 at 0 s < t < 4 s, from relationship Eqs. (13)
and (14) it follows immediately for the diffusion coefficient
D(k) 	 0.73 mm−2 s−1 and for the size of the excitation
region ξmax 	 0.39 mm−1. In the period 4 s < t < 8 s, given
〈μ〉 = 0.28 mm−1 and γ = 1.1 s−1, it yields a lower value
D(k) 	 0.33 mm−2 s−1, which is not surprising considering the
enhanced energy growth rate. The size of the excitation region
is estimated as ξmax 	 0.31 mm−1.
The growth rates γ can also be obtained for each HD
individually from the evolution of the fluctuation spectra, the
resulting values for D(k) and ξmax are shown in Table III.
2. HD turbulent halo
The turbulent suprathermal halo, essentially an isotropic
feature associated with every HD, is well recognizable in
the log-log plot of Fig. 7 by an abrupt change in the slope
of the energy spectrum. The fluctuation energy is power-law
distributed in the halo, ¯Ik ∝ |kHD − k|−n. It is worth noting
that the exponent deviates not much from the value n 	 3,
which is typical for frictional turbulence [45–47]. It is natural
to associate the appearance of these quanta at least partly
with the Umklapp scattering of high-energy HD phonons. For
quasiequilibrium situations this kind of scattering process is
well studied; see, e.g., Ref. [48]. Note that the halo intensifies
with time at the nonlinear stage of MCI.
C. Anisotropic phonon scattering by defects
By virtue of relationship Eq. (13), since the actual growth
rates γ and the core sizes μ are only slightly different for
HD twins (see Table III), the intensity asymmetry might also
stem from the anisotropic phonon diffusivity governed, e.g.,
by anisotropic interaction of phonons and dislocations, or by
Umklapp processes that lead to a loss of high-energy HD
quanta. We start with an analysis of the role of the defects.
1. Role of defects
Phonon scattering on defects, apart from nonlinear phonon
interactions and finite-size effects, is known as one possible
mechanism of energy redistribution between the phonons and
their anisotropic transport [49–51]. It is also a well-known
fact that the anisotropy of the thermal conductivity is closely
connected to the special features of the phonon spectra
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(a) (b) (c)
(d) (e) (f)
FIG. 8. Asymmetric dislocation pattern of the compressed crys-
tals. Shown is the crystal of simulation run I at the beginning of the
deformation phase (a) and at the beginning of the dynamical phase
(b). The dashed square is magnified by a factor of 10 in (c). The
particle positions are shown as gray dots, and the Voronoi cells of the
fivefold and sevenfold defects are shown in red (dark gray) and green
(light gray), respectively. In (c), the dipoles d as defined in the text
are also shown as white arrows. Note an apparent trend of dislocation
chains to align transversally to the compression direction α, which is
indicated by arrows in (b). (d)–(f) The dislocation patterns for run II.
determined by phonon scattering by oriented dislocations [52].
For instance, no interaction occurs between the longitudinal
wave and the dislocation when an incident wave propagating
in a direction parallel or perpendicular to the Burgers vector
[50]. If the phonon flux is normal to the orientation of chains
of dislocations, the scattering is stronger [51].
The anisotropic heat transport in a plasma crystal has been
studied in Refs. [10,11]. In our simulated crystals phonon
scattering by defects might be quite well pronounced because
the dislocation chains [53,54] (or dislocation “scars” [55]) that
form during the equilibration and deformation phases exhibit
a preferred orientation, which tends to be perpendicular to the
direction of dominant loading. This is evidenced in Fig. 8,
where snapshots of the two simulation runs at the beginning of
the deformation phase and of the dynamical phase are shown.
If the dislocation pattern inside the crystal is random, the
wave is only expected to be attenuated through diffusive
scattering. If, however, the pattern is asymmetric, phonon
scattering can lead to a broken parity symmetry. To measure
the asymmetry in the dislocation pattern, we calculate the
center of mass Rd = 〈r7〉, where r7 are the positions of the
sevenfold defect cells. The apparent defects at the very border
of the crystal are not considered for the calculation. Magnitude
and argument of this vector are indicated in Table IV for the
defect patterns shown in Fig. 8. It can be seen that both values
change drastically during the deformation phase of run I. Still,
the magnitude |Rd | stays relatively small. Despite the smaller
crystal size in run II, the value of |Rd | is larger, indicating a
more pronounced inhomogeneity of the dislocation pattern.
TABLE IV. Center of mass Rd and polarization D of the
dislocation patterns shown in Fig. 8. See text for the definitions.
|Rd | arg(Rd ) |D| arg(D)
Run Phase (mm) (◦) (mm) (◦)
I Deformation 0.57 110 1.0 354
I Dynamical 1.3 19 5.6 14
II Deformation 1.3 81 5.7 76
II Dynamical 1.1 90 4.3 169
2. Polarized dislocation patterns
When considering the influence of defects, it is important
to note that their positions in the monolayer follow certain
patterns closely connected to the external confinement. Every
dislocation consists of a coupled pair of sevenfold and fivefold
cells. It is characterized by the Burgers vector b, whose
orientation defines the dislocation gliding direction [56], or,
equivalently, by the dislocation dipole vector, traditionally
introduced as d = r7 − r5 [57], where r7,5 are the positions
of the centers of the sevenfold and fivefold defect cells. For
a single dislocation in an otherwise ideal lattice, d = b × ez.
Any applied external force with a nonzero component along
the Burgers vector (transversal to the dipole vector) causes
dislocation glide [56]. (Dislocation transversal creep is much
less probable). For both run I and run II, the slip events are rare
and the dislocation patterns are quasistationary even during the
dynamical phase.
A curious peculiarity is evident at close observation of
the dislocation pattern: The majority of the dislocation pairs
are ordered in such a way that their fivefold components
are located closer to the cluster center than their sevenfold
counterparts [see Figs. 8(c) and 8(f)]. The system of dislocation
dipoles is therefore polarized by the external confinement. To
quantify this effect, the global polarization is calculated as
D = ∑ d, where the sum is performed over all polarization
vectors d. We follow a rather simple rule for counting the
polarization vectors. In chains of more than two defects, going
radially outward, each sevenfold defect is connected to at most
one fivefold defect. In cases where there are more fivefold
defects than sevenfold defects, as in the upper part of Fig. 8(f),
the outmost defect is thus not considered. The magnitude
and argument of D are shown in Table IV. |D| increases
substantially during the deformation phase of run I. Similar
to the development of |Rd |, the magnitude of the average
polarization slightly decreases from an initially relatively large
value during the deformation phase of run II.
D. Asymmetric Umklapp scattering
If the crystal is perfect, without defects or strains in its
structure, the scattering of phonons will only be caused by
three-phonon processes in which two phonons coalesce to
give one, or one splits up to give two [58,59]. Such nonlinear
phonon scattering can be described by integral equations
(see, e.g., Ref. [44]), which take into account the Umklapp
processes, or U processes, that result from the periodicity of
the lattice [58,59]. Three-phonon U processes are known as
the main intrinsic thermalresistive processes in crystals [60].
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They are apparently important and unavoidable during MCI
in a plasma crystal because this instability generates phonons
dominantly in the very proximity of the fBz boundary [17].
For instance, in Fig. 2, the energy of the wave fluctuations
is concentrated at kHDa > kba/2, which is close to the
fBz boundary kba = 2π/
√
3. The second harmonic must be
expected at ksa 	 2kHDa − 2kba < 0, that is, in the opposite
direction due to a U process. The high-energy fundamental
phonons, when coalesced, should formally disappear. On the
other hand, elimination of high-energy phonons by Umklapp
processes can be well compensated by the generation caused
by the MCI.
The U processes are less important at the initial stage of
the instability since U processes are three-wave interactions
leading to the generation of second harmonics, hence, they are
at least of the second order by perturbation amplitude [61]. At
this stage, the anisotropic scattering by dislocations could be
the only cause of spectral asymmetry.
Further on, at the weakly nonlinear stage of MCI, U
scattering intensifies and, in analogy with Ref. [48], scattering
of HD phonons caused by U processes leads mainly to the
relaxation of their distribution function, that is, to an effective
nonlinear damping. The phonon fluxes of two hot-dot twins are
not negligible, though mainly counter-directed. An important
contribution to the phonon drift is thus only possible if the
spectral pattern is asymmetric.
V. CONCLUSION
The main features in the particle current fluctuation spectra
(which are also observed in the experiments of Ref. [20])
were reproduced by a simple theoretical model incorporating
the angle-dependence of the crystal interaction range. An
anisotropic confinement of the crystal enhances the MCI
increment in the direction of the compression and leads to hot
dots of different intensities. The broken left-right symmetry of
pairs of hot dots (twins) was reproduced by taking into account
a nonvanishing phonon flux.
Two possible explanations for such a mean phonon flux
were presented. The first one is the Umklapp process resulting
in a turbulent power-law distributed halo surrounding the
hot dots. Phonon scattering by defects was presented as a
second mechanism producing a phonon flux. The analysis
of the dislocation pattern showed that most pairs of fivefold
and sevenfold defects are “polarized” such that their fivefold
components are located closer to the cluster center. Simple
measures relying on the center of mass and dipole moment
of the defect pattern were proposed to quantify the influence
of this effect. A more detailed analysis of the structure of the
defect chains will be necessary for further insights.
It depends mostly on the symmetry of the hot-dot positions
in the first Brillouin zone whether the total phonon drift
caused by Umklapp processes cancels or not. For a highly
ordered hot-dot pattern (see Fig. 2) this is certainly the case,
and the nonvanishing phonon drift originates mainly from an
anisotropic scattering by dislocations rather than Umklapp
processes.
For a less symmetric pattern of hot dots (see Fig. 5), the
situation is not that simple. The hot-dot twins are not only
different in their energy content, but they are also positioned
asymmetrically in the first Brillouin zone. Umklapp scattering
may thus be another reason for the systematic phonon drift in
run II. The different growth rates of the kinetic energy observed
in Fig. 5 may hint toward a transition from an initial regime
where the phonon flux is dominated by scattering on defects
to a regime where three-phonon Umklapp scattering plays an
important role. Analyzing higher harmonics of the hot dots
may give additional insights, which will be subject to further
studies.
To conclude, we have analyzed the spectral asymmetry of
compressed plasma crystals. The finiteness of the crystal was
explicitly taken into account, since it has an impact on the
hot-dot positions in reciprocal space and enables the formation
of an ordered dislocation pattern. Both effects can explain the
spectral asymmetry observed in experiments and simulations.
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APPENDIX A: INTERACTION ENERGY MINIMIZATION
The energy of the two-dimensional N -particle “cold”
cluster (assuming the infinitely strong vertical confinement)













where Ri,j = |ri − rj |, i,j = 1 . . . N , and N is the number of
particles. To minimize the cluster energy, one has to consider
the system of N equations δriW = 0,i = 1 . . . N , which can
be solved numerically provided that N is not too large.
Equation (A1) can be significantly simplified in the mean-field
approximation. The sums over particle positions are replaced
by integrals over the particle number density per unit area,
n(r), where the integration is performed over the cluster area
Sc [29]:

















In order to validate relationship Eq. (6), it is enough to consider
a uniform number density distribution,
n(r) =
{
〈n〉 for r 6 Rc
0 for r > Rc
, (A3)
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where Rc is the cluster radius and 〈n〉 ∝ a−2 the mean cluster
number density. Under this assumption, one obtains
N = 〈n〉Sc, Wext = 14π MNSc
2
c . (A4)
To calculate Wint, let us recall the useful relationship:




1 + k2λ2 J0(kR),




Js(kr)Js(kr ′) cos(φ), (A5)
R =
√
r2 + r ′2 − 2rr ′ cos(φ),











J 21 (k), (A6)
where ξ = Sλ/Sc, Sλ = πλ2. For large cluster (as normally the
case in experiments and simulations) ξ  1, therefore F (ξ ) 	
ξ , Wint 	 q2N2λ ξ , and the total cluster energy is















if all other parameters are kept fixed. Since Sc/Sλ ∝ κ2 we
have κ2 ∝ −1c , restoring Eq. (6).
APPENDIX B: SQUEEZED CLUSTER: ECCENTRICITY
OF THE STRUCTURE
Let us consider the slightly deformed crystal assuming an
elliptic-shaped confining well:
c = c(θ ) = c,0
√
1 + p cos(2θ ), p  1, (B1)
with p as an asymmetry measure and an eccentricity:
e2c =
2p




By virtue of Eq. (6), the crystal interaction range is also weakly
angle-dependent:
κ = κ(θ ) = κ0
4
√
1 + p cos(2θ ) . (B3)
The eccentricity of this distribution is
e2κ = 1 −
κ2c,min
κ2c,max
≡ 1 − c,min
c,max
. (B4)
In Eqs. (B1) and (6), c,0 and κ0 are angle-independent
constants. They can be related to the “unperturbed”









1 + p cos(2θ ) , (B5)
allows one to obtain the interaction range κ0 = κ0(p) for any
given asymmetry parameter p through κ2p=0 of the unperturbed
crystal.
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The wake-mediated propulsion of an “extra” particle in a channel of two neighboring rows of a two-
dimensional plasma crystal, observed experimentally by Du et al. [Phys. Rev. E 89, 021101(R) (2014)], is
explained in simulations and theory. We use the simple model of a pointlike ion wake charge to reproduce
this intriguing effect in simulations, allowing for a detailed investigation and a deeper understanding of the
underlying dynamics. We show that the nonreciprocity of the particle interaction, owing to the wake
charges, is responsible for a broken symmetry of the channel that enables a persistent self-propelled motion
of the extra particle. We find good agreement of the terminal extra-particle velocity with our theoretical
considerations and with experiments.
DOI: 10.1103/PhysRevLett.118.075002
Introduction.—In ion beam physics, channeling effects
can strongly influence the motion of ions or other charged
particles in a crystalline solid [1,2]. Similarly, neutral atoms
can be channeled in a standing wave of laser light [3,4]. In
complex plasma crystals, experimental observations of the
channeling effect showed that instead of slowing down, an
extra particle accelerates in the channel [5–7]. This
persistent motion was attributed to the nonreciprocity of
the particle interactions but the exact origin of the pro-
pulsion was not resolved [5]. (Self-)propelled motion
currently receives considerable attention both in macro-
scopic [8] and microscopic [9,10] systems.
Complex plasmas consist of micron-sized particles that
are immersed in a weakly ionized gas. In a laboratory radio-
frequency (rf) plasma, the particles are usually negatively
charged and levitate in the plasma sheath region above the
lower electrode where the gravitational force is balanced by
the electric field. Thus confined, these strongly coupled
systems can form two-dimensional (2D) crystalline
structures which are called plasma crystals [11,12]. Large
three-dimensional crystals can only be obtained under
microgravity conditions, for example, during parabolic
flights [13] or onboard the International Space Station
[14]. Both two- and three-dimensional plasma crystals are
ideal model systems for phase transitions [15,16], wave
processes [17,18], and self-organization [19,20], as their
dynamics can be resolved at the level of individual particles.
The sheath electric field not only levitates the crystal, but
also causes an ion flow that strongly influences the particle
interaction. In the bulk plasma, far away from the rf
electrodes, the particle interaction is well described by a
screened Coulomb (Yukawa) potential since the charged
particles are surrounded by a cloud of positively charged
ions [21]. In the sheath region, however, the downward-
flowing ions distort the screening cloud, leading to a
positive excess charge below each particle. This ion wake
adds an attractive component to the mutual particle
interactions [22] and makes them nonreciprocal. Ion wakes
cause interesting effects like the formation of particle
strings in a vertically extended system [23], the mode-
coupling instability in a monolayer [24] and the coexistence
of two distinct kinetic temperatures in a binary mixture
[25]. A common way to model the ion wake is by a positive
pointlike charge that is positioned a fixed distance below
each particle. The intuitive picture of a pointlike wake
charge allows for the rigorous analysis of the mode-
coupling instability [26] and of the slightly bowl-like shape
[27] of plasma crystal monolayers.
It was suggested that the ion wake be also responsible for
the channeling effect in plasma crystals that was first
observed in experiments by Du et al. [5], but the exact
driving mechanism was not known. An “extra” particle
floated slightly above the plasma crystal (upstream with
respect to the ion flow) and followed the channel formed by
lines of neighboring particles. Despite ambient gas friction,
the particle moved at a nearly constant velocity, provoking
lateral waves and an increase of kinetic temperature in the
crystal [5,6].
In this Letter, we reproduce in simulations the wake-
mediated propulsion of an upstream extra particle in a 2D
plasma crystal. We use the simple model of a pointlike ion
wake charge which enables an intuitive picture and an
analytical analysis of the underlying dynamics. The attraction
between the extra-particlewake and the particles in the crystal
results in a symmetry-breaking deformation of the channel
which accelerates the extra particle. We study the terminal
velocity reached by the propulsion process and compare it to
our theoretical considerations and to experiments.
Simulation particulars.—Molecular-dynamics (MD)
simulations are well suited for modeling the dynamical
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effects in complex plasmas [28–31]. In the simulation of a
2D plasma crystal in the horizontal xy plane, the equation
of motion for particle i reads
M ̈ri þMν_ri ¼
X
j≠i
Fji þCp;ti þLi; ð1Þ
where ri is the three-dimensional particle position, M the
mass, and ν the damping rate. The forces acting on the
particle are the mutual particle interactions Fji, the confine-
ment force Cp;ti derived from an external potential, and a
Langevin heat bath Li.
To include the ion wake in the mutual particle inter-
action, a positive pointlike charge q is placed a fixed
vertical distance δ below each particle, while the particle
itself is modeled as a negative pointlike charge Q < 0. The













where fðrÞ ¼ expð−r=λÞð1þ r=λÞ=r2, λ the screening
length, rji ¼ ri − rj and rwji ¼ ri − ðrj − δezÞ. Here and
in the following, r denotes the magnitude of vector r, and
ex;y;z are the unit vectors of the coordinate system.
The confinement force reads Cp;ti ¼ −∇ðVp;ti þ Vzi Þ,
where Vp;ti is the horizontal confinement and V
z
i the vertical
confinement. Very regular crystals with few defects
are obtained with a horizontal tenth-order potential





zontal position of particle i and R is approximately the
radius of a crystal with the same number of particles in a
parabolic horizontal confinement with frequency Ωh [32].
The parabolic horizontal potential Vpi ¼ 0.5MΩ2hρ2i leads
to a crystal where the interparticle distance increases with
the distance from the crystal center [28,29,31]. While the
global structure of a plasma crystal is well described by a
parabolic confinement [33], the tenth-order potential is well
suited to reproduce the regular central region.
The vertical confinement of the particles stems from the
interplay of the gravitational force and the electrostatic
forces of the sheath field which are oriented in opposite
directions. This strong confinement is often modeled as a
parabolic confinement Vzi ¼ 0.5MΩ2zðzi − zeqÞ2, where the
equilibrium position is zeq ¼ 0 [28,29,34]. In order to
reproduce an upstream particle in simulations, we used a
different equilibrium position zeq ¼ h for the extra particle
than for the other particles that were confined at zeq ¼ 0.
The Langevin force LiðtÞ is defined by hLiðtÞi ¼ 0 and
hLiðtþ τÞLjðtÞi ¼ 2νMTδijδðτÞ, where T is the temper-
ature of the heat bath, δðtÞ the delta function, and δij the
Kronecker delta.
In a simulation run, N − 1 particles are initially equili-
brated. The x and y axes are oriented so that there is a line
of nearest neighbors (and a channel) in the x direction, see
Fig. 1(c). Then, at t ¼ 0, the extra particle is added to the
crystal with an initial velocity vðt ¼ 0Þ ¼ v0ex in the x
direction. The simulation is stopped before the extra
particle reaches the boundary of the crystal.
The simulated crystal consisted of N ¼ 10 001 particles,
the particle mass M ¼ 0.61 × 10−12 kg, charge Q ¼
−18500e and screening length λ ¼ 380 μm was in the
parameter range of the experimental observations of
Refs. [5,6]. If not stated otherwise, the friction coefficient
was ν ¼ 1.26 s−1, corresponding to a typical gas pressure
of 1.0 Pa [35]. The wake charge q and distance δ are not
known in experiments—in theory and simulations they are
c
FIG. 1. Channeling of an extra particle in a simulated complex
plasma crystal. (a) The particles are sketched in gray, their wake
charges in black. The unperturbed channel is visualized by
dashed lines on the semitransparent crystal plane. During the
passage of the extra particle floating above the crystal from left to
right, its wake attracts the channel particles (thick arrows shown
for two particles). Because of the small displacement δy of the
channel particles, the repulsive particle interaction is stronger
behind the extra particle than in front of it, leading to a propulsion
of the extra particle (thin arrow). (b) Horizontal particle positions
with respect to the extra particle between t1 ¼ 1.35 and
t2 ¼ 1.49 s. The position of the extra particle is indicated by a
cross. The relative positions were fitted by straight dotted lines for
−0.4 mm < Δx < 0. (c) Horizontal (top view) particle positions
color coded with respect to time between t1 and t2. (d) The same
for the xz projection (side view); here, only the extra particle and
the two neighboring rows that form the channel are shown.
(e) Horizontal particle positions from experiment 5 of Ref. [5].




assumed to be a fraction < 1 of the particle charge and of
the screening length, respectively [26,31,34]. Here, q ¼
0.6jQj and δ ¼ 0.4λ was used. The parameters of the
confinement were Ωh ¼ 2π × 0.12 s−1, Ωz ¼ 2π × 22 s−1,
h ¼ 350 μm, and R ¼ 27 mm.
Channeling effect.—The horizontal trajectory of the
extra particle between t1 ¼ 1.35 and t2 ¼ 1.49 s can be
seen in Fig. 1(c). The extra particle was added to the crystal
at the position reðt ¼ 0Þ ¼ ð−18; 0.21; 0.39 mmÞ with an
initial velocity v0 ¼ 10 mm=s. The particles were confined
by the tenth-order potential Vti and formed a very regular
lattice with an interparticle distance of a ¼ 504 3 μm. It
can be seen that the particles forming the channel (the
channel particles in the following) move towards the extra
particle shortly after its passage. They subsequently per-
form a circular motion. Although a friction force is applied
to the extra particle, it moves in a straight line at a constant
velocity. The horizontal trajectories agree well with the
experimental data shown in Fig. 1(e). In Fig. 1(d), it can be
seen that the channel particles oscillate also in the vertical
direction, while the extra particle moves at an almost
constant height.
To visualize the deformation of the channel, the hori-
zontal particle positions with respect to the extra particle,
Δri ¼ ri − re, are shown in Fig. 1(b). It can be seen that
behind the extra particle the channel is clearly deformed,
breaking the forward-backward symmetry of the channel
geometry. The channel is shaped as a cone in the vicinity of
the extra particle. In a range −0.4 mm < Δx < 0, the
deformed channel is fitted to straight lines which have
angles of 9.4° and −7.1° measured from the x axis.
The sketch shown in Fig. 1(a) gives a first idea of the
propulsion mechanism: During the passage of the extra
particle floating above the crystal, the channel particles are
attracted to the wake charge of the extra particle and thus
deform the channel. Because of this symmetry-breaking
deformation, the repulsion between the channel particles
and the extra particle is stronger behind the extra particle
than in front of it, leading to a net propelling force acting on
the extra particle.
The density variations in the crystal caused by the extra
particle are shown in Fig. 2. The density in the reference
frame of the extra particle was averaged over times
t1 < t < t2. Pronounced subsonic lateral wakes behind
the extra particle can be clearly seen. They form due to
the dispersion of waves that are excited by the extra particle
and propagate in the crystal [36]. The structure of the
density variations is very similar to the experimental
observation in Ref. [5]. Just behind the extra particle, in
a region −1 mm < Δx < 0 and jΔyj < 0.5 mm, the den-
sity is substantially increased. Similar lateral wakes have
been produced in experiment and simulation by sweeping
an external perturbation through the crystal [37].
The extra-particle energy balance is depicted in Fig. 3(a).
The potential energy of the particle, given by the mutual
particle interactions of Eq. (2) and the confinement
Vti þ Vzi , does hardly change, it is only modulated by a
slight vertical oscillation of the particle. The kinetic energy
of the particle increases linearly in the first second of the
channeling process, before saturating at an almost con-
stant value.
In a different simulation, the crystal was confined by the
parabolic horizontal confinement Vpi . The extra particle
was initially positioned near the center of the crystal with
v0 ¼ 10 mm=s. The extra particle was confined in the
channel which was slightly bent (see also Supplemental
Material [38]). The energy balance is shown in Fig. 3(b).
As the extra particle advances, it accumulates potential
energy due to the parabolic confinement, but the propulsion
effect is strong enough to accelerate the particle. Only near
FIG. 2. Local particle density n in the reference frame of the
extra particle, showing the pronounced wave structure behind the
extra particle (lateral wake [36,37]).
(a)
(b)
FIG. 3. (a) Variation of the kinetic energy (black) and the
potential energy [red (gray)] of the extra particle as a function of
time. The dashed line of slope 765 eV=s is to guide the eye.
(b) The same for a crystal confined horizontally by a parabolic
confinement. The dashed line has a slope of 781 eV=s.




the boundary of the crystal the velocity decreases as the
confinement well becomes steeper.
Model for accelerated extra-particle motion.—In Fig. 4,
the velocity of the extra particle v in a tenth-order
horizontal confinement is shown as a function of time
for five simulations with different initial velocities v0 in the
interval containing the longitudinal and transverse sound
speeds cL ¼ 23 1 mm=s and cT ¼ 6 1 mm=s. In the
cases where 10 mm=s ≤ v0 ≤ 25 mm=s, the extra particle
is confined in the channel and its velocity saturates at
vs ¼ 20.5 0.3 mm=s, where the propulsion effect is
counterbalanced by friction. Note that vs is also reached
from above for particles with v0 > vs. In the simulation
with v0 ¼ 5 mm=s (bold line in Fig. 4), the channel
particles are displaced such that the repelling force exerted
on the extra particle has a larger y component, leading to a
less effective propulsion in the x direction. It also leads to a
larger scattering angle in the channel, and as the extra
particle accumulates enough kinetic energy it leaves the
channel at t ≈ 1.4 s. Upon exiting the channel, the extra
particle is greatly accelerated such that it obtains a
velocity v > vs.
Below we establish a simple model for the propulsion
mechanism in the channel. To estimate the small displace-
ment δy of the channel particle, we assume the attraction to
the wake of the extra particle FwðrwÞ to be constant in
the range −a=2 < Δx < a=2 and evaluate it at rw ¼
ða=2; b=2; h − δÞ, i.e., when the particle distance in the x
direction is half an interparticle distance [as sketched in
Fig. 1(a)]. This yields δy ≈ FwðrwÞba2=ð4rwMv2sÞ, where
b ¼ ð ﬃﬃﬃ3p =2Þa is the channel width. The net propelling force
—stemming from the asymmetry of the repulsive particle
interactions FpðrÞ before and after the passage—can then
be estimated as ΔF≈Fpð~rÞa=2~r−FpðrÞa=2r, where r ¼
ða=2; b=2; hÞ and ~r ¼ ða=2; b=2 − δy; hÞ. For small δy we
obtain ΔF ≈ δy½ð∂=∂δyÞFpð~rÞa=2~rδy¼0, and equating ΔF
with the friction force, the terminal extra-particle velocity









where ξðrÞ ¼ ð3þ 3r=λþ r2=λ2Þ=ð1þ r=λÞ depends
rather weakly on r. For the simulation parameters, vtheory ¼
23.9 mm=s slightly overestimates the terminal extra-
particle velocity. One reason for the discrepancy is that
the particle-particle repulsion was not considered when
estimating the wake-mediated displacement δy. A compari-
son of vs and vtheory for different values of friction rate in the
range 0.32 s−1 < ν < 2.21 s−1 can be seen in the inset of
Fig. 4. The model always slightly overestimates the extra-
particle velocity, but the predicted scaling vs ∝ ν−1=3 is in
good agreement with simulations.
Discussion.—It is expected that the extra particle floats
above the crystal because it has a slightly smaller mass than
the other particles [39]. Varying the mass (and charge)
of the extra particle may yield further conclusions regarding
the mass ratios in experiments. In order to fully understand
the origin of the extra particles floating above or below the
crystal layer, a more realistic particle confinement is needed
that explicitly considers the balance of electric and gravi-
tational forces in the vertical direction. The ion wake of the
extra particle will be dynamically distorted when it is very
close to a channel particle. The pointlike model may thus
not be applicable in narrow channels (when a is very small)
or during head-on collisions with a channel particle.
In Ref. [40], a particle-in-cell simulation was used to
model the particle interactions in a crystal with an extra
particle below the crystal plane. The propelled motion of
this downstream particle was reproduced in MD simula-
tions, but no intuitive picture was given for the mechanism.
Here, with the aid of the pointlike wake charge model, this
intuitive explanation was given for the persistent motion of
an upstream particle. The propulsion mechanism based on
the nonreciprocal particle interactions controls the terminal
extra-particle velocity and enables the study of self-pro-
pelled motion in complex plasmas [41].
Reproducing the channeling effect in simulations also
enables the study of the wave processes that are discussed
in the Supplemental Material [42].
Equation (3) closely reproduces the extra-particle veloc-
ity vs measured in experiments. Assuming the wake
parameters to be q=jQj ¼ 0.6 and δ=λ ¼ 0.4 as in our
simulations, we obtain vs=vtheory ¼ 0.85, 0.85, and 0.82 for
experiments 1, 3, and 5 of Ref. [5], respectively (see Table 1
in Ref. [5]). Again, the predicted velocity is slightly above
the observed value. In simulations, channeling was
observed if the initial velocity v0 was above the transverse
sound speed cT .
FIG. 4. Magnitude of the extra-particle velocity as a function of
time, for different initial velocities v0. The extra particle with
v0 ¼ 5 mm=s (bold line) exits the channel at t ≈ 1.4 s while the
others stay in the same channel and reach a constant velocity vs.
The inset shows vs as a function of damping rate ν. The error is no
larger than the symbol size. The predicted value of Eq. (3) is
shown as a black line.




To conclude, we reproduced in MD simulations the
propulsion of an extra particle in a 2D plasma crystal with
the intuitive model of a pointlike ion wake charge. The
nonreciprocal particle interactions, owing to the ion wake,
lead to an asymmetric deformation of the channel and a net
propelling force. The terminal velocity reached by the extra
particle agrees well with our theoretical considerations and
with experiments.
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It is demonstrated how to generate time series with tailored nonlinearities by inducing well-defined constraints
on the Fourier phases. Correlations between the phase information of adjacent phases and (static and dynamic)
measures of nonlinearities are established and their origin is explained. By applying a set of simple constraints on
the phases of an originally linear and uncorrelated Gaussian time series, the observed scaling behavior of the inten-
sity distribution of empirical time series can be reproduced. The power law character of the intensity distributions
being typical for, e.g., turbulence and financial data can thus be explained in terms of phase correlations.
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Introduction. The clearest yet most general definition
of nonlinearity in time series g(t) is given in the Fourier
representation





of the data. Linear time series are fully characterized by the
modulus |G(k)| of the complex valued Fourier coefficients
G(k) = |G(k)|eiφ(k), while the phases φ(k) are uncorrelated
and uniformly distributed in the interval φ ∈ [−π ; π ]. Any
nonlinearity is coded in the Fourier phases φ(k) and corre-
lations among them. Deviation from the randomness of the
phases is thus equivalent to the presence of nonlinearities in
the time series. As yet, only little attention has been paid so
far to the explicit analysis of the information contained in
the Fourier phases to characterize nonlinearities, although a
lot of insights about nonlinearities may be gained by better
understanding the meaning of phases.
The definition of nonlinearity via the randomness of Fourier
phases is,- on the other hand, at the heart of algorithms for
generating so-called surrogate data sets, which were developed
to test for weak nonlinearities in a model-independent way [1].
These surrogates are supposed to have the same linear
properties as a given data set, while all nonlinearities are wiped
out. The removal of the nonlinear correlations is achieved
by replacing the phases φ(k) with a set of uncorrelated and
uniformly distributed ones. Refinements of the Fourier-based
methods for generating surrogates aimed at preserving both the
power spectrum |G(k)|2 and the amplitude distribution of the
time series g(t) in real space [1–4]. The addition of (iterative)
rank-ordered remapping of the phase randomized data onto
the original amplitude distribution led to surrogates with
the desired amplitude spectrum [1,2]. Applying the iterated
amplitude adjusted Fourier transform (IAAFT) method in the
wavelet domain allowed for the generation of surrogates which
also preserve the local mean and variance of the original
signal [3,4].
However, it was found recently that these (iterated) ampli-
tude adjusted [(I)AAFT] surrogates may not be linear, since
the randomness of the phases is guaranteed only before the
first remapping step. One can rather find phase correlations
*Corresponding author: christoph.raeth@dlr.de
in surrogate realizations that may result in a nondetection
of nonlinearities in time series [5]. But this obvious flaw of
(I)AAFT surrogates became a virtue as significant correlations
between phase statistics and a measure for nonlinearity were
found for the first time (see [5] and insets in Fig. 2).
Connections between correlations among Fourier phases
and higher order statistics could also be identified by analyzing
the cosmic microwave background radiation (CMB). Several
studies of both the WMAP and PLANCK data involving
surrogates revealed that there are phase correlations at large
scales in the CMB which lead to pronounced anisotropies
(see, e.g., [6–8]). Recently it was demonstrated that the
observed phase correlations can gradually be diminished
when subtracting suitable best-fit (Bianchi-)template maps.
The weaker phase correlations lead in turn to a vanish-
ing signature of anisotropy as identified with higher order
statistics [9]. The relations between phase information and
higher order statistics in (I)AAFT surrogates and the CMB
data were only found in a heuristic manner.
To allow for a systematic investigation of phase correlations
and their corresponding nonlinearities in time series, it is
desirable to start with the phases, constrain their correlations
in a tunable and reproducible way, and study the effects on the
nonlinear statistics.
Here, we present a method to generate time series with such
tailored nonlinearities by imposing well-defined correlations
on the Fourier phases and demonstrate how deviations from
linearity can be understood in terms of phase information.
Methods. To address the relationship between phase corre-
lations and measures for nonlinearity we calculate the nonlin-
ear prediction error (NLPE) [10] as an example for a dynamical
complexity measure with a good overall performance [11]
and the average connectivity of (recurrence) networks as an
example for a structural complexity measure [12,13]. The
calculation of both measures relies on the representation of the
time series in an artificial phase space, which is obtained using
the method of delay coordinates [14]. This is accomplished
by using time delayed versions of the observed time series
as coordinates for the embedding space. The multivariate
vectors in the d-dimensional space are expressed by
gt = (gt ,gt+τ ,gt+2τ , . . . ,gt+(d−1)τ ), where τ is the delay time
and gt denotes the value of the (discretized) time series at time
step t .
The comparison of the predicted behavior of the embedded
time series based on the local neighbors with the real trajectory
1539-3755/2015/92(4)/040902(5) 040902-1 ©2015 American Physical Society
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of the system leads to the definition of the NLPE ψ as
ψ = ψ(d,τ,T ,N )




[gt+T − F (gt )]2, (2)
where F is a locally constant predictor, M is the length of the
time series, andT is the lead time. The predictorF is calculated
by averaging over future values of the N = d + 1 nearest
neighbors in the delay coordinate representation. We found that
ψ remains rather constant for T > 5, thus a value of T = 5
was used for this study. The dimension of the embedding
space d and the delay time τ have to be set appropriately.
Since the time series of an active galactic nuclei (AGN) being
studied in the following consists of less than 1600 data points,
we use a low embedding dimension d = 3. Due to the long
correlation time of this time series, we chose a relatively
large delay time τ = 250 according to the criterion of zero
crossing of the autocorrelation function [15]. To allow for a
direct comparison, we use the same values d = 3 and τ = 250
for the other time series with imposed phase correlations. The
structural complexity of a time series with a limited number
of points can be characterized with recurrence networks [16].
They are based on recurrence plots [17], which describe how
often pairs of points of a time series in the embedding space
representation come close to each other. Linking such nearby
points in a network representation of the data and omitting
self-loops leads to the definition of the adjacency matrix Ai,j
of the recurrence network [12]
Ai,j = ( − ‖gi − gj‖) − δi,j , (3)
where the {gn} are the data points in embedding space and  is
an appropriate threshold. Ai,j contains the whole information
about the network. A common measure for the topological









i=0 Aν,i is the degree of node ν. If the attractor
of the nonlinear system is reconstructed with appropriate
embedding parameters this network measure can be used as
a test for nonlinearity. The threshold  is chosen such that
κ = 0.01 for the original time series. The same threshold is
then used for the Gaussian time series with imposed phase
correlations.
To get a visual impression of correlations among the
Fourier phases it is convenient to make use of so-called phase
maps [18]. A phase map is defined as a two-dimensional set of
points G = {φk,φk+} where φk is the phase of the kth mode
of the Fourier transform and  a frequency delay. To quantify
the degree of correlation between the phases φ and φ +  we
calculate the correlation coefficient c(),
c() = 〈φ(k)φ(k + )〉
σφ(k)σφ(k+)
. (5)
Note that by using c() as correlation measure we
restrict ourselves to the simplest way of quantifying
correlations among the phases that is only sensitive to linear
correlations.
Time series with phase correlations. As outlined in [7],
(I)AAFT surrogates can contain phase correlations leading
to statistically significant high or low values of c(). A
closer look at the corresponding phase maps reveals that the
(anti-)correlations originated from stripelike patterns along
the diagonal (i.e., with slope of one) or shifted relative to
it. These patterns thus indicate that phase pairs are linearly
correlated with each other. One can further notice that for the
time series stemming from x-ray observations of the AGN Mrk
766 the phase correlations are most pronounced for  = 1.
We reproduce such signatures by imposing correlations in the
phase distribution in the following way: The values for the
phases φ(k) are iteratively determined by relating φ(k + )
with φ(k) by
φ(k + ) = φ(k) + dφ + η (6)
with dφ being a shift constant ranging from −π to π and
η describing a (Gaussian) noise term with given standard
deviation ση. In the phase map picture η controls the width
of the stripes and dφ defines its position. The iteration is
performed over the frequencies k, where ks denotes the starting
value and dk the step size of the iteration. φ(ks) is drawn from
a uniform distribution within the interval [−π,π ]. The same is
true for φ(k) if this phase has not been set in a previous iteration
step. In our first example we are interested in only correlating
adjacent phases. Thus we apply Eq. (6) with  = 1 to a
Gaussian time series with zero mean and standard deviation of
one. The step size is chosen to be dk = 2. Thereby every phase
is correlated to exactly one other phase for  = 1, while the
phases are not correlated for any frequency delay  greater
than 1.
Figure 1 shows how these phase correlations alter the time
series. It becomes clearly visible that the correlations of adja-
cent phases induce fluctuations of the variance. Specifically,
one recognizes a time interval where the fluctuations are larger
than for the noise and another region where the fluctuations are
smaller. Note that the overall mean and standard deviation of
the time series are exactly preserved since the power spectrum
is kept constant. The shift constant controls the position of
FIG. 1. (Color online) Gaussian random uncorrelated noise
(black, filled circles). The colored points show time series with linear
phase correlations among adjacent phases ( = 1) with ση = 1.0 and
dφ = 0 (blue, triangles) and dφ = π (red, crosses).
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FIG. 2. (Color online) Upper row: Nonlinear prediction error ψ (upper left) and average connectivity κ (upper right) versus phase correlation
coefficient c( = 1) for 900 time series with imposed phase correlations derived from Gaussian noise as input time series g(t). Lower row:
Same as upper row but with the Mrk 766 x-ray observation as input time series g(t). The data from revolution 999 was binned with a bin size
of 50 s leading to a time series with 1540 points. The insets show the corresponding results for 400 IAAFT surrogates.
the region with higher fluctuations. If dφ = ±π , this region
is located in the middle of the time series and it shifts
towards the ends of the time series when dφ approaches 0.
By testing different values of  we further found that the
number of regions with high fluctuations is given by the
value for . In Fig. 2 we show the nonlinear prediction
error ψ and the mean connectivity κ as a function of the
correlation coefficient c( = 1). The results are displayed
for time series with imposed phase correlations (only) for
 = 1 and varying dφ as derived from Gaussian noise and
from the x-ray observation of the AGN Mrk 766. One can
see that the shift constant dφ controls the (anti-)correlations
of the phases. More importantly, it becomes obvious that
both the nonlinear prediction error and the mean connectivity
are highly (anti-)correlated with the phase correlations as
measured with c(). Knowing that dφ also controls the
position of the regions with higher and lower fluctuations,
we can now get a much more detailed understanding of how
the phase correlations influence the calculation of the NLPE
and the average connectivity. The embedding with the delay
time of τ = 250 in three dimensions leads to a truncation
of the last part of the time series. Depending on whether
the remaining time series has larger (dφ ≈ ±π ) or lower
(dφ ≈ 0) fluctuations, one obtains larger or lower values for
the NLPE leading to the observed anticorrelation between ψ
and c. Similarly, lower fluctuations in the time series lead to a
more connected recurrence network and vice versa, correlating
κ and c().
In a second example we extend the formalism to generate
nonlinear time series with well-defined nonlinearities by
simultaneously imposing linear phase correlations for a set of
different frequency delays . This is achieved by iteratively
applying Eq. (6) starting with low values of  and then
proceeding to higher ones. Iterating over increasing frequency
delays  ensures that phase correlations that were imposed
in previous iteration steps are at least in part preserved when
new constraints for phase correlations at larger  are added.
Table I summarizes the parameters for the six iterations used
in our example. Figure 3 shows the time series which is
obtained when the six constraints on phase correlations are
TABLE I. Parameters defining the imposed phase correlations.
 dk ks dφ ση
1. Iteration 1 2 1 3.1415 0.1
2. Iteration 3 3 1 3.0 0.08
3. Iteration 3 3 2 3.0 0.3
4. Iteration 5 5 2 1.4 0.2
5. Iteration 7 7 3 3.1415 0.25
6. Iteration 50 50 2 3.0 0.1
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FIG. 3. Time series g(t) that is obtained from white Gaussian
noise by imposing a set of six different linear phase correlations.
imposed on white Gaussian noise. One has to note that the
time series has no linear correlation as the modulus |G(k)|
of the Fourier transform of the original random time series
is left untouched. In the time series with phase correlations
one can clearly identify a number of time intervals with
larger fluctuations whose number, position, and strength are
controlled by the parameters , dk, and η, respectively.
The statistical properties of such a nonlinear time series can
thus be tailored in a refined manner. The time series in this
example was generated such that it resembles data often
observed in economic time series [19], where especially data
from stock indices show intermittent behavior, i.e., extreme
events, patterns of volatility clustering and phase correlations,
while the autocorrelation vanishes. The distribution of the
fluctuations is further analyzed by calculating the cumulative
probability distribution P (g) of the normalized positive and
negative values of g(t) (see Fig. 4). We find the expected
leptokurtic distribution whose tail can be fitted with a power
law P (g) ∼ g−α with α = 3.25 ± 0.16 for the positive tail
and α = 3.37 ± 0.47 for the negative tail in the region 5 6
g 6 20. These numbers are in remarkable agreement with
FIG. 4. (Color online) Cumulative probability distribution P (g)
of the normalized positive (black) and negative [red (gray)] values of
g(t). The black dashed and red (gray) dotted lines show the respective
distributions for the initial white Gaussian noise.
FIG. 5. Cumulative probability distribution P (v) of the nor-
malized volatility v. The black dashed line shows the respective
distributions for the initial white Gaussian noise.
those obtained from empirical studies of market indices [20].
We further studied the statistical properties of the volatility
v(t) as defined as the average of |g(t)| over a time window
of length N , i.e., v(t) = 1/N∑t+N−1t ′=t |g(t ′)|. Figure 5 shows
the cumulative probability distribution P (v) for N = 5. As
expected we find a distribution with fat tails, which can be
fitted by P (v) ∼ v−β with β = 2.93 ± 0.49 in the region
5 6 v 6 20. Again, this is in very good agreement with
the scaling properties of the volatility of price fluctuations
observed in empirical data [21].
Finally, we note that analogies between price dynamics
of market indices and the velocity differences in three-
dimensional fully developed turbulence have been pointed out
by several authors (see, e.g., [22,23]). Consequently, the fat
tails in the probability density functions of turbulence data
may also be understood in terms of phase correlations allowing
for a better characterization and discrimination of different
scenarios of turbulence.
Summary. We have presented a method to generate time
series with well-defined nonlinearities by imposing linear
correlations among the Fourier phases. We have shown that
the phase correlations between adjacent phases are tightly
related with higher order statistics being estimated for the time
series. These “Wiener-Khinchin-like” connections between
phase information and higher order statistics are to a large
extent independent of the input time series. Furthermore, the
scaling of fluctuation and of the volatility of a time series can be
understood in terms of a set of linear phase correlations. We
expect that further studies with time series and also spatial
structures with tailored nonlinearities, for which not only
linear but more complex constraints on the Fourier phases
are imposed, will shed more light on both the meaning of
Fourier phases and the different kinds of nonlinearities as they
are observed in nature.
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The performance of recurrence networks and symbolic networks to detect weak nonlinearities in
time series is compared to the nonlinear prediction error. For the synthetic data of the Lorenz
system, the network measures show a comparable performance. In the case of relatively short and
noisy real-world data from active galactic nuclei, the nonlinear prediction error yields more robust
results than the network measures. The tests are based on surrogate data sets. The correlations in
the Fourier phases of data sets from some surrogate generating algorithms are also examined. The
phase correlations are shown to have an impact on the performance of the tests for nonlinearity.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4964646]
Networks generated from time series have recently
attracted much attention as they provide additional infor-
mation about the data under consideration. Various differ-
ent ways of creating such a network from a time series
have been proposed. In this paper, we use recurrence and
symbolic networks to detect weak nonlinearities. The per-
formance of these network measures is compared to the
well-known nonlinear prediction error (NLPE). Since
often only a limited amount of data is available, we focus
on relatively short time series with a few thousand time
steps. We find that while all methods perform equally well
for the synthetic data of the Lorenz system, the nonlinear
prediction error yields the most robust results for real-
world data from active galactic nuclei. The measurements
are based on surrogates which are ersatz data that contain
no nonlinearities. Analyzing different surrogate generat-
ing algorithms, we find correlations in the Fourier phases
of some classes of surrogates which reveal the existence of
induced nonlinearities in the supposedly pure linear data
sets. We show that these nonlinearities are responsible for
the weak performance of the surrogates in question.
I. INTRODUCTION
A recent milestone in the field of statistical physics has
been the complex network theory.1 The constituents of com-
plex systems are translated into the nodes of a network, and
their interactions are represented as edges. The network then
contains extensive information about the system. While this
procedure is straightforward for systems like social or neural
networks, there is no “natural” way of how to create a net-
work from a time series.
Nonlinear time series analysis2,3 deals with the question
whether a time series has underlying chaotic dynamics. To
this end, some measure of nonlinearity, most of which are
derived from chaos theory, is calculated for the time series.
In order to make a significant statement, the measure may
also be applied to a set of so-called surrogate data sets which
mimic the linear properties of the original data.4 As it is
impossible to perfectly reproduce both the autocorrelation
function as well as amplitude distribution, the available sur-
rogate generation algorithms focus on different aspects.4–6
One method of creating a network from a time series is
the recurrence network7–9 motivated from recurrence quanti-
fication analysis (RQA).10 In RQA, the time series is embed-
ded in an artificial phase space. The recurrence matrix then
contains the information which points are sufficiently close
to each other in phase space. The structural properties of the
recurrence matrix can be used to characterize different
dynamic aspects of the time series.10 By interpreting the
recurrence matrix as an adjacency matrix, a network can be
constructed from the time series. This approach may be used
to characterize the underlying dynamical system9 or detect
dynamic changes by a sliding-window technique.8
Another approach is a network derived from an ordinal
partition of the time series.11 In a sliding window scheme,
the ordinal pattern of the windowed sequence corresponds to
one node of the network. Nodes of consecutive sequences in
the time series are connected in the network in order to save
the temporal information. Since the amplitude information is
neglected, this approach may be combined with a transition
network, where the nodes of the network are the binned
amplitudes of the time series.12 A node then represents a
combination of amplitude binning number and the ordinal
pattern of the windowed sequence.
Often it is sufficient to analyze the characteristics of the
network constructed from a time series. For example, in
Refs. 8 and 12, the bifurcation diagram of a nonlinear system
was analyzed. The different regimes were identified by
dynamical changes of the measures as the control parameter
was varied. In other cases, the network measures are not as
descriptive and have to be compared to other data sets. In
Ref. 13, the network of a time series was compared to a net-
work that was created from points which were randomly
drawn from the time series. Surrogates are another means to
produce ersatz data. They have the same linear properties,
i.e., the same autocorrelation function, as the original data
while the nonlinear properties are randomized.4 They pro-
vide a significant test for a given measure of nonlinearity by
comparing the measure of the original time series to those of
the surrogate data sets.
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In this paper, we use recurrence and symbolic networks
to test for weak nonlinearities in time series. To this end, net-
work measures are calculated for the time series under study
and for surrogate data sets. The performance of the network
tests is compared to the nonlinear prediction error. The
Lorenz system is used as a source of low-dimensional cha-
otic time series. In order to test both the ability to detect non-
linearities and the susceptibility to erroneously do so, the
time series are mixed with a linear autoregressive (AR) pro-
cess. As real-world data, light curves of active galactic nuclei
(AGN) are examined. We attribute the performance differ-
ences of some surrogate generation algorithms to spurious
nonlinearities that are introduced during the creation of the
surrogates.
The paper is organized as follows. In Sec. II, we present
the method of testing for nonlinearities with networks. In
Sec. III, we describe the data sets and the process of mixing
linear and nonlinear time series. In Sec. IV, we compare the
performance of the tests for different data sets and surrogate
generating algorithms. Induced correlations in the Fourier
phases of some surrogates are also examined. Finally, in Sec.




To create a recurrence network, a time series {yn} of
length N is first embedded in an artificial phase space using
the method of delay coordinates.14,15 For an embedding
dimension d and delay time s, the method yields the state
vector yn ¼ ðynðd1Þs; ynðd2Þs;…; ynÞ for the time steps
n ¼ ðd  1Þs; ðd  1Þsþ 1;…;N  1. The adjacency matrix
A of the recurrence network is defined as
AijðÞ ¼ Hð jyi  yjjÞ  dij; (1)
where H() is the Heaviside function, and  is an appropriate
threshold. The adjacency matrix connects points in the phase
space that are sufficiently close to each other. The recurrence
network has thus a total of Nw¼N – (d – 1)s nodes. It is an
undirected network since the adjacency matrix is symmetric.
The recurrence network of the nonlinear time series shown
in Fig. 1(a) can be seen in Fig. 1(b).
The symbolic network proposed in Ref. 12 is a directed
network. Each time step n is associated with a symbol-pair
containing the amplitude information a(n) and the ordinal
pattern p(n). The former is calculated by binning the time
series in the interval ½minðfyngÞ;maxðfyngÞ into Q equal
regions. a(n) is then simply the bin number of yn. To com-
pute p(n), one considers the sequence ½yn; ynþs;…; ynþðL1Þs
for a given time-delay s and window length L. The ordinal
pattern pðnÞ ¼ ðb1; b2;…; bLÞ contains the indices sorting
the sequence such that yn1þb1  yn1þb2  …  yn1þbL .
For example, the ordinal pattern corresponding to the
sequence [1.2, 3.0, 2.0] is p ¼ (1, 3, 2). The symbol-pair at
step n, (a(n), p(n)), is then one node of the network, and it is
connected by a directed link to the symbol-pair
(aðnþ 1Þ; pðnþ 1Þ) of the successive time step. In this rep-
resentation, different time steps may correspond to the same
symbol-pairs. Only nodes whose symbol-pairs are present in
the time series are part of the network; the actual number of
nodes may thus be smaller than the maximal possible value
Nmaxw ¼ Q  L!.
It was argued that the symbolic network provides a sim-
ple and robust scheme for phase space repartition where the
window length L plays the role of the dimension d for time
delay embedding.11,12 In Fig. 2(a), the symbolic network
constructed from the nonlinear time series of Fig. 1(a) is
shown.
B. Measures
For the recurrence network, which is an undirected net-
work, the local connectivity qrec is calculated by normalizing













Here, Nw is the number of nodes of the network and A,i is
the adjacency matrix of a recurrence network. The average
connectivity qrec is calculated by averaging over all nodes of
the network. If the attractor of the nonlinear time series is
successfully reconstructed by the embedding, the recurrent
trajectories will lead to a larger value of qrec as compared to
linear data sets. This can be seen in Fig. 1, where the average
connectivity qrec of a recurrence network derived from a
nonlinear time series is compared to qrec from surrogate data
where the nonlinearities have been removed.
For the directed symbolic network described above, the














As can be seen in Fig. 2, the nonlinear time series has a
smaller value of the average degree ksym than the linear surro-
gate. This can be understood by noting that the quasi-periodic
orbits (QPOs) of the attractor lead to identical links between
the symbols of the network, and thus to a smaller average
degree.
The nonlinear prediction error (NLPE) is a commonly
used test for nonlinearity.2,16 In Ref. 17, it was found to be
the one with the best overall performance for a broad range







yiþT  F yi; g½ 
 2
vuut ; (4)
where T is the lead time, and F is a predictor. The predictor
F is calculated by averaging over the future values of the g
nearest neighbors of point yi a lead time T ahead. As the
NLPE is calculated in an artificial embedding space, it also
implicitly depends on the embedding dimension d and the
delay time s.
In order to perform a statistical test, the measures are
compared to surrogate data described below. The size a of a
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test is the probability that the null hypothesis is rejected,
although it is in fact true.17 A measure M is compared to the
measures {Msurro} of B realizations of the surrogate data. As
one expects a larger value of the average connectivity for
recurrence networks in the presence of nonlinearity, the null
hypothesis is rejected if qrec is larger than all the fqrecsurrog.
The number of surrogates needed to achieve a given size of
this one-sided test is B¼ 1/a – 1. In the same manner, as one
expects smaller values of the average degree for symbolic
networks in the presence of nonlinearity, the null hypothesis
is rejected if ksym is smaller than the fksymsurrog. In the case of
the NLPE, the null hypothesis of linearity is rejected if E is
smaller than all the fEsurrog. By repeating the test, one can
calculate the discrimination power D(M) as the ratio of the
number of rejections of the null hypothesis to the total num-
ber of tests.
For real-world data, there are often not enough time
series available to calculate the discrimination power. In this
case, the significance of the deviation of the time series from
a set of surrogates is calculated as SðMÞ ¼ jM  hfMsurrogij
=rðfMsurrogÞ.
C. Surrogate algorithms
Surrogates are an important tool for the detection of
nonlinearities in time series.4,5,18–20 They are data sets which
mimic the linear properties, i.e., the autocorrelation function,
of the original data while possible higher order correlations
are randomized. The most commonly used methods for gen-
erating surrogates are Fourier transformed (FT) surrogates
and their amplitude-adjusted (AAFT) and iterative
amplitude-adjusted (IAAFT) generalizations.
FT surrogates are compatible with the null hypothesis of
a linear Gaussian process.4 They are generated by randomiz-
ing the phases of the discrete Fourier transform of the origi-
nal time series and subsequently performing the inverse
transform. The Wiener-Khinchin theorem guarantees the sur-
rogates to have the same autocorrelation function as the orig-
inal time series. Being truly linear, the surrogates can unveil
higher order correlations, however, this test is limited to time
series which themselves obey a Gaussian distribution. The
original time series therefore has to be rank-ordered-
remapped to a Gaussian distribution prior to the analysis.21
FIG. 1. Comparing the recurrence net-
works of a nonlinear time series and its
AAFT surrogate. (a) A nonlinear time
series with mixing parameter m¼ 0.60
(see Eq. (5)) consisting of N¼ 2000
time steps with a stepsize of dt¼ 0.08.
(b) The recurrence network connects
nodes that are sufficiently close in the
embedded phase space. The threshold
¼ 1.632 was chosen such that the
average connectivity obeys q¼ 0.01.
The coordinates of the nodes in this
representation are identical to the first
two dimensions of the embedded time
series into d¼ 3 dimension with delay
time s¼ 2dt. The butterfly-shape of the
attractor of the Lorenz system is
clearly visible. (c) The distribution of
the connectivity qrec for the recurrence
network. The average connectivity qrec
is marked by a vertical line. (d)–(f)
The same for an AAFT surrogate of
the time series. The recurrence net-
work in (e) is obtained for the same
value of  as for the original time
series.
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AAFT surrogates extend the null hypothesis to a Gaussian
process which was distorted by an instantaneous, time-
independent measurement function.4 Here, a copy of the origi-
nal time series is first rank-ordered remapped to a set of
Gaussian random numbers. Then, FT surrogates of this
remapped time series are created. Finally, the surrogates are
rank-ordered remapped to the original time series. The surro-
gate now mimics both the autocorrelation function and the
amplitude distribution. The final step, however, leads to a whit-
ening of the power spectrum as compared to the original time
series. In Ref. 5, it was shown that this may lead to an errone-
ous detection of nonlinearity in purely linear time series.
IAAFT surrogates were designed to overcome this short-
coming.5 The method for generating IAAFT surrogates starts
with a random shuffle {sn} of the original time series {yn}.
The Fourier amplitudes {Un} of the original time series are
saved. Now, the following two steps are repeated iteratively.
(1) Take the Fourier transform of {sn}, replace the corre-
sponding Fourier amplitudes by {Un}, and transform back.
{sn} has now exactly the same autocorrelation function as
{yn}, but not the same amplitude distribution. (2) Rank-
ordered remap the resulting {sn} to {yn}. As step (2) changes
the power spectrum of the surrogate {sn}, the two steps are
repeated until the rank-ordered remapping no longer leads to
a change in the surrogate.
III. DATA SETS
The tests for nonlinearity are applied to the well known
Lorenz equations.22 Time series containing N¼ 2000 data
points with a stepsize of dt¼ 0.08 time units are considered
(similar to Ref. 17). The x coordinates {xn} of the system are
mixed with a (linear) autoregressive (AR) process {an} in
order to generate a new series {yn} that contains a fraction m
of the nonlinear series. The same distorted AR process as in
Ref. 5 is used; it reads an ¼ sn
ﬃﬃﬃﬃﬃﬃﬃjsnj
p
; sn ¼ csn1 þ gn with
c¼ 0.9 and noise gn drawn from a Gaussian distribution.
The mixed time series,
yn ¼ m  xn þ ð1 mÞ  an; (5)
is analyzed in order to test both the ability to detect weak
nonlinearities and the susceptibility to erroneously reject the
null hypothesis for a linear time series. A realization of a
mixed time series for m¼ 0.6 and its AAFT surrogate can be
seen in Figs. 1(a) and 1(c).
In astrophysics, the analysis of light curves from AGN is
important as the detection of nonlinearities can be used to test
different theoretical models for the energy production at the
center of the host galaxy.23,24 An AGN is a luminous region
at the very center of a galaxy that is powered by accretion
onto a supermassive black hole. Seyfert galaxies discussed
here are a subclass of radio-quiet AGN which are again subdi-
vided into different types ranging from 1 to 2, depending on
the observed line widths. It was argued that the variety of
AGN is partly the result of different aspect angles.25
The contributions of a test for nonlinearity are twofold.
First, linear models like global disk oscillation models26 can
be rejected with the detection of nonlinearities. Second, the
analysis of the (nonlinear) dynamics can put to test different
nonlinear models. For example, it was argued that AGN are
galactic black hole binary systems with their masses scaled
up.27 Black hole binaries can be in the state of quasi periodic
oscillation (QPO).28 One evidence of the relation between
galactic black hole systems and AGN would be the detection
and characterization of QPOs in AGN data.25 A unified
model for these objects of very different masses and time
scales would contribute greatly to the understanding of the
physical processes close to a black hole.
The AGN data were taken from the public archive of the
XMM-Newton satellite. The measured count rate of the pn-
CCD camera was background subtracted and binned to a
stepsize of dt¼ 50 s. The first light curve considered here is a
measurement of the Seyfert galaxy MCG-6-30-15 (MCG)
taken during the 303th revolution of the satellite around the
earth.29 The time series is shown in Fig. 3, top row. With a
duration of more than 120 kiloseconds (ks), or N¼ 2497 time
steps, it is the longest time series considered here. The bright
narrow-line Seyfert 1 galaxy Mrk 766 (Mrk) has been
observed by all main X-ray observatories. Here, a measure-
ment taken by the XMM-Newton satellite, revolution 999, is
used.30 The light curve is shown in Fig. 3, middle row. Power
density spectra have been analyzed by Markowitz et al.,30 and
a test for nonlinearity has previously shown a very significant
outcome.6 The significance of the detection of a QPO in
another measurement on Mrk31 was questioned by Benlloch
et al.32 The XMM-Newton observation of Ark 564 (Ark) dur-
ing revolution 930 is also examined33 (see Fig. 3, bottom row).
IV. RESULTS
A. Lorenz data
The delay time for the embedding of the mixed Lorenz
data is set to s¼ 2dt¼ 0.16 such that the attractor is clearly
FIG. 2. Comparing the symbolic networks of the nonlinear time series of
Fig. 1 and its AAFT surrogate. (a) The nodes (circles) of the network consist
of symbols which are associated to each step of the time series, containing
the ordinal pattern and amplitude information with L¼ 3, s¼ 2dt, and
Q¼ 25. The symbols of two successive time steps are connected by directed,
unweighted links whose end points are indicated by a thicker end. (b) The
corresponding degree distribution. The average degree ksym is marked by a
vertical line. (c) and (d) The same for the AAFT surrogate of the time series.
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reconstructed for mixing parameter m¼ 1 (the “pure”
Lorenz data). The appropriate embedding dimension d is
determined with the false nearest neighbor statistics.34 This
method confirms the absence of false neighbors in the case
of mixing parameter m¼ 1 for d¼ 3. To calculate the dis-
crimination power D(M) for the three measures M described
in Sec. II, the tests of size a¼ 0.05 are repeated 500 times.
For m¼ 0, one expects D(M)¼ a as there are no nonlinear-
ities present in the data and the null hypothesis is only
rejected by chance when comparing the linear time series to
the B¼ 1/a – 1 surrogates. Larger values of D(M) suggest
then that the measure M is susceptible to erroneously detect
nonlinearity in linear data. By increasing m, it can be studied
how well weak nonlinearities are detected by the measure.
Having checked that all tests perfectly detect the nonlinear-
ities for m> 0.6, we show results for the values of m in the
range m¼ 0, 0.05,…, 0.6.
Varying the lead time T, the best results for the NLPE
were found for T¼ 2dt¼ 0.16. The discrimination power
DðEÞ as a function of m can be seen in Fig. 4(a). The AAFT
surrogates erroneously reject the null hypothesis at m¼ 0,
where the series is a pure AR process, with a probability of
23%. This observation was used in Ref. 5 to argue the advan-
tages of the IAAFT algorithm which indeed shows a lower
percentage of false rejections. There, however, the perfor-
mance of the algorithms was not compared for time series
with spurious nonlinearities. In Fig. 4(a), it can be seen that
at m¼ 0.2, the rejection probability of the IAAFT algorithm
is still 5.2% which is very close to the size of the test. Before
using the FT algorithm, the data sets are rank-order-
remapped to a Gaussian distribution. The FT algorithm
shows a good performance, starting at about 7.6% at m¼ 0
and showing a rejection probability of 21.4% at m¼ 0.2.
The same embedding parameters d¼ 3 and s¼ 2dt are
used for the recurrence network. The threshold  is chosen
such that the average connectivity of the time series is
q¼ 0.01. The same threshold is then used for the surrogate
data. Figure 4(b) shows the discrimination power D(qrec) of
the test. The overall performance is similar to the NLPE, but
slightly weaker. For m¼ 0, the FT and the AAFT surrogates
have a slightly increased rejection probability of 8.8% and
10.2%, respectively. For intermediate values of the mixing
parameter, 0.1<m< 0.4, the AAFT surrogates again show a
high rejection probability, while the one for the IAAFT sur-
rogates is very low.
Since the role of the window length L of the ordinal
pattern is comparable to the embedding dimension d of time-
delay embedding, L¼ 3 is used for the generation of
symbolic networks. The same delay time s¼ 2dt is used as
for the embedding with delay coordinates. The amplitudes
are binned to Q¼ 25 bins. The performance is again compa-
rable to the NLPE (see Fig. 4(c)). AAFT surrogates have a
slightly increased rejection probability DðksymÞ ’ 9:8% at
m¼ 0, while, it is again smaller for the IAAFT surrogates at
intermediate values of m. Here, however, the difference in
performance of the three surrogate generating algorithms is
very small.
Varying the embedding dimension d to larger values has
only a weak influence on the results of the NLPE, while the
discrimination power of the recurrence networks is already
noticeably reduced for d¼ 4. Also the discrimination power
of the symbolic networks is substantially reduced for larger
FIG. 3. Detection of nonlinearities in AGN time series. (a) The MCG time series, consisting of N¼ 2497 steps. (b) The significances SðEÞ of the nonlinear pre-
diction error E as a function of delay time s. (c) The significances S(qrec) of the average connectivity qrec for recurrence networks as a function of s. (d) S(ksym)
for symbolic networks as a function of s. (e)–(h) The same for the Mrk time series consisting of N¼ 1540 steps. (i)–(l) The same for the Ark time series of
N¼ 1978 steps. The step length of all time series is dt¼ 50 s. To calculate the significance, 400 surrogates were generated for each of the surrogate generating
algorithms FT, AAFT, and IAAFT. For each measure, the 3r detection limit is shown as a dashed line.
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L. Increasing the lead time T of the NLPE has almost no
influence on the results.
The significance of tests based on a single realization of
the time series is shown in the insets of Fig. 4. To facilitate the
interpretation of the results for small m, the signed significance
is calculated as S6ðMÞ ¼ 6ðM  hfMsurrogiÞ=rðfMsurrog
which only yields large (positive) values if the measure M is
larger (Sþ) or smaller (S–) than the average value of the surro-
gates, in conformity with the one-sided test of D(M). For each
test, 200 surrogates were used. The AAFT surrogates yield val-
ues above or near the 3r detection limit for the NLPE and for
the symbolic networks already at m¼ 0. A peculiarity is the
negative value of SþðqrecÞ ’ 4 at m¼ 0 for the IAAFT sur-
rogate which indicates that this measure detects more nonline-
arity in the surrogates than in the (linear) time series. For
larger m, the transition to significant values is comparable to
the one of the discrimination power.
B. AGN light curves
One criterion of choosing the delay time s for the AGN
data is the first zero crossing of the autocorrelation function
which varies from about 150dt¼ 7.5 ks (Ark) to 350dt¼ 17.5
ks (MCG). A range of s¼ 7.5, 10, 12.5, 15, and 17.5 ks is
chosen. Determining the embedding dimension d, one has to
find a compromise between avoiding false neighbors and
maintaining enough data points due to the large delay times s
necessary for the data sets. d¼ 3 is a reasonable choice, as the
number of false neighbors is already well below 10% for
the AGN light curves considered here. The lead time for the
NLPE is set to T¼ 250 s, or 5 time steps. The significances
SðEÞ of the NLPE for the three AGN curves depend strongly
on the choice of the surrogate generation algorithm (see
Fig. 3, second column). The FT surrogates show high signifi-
cances for all curves. The AAFT surrogates show significant
values for the MCG and slightly significant values SðEÞ ’ 3:3
for the Ark, while the IAAFT surrogates stay near or below
the 3r detection limit for all curves.
The significances of the tests from the recurrence net-
works with d¼ 3 are shown in Fig. 3, third column, as a
function of delay time s. The AAFT algorithm yields high
significances for the MCG (S(qrec) ’ 10) and Ark (S(qrec)
’ 5) time series, while the other two algorithms show
smaller significances. For the Mrk time series, the FT surro-
gates yield the highest significance S(qrec)’ 4, and the
AAFT and IAAFT surrogates yield very low significances as
was already the case for the NLPE.
To achieve significant results for the symbolic network,
the sliding-window length is reduced to L¼ 2. The number of
bins Q¼ 25 is the same as for the Lorenz data. The obtained
significances S(ksym) are similar to those of the recurrence
networks, but smaller. The AAFT surrogates yield significant
values S(ksym) ’ 6 for the MCG data, and values very close
to the detection limit for the Ark data. As for the previous
tests, no significant values are obtained from AAFT or
IAAFT surrogates for the Mrk data.
The results depend rather weakly on the embedding
dimension d. While the significances of the NLPE decrease
with increasing d, S(qrec) tends to slightly increase for the FT
surrogates. No significant results for S(ksym) were obtained for
larger values of L. For d or L larger than 4, the number of data
points becomes too small for a reasonable analysis. Using the
signed significance defined in the caption of Fig. 4 only
changes the sign of some measures with insignificant values of
S< 1.
In Ref. 6, it was shown that the rank-ordered-remapping
steps of the AAFT and IAAFT algorithms can introduce cor-
relations in the Fourier phases of the surrogates. This may
lead to a nondetection of weak nonlinearities in the time
series. The FT surrogates, which are not rank-ordered-
remapped, are not prone to phase correlations by construc-
tion. In the following, we will examine nonlinearities in the
form of phase correlations in these surrogates for the Mrk
data, where the difference between the FT surrogates and the
(I)AAFT surrogates was most pronounced.
C. Phase correlations
In order to shed more light on the differences of the sur-
rogate generation algorithms, the Fourier phases are ana-
lyzed using phase maps.35 The phases of the Fourier modes
f/ig are plotted versus the phases f/iþDg of the modes that
FIG. 4. Detection of nonlinearities in the mixed Lorenz system (see Eq. (5)).
(a) Discrimination power DðEÞ of the nonlinear prediction error as a function
of mixing parameter m. Tests were carried out for 500 realizations of the
mixed Lorenz system and three surrogate generating algorithms AAFT,
IAAFT, and FT. The size a¼ 0.05 of the test is shown as a dashed line. (b)
The same for D(qrec) for the average connectivity of recurrence networks. (c)
The same for D(ksym) for the average degree of symbolic networks. For com-
parison, the signed significance of a single realization of the time series is
shown as an inset for each measure M as S6ðMÞ ¼ 6ðM  hfMsurrogiÞ
=rðfMsurrog. In the insets, the dashed line depicts the 3r detection limit and
the solid line S6¼ 0.
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were shifted by a phase shift D. For a linear time series, the
f/ng are independent, and thus scattered uniformly in the
square bounded by 6p. Structure in a phase map shows that
the f/ng are not independent, which means that the phases
contain information about the time series. One way to quan-
tify the correlation in the phase maps is to calculate the cross
correlation between f/ig and f/iþDg6
c Dð Þ ¼ h/i/iþDi
r f/igð Þr f/iþDg
  : (6)
The average is performed over all possible pairs of shifted
phases. c is normalized by the standard deviation of the
phases, rðf/igÞ.
The FT scheme, which stops after randomizing the
phases of the Fourier modes, is guaranteed to contain no
phase information. The rank-ordering (AAFT) and the itera-
tion scheme (IAAFT) can reintroduce phase correlations to
the surrogates that only at the beginning of the algorithms
were truly linear. As shown for AGN and financial market
data in Ref. 6, these nonlinearities lead to a non-detection of
nonlinearities in the time series.
In order to examine the impact of the phase correlations
on the measures for nonlinearity, the NLPE of 200 surrogates
of the Mkn data is plotted in Fig. 5(a) versus the cross corre-
lation c(D¼ 1) of the phase maps. The delay time of the
embedding is s¼ 12.5 ks. An anticorrelation for AAFT and
IAAFT surrogates is clearly visible. This anticorrelation is
quantified by calculating the cross correlation between E and
c; the values are shown in the legend of Fig. 5. For the FT
surrogates, there are no significant correlations.
Comparable results can be found for the recurrence net-
work. In Fig. 5(b), the average connectivity qrec is plotted
versus the cross correlation c(D¼ 1). The values are now
correlated instead of anticorrelated. This can be understood
by noting that nonlinearities in the surrogates, quantified by
a large value of c, lead to larger values of the average con-
nectivity qrec. In the case of the symbolic networks, where
the difference between FT and (I)AAFT surrogates was less
pronounced, ksym and c are again anticorrelated, but the mag-
nitude of the correlation coefficient is not as large as for the
other two measures (see Fig. 5(c)).
V. DISCUSSION
The measures for nonlinearity derived from networks
show a performance comparable to the NLPE when analyzing
synthetic data of the mixed Lorenz equations. The different
surrogate generating algorithms show the same tendencies for
all measures: The AAFT surrogates tend to have a larger
rejection probability, which may lead to a false rejection of
the null hypothesis, i.e., a detection of nonlinearity in a linear
data set. The IAAFT surrogates that were designed to over-
come this problem show a relatively small rejection probabil-
ity even when there is already a significant nonlinearity
present in the data. Such a nondetection of nonlinearity may
lead to a wrong (linear) modeling of the (nonlinear) system.
The FT surrogates show the expected increase of the rejection
probability when the nonlinearity is increased.
In the case of AGN data, the differences are more
severe. Significant values for all three light curves consid-
ered here are only obtained for the nonlinear prediction error
in combination with FT surrogates. The analysis confirms
that this measure is among the most robust measures for non-
linearity17 and also that FT surrogates are not prone to
induced nonlinearities during their generation.6 The results
suggest that the recurrence network is better suited to recon-
struct the underlying phase space than the symbolic network
which in all cases yields smaller significances. The tests
based on networks yield significant values with AAFT surro-
gates only for two of the three light curves considered here.
In the special case of the Mrk light curve, an analysis of
the phase relations of the AAFT and IAAFT surrogates
shows that these algorithms induce phase correlations in the
surrogate data which are correlated with the outcome of the
test for nonlinearity.6 These nonlinearities can explain the
great differences between the significances of the FT surro-
gates on the one hand, and the AAFT and IAAFT surrogates
on the other hand.
Analyzing the information encoded in the Fourier phases
provides additional insight into the nonlinearities of a time
series. In Ref. 36, the inverse approach was performed by ana-
lyzing the impact of manually created phase correlations on
the outcome of nonlinearity measures. The correlations in the
FIG. 5. Phase correlations in the surrogate data of the Mrk time series. (a) The
nonlinear prediction error E as a function of the cross correlation in the phase
maps c for D¼ 1 (see Eq. (6)). A strong anticorrelation between the measures
is clearly visible; the value of the cross correlation between E and c is given in
square brackets in the legend for each surrogate generating algorithm. (b) The
same for qrec calculated for recurrence networks. (c) The same for ksym calcu-
lated for symbolic networks. The values of the original time series are indi-
cated by a white diamond. The dashed lines are shown to guide the eye.
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Fourier phases may thus not only help for checking surrogates
for their linearity but also provide a powerful tool to discrimi-
nate linear from nonlinear time series.37
The analysis showed that surrogates provide a model-
independent statistical test for measuring nonlinearities also
in the rapidly evolving field of network analysis. Using FT
surrogates of data that were rank-order-remapped to a
Gaussian profile (or already obey a Gaussian distribution)
seems to be the safest choice. In Ref. 38, network measures
derived from the time series were compared to those of ran-
dom networks.39 It is probable that the outcome of the test
depends on the type of random network used. “Surrogate
networks” have also been proposed.40,41
To conclude, we have compared the tests for nonlinearity
derived from networks to the nonlinear prediction error. While
the performances are similar for the mixed Lorenz data, the
nonlinear prediction error in combination with FT surrogates
yields the most robust results for the real-world AGN data.
Recurrence networks in combination with AAFT surrogates
yield significant values only in two of the three AGN curves
considered here. In the analysis of the third curve, we found
phase correlations in the AAFT and IAAFT surrogates, which
lead to a nondetection of the nonlinearities. Similar but less
significant results are found for symbolic networks.
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