A technique is described and demonstrated for generating high-resolution 3-D images of the objects on the seabed, combining synthetic aperture sonar with bathymetric (interferometric) processing. This has applications in surveying of oil wells, pipelines and shipwrecks, and in defence in mine hunting. It is shown that the technique is very sensitive to platform motion errors, and ways are discussed by which the errors may be estimated and compensated. Practical results obtained with an experimental system in a test tank are presented and discussed, and a number of areas for further work are identified.
and leaves large undetected areas between the survey lines; multibeam systems have been developed which give improved coverage. An alternative technique, the bathymetric sidescan sonar, was developed in the 1970s, inferring the angle of arrival of an echo from the seabed (and, hence, the seabed topography) from the phase difference measured at two closely-spaced receivers [1] [2] [3] . A review of the historical development of the technique and of its principles of operation has been given by Denbigh [4] . Several commercial systems have been developed, notably the Bathyscan 300 and SeaMARC systems [5, 6] . The technique has some similarities to radar interferometry [7] , and has the same problem of unambiguous reconstruction of the surface, since the phase is only measured modulo-2 π .
Synthetic aperture techniques have been very successfully applied in radar, both from aircraft and from satellites. Several studies have shown that it is possible to apply synthetic aperture processing to sonar systems [8] [9] [10] [11] , and several experimental systems have been built and evaluated. A particular attraction of synthetic aperture systems is that the along-track resolution is independent of range (in principle equal to half the along-track dimension of the transducer array), so high-resolution images can be obtained without the need for a physically large array. A number of problems have been identified, some common to both radar and sonar and some particular to sonar. These have been the subject of research during the past two decades: (i) the stability of the sonar propagation medium, (ii) estimation and correction of motion errors, (iii) the sampling of the synthetic aperture (a consequence of the much lower velocity of propagation in the sonar case), and (iv) the processing required to form the synthetic aperture image. The first three, to some extent, remain and are discussed later in this paper; the fourth has been overtaken by increases in processing power and development of suitable processing architectures [12] .
Although bathymetric sidescan sonar and synthetic aperture sonar are both well-established techniques, their combination for high-resolution seabed mapping does not appear to have been explored. This represents an attractive proposition, both for high-resolution topographic mapping and for the detection and identification of objects on the seabed, and is perhaps a natural extension of current work in the radar domain, where interferometric synthetic aperture radar is widely used for topographic mapping, both from aircraft and from satellites [13] . Therefore, the purpose of this paper is to consider the combination of bathymetric (interferometric) processing with synthetic aperture processing, to present and discuss some initial experimental results, and to discuss some of the difficulties of practical implementation.
Theoretical background

Interferometry
The basis of the technique is as follows. A single transmit transducer carried by a moving platform (towfish or AUV) insonifies the target scene. The sets of echo signals received on two transducers, separated acrosstrack by a distance B are each used to form a synthetic aperture image.
If these images are coregistered, and the phase difference taken between corresponding pixels of the image, the result will be a fringe pattern (interferogram). Fig. 1 shows the geometry. The phase difference φ between the two signals corresponding to a given pixel will be a function of the interferometric baseline B and its orientation α , the sonar wavelength λ and the target height h :
The parameters that are measured by the sonar or assumed known are r 1 , H , B , α , λ and φ (although φ is modulo-2 π ). Hence; and so This shows that the target height h can be obtained from the measured interferometric phase φ . If this is done over the whole image it provides a 3-D version of the target scene, at the same spatial resolution as the original images.
Sensitivity to errors
It is important to know the sensitivity of the reconstructed target height to errors in the measured parameters. An approximation to eqn. 1 has been used, which is valid at long ranges or when ( α + θ ) is small: Partial differentiation of the appropriate equations then allows the sensitivities to be found:
These are evaluated in Table 1 , for parameter values appropriate to the experimental system described in Section 4, showing the permissible magnitude of each error term to each give a 1cm error in the reconstructed target height.
These appear very stringent, but the distinction should be drawn between uncertainties in knowledge of quantities which are constant over the aperture synthesis time, and quantities which vary more rapidly. The former are of less concern if only the relative seabed topography is of interest or if there is a calibration point within the image, but motion errors (particularly in roll angle α ) can lead to appreciable errors. Potential solutions to this problem are considered in Section 3 of this paper.
In some cases the interferogram will suffer from shadowing and layover. Shadowing occurs when part of the target scene is not visible to the sonar. The corresponding parts of the image will consist just of noise, and of course it is not possible to reconstruct the parts of the target scene that are shadowed. Layover occurs when there are two (or more) parts of the scene at different ground ranges but the same slant range. The signals from these parts of the target are superimposed, and it is not possible to separate them. These effects have been noted by Denbigh [3] , and he concludes that they are fundamental, and that it is necessary to avoid geometries that lead to such problems. Parameter values appropriate to the experimental system have been used, as follows: λ = 0.0375m ( f = 40kHz); B = 0.1125m (3 λ ); α = 30 ° ; θ = 71.5 ° ; r 1 = 4.75m
The undersampling problem
In any synthetic aperture system the pulse repetition frequency (PRF) must be sufficiently high to give adequate sampling of the synthetic aperture, in other words to avoid grating lobe responses within the main lobe of the real aperture beam. Thus, where v is the tow speed and d is the transducer alongtrack dimension. The maximum achievable cross-range resolution is just d /2. For a given platform velocity and cross-range resolution, there is a defined minimum PRF. Associated with this is a maximum unambiguous range R ˆ , such that:
Immediately this presents a problem: for a typical tow speed of 2m/s ( ≈ 4kts) and a desired cross-range resolution of 0.05m, the maximum unambiguous range is only 18.75m. There are several techniques that may be used to address this limitation:
(i) Slower tow speed: This is possible, but usually impractical, and in any case exacerbates the problem of motion errors discussed in Section 3.
(ii) Multiple along-track elements or beams: Instead of a single transducer, a number may be used to 'fill in' the spatial sampling of the synthetic aperture. This may be regarded as an intermediate stage between a totally synthetic array and a conventional towed array. Equally, multiple elevation beams can be used to extend the swath coverage [8] , though this requires low sidelobes in the elevation plane. In both cases the price paid is the additional complication of multiple transducers and receiver channels.
(iii) Wideband sonar: Chatillon et al . [14] have shown how a wide-bandwidth transmission can allow undersampling of the synthetic aperture, relying on the fact that the angular spacing of the ambiguous responses is itself a function of frequency. They discuss and compare three practical implementations in terms of resolution and computational complexity. However, whilst such a scheme can redistribute the ambiguous energy, it cannot completely suppress it, so its benefit remains questionable.
(iv) Multiple orthogonal transmissions: If a set of modulation codes can be found such that they individually possess favourable autocorrelation properties, but whose crosscorrelation properties are such that they are as nearly as possible orthogonal, then in principle it is possible to separate which echo belongs to which transmitted pulse. Some initial work in this area [15] has identified a promising set of four maximal length biphase codes, and hence a factor 4 increase in maximum unambiguous range, but it seems unlikely that the technique could give much greater improvement than that.
On balance, the use of multiple along-track transducers (or beams) appears to be the only completely reliable way of suppressing ambiguous energy, though limited additional use of some of the other techniques may reduce the number of additional transducers and receiver channels required. In any case, these effects will limit the use of the technique to relatively short ranges (a few hundred metres at most).
Target reconstruction
The phase values given by eqn. 1 are the only known modulo-2 π . To unambiguously reconstruct the target height it is necessary to add the appropriate number of cycles of phase, which is a process known as 'phase unwrapping'. In interferograms where the fringe spacing is large and the fringes are distinct this is in principle straightforward, but if the signal-to-noise ratio is poor and/or the fringes are closely-spaced, it can be possible to miss a fringe completely, introducing a gross error in the reconstructed height.
The equations above can be used to evaluate the fringe spacing for a flat surface, and the spacing of height ambiguities (that is, the target height above the surface corresponding to one complete cycle of interferometric phase). Fig. 2 shows the flat surface fringe spacing, and Fig. 3 the spacing of height ambiguities, using typical values of system parameters. These relations indicate that there should be an optimum choice of baseline for a given target scenario and set of sonar parameters, so that the fringes in the interferogram are sufficiently well spaced and unambiguous, whilst the reconstructed height values are still as accurate as possible. Various approaches to phase unwrapping have been proposed and evaluated. One of the most successful [16] works by identifying anomalies in phase progression round phase values of four pixels. An anomalous phase value will generate two so-called residues, one positive and one negative. After identifying the residues, the algorithm links the closest positive and negative residues, and then unwraps the phase by choosing paths which do not cross the links between residues. Some improvements over this basic algorithm are possible [17] . Also, the ambiguities that occur with a twoelement interferometer can be resolved using three (or more) transducers with unequal vertical spacing [3] .
Motion errors
The values in Table 1 have shown that the reconstructed target height is sensitive to errors in the knowledge of the system parameters, and in particular, to errors in the roll angle α . Other types of motion error are less amenable to analysis, so the sensitivity of the reconstructed height to this and other platform motion errors has been studied by simulation. Fig. 4 a shows the six types of platform motion error considered, which represent three rotational and three translation motion errors. The rotations mainly affect the beam orientation and hence the echo amplitude, while the translations mainly disturb the aperture sampling and hence cause distortion in the image [18] . However, for an interferometric system, some platform rotation motions also cause translation errors. Most notably the roll will cause a translation motion that is different for each of the two transducers. Since yaw and pitch will cause little distortion in the reconstructed 3-D image, the simulation only takes roll, sway, surge and heave into account. Fig. 4 b shows the geometry of the interferometric synthetic aperture sonar for which the results are presented. The two point targets are separated by 50cm and are at a height of 50cm from the seabed. The synthetic aperture length is 3m. The motion error used in this simulation has a sinusoidal variation of either 0.5 or 1.5 cycles over the aperture. The heights are reconstructed after filtering the synthesised image which removes all values below 1% of the maximum. The motion errors cause both an error in the reconstructed target height, and image distortion, which is evident as an increased sidelobe level in the point target responses. Table 2 shows the reconstructed target height in the presence of roll errors, comparing the results predicted by eqn. 10 with those from the simulation. The agreement is good, which gives confidence in the results of the simulation for other types of motion error. Table 3 shows the effects of roll, sway, surge and heave predicted by the simulation. These show that roll causes the most significant error in the reconstructed point-target height and therefore is the most important motion error. For sway and surge motions, although there is little deviation in the reconstructed target height, the heights of the spurious sidelobes are comparable to those of roll. The images reconstructed with heave have the lowest spurious sidelobe level for com- 3.0 λ 124 -33.1 -18.7 100 30 Φ : calculated maximum phase deviation from the ideal Sig. Err: reduction in the peak value of the synthesised image when compared to the image obtained with no noise SCR: ratio of the peak synthesised image value of the point target to the peak value corresponding to the clutter Tgt Ht Err: percentage change in the reconstructed height of the 3-D image of the point targets when compared to the ideal height Fl Ht Err: maximum height of the spurious sidelobes compared to the point target parable phase deviations, but the height error of the target are larger than those for sway and surge. The spurious sidelobes can in principle be reduced by using a higher noise threshold. Hence for large signal-tonoise ratio, the motion errors caused by sway, surge and heave are less significant, but for small signal-tonoise ratio they may be important.
Motion compensation
The preceding Section has shown that motion errors can cause significant errors in the reconstructed target height. It is also well-known that motion errors of this kind cause distortion (blurring) of synthetic aperture images. The errors can be estimated and compensated either by inertial navigation techniques, or using the image data itself by means of so-called autofocus methods. Of key importance is the relationship between the spatial scale (i.e. wavelength) of the error and the length of the synthetic aperture. In the following Section we review various autofocus techniques and comment on their potential to estimate and correct for errors in interferometry.
Autofocus techniques
Autofocus techniques rely on maximising some parameter of the image itself. Four common techniques are power spectra estimation, contrast optimisation, multilook registration, and phase gradient autofocus [20] [21] [22] [23] . The approach adopted in each of these techniques is described briefly below:
(i) Power spectra estimation: This technique uses the received signal from a single point scatterer, which will itself provide the phase history for a target with the towfish path. The matched filter can then be directly derived from this. However, in practice, if the image is badly focused then the identification of a single scatterer may not be reliable.
Alternatively the spectrum of the received signals may be used to estimate the bandwidth of the received signal (from all scatterers). In this process the phase is lost so the matched filter cannot be directly estimated, but from the extremes of the bandwidths the chirp rate can be determined and the matched filter estimated.
(ii) Contrast optimisation: This technique maximises the contrast of the image, the contrast being a statistical measure of the image. The contrast of a highly structured part of the image is maximised and then this is similarly applied to the surrounding image, or all of the image. This technique is described in more detail in Section 3.2 below.
(iii) Multilook image registration: Multilook registration divides the synthetic aperture into a number of subapertures, forming a separate image or 'look' with each. The looks are coregistered by cross-correlation, which yields an estimate of the motion errors. A disadvantage of this technique is that each of the image strips formed inevitably have a lower resolution due to the shorter aperture used for each image strip.
(iv) Phase gradient autofocus: This works by identifying strong targets in the distorted image as a function of range, employing a circular-shifting process to centre the targets in azimuth, windowing, and then integrating to estimate the actual parabolic sensor-target path, relying on the facts that the speckle will average to zero and the actual path is only a weak function of range. The algorithm is claimed to work even with images of low contrast.
All the above techniques rely on postprocessing an image containing at least one highly structural target which allows a reference for the autofocusing as opposed to background scatter. For this reason it may be necessary to deliberately place transponders within the target scene to allow proper operation of the autofocus algorithms. Also (particularly for the contrast optimisation and multilook registration algorithms), they will work best in correcting relatively low frequency errors, that is, of the same order as the synthetic aperture length. This suggests that the autofocus techniques may be complementary to the inertial navigation methods, the former correcting low-frequency errors and the latter correcting high frequency errors. The contrast optimisation autofocusing method was implemented and its application is now discussed.
Contrast optimisation
For this technique it is assumed that at areas within the image where there is highly structural content (e.g. a single scatterer) the standard deviation of the image can be used as a measure of the focus of the image; the sharper the focus the greater the maximum value of the target point on the image. The measure of contrast is then the standard deviation of the image, usually normalised by dividing by the image mean. The parameter which is adjusted as the independent variable in order to maximise the contrast is the along-track velocity. Evaluating the contrast against along-track velocity enables autofocusing to be implemented to detect effects of both along-track and across-track errors.
The motion errors that affect the focusing of an image are: across-track acceleration, along-track velocity and along-track acceleration. The defocusing effect of across-track acceleration can be related to an equivalent effect produced by along-track velocity, and hence both motion errors can be considered as one: the effective along-track velocity. Along-track acceleration, if not too significant, can be approximated in a piecewise fashion by velocity.
The contrast optimisation algorithm first identifies an image area of highly structural content on which the optimisation will be performed. This is taken to be an area where the signal-to-noise ratio is a maximum. The image area is then re-processed using a set of different along-track velocities in order to maximise the contrast parameter for the image area, as described above. When the optimum velocity has been determined (to the desired resolution) the complete image is reprocessed at this velocity to produce the focused image.
If the motion error varies significantly over the aperture then the optimum velocity evaluated for one area of the image may not be valid for other aperture positions. In this case the image may be divided into strips and the optimum velocity evaluated for a point of structural content within each strip. The velocity will then apply only to that strip. If there is no significant structural content within a strip then an adjacent velocity may be an adequate estimate.
Some experimental results using the contrast optimisation autofocus algorithm are presented in the following Section.
Discussion
Autofocus algorithms have demonstrated good performance in focusing aircraft-borne synthetic aperture radar images, and the results presented in the following Section show that equivalent performance can be obtained with synthetic aperture sonar. It is less clear, though, how they can be used to estimate and correct for motion errors in interferometry.
One possibility for the correction of roll errors is as follows. A roll motion will cause different gross Doppler shifts on the echoes received at the two transducers forming the interferometer. It is known that the effect of a Doppler shift f D is to cause an azimuth shift in the synthetic aperture image of By estimating the differential azimuth shift, the Doppler shift and hence the roll rate can be derived. If this is done for successive azimuth strips (the width of each strip depending on the likely spectrum of roll error), the sequence of roll rate values can in principle be integrated, with an assumed initial value for roll angle, to give absolute roll angles. The feasibility of this technique remains to be evaluated.
Experimental results
General description of the experimental system
An experimental synthetic aperture sonar system has been designed and built at Loughborough University. This operates in an indoor tank which measures 9m × 5m × 2m. The system parameters were dictated principally by the dimensions of the tank and the available sonar hardware, and can be summarised as follows: frequency of operation 40kHz maximum aperture 4.5m maximum range 5m platform speed (adjustable) 0.02m/s pulse repetition rate (adjustable) 1Hz
In particular, to investigate the problems of estimation and correction of motion errors, controllable errors can be introduced by means of four stepper motors which control roll, heave, sway and yaw along the length of the synthetic aperture. Fig. 5 shows a block diagram of the system. The transmit pulse is generated by a versatile signal generator which is connected to a 486 PC bus by an interface card. The system can be programmed to generate either a simple sine pulse with adjustable amplitude, frequency, pulse length and repetition rate, or more complicated types of modulation. Separate transducers are used for transmit and receive. The vertical plane beam pattern is shaped to reduce unwanted reflections from the water surface. The received signals from the transducers are connected through preamplifiers to a 16-channel 16-bit ADC board (sample rate = 250kHz) which plugs into the same 486 PC used to generate the transmit pulse. The receiver board stores the data in onboard RAM before transferring it to the PC. The data collected is transferred through the departmental Ethernet network to a SPARC-10 workstation where the data processing is carried out. Matlab software is used for this purpose.
Experimental results of contrast optimisation autofocusing
A target consisting of ping-pong balls cemented to a backing sheet in such a fashion to form the letters 'LUT' was used as the target to be imaged. Fig. 6a shows the image without autofocus. Only with previous knowledge of the target can the blurred image be identified. Fig. 6b shows the image after application of the autofocus algorithm. Here the optimum velocity has been used to re-evaluate the complete image. An improvement is seen and the target can now be identified although it still contains a significant amount of blurring. Fig. 6c shows the effect of dividing the image (in the along-track direction) into five equal strips. Within each of these strips the autofocusing is independently performed. Further improvement is evident, especially so on the character 'T'.
The motion error used to degrade the original image was that of an across-track displacement of one sine wave cycle over the full length of the aperture, with a peak amplitude of twice the carrier wavelength (i.e. 7.5cm). The portion of image shown in the above figures is only a section of the aperture containing the target and hence the variation is a fraction of a cycle. The motion error is not constant over the target section and hence better autofocusing was achieved when the image was focused as different strips.
Experimental results of synthetic aperture interferometry
The experimental system has been used to obtain 3-D images of various kinds of targets. Figs. 7-9 show the results obtained with a target consisting of a pile of breeze blocks and bricks; Figs. 10-12 show results with a nine-rung ladder inclined against the wall of the tank. Both of these were obtained without deliberately introducing any motion errors, and the 3-D target reconstruction was carried out using prior knowledge of the approximate target shape. In both cases a recognisable 3-D representation of the target was obtained, both qualitatively and quantitatively. Similar results have been achieved with cylindrical oil drum targets, demonstrating the potential of the technique for mine detection.
Discussion and conclusions
The experimental results achieved to date demonstrate the feasibility of high-resolution interferometric synthetic aperture sonar, at least under laboratory test tank conditions. The principal outstanding problems in a 'real' system will be those of motion compensation and of sampling (particularly with a high-resolution system at medium range), but none of them appears insuperable.
The effects of shadowing and layover mean that a target may appear rather different from its optical appearance, so it will also be important to evaluate the 'signatures' of different types of targets imaged using this sort of system.
A larger, more ambitious experimental system is currently being planned for sea trials which will allow the solutions to these problems to be explored in greater detail. The use of a higher frequency and broadband transducers (between 100 and 200kHz) will allow broadband techniques to be evaluated in this application, although a higher frequency will exacerbate the problems of estimating and compensating the motion errors. 
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