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Abstract
The inversion of extremely high order matrices has been a challenging
task because of the limited processing and memory capacity of conven-
tional computers. In a scenario in which the data does not fit in memory,
it is worth to consider exchanging less memory usage for more processing
time in order to enable the computation of the inverse which otherwise
would be prohibitive. We propose a new algorithm to compute the inverse
of block partitioned matrices with a reduced memory footprint. The algo-
rithm works recursively to invert one block of a k×k block matrix M , with
k ≥ 2, based on the successive splitting of M . It computes one block of the
inverse at a time, in order to limit memory usage during the entire pro-
cessing. Experimental results show that, despite increasing computational
complexity, matrices that otherwise would exceed the memory-usage limit
can be inverted using this technique.
1 Introduction
Matrix inversion is a computation task necessary in many scientific applica-
tions, such as signal processing, complex network analysis, statistics [14] and
some eigenvalue-related problems [8], to name just a few. There are some
commonly available matrix inversion algorithms for nonsingular matrices, like
Gaussian elimination, Gauss-Jordan, LU Decomposition and Cholesky decom-
position. The majority of these algorithms are computationally intensive in
use of memory and processor. For example, computing the inverse of a n × n
matrix with the Gauss-Jordan method has computational complexity of O(n3)
and memory storage complexity of O(n2). This can forbid the applicability of
such methods for large-scale matrices, mainly, because data may simply not fit
in memory.
Working with big data is a situation becoming increasingly common in to-
day’s world due to advances in sensor and communication technologies and to
the evolution of digital data. This has become a challenging task because the
handled data exceed conventional sizes and are often collected at speed greater
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than the processing and memory capacity of conventional computers can handle.
In classification (or regression) problems [1], for example, inverting matrices of
extremely high order can lead to exceeding the computer memory capacity just
to store its inverse. Many algorithms were developed with the objective to speed
up the processing of large matrix computations. In the sequel, we list a few of
those efforts regarding block and recursive algorithms.
The use of block partitioned matrices is commonly used to cut down pro-
cessing time of matrix computations. Block matrices may occur naturally due
to the ordering of the equations and the variables in a wide variety of scien-
tific and engineering applications, such as in the incompressible Navier-Stokes
equations [9], mixed finite elements approximation of elliptic partial differential
equations [7], optimal control [4], electrical networks [5] and the Strassen’s Algo-
rithm [18] for fast matrix multiplication. Algorithms that manipulate matrices
at the block level are often more efficient because they are more abundant in
level-3 operations [10], and thus, can be implemented recursively.
There are many related papers on the inverse of block matrices. In [12],
the authors provide inverse formulae for 2 × 2 block matrices applied in block
triangular matrices and various structured matrices such as Hamiltonian, per-
Hermitian and centro-Hermitian matrices. The inversion of block circulant ma-
trices has been extensively investigated in [3] and [21]. Also, in [11], the authors
suggest the use block preconditioner for the block partitioned matrices.
Likewise, recursive algorithms have been applied in [3], [13] and [20] for the
inversion of particular cases of matrices, such as circulant-structured matrices.
In [13] a recursive method is proposed for the LU decomposition of a real sym-
metric circulant matrix. In [3], a recursive algorithm is applied to calculate
of the first block row of the inverse of a block circulant matrix with circulant
blocks. And, finally, in [20], the authors propose a recursive algorithm based on
the inversion of k× k block matrices for cases of matrices with circulant blocks
based on the previous diagonalization of each circulant block.
In addition, in [19], the authors propose an efficient method for the inver-
sion of matrices with U -diagonalizable blocks (being U a fixed unitary matrix)
by utilizing the U -diagonalization of each block and subsequently a similarity
transformation procedure. This approach allows getting the inverse of matrices
with U -diagonalizable blocks without having to assume the invertibility of the
blocks involved in the procedure, provided certain conditions met.
Despite these numerous efforts, the inversion of large dense matrices is still
challenging for large datasets. In a scenario in which the data does not fit in
the memory, exchanging less memory usage for more processing time could be
an alternative to enable the computation of the inverse which otherwise would
be prohibitive.
In this paper, motivated by the preceding considerations, we introduce a
recursive method for the inversion of a k × k block matrix M ∈ Rm×m with
square blocks of order b. The basic idea of this algorithm, called Block Recursive
Inversion (BRI), lies in the determination of one block of the inverse of the
matrix at a time. The method is based on the successive splitting of the original
matrix into 4 square matrices of an inferior order, called frames. For this, it is
2
considered two stages, namely the forward recursive procedure and backward
recursive procedure. The forward recursive procedure terminates after k − 2
steps when the resulting frames have 2× 2 blocks. Thereafter, in the backward
recursive procedure, for each 4 frames generated, operations are carried out
reducing them to a single block. Differently from those proposed in [3, 13, 20],
our recursive algorithm may be applied for inverting any M ∈ Rm×m, provided
that M is nonsingular and that all submatrices that need to be inverted in the
recurrent procedure are also nonsingular.
The recursive algorithm proposed in [20] presents lower computational com-
plexity than the BRI in inversion processes for the cases of matrices with cir-
culant blocks. However, for the cases that the data do not fit in memory, using
the BRI might be more adequate since it has lower memory storage complexity.
Besides requiring a much smaller memory footprint to work, having an algo-
rithm that computes only parts of the inverse at a time may be useful for some
applications. In [1], for example, only the diagonal blocks of the kernel matrix
of the Least Squares Support Vector Machine (LS-SVM) are used to compute
the predicted labels in the cross-validation algorithm. Thus, it is not strictly
necessary to compute and, in fact, store in memory the entire inverse of the
kernel matrix.
This paper is organized as follows. In Section 2, we introduce some notations
and summarize the main definitions about the inversion of 2× 2 block matrices
using Schur Complement. In Section 3, we present the proposed recursive algo-
rithm. In Section 4, we demonstrate a representative example of the recursive
inversion of 4×4 block matrices. So, we introduce details of the implementation
in Section 5. In Section 6, we present the complexity analysis of the proposed
algorithm, including an investigation of the cost of memory storage computa-
tional. In Section 7, we describe the experiments as well as the results obtained.
Finally, in Section 8, we present the conclusions and future works this research.
2 Preliminaries
In this section, we begin with some basic notations which are frequently used
in the sequel.
Let M ∈ Rm×m be a nonsingular matrix composed of square blocks Mαβ of
the same order
M =
 M11 · · · M1k... . . . ...
Mk1 · · · Mkk
 , (1)
where Mαβ designates the (α, β) block. With this notation, block Mαβ has
dimension b× b, with b = m
k
, and M = (Mαβ) is a k × k block matrix.
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Assume that M−1 is the inverse matrix of M . So,
M−1 =
 N11 · · · N1k... . . . ...
Nk1 · · · Nkk
 . (2)
Assigning k = 2 results in a 2× 2 block matrix as
M =
[
A B
C D
]
, (3)
where A := M11, B := M12, C := M21, and D := M22; and M
−1 is its inverse
matrix as
M−1 =
[
E F
G H
]
, (4)
where E := N11, F := N12, G := N21, and H := N22.
If A is nonsingular, the Schur complement of M with respect to A[22], de-
noted by (M/A), is defined by
(M/A) = D − CA−1B. (5)
Let us remark that it is possible to define similarly the following Schur
complements
(M/B) = C −DB−1A, (6)
(M/C) = B −AC−1D, and (7)
(M/D) = A−BD−1C, (8)
provided that the matrices B, C, and D are nonsingular only in (6), (7), and
(8), respectively [6].
Considering the D block, if both M and D in (3) are nonsingular, then
(M/D) = A−BD−1C is nonsingular, too, and M can be decomposed as
M =
[
I BD−1
0 I
] [
(M/D) 0
0 D
] [
I 0
D−1C I
]
, (9)
where I is the identity matrix. In this case, the inverse of M can be written as
M−1 =
[
I 0
−D−1C I
] [
(M/D)−1 0
0 D−1
] [
I −BD−1
0 I
]
=
[
(M/D)−1 −(M/D)−1BD−1
−D−1C(M/D)−1 D−1+D−1C(M/D)−1BD−1
]
. (10)
The formulation in (10) is well known and has extensively been used in
dealing with inverses of block matrices [16].
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3 Block Recursive Inversion algorithm
It is worth noting that, according to (10), to get E just calculate the inverse of
Schur complement of D in M .
Following this premise, it was observed that to obtain the block N11 of the
inverse of the k×k block matrix M , with k > 2, one should successively split M
into 4 submatrices of the same order, called frames, until the resulting frames are
2×2 block matrices. Then, for each resulting 2×2 frame, the Schur complement
should be applied in the opposite direction of the recursion, reducing the frame
to a single block, which should be combined with the other 3 blocks of the
recursion branch to form 2× 2 frames that should be reduced to single blocks,
successively. Finally, N11 is obtained by calculating the inverse of the last block
resulting from the reverse recursion process. For this, all submatrices which are
required to be inverted in the proposed algorithm must be nonsingular.
For a better understanding, the algorithm will be explained considering two
stages, namely the forward recursive procedure and backward recursive procedure.
For this, consider (1) as the input block matrix.
3.1 Forward recursive procedure
Step 1: Split the input, a k × k block matrix M , into four (k − 1) × (k − 1)
block matrices M〉A, M〉B , M〉C , and M〉D, called frames, excluding one of the
block rows of M and one of the block columns of M as follows.
The frame M〉A results from the removal of the lowermost block row and
rightmost block column of M ; M〉B results from the removal of the lowermost
block row and leftmost block column of M ; M〉C results from the removal of
the uppermost block row and rightmost block column of M and, finally, M〉D
results from the removal of the uppermost block row and leftmost block column
of M , as shown in (11).
M〉A =
 M11 · · · M1(k−1)... . . . ...
M(k−1)1 · · · M(k−1)(k−1)
 , (11)
M〉B =
 M12 · · · M1k... . . . ...
M(k−1)2 · · · M(k−1)k
 ,
M〉C =
 M21 · · · M2(k−1)... . . . ...
Mk1 · · · Mk(k−1)
 ,
M〉D =
 M22 · · · M2k... . . . ...
Mk2 · · · Mkk
 .
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Step 2: Exchange block rows and/or block columns until block M22 reaches
its original place, namely, second block row and second block column. In this
case, in the FrameM〉A, no exchange occurs. InM〉B , it is necessary to exchange
the two leftmost block columns. In M〉C , it is necessary to exchange the two
uppermost block rows. And, finally, in M〉D, simply exchange the two leftmost
block columns and the two uppermost block rows. So, applying these exchanges
results in
M〉A =

M11 M12 · · · M1(k−1)
M21 M22 · · · M2(k−1)
M31 M32 · · · M3(k−1)
...
. . .
...
M(k−1)1 M(k−1)2 · · · M(k−1)(k−1)
 ,
M〉B =

M13 M12 · · · M1k
M23 M22 · · · M2k
M33 M32 · · · M3k
...
...
. . .
...
M(k−1)3 M(k−1)2 · · · M(k−1)k
 , (12)
M〉C =

M31 M32 · · · M3(k−1)
M21 M22 · · · M2(k−1)
M41 M42 · · · M4(k−1)
...
...
. . .
...
Mk1 Mk2 · · · Mk(k−1)
 , and
M〉D =

M33 M32 · · · M3k
M23 M22 · · · M2k
M43 M42 · · · M4k
...
...
. . .
...
Mk3 Mk2 · · · Mkk
 .
Next, split each one of the frames in (12), M〉A, M〉B , M〉C , and M〉D into
four (k−2)× (k−2) frames, excluding one of its block rows and one of its block
columns, as instructed in Step 1. For example, splitting the frame M〉D results
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in
M〉D〉A =

M33 M32 · · · M3(k−1)
M23 M22 · · · M2(k−1)
M43 M42 · · · M4(k−1)
...
...
. . .
...
M(k−1)3 M(k−1)2 · · · M(k−1)(k−1)
 ,
M〉D〉B =

M32 M34 · · · M3k
M22 M24 · · · M2k
M42 M44 · · · M4k
...
...
. . .
...
M(k−1)4 M(k−1)2 · · · M(k−1)k
 , (13)
M〉D〉C =

M23 M22 · · · M2(k−1)
M43 M42 · · · M4(k−1)
M53 M52 · · · M5(k−1)
...
...
. . .
...
Mk3 Mk2 · · · Mk(k−1)
 , and
M〉D〉D =

M22 M24 · · · M2k
M42 M44 · · · M4k
M52 M54 · · · M5k
...
...
. . .
...
Mk2 Mk4 · · · Mkk
 .
Step i: For each of the (k − (i − 1)) × (k − (i − 1)) frames resulting from
the previous step (Step i − 1), M〉i−1A , M〉i−1B , M〉i−1C and M〉i−1D , make the
permutation of block rows and/or blocks columns and then generate more four
(k − i)× (k − i) frames, M〉iA, M〉iB , M〉iC and M〉iD, excluding one of its block
rows and one of its block columns in an analogous manner to what was done in
Step 2 to the frames resulting from Step 1. Repeat Step i until i = k − 2.
The superscript number to the ”〉” symbol indicates the amount of these
existing symbols, including those not represented. Thus, it denotes M〉yx with
y ∈ N∗ and x ∈ {A,B,C,D}.
3.2 Backward recursive procedure
Step 1: For each of the resulting 2 × 2 frames from the Step k − 2 in the
forward recursive procedure, in Subsection 3.1, M〉k−2A , M〉k−2B , M〉k−2C , and
M〉k−2D , compute the Schur complement of M22 to generate the blocks: 〈M〉k−2A ,
〈M〉k−2B , 〈M〉k−2C , and 〈M〉k−2D , using (8), (7), (6), and (5), in this order. The
”〈” symbol indicates that the Schur complement operation was done on the
respective frame.
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Step 2: Assemble 〈M〉k−3A 〉, 〈M〉k−3B 〉, 〈M〉k−3C 〉, and 〈M〉k−3D 〉, joining the
four frames that were originated by each in the forward recursive procedure
previously reported in Subsection 3.1, in the following way:
〈M〉k−3A 〉 =
[ 〈M〉k−3A 〉A 〈M〉k−3A 〉B
〈M〉k−3A 〉C 〈M〉k−3A 〉D
]
, (14)
〈M〉k−3B 〉 =
[ 〈M〉k−3B 〉A 〈M〉k−3B 〉B
〈M〉k−3B 〉C 〈M〉k−3B 〉D
]
, (15)
〈M〉k−3C 〉 =
[ 〈M〉k−3C 〉A 〈M〉k−3C 〉B
〈M〉k−3C 〉C 〈M〉k−3C 〉D
]
, (16)
〈M〉k−3D 〉 =
[ 〈M〉k−3D 〉A 〈M〉k−3D 〉B
〈M〉k−3D 〉C 〈M〉k−3D 〉D
]
. (17)
Then, for each of these 2 × 2 block matrices, calculate the Schur complement
applying (8), (7), (6), and (5), in this order, generating the blocks: 〈〈M〉k−3A 〉,
〈〈M〉k−3B 〉, 〈〈M〉k−3C 〉, and 〈〈M〉k−3D 〉.
Step i: Considering each four branches of the recursion, repeat the previous
step generating frames 〈iM〉k−(i−1)A 〉i−1, 〈iM〉k−(i−1)B 〉i−1, 〈iM〉k−(i−1)C 〉i−1, and
〈iM〉k−(i−1)D 〉i−1, until i = k − 2 and thus get 〈k−2M〉A〉k−3, 〈k−2M〉B〉k−3,
〈k−2M〉C〉k−3, and 〈k−2M〉D〉k−3.
Step k−1: Assemble 〈k−2M〉k−2 from 〈k−2M〉A〉k−3, 〈k−2M〉B〉k−3, 〈k−2M〉C〉k−3,
and 〈k−2M〉D〉k−3, in the following way:
〈k−2M〉k−2 =
[ 〈k−2M〉A〉k−3 〈k−2M〉B〉k−3
〈k−2M〉C〉k−3 〈k−2M〉D〉k−3
]
. (18)
And, finally, calculate the Schur complement of 〈k−2M〉k−2 with respect to
〈k−2M〉D〉k−3 using (8). Thus, the inverse of the matrix corresponding to N11
corresponds to
N11 = (〈k−2M〉k−2/〈k−2M〉D〉k−3)−1. (19)
It is worth noting that with a suitable permutation of rows and columns,
we can position any block in the upper left-hand corner of M and get the
corresponding inverse to this block with respect to M .
Since the dimension m and the number of blocks k of M are arbitrary, for
the cases of the order b of each block being b = mk , with b /∈ N, it is possible to
consider a matrix Γ as an augmented matrix of M as follows.
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Let m be the order of a square matrix M ∈ Rm×m, k be the arbitrary number
of blocks that we want to partition the input matrix of the BRI algorithm and
l the minimum integer with m+lk ∈ N. The augmented matrix of M is
Γ =
[
M 0
0T I
]
, (20)
with Γ = M for mk ∈ N, where 0 is the (m × l) zero matrix and I the identify
matrix of order l. This way, the matrix Γ may be partitioned in k blocks and
the inverse M−1 of M will be derived by applying the BRI algorithm to the
matrix Γ.
Thus, we have that the inverse of Γ is:
Γ−1 =
[
M−1 0
0T I
]
. (21)
4 An example: inverse of 4× 4 block matrices
In order to clarify the operation of the proposed algorithm of the inversion of
k × k block matrices, this section presents the process of inverting of a 4 × 4
block matrix.
The basic idea of the recursive algorithm, as shown in Section 3, for the
inversion of 4 × 4 block matrices lies in the fact that in each step the involved
matrices are split into four square matrices of the same order until getting to
2× 2 block matrices.
Consider that a nonsingular 4b× 4b matrix M can be partitioned into 4× 4
blocks of order b as
M =

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
 (22)
and M−1 is its inverse matrix:
M−1 =

N11 N12 N13 N14
N21 N22 N23 N24
N31 N32 N33 N34
N41 N42 N43 N44
 . (23)
Now, consider four square matrices of order 3b generated from M by the
process of excluding one of its block rows and one of its block columns, as
shown in Step 1 of Subsection 3.1. After positioning the block M22 in its original
position in M (Step 2), these frames are as follows:
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M〉A =
 M11 M12 M13M21 M22 M23
M31 M32 M33
 , M〉B =
 M13 M12 M14M23 M22 M24
M33 M32 M34
 , (24)
M〉C =
 M31 M32 M33M21 M22 M23
M41 M42 M43
 , and M〉D =
 M33 M32 M34M23 M22 M24
M43 M42 M44
 .
Thus, recursively, each of the frames M〉A, M〉B , M〉C and M〉D will be
divided into four 2 × 2 frames, applying the rules discussed in Subsection 3.1
(Steps 2 and i). This process is illustrated in Figure 1.
Splitting, for example, the M〉B frame, the following frames are obtained:
M〉B〉A =
[
M13 M12
M23 M22
]
, M〉B〉B =
[
M12 M14
M22 M24
]
, (25)
M〉B〉C =
[
M23 M22
M33 M32
]
, and M〉B〉D =
[
M22 M24
M32 M34
]
.
As the Step 1 of Subsection 3.2, assuming M22 as nonsingular and using (8),
(7), (6) and (5), in that order, the Schur Complement of M22 for each of the
frames in (25) are calculated:
〈M〉B〉A = (M〉B〉A/M22) = M13 −M12M−122 M23; (26)
〈M〉B〉B = (M〉B〉B/M22) = M14 −M12M−122 M24; (27)
〈M〉B〉C = (M〉B〉C/M22) = M33 −M32M−122 M23; (28)
〈M〉B〉D = (M〉B〉D/M22) = M34 −M32M−122 M24. (29)
Running the Step 2 of the backward recursive procedure from the recursion
algorithm presented in Subsection 3.2, produces:
〈M〉A〉 =
[ 〈M〉A〉A 〈M〉A〉B
〈M〉A〉C 〈M〉A〉D
]
, (30)
〈M〉B〉 =
[ 〈M〉B〉A 〈M〉B〉B
〈M〉B〉C 〈M〉B〉D
]
, (31)
〈M〉C〉 =
[ 〈M〉C〉A 〈M〉C〉B
〈M〉C〉C 〈M〉C〉D
]
, and (32)
〈M〉D〉 =
[ 〈M〉D〉A 〈M〉D〉B
〈M〉D〉C 〈M〉D〉D
]
(33)
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Assuming M22, 〈M〉A〉D, 〈M〉B〉C , 〈M〉C〉B , and 〈M〉D〉A as nonsingular
and using (8), (7), (6) and (5), in that order, the Schur Complement calculated
for each of the frames are:
〈〈M〉A〉 = (〈M〉A〉/〈M〉A〉D) (34)
= 〈M〉A〉A − 〈M〉A〉B〈M〉A〉−1D 〈M〉A〉C
〈〈M〉B〉 = (〈M〉B〉/〈M〉B〉C) (35)
= 〈M〉B〉B − 〈M〉B〉A〈M〉B〉−1C 〈M〉B〉D
〈〈M〉C〉 = (〈M〉C〉/〈M〉C〉B) (36)
= 〈M〉C〉C − 〈M〉C〉D〈M〉C〉−1B 〈M〉C〉A
〈〈M〉A〉 = (〈M〉D〉/〈M〉D〉A) (37)
= 〈M〉D〉D − 〈M〉D〉C〈M〉D〉−1A 〈M〉D〉B
So, as the Step k−1 of Subsection 3.2, let 〈〈M〉〉 be a block matrix generated
by matrices resulting from (34), (35), (36), and (37), as shown in Figure 2.
〈〈M〉〉 =
[ 〈〈M〉A〉 〈〈M〉B〉
〈〈M〉C〉 〈〈M〉D〉
]
(38)
Thus, 〈〈M〉〉 is a 2 × 2 block matrix generated from the original 4 × 4 block
matrix. So, in order to get N11, simply get the inverse of Schur complement of
〈〈M〉D〉 in 〈〈M〉〉, following the same formula used to get E, shown in the upper
left-hand corner of (10), namely (M/D)−1 = (A−BD−1C)−1.
Applying this formula, we have
N11 = (〈〈M〉〉/〈〈M〉D〉)−1 (39)
= (〈〈M〉A〉 − 〈〈M〉B〉〈〈M〉D〉−1〈〈M〉C〉)−1.
M
4×4
M〉A
3×3
M〉A〉A
2×2
M〉A〉B
2×2
M〉A〉C
2×2
M〉A〉D
2×2
M〉B
3×3
M〉B〉A
2×2
M〉B〉B
2×2
M〉B〉C
2×2
M〉B〉D
2×2
M〉C
3×3
M〉C〉A
2×2
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Figure 1: Forward recursive procedure
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Figure 2: Backward recursive procedure
5 Implementation
The Block Recursive Inversion algorithm proposed in Section 3 has been imple-
mented in C++ language, using the linear algebra library Armadillo [17] for the
inversion of the b× b blocks in the backward procedure.
Due to the recursive structure of the algorithm, it is possible to store only a
few b× b blocks in order to perform the whole computation. This feature allows
the inversion of virtually any size of matrix to be computed using an amount of
memory that scales only with the levels of recursion. In fact, if the backward
recursion is computed sequentially, branch by branch, and if we assume that the
inversion of a b × b matrix can be computed in place and consumes only twice
the size of a b× b matrix, it can be shown that each branch needs only O(b2) of
memory storage in order to complete its computation (see Subsection 6.1).
Additionally, for problems which the matrix to be inverted can be computed
element by element, such as in the training of LS-SVMs [1], it is not needed
to store the original matrix. It can be computed, element by element, from a
function of the input data that, although need to be stored, it is often many
orders of magnitude smaller. For this application, it might not even be necessary
to compute all blocks of the inverse, since the cross-validation procedure only
needs the blocks closer to the main diagonal to be performed.
However, since the BRI computes one only block of the inverse, namely the
upper left block for computing the complete inverse, it is necessary to run the
algorithm k2 times with suitable permutation of rows and columns in order to
compute all blocks of the inverse.
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6 Complexity analysis
The complexity analysis of the BRI can be built based on the amount Schur
complement operations that must be applied to the 2×2 block matrices in each
step of the backward recursive procedure described in Subsection 3.2. The for-
ward procedure does not contain arithmetic operations. Consider the following
basic facts.
(a) The computational cost of the product XY of two blocks X and Y of
order b is O(b3);
(b) The computational cost of the inverse X−1 of a block X of order b is
O(b3);
(c) The definition of Schur complements in (8), (7), (6) and (5) requires each
1 matrix inversion and 2 matrix multiplications for blocks of the order b.
Hence, the computational cost of a Schur complement operation is O(3b3).
Theorem 1. Let M ∈ Rm×m be an invertible k× k block matrix with blocks of
order b. Then, the complexity CBRI(k, b) of the BRI algorithm for the inversion
of M is
CBRI(k, b) = O(k2b34k). (40)
Proof. According to the basic idea of the BRI algorithm, at step i (i = 1, . . . , k−
1) of the backward recursive procedure presented in Subsection 3.2, we have
(4k−1−i) 2 × 2 block matrices, with blocks of order b, to calculate the Schur
complement by means of (8), (7), (6) and (5). Thus, by taking property (c) into
account at step i (i = 1, . . . , k−1) of the backward recursive procedure, we need
3b34k−1−i operations. Furthermore, at the last step k − 1, we have to invert
the last 2 × 2 block matrix to get N11, which is one block of M−1. Thereby,
we need more k2− 1 executions of the BRI algorithm to get the other blocks of
M−1. Therefore, the proposed algorithm has a complexity of
CBRI(k, b) = (
k−1∑
i=1
3b34k−1−i + b3)k2 = O(k2b34k). (41)
6.1 Memory cost analysis
According to the proposed implementation of BRI in Section 5, it is possible to
store only a few b× b blocks in order to perform the whole computation due to
the recursive structure of the algorithm.
Theorem 2. Let M ∈ Rm×m be an invertible k× k block matrix with blocks of
order b. Then, the memory cost MCBRI of the BRI algorithm for the inversion
of M is
MCBRI = O(b2). (42)
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Proof. Suppose that it is not needed or that it is not possible to store M in the
main memory. Furthermore, each element of M is accessed only to apply the
Schur complement operations. So, let the needed memory storage for one block
of M of order b be b2 units. Suppose that the backward recursive procedure
defined in Subsection 3.2 is computed sequentially, branch by branch. Thus,
to calculate the Schur complement operation of the 2 × 2 block matrix with
blocks of order b, involved in each branch, it is necessary only 3b2 units of
memory to store the 2 operators involved and the respective result for each
multiplication operation, inversion of block and subtraction operation. So we
need 3(b)2 units to calculate the Schur complement operation at each branch
per level i (i = 1, . . . , k − 1) of the backward recursion process. Furthermore,
b2 more units of memory are necessary to store a block in level i while the
Schur complement calculation on a branch of level i− 1 finishes. Therefore, the
proposed algorithm has a memory cost of
MCBRI = 3(b)
2 + (b)2 = O(b2). (43)
It is worth to remark that of the complexity CLU (k, b) and memory cost
MCLU of the LU decomposition and numerical inversion of the matrix M is of
order
CLU (k, b) = O(k3b3) (44)
and
MCLU (k, b) = O(k2b2). (45)
Consequently, the LU method is faster than BRI algorithm. On the other hand,
the memory cost of the proposed algorithm is much lower than the LU inversion.
This fact is verified by the numerical results of Section 7.
7 Experimental results
For comparison purposes, we perform experiments with the BRI algorithm and
the inverse generated by the calling the Armadillo function inv(·) measuring ex-
ecution time and memory usage. The inv(·) computes an LU factorization of a
general matrix using partial pivoting with row interchanges through integration
with LAPACK (Linear Algebra PACKage) [2].
We consider square matrices of order m, composed of random entries, chosen
from a normal distribution with mean 0.0 and standard derivation 1.0 generated
by calling the Armadillo function randn(). We performed experiments for ma-
trices with different amounts of blocks (k × k), for BRI, comparing them with
unpartitioned matrices of the same size, for LU inversion.
The memory usage measurements were performed with the heap profiler of
the Valgrind framework, called Massif [15].
The experiments were run on a computer with an AMD AthlonTM II X2
B28 Processor running Linux, with 4GB of RAM.
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This section describes the experiments as well as the results obtained. In
Subsection 7.1, the measurements of physical memory usage during the execu-
tion of BRI and LU inversion is presented. And, in Subsection 7.2, the results
on execution time are analyzed.
7.1 Memory usage
For both the BRI and the LU inversion, we computed A−1γ used in method for
cross-validation (CV) of LS-SVM in [1], being
Aγm×m =
[
0 1Tn
1n Kγ
]
(46)
with 1Tn = [1, 1, . . . , 1]
T , Kγ = K+
1
γ In and Ki,j = K(xi, xj) = exp(− ||xi−xj ||
2
2σ2 ).
The function K(·, ·) is the Radial Basis Function kernel (or Gaussian kernel)
and {xi}ni=1 is a set of input data. For the tests, this set was composed of
random entries, chosen from a normal distribution with mean 0.0 and standard
derivation 1.0, generated by the Armadillo command randn().
The memory usage for inversions with respect to the quantity of blocks
(k×k), for BRI, and with respect to the unpartitioned matrices, for LU inversion,
is shown in Fig. 3.
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Figure 3: Memory usage for the computation of the inverse of m×m matrices
using the LU decomposition and the proposed BRI with different numbers of
blocks.
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The BRI clearly consumes less physical memory than the LU inversion. Con-
sidering an input matrix of the same dimension m×m, as the number of block
matrices increases, k× k, the memory usage decreases. This occurs because the
dimension b × b of the blocks decreases, where b = mk , with respect to (1). In
this way, less data is kept in memory during the entire inversion process. Hence,
the application of the recursive inversion allows us to consider matrices Aγ with
much larger orders m, than those, which the LU inversion permits.
7.2 Execution time
The Fig. 4 shows the processing time for the inversion of m×m matrices for a
different number of blocks (k × k), using BRI, and for unpartitioned matrices,
using LU. The plots show that the execution time for the BRI is larger than
the LU inversion, increasing as we increase the number of blocks that Aγ is
partitioned.
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Figure 4: CPU time for the computation of the inverse of m×m matrices using
the LU decomposition and the proposed BRI with different numbers of blocks.
Comparing Figs. 3 and 4, observe that the use of BRI to calculate the inverse
of a m×m matrix yields a trade-off between memory usage and processing time
when varying the number of blocks. This trade-off can be used to allow the
inversion of matrices that otherwise would not fit in memory. Moreover, in
order to avoid the use of slower memory, the value of k could be chosen such
that lower levels of the memory hierarchy would be avoided.
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8 Conclusion
This paper presents a novel recursive algorithm for the inversion of m × m
matrices partitioned in k − by − k blocks, with k ≥ 2. The Block Recursive
Inversion (BRI) algorithm obtains one block of the inverse at a time, resulting
from the recursive splitting of the original matrix in 4 square matrices of an
inferior order. The proposed algorithm allows for a reduction of the memory
usage which in turns allows inversions of high order matrices which otherwise
would exceed the computer memory capacity.
The experimental results showed that the proposed algorithm consumes
much less memory than the LU inversion. This memory usage decrease as the
number of block matrices increase, for an input matrix with constant dimen-
sion. Increasing the number of blocks also results in an increase of processing
time, which characterizes a trade-off between memory usage and processing
time. However, since the BRI computes one block of the inverse at a time, the
larger processing time could be tackled by using parallel processing to compute
all blocks at the same time in an embarrassingly parallel fashion.
It is worth mentioning that the BRI is even more useful in cases that it
is only necessary to use parts of the inverse matrix, such as the computing of
predicted labels of the cross-validation algorithms in LS-SVMs [1].
Potentially, it might be possible to reduce the computational complexity of
the proposed algorithm by reusing some of the computation across branches
in the recursion procedure. Parallel implementation and the analysis of the
effects of this approach on performance gains due to a possibly better use of the
memory hierarchy are also good candidates for future work on this topic.
Other further extensions of this article are the mathematical proof of this
technique, a reformulation of the algorithm with respect to the Schur comple-
ment given by (5), the study of its numerical stability, and possible applications
in engineering and computational intelligence. Research on the parallelization
of BRI algorithm and its application in cross-validation algorithms for LS-SVM
are already in processes.
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