Abstract. This paper is devoted to the study of spreading speeds and traveling waves for a class of reaction-diffusion equations with distributed delay. Such an equation describes growth and diffusion in a population where the individuals enter a quiescent phase exponentially and stay quiescent for some arbitrary time that is given by a probability density function. The existence of the spreading speed and its coincidence with the minimum wave speed of monostable traveling waves are established via the finite-delay approximation approach. We also prove the existence of bistable traveling waves in the case where the associated reaction system admits a bistable structure. Moreover, the global stability and uniqueness of the bistable waves are obtained in the case where the density function has zero tail.
Introduction
In recent years, there have been quite a few research works on biological dynamical systems with quiescent phases, see [5] and [13] for the tumor growth, [10] for the chemostat, [14] for the microbial growth, and [8] for reaction-diffusion equations. For more general mathematical properties of such a class of systems, we refer to [6, 7] and references therein. Many researchers have paid attention to spreading speeds and traveling wave solutions for reaction-diffusion equations with time delays (see, e.g., [2, 12, 16, 18, [20] [21] [22] ). The authors of [2] investigated the existence of the spreading speed and its coincidence with the minimal wave speed for a non-local and time-delayed reaction-diffusion system. In [18] and [12] , the authors established the existence, uniqueness and global stability of bistable traveling waves for reaction diffusion equations with finite delays.
Recently, Hadeler and Lutscher [9] proposed the following reaction-diffusion model with distributed delay to describe the evolution of a population in an active phase:
In this model, u(t, x) is the density of the population in the active phase at time t and location x, and D > 0 is the diffusion coefficient of the population. We assume that the exit time from the active phase is exponentially distributed with parameter p, and the exit time from the quiescent phase follows an arbitrary distribution with probability density function L(b) ≥ 0 satisfying ∞ 0 L(b)db = 1. Under appropriate conditions, they obtained the minimal wave speed of a traveling wave of (1.1) in the case where the function f (u) admits a monostable structure. The purpose of this paper is to establish the existence of the spreading speed and its coincidence with the minimal wave speed when the function f (u) admits a monostable structure, and the existence and stability of monotone bistable traveling waves when the function f (u) admits a bistable structure. We will appeal to the theory of spreading speeds and traveling waves developed in [4, 11] for monotone semiflows, the finite-delay approximation method introduced in [22] , and the squeezing technique used in [18] . This paper is organized as follows. In section 2, we establish the existence of the spreading speed and its coincidence with the minimal wave speed in the finite delay case and then extend the results to the infinite delay case. In section 3, we obtain the existence of monotone bistable traveling waves. At last, in section 4, we prove the global stability and uniqueness of bistable waves under the assumption that the density function has zero tail.
Spreading speeds and monostable waves
In this section, we assume that the function f in (1.1) satisfies the following conditions:
and f (u) ≤ f ′ (0)u, f (u) > 0 for u ∈ (0, 1) .
Note that (1.1) admits exactly two constant equilibria u = 0 and u = 1 in [0, 1]. We are interested in the existence of the spreading speed and monostable traveling waves connecting u = 0 and u = 1.
Recall that a number c * > 0 is called the asymptotic spreading speed (in short, spreading speed) for a function u : R + × R n → R + with u(0, x) having the compact support if lim t→∞,|x|≥ct u(t, x) = 0 for c > c * , and if there exists some u * > 0 such that lim t→∞,|x|≤ct u(t, x) = u * for every c ∈ (0, c * ). Let C be the space of all bounded and continuous functions from [−τ, 0] × R to R equipped with the compact open topology, and
For any a, b, r ∈ R with a ≤ b and r > 0, we define C r := {ψ ∈ C : r ≥ ψ ≥ 0} and [a, b] C := {ψ ∈ C : b ≥ ψ ≥ a}. LetC := C([−τ, 0], R). Then for anyφ ∈C, we can regardφ as an element in C by defining φ(θ, x) =φ(θ), ∀(θ, x) ∈ [−τ, 0] × R. As such,C is a subset of C with the standard pointwise ordering.
We first consider the following reaction-diffusion equation with finite delay τ > 0:
Define F : C → C(R, R) and u t ∈ C by
and
for all (θ, x) ∈ [−τ, 0]×R. Then it is easy to verify F is quasi-monotone onC in the sense that F (φ) ≤ F (ψ) whenever φ ≤ ψ inC and φ(0) = ψ(0).
A Reaction-Diffusion Model with Distributed Delay
Note that (2.1) can be written as
By the properties of function f , there exists τ 0 > 0 such that for all τ ≥ τ 0 , the equation
admits only two constant solutions 0 and u * τ > 0 in [0, 1] satisfyinĝ
and u * τ → 1 as τ → ∞. Let X be the set of all bounded and continuous functions from R to R. Clearly, any function in X can be regarded as an element in C. Let {T (t)} t≥0 be the solution semigroup on X associated with the heat equation
Then system (2.3) can be written as the following integral equation:
A solution u(t, x) of (2.5) is said to be a mild solution of (2.3), and a functionū ∈ C([−τ, ∞) × R, R) is called an upper (a lower) solution of (2.5) if it satisfies
By a similar argument to that in [2, Lemma 2.1], we have the following result.
3) has a unique mild solution u(t, x; φ) on [0, ∞) and u(t, x; φ) is a classic solution of (2.3) for (t, x) ∈ [τ, +∞) × R. For any pair of upper solution u(t, x) and lower solutions u(t, x) with u(0, x) ≥ u(0, x), then u(t, x) ≥ u(t, x) holds for all t ≥ 0 and x ∈ R.
Let Q t be the solution map of (2.5), that is,
andQ t be the restriction of Q t toC u * τ . Then it is easy to verify thatQ t is the solution semiflow onC u * τ associated with the following spatially homogeneous delay differential equation Otherwise, we can use τ n → ∞ to replace τ → ∞ in our arguments for the case of infinite delay.
In order to estimate c * τ , we consider the following linear delay differential equation:
It follows that the condition (F3) in [11, Section 5.1] holds. Let {M t } t≥0 be the solution semiflow associated with (2.8) and u(t, x) = e −µx v(t), µ > 0, be a solution of (2.8). Then v(t) satisfies the following delay differential equation:
It then follows that B t µ is the solution map of (2.9) onC. Since system (2.9) is cooperative and irreducible (see [17, Section 5.3] ), its characteristic equation
admits a real root λ τ (µ), which is greater than the real parts of all other roots (see [17, Theorem 5.5 
.1]).
With the aid of (2.10), it easily follows that there existsτ > τ 0 such that λ τ (µ) > 0 for all τ ≥τ and 
. In view of (2.10), we have
and hence,
On the other hand, we obtain
It is easy to observe that f
Then (µ * τ , c * τ ) can be uniquely determined by
Now we show that for any given µ > 0, λ τ (µ) is nondecreasing in τ ∈ [τ , ∞). Suppose, by contradiction, that there exist some µ 0 > 0 and τ 2 > τ 1 ≥τ such that λ τ2 (µ 0 ) < λ τ1 (µ 0 ). Then we see from (2.10) that
which is a contradiction. Further, (2.10) implies that
Consider the following equation:
We claim that for each µ > 0, λ(µ) is a unique real root of (2.11), and the real parts of all other roots of (2.11) are less than λ(µ). Indeed, λ τ (µ) satisfies
and λ τ (µ) > 0 when τ is large enough. Letting τ → ∞ in the above equation, we see that λ(µ) is a real root of (2.11). For the sake of contradiction, suppose that there are some µ 0 > 0 and a = λ(µ 0 ) such that a is another real root of (2.11). Without loss of generality, we assume that a > λ(µ 0 )(a < λ(µ 0 )).
Then we obtain
which is a contradiction. Thus, λ(µ) is a unique real root of (2.11). Similarly, if we assume, by contradiction, that α + iβ is a complex root of (2.11) with α ≥ λ(µ 0 ), then we have
, ∀τ ≥τ , we see from (2.11) and (2.12) that
This implies that lim
It then follows that λ(µ) is a continuous function on (0, ∞), and hence, the function Φ(µ) :=
is continuous in µ ∈ (0, ∞). In view of (2.11) and the properties of Φ(µ), it is easy to verify that Φ(+0) = Φ(+∞) = +∞. Thus, c * := inf µ>0 Φ(µ) can be obtained at some finite value µ * . Combing the properties of Φ τ (µ), we see that (c * , µ * ) is a unique solution to c * = Φ(µ * ) and
Then we can easily show that the following result holds true.
Lemma 2.3. The following statements are valid:
(c * , µ * ) is uniquely determined by P (c, µ) = 0 and
Now we consider system (1.1) with infinite time delay. By the argument similar to that in [2, Lemma 2.8.], we have the following result on the existence and uniqueness of solutions of (1.1). Consider the linearized equation of system (1.1) at the zero solution:
In a similar way to (2.6), we can define the upper and lower solutions for (2.13). Then we have the following comparison principle. We omit the proof here since it is essentially the same as that of [2, Lemma 2.9.].
Lemma 2.5. Let u(t, x) and u(t, x) be the upper and lower solutions of (2.13).
We are now in a position to prove the existence of the spreading speed for model (1.1). 
That is,ū(t, x) is an upper solution of (2.13). Since f (u) ≤ f ′ (0)u, u(t, x; φ) is a lower solution of (2.13). Letting z = x |x| , x = 0. By the comparison principle in Lemma 2.5, we obtain u(t, x; φ) ≤ū(t, x) = M eλ
which implies that lim t→∞,|x|≥ct u(t, x; φ) = 0.
In the case where c ∈ (0, c * ), since lim τ →+∞ c * τ = c * , there exists τ 1 > τ 0 such that c * τ > c for all τ > τ 1 . For any given τ > τ 1 , we definê
Let u(t, x, τ ;φ) be the solution of (2.1) with u 0 =φ. Note that u(t, x; φ) is an upper solution of (2.1). By the comparison principle in Lemma 2.1, we have Letting τ → +∞, we then have lim t→∞,|x|≤ct u(t, x; φ) = 1.
The following results show that the spreading speed c * obtained above is also the minimum wave speed for monotone traveling waves of system (1.1).
Theorem 2.7. The following statements are valid:
(1) For any c ≥ c * , system (1.1) has a traveling wave solution U (x − ct) connecting 1 to 0, and U (ξ) is continuous and nonincreasing in ξ ∈ R.
(2) For any 0 < c < c * , system (1.1) has no traveling wave solution U (x − ct) connecting 1 to 0.
Proof. For any given c > c * , we choose a sequence τ n → ∞ such that c * τn < c and lim n→∞ c * τn = c * . By Theorem 2.2 (3), system (2.1) with τ = τ n admits a traveling wave U n (x − ct) such that U n (−∞) = u * τn and U n (+∞) = 0. Thus, we obtain
where α > 0 is a fixed large number such that the function αu − pu + f (u) is nondecreasing in u ∈ [0, 1]. Define the operator
is uniformly bounded when U (ξ) is bounded. It then follows that
where k 1 , k 2 are arbitrary constants and
Since U n (ξ) satisfies (2.15) and is bounded, it follows that U n (ξ) satisfies (2.17) with k 1 = k 2 = 0, that is,
Thus, the sequences U ′ n (ξ), U ′′ n (ξ) and U ′′′ n (ξ) are uniformly bounded for all n ≥ 1 due to the uniform boundedness of U n (ξ) and H n (U n )(ξ). By the spatial translation invariance of the original equation, we can assume U n (0) = 1 2 . By the Arizela-Ascoli theorem and a diagonal procedure, it follows that {U n (ξ), U ′ n (ξ), U ′′ n (ξ)} has a convergent subsequence, which is convergent uniformly on each compact set in R. Without loss of generality, denote U n (ξ) → U * (ξ). Then we have
Then lim n→∞ J n (U n )(ξ) = J(U * )(ξ) pointwise, which implies that U * (ξ) is a solution of J(U )(ξ) = 0. Since U n (ξ) is nonincreasing and U n (−∞) = u * n , U n (∞) = 0, U * (ξ) is nonincreasing and bounded. Therefore U * (+∞) exists and satisfies the following equation
Then we have
Therefore, U * (ξ) is a traveling wave solution of (1.1). For c = c * , by the same limiting argument as in [22, Theorem 3 .1], we can obtain the existence of monotone traveling wave U (x − c * t) connecting 1 to 0. The nonexistence of traveling wave can be proven by the contradiction argument as in [22, Theorem 3 .1].
Existence of bistable waves
In this section, we consider the case where function f has three zero points 0 < x * < 1 on [0, 1] satisfying
We establish the existence of the wavefronts connecting two stable equilibria 0 and 1. We choose τ * large enough such that for any τ ≥ τ * , the delay equation
admits only three constant equilibria 0 < α τ < β τ on [0, 1] satisfying lim τ →∞ α τ = x * and lim τ →∞ β τ = 1, andF , as defined in (2.4), satisfiesF
We first establish the existence of the nondecreasing bistable traveling waves of system (3.1) connecting 0 and β τ .
Define functionF on For any ǫ > 0, define a linear operator
Then L ǫ φ → DF (α τ )φ as ǫ → 0, where the operator DF (α τ ) is defined by
It is easy to verify that there exists δ ∈ (0, β τ ) such that
that is, assumption (E5) in [4] holds. Further, assumptions (E1)-(E3) in [4] are also satisfied. By [4, Theorem 6.4], we then have the following result. In order to prove the boundedness of {c τ } τ ≥τ * , we use the similar ideas to those in [3] to construct upper and lower solutions. Choose an increasing function ρ ∈ C 2 (R, R) such that ρ(ξ) = 0, ∀ξ ≤ 0; ρ ′ (ξ) ∈ (0, 1), ∀ξ ∈ (0, 4);
Then we have the following result.
Then there existδ > 0,σ > 0 andc > 0 such that for any δ ∈ [δ/2,δ], σ ∈ [σ/2,σ] and c ≥c, v(t, x) and v(t, x) are a lower solution and an upper solution of (3.1) with τ > τ 0 , respectively.
By the continuous differentiability of F ∞ , there exists 0 <δ < 1 such that for all δ ∈ [0,δ], the following inequalities hold:
Thus, we can find θ 0 > 0,σ > 0 such that for any θ ∈ [0, θ 0 ], σ ∈ [0,σ] and δ ∈ [δ 2 ,δ], the following two inequalities hold:
where we may choose τ * large enough if it is necessary. Letting ξ = x − ct, we then have
Consequently, v(t, x) is a lower solution of (3.1). Similarly, we can prove that v(t, x) is an upper solution of (3.1).
Proof. By Lemma 3.2, we see that there existc,δ andσ independent of τ ≥ τ * such that v − (x −ct;δ,σ) and v + (x +ct;δ,σ) are a lower and an upper solution of system (3.1), respectively. Note that when τ * is large enough, the following inequalities hold:
Since v − and V τ are all nondecreasing functions, there exists ξ τ ∈ R such that
By the comparison principle, we then have
Thus, we obtain
which implies that c τ ≤c, ∀τ ≥ τ 0 . Suppose, by contradiction, that c τ >c. Then we have 0 = V τ (−∞) ≫ 0, which is a contradiction. Similarly, we can prove that c τ ≥ −c. Therefore, we have |c τ | ≤c for all τ > τ * .
Lemma 3.4. The following statements are valid:
(1) If U (x + ct) is a nondecreasing traveling wave of (1.1) with U (−∞) = x * and U (+∞) = 1, then c > 0. (2) If U (x + ct) is a nondecreasing traveling wave of (1.1) with U (−∞) = 0 and U (+∞) = x * , then c < 0.
Proof. Let U (x + ct) be a nondecreasing traveling waves in (1), by the spatial symmetry of (1.1). Then
) is a nonincreasing traveling wave of (1.1) with W (−∞) = 1 and W (+∞) = x * . By the analysis in Section 2, we have the similar results as in Theorem 2.7 for system (1.1) restricted on [x * , 1], that is, there is a positive number c 1 such that c > c 1 > 0. If U (x+ct) is a nondecreasing traveling waves in (2), thenW (x+ct) = x * −U (x+ct) is a nonincreasing traveling wave of the following system: Proof. From Lemma 3.3, we see that {c τ } τ >τ * is bounded. Then there is a sequence of real numbers n k > τ * , k ∈ N such that c n k converges to some real number c as n k → +∞. In view of Theorem 3.1, system (3.1) with τ = n k has a wavefront (U n k , c n k ) such that U n k is a monotone function with U n k (−∞) = 0 and U n k (+∞) = 1. Thus, there exist
for all k ≥ 1. Note that {V k } k≥1 and {W k } k≥1 are monotone function sequences with V k (−∞) = W k (−∞) = 0 and V k (+∞) = W k (+∞) = 1. By Helly's theorem, it follows that there exist subsequences, still denoted as {V k } k≥1 and {W k } k≥1 , and monotone functions V and W such that lim k→∞ V k = V and lim k→ W k = W pointwise on R as k → +∞, V (0) = x * 2 , and
. Then V − and W − are left-continuous, while V + and W + are right-continuous. Note that V ± (ξ) = V (ξ) and W ± (ξ) = W (ξ) almost everywhere on R.
Next we show that both (V, c) and (W, c) are traveling wavefronts of (1.1). Note that V k satisfies the following system: 5) which is equivalent to the following integral equation 6) where
By the Lebesgue dominated convergence theorem, it then follows that
which is equivalent to
that is, V (x − ct) satisfies equation (1.1). Similarly, we can prove that W (x − ct) also satisfies equation (1.1).
Now we need to verify the boundary conditions. It is obvious that V (±∞) and W (±∞) exist from the monotonicity of V and W . Note that V (±∞) and W (±∞) are the zero points of f (u) = 0. Since V (0) = x * 2 and W (0) = 1+x * 2 , it follows that V (−∞) = 0 and V (+∞) = x * or 1, and W (−∞) = x * or 0, and W (+∞) = 1. Note that W and V are all traveling wave solutions of system (1.1). By Lemma 3.4, we see that V (+∞) = x * and W (−∞) = x * cannot happen simultaneously. Thus, either (V, c) or (W, c) is a wavefront of (1.1) connecting 0 and 1.
Global stability of bistable waves
In this section, we prove the global asymptotic stability with shift and uniqueness of monotone bistable traveling waves. Note that it is much more difficult to analyze the global stability of traveling waves for an infinite delay model. So we assume that there exists τ > 0 such that L(b) ≡ 0 for all b ≥ τ . Accordingly, system (1.1) becomes the following differential equation with finite distributed delay:
Let u(t, x) = U (x − ct) be the monotone bistable traveling wave solution of (4.1), as obtained in the Section 3. Then we have U ′ (ξ) ≥ 0 and
. Then v(t, x) satisfies the following equation:
By the strong maximum principle, it follows that v(t, x) > 0 for all t > 0, and hence, U ′ (ξ) > 0 for all ξ ∈ R.
Lemma 4.1. Let U (x − ct) be a strictly monotone bistable traveling wave solution of (4.1). Then there exist positive numbers β 0 , σ 0 , andδ such that for any δ ∈ (0,δ] and every ζ 0 ∈ R, the functions w
are an upper solution and a lower solutions of (4.1) on [0, +∞), respectively.
Proof. Without loss of generality, we assume ζ 0 = 0. Note that f (0) = f (1) = 0, f ′ (0) < 0, and f ′ (1) < 0. Then there exist L 1 > 0 and δ * ∈ (0, 1) such that
Since U (−∞) = 0 and U (+∞) = 1, there exists M > 0 such that In the case where |ξ(t)| > M , by the choice ofδ, β 0 and θ ∈ (0, 1), we have
which implies that f ′ (U (ξ) + θδe −β0t )) < −L 1 . It then follows that
In the case where |ξ(t)| ≤ M , we have
Similarly, we can verify w − is a lower solution of system (4.1).
Letδ = min{
x * 2 , 1−x * 2 , δ * }, and ρ(·) ∈ C 2 (R, R) be the function defined in Section 3. Then we have the following result. Proof. Without loss of generality, we take ξ = 0. We first verify that v − is a lower solution. For any δ ∈ (0,δ], we choose ε = ε(δ) > 0 small enough such that the following three inequalities hold:
(1 − x * )e ετ < 1, is globally asymptotically stable with phase shift in the sense that there exists k > 0 such that for any ψ ∈ [0, 1] C satisfying (4.5) and (4.6), the solution u(t, x, ψ) of (4.1) satisfies |u(t, x, ψ) − U (x − ct + ξ)| ≤ Ke −kt , ∀x ∈ R, t ≥ 0 for some K = K(ψ) > 0 and ξ = ξ(ψ) ∈ R. Moreover, U (x − ct) is unique up to a translation in the sense that for any traveling wave solutionŪ (x −ct) with 0 ≤Ū (ξ) ≤ 1, ξ ∈ R, we havec = c and U (·) = U (ξ 0 + ·) for some ξ 0 ∈ R.
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