We propose a tensor neural network (t-NN) framework that offers an exciting new paradigm for designing neural networks with multidimensional (tensor) data. Our network architecture is based on the t-product [16] , an algebraic formulation to multiply tensors via circulant convolution. In this t-product algebra, we interpret tensors as t-linear operators analogous to matrices as linear operators, and hence our framework inherits mimetic matrix properties. To exemplify the elegant, matrix-mimetic algebraic structure of our t-NNs, we expand on recent work [8] which interprets deep neural networks as discretizations of non-linear differential equations and introduces stable neural networks which promote superior generalization. Motivated by this dynamic framework, we introduce a stable t-NN which facilitates more rapid learning because of its reduced, more powerful parameterization. Through our high-dimensional design, we create a more compact parameter space and extract multidimensional correlations otherwise latent in traditional algorithms. We further generalize our t-NN framework to a family of tensor-tensor products [14] which still induce a matrix-mimetic algebraic structure. Through numerical experiments on the MNIST [20] and CIFAR-10 [17] datasets, we demonstrate the more powerful parameterizations and improved generalizability of stable t-NNs.
1. Introduction. One of the main bottlenecks in deploying deep neural networks in practical applications is their storage and computational costs. Recent successes in the field have resulted in network architectures with millions of parameters, and the expansive trend continues. While it is possible to train and deploy these networks on powerful modern clusters with state-of-the-art computational techniques, their storage, memory bandwidth, and computational requirements make them prohibitive for small devices such as mobile phones.
One reason that so many parameters are required is that fully-connected layers of the form A j`1 " σpW j¨Aj` b j q use parameters highly inefficiently [6] . To reduce these inefficiencies, we can develop more powerful and economical parameterizations for fully-connected layers. Such compressed parameter spaces naturally lead to reduced memory and computational costs and can be more amenable to distributed computation. Furthermore, high quality parameterizations can extract more meaningful information when (relevant) data is limited. By working with an efficient, powerful parameter space, one can create a more generalizable network. In this paper, we propose a new neural network architecture which replaces matrices with tensors (multidimensional arrays). Thus, we call our architecture tensor neural networks (tNNs). Our t-NNs are based on the t-product introduced in [16] . Under this t-product formalism, tensors have been shown to encode information more efficiently than traditional matrix algorithms in applications such as facial recognition [11] , tomographic image reconstructions [34] , video completion [36] , and image classification [25] . In our context, the aforementioned fully-connected layers are replaced with layers of the form A j`1 " σpW j˚Aj` B j q where A j`1 , A j , W j are tensors, and product˚is the t-product introduced in [16] .
We explore the advantages of processing data multidimensionally in order to better leverage the structure of the data. We demonstrate that our tensor framework yields a reduced, yet more powerful, network parameterization. Furthermore, our framework incorporates tensors in a straightforward and elegant way which can easily extend matrix-based theory to our high-dimensional architecture.
Due to the flexibility and matrix mimeticability of our proposed t-NNs, we can easily adapt seemingly non-trivial architectural designs of neural networks in matrix space to tensor space. To this end, we propose a stable multidimensional framework motivated by work in Haber and Ruthotto [8] and illustrate the topological advantages of stable forward propagation. These advantages yield a more robust classification scheme which is essential for network generalizability. Using stable t-NNs, we obtain a more efficient parameterization and hence learn a classifying function more rapidly than with an analogous matrix architectures, as illustrated by our numerical experiments.
This paper is organized as follows. In section 3, we give background notation and definitions for the t-product as well as motivation for using tensors as we do in neural networks. In section 4, we derive the t-product layer evolution rules and tensor loss functions. In section 5, we introduce a stable t-NN framework and illustrate the topological benefits of stable formulations. In section 6, we generalize our t-NNs to a family of tensor-tensor products. In section 7, we provide numerical support for using t-NNs over comparable traditional neural networks frameworks. In section 8, we discuss future work including implementations for higher-order data and new t-NN designs.
2. Related work. Deep neural networks have been highly successful at recognition tasks, such as image and speech recognition, and natural language processing [18, 19, 13] . However, there are many limitations to deep learning, including computational and storage costs and a lack of generality [7, 28, 24] .
To address the computational bottlenecks, neural networks have begun to incorporate tensor-based methods. Recent work [31] has demonstrated that multidimensional approaches (e.g., tensor decompositions) can extract more meaningful features when data is naturally high-dimensional. Some new neural network models use tensor-train layers to extract multidimensional information [27, 35] . This framework applies a sequence or train of core matrices to each element of an input tensor and returns an element of an output tensor. Algorithmically, this tensor-train layer reduces the number of learnable parameters in the network and can be implemented efficiently.
A different multidimensional approach introduced in [5] called a tensor factorized neural network applies various weight matrices to an input vector, then fuses together the output feature vectors with tensor weights. More specifically, the output feature vectors are applied along the different modes or dimensions of a tensor of weights. As before, this framework greatly reduces the number of parameters while still obtaining good accuracy results.
As with other tensor approaches, we are able to reduce the number of learnable parameters in our tensor neural network (t-NN) because of the maintained high-dimensional structure. However, our approach offers matrix mimetic virtues because we regard tensors as t-linear operators. For example, we are able to formulate natural layer evolution rules that extend traditional formulas to our multidimensional framework. This gives us an advantage over other tensor-based approaches; we can incorporate matrix-based theory while maintaining the t-linear integrity (multidimensional correlations) present in naturally high-dimensional data.
Recent work [8, 9, 12] has addressed the issue of characterizing performance of deep residual neural networks, thereby suggesting ways of achieving enhanced performance and making deep learning more broadly applicable. Because of our matrix-mimetic algebraic framework, we can extend some of these results under our multidimensional framework.
3. Background and preliminaries. By avoiding vectorization of the data, our t-NN framework has the potential to extract multidimensional correlations. We introduce our design for third-order tensors (i.e., three-dimensional arrays), but the theory easily extends to higher dimensions [23, 10] .
3.1. Tensor preliminaries. Let A be a real-valued ˆmˆn tensor. Fixing the thirddimension, frontal slices A pkq are ˆm matrices for k " 1, . . . , n. Fixing the second-dimension, lateral slices A j are ˆn matrices oriented along the third dimension for j " 1, . . . , m. Fixing the first and second dimensions, tubes a ij are nˆ1 vectors oriented along the third dimension for i " 1, . . . , and j " 1, . . . , n. We depict these divisions in Figure 1 . With this tensor notation, we introduce the t-product, a method of multiplying tensors via circulant convolution, which requires the following functions: Definition 3.1 (Bcirc, unfold, and fold). Given A P R ˆmˆn , bcircpAq is an nˆmn block-circulant matrix of the frontal slices defined as follows:
We define unfoldpAq as the first block-column of (3.1) and foldpunfoldpAqq " A.
Definition 3.2 (t-product [16] ). Given A P R ˆpˆn and B P R pˆmˆn , the t-product is defined as:
For later derivations, it will be useful to consider the following t-product formula for a particular frontal slice:
for k " 1, . . . , n.
We choose the t-product as our tensor operator because of its efficient implementation, though other tensor-tensor products are possible and discussed in section 6. It is well-known that the (normalized) discrete Fourier transform (DFT) block-diagonalizes block-circulant matrices [15, 11] . This block-diagonalization amounts to taking one-dimensional Fourier transforms along the third dimension. Thus, the t-product can be implemented as independent matrix multiplications in the Fourier domain as follows:
whereÂ " fftpA, rs, 3q and fft denotes the fast Fourier transform. We then use the inverse Fourier transform to compute C; i.e., C " ifftpĈ, rs, 3q. This algorithm is perfectly parallelizable and therefore extremely efficient [15, 11] .
3.2. Motivation: Improved parameterization with tensors. One motivation for using tensors and the t-product in neural networks is that we can parameterize our network to elicit more efficient feature extraction. For example, suppose we have m samples of two-dimensional data of size nˆn. We can vectorize these samples and store them as columns of a matrix A of size n 2ˆm or orient these samples as lateral slices stored in a tensor A of size nˆmˆn. In Figure 2 , we compare the parameterization of the weights connecting network layers for both matrices and tensors when we fix the number of output features. Notice that Figure 2 (a) requires n 4 weight parameters while Figure 2 (b) requires only n 3 . Thus, the search space is smaller for tensors with the t-product which is computationally advantageous as the size of the data and network increases. This efficient parameterization can be even more substantial for higher-dimensional data.
Alternatively, t-NNs can provide a more powerful parameterization for a fixed number of parameters. Suppose we fix the number of weight parameters to be n 3 ; that is, we compare a weight matrix W j of size nˆn 2 to a weight tensor W j of size nˆnˆn. Using Definition 3.2, we choose the frontal slices of W j such that the first block-row of bcircpW j q is equivalent to W j as depicted in Figure 3 . In Figure 3 , we demonstrate that for the same number of parameters, the tensor weights can capture the same features as the matrix weights and additional features from applying circulant shifts of the frontal slices. Thus, we are able to extract more features for the same number of learnable parameters; i.e., a more powerful parameterization.
3.3.
A cohesive tensor algebra. Among the most potent algebraic advantages of the tproduct framework are its matrix-mimetic properties. In particular we consider tensors to be t-linear operators analogous to matrices being linear operators. Tensors act on lateral slices, thus we consider lateral slices as analogous to vectors (hence the notation A in Figure 1 ). For this reason, we store data as lateral slices in our framework. To complete the analogy, tubes are the scalars of our tensor space (e.g., tubes commute under the t-product). For more details, see [15] .
The matrix-mimetic properties of the t-product give rise to the following useful definitions:
Definition 3.3 (Tensor transpose). Suppose A P R ˆmˆn . Then, A J P R mˆ ˆn is the transpose of each frontal slice with slices 2 through n reversed.
We reverse the order of the last frontal slices so that bcircpA J q " bcircpAq J . It will be convenient to think of the order reversal in Definition 3.3 as the following frontal slice mapping:
p1q Þ Ñ p1q and pkq Þ Ñ pn´k`2q for k " 2, . . . , n. (3.5) Definition 3.4 (Identity and inverse). The identity tensor I P R mˆmˆn is a tensor whose first frontal slice is the mˆm identity matrix and the remaining slices are zero.
Given A, B P R mˆmˆn . If B˚A " A˚B " I, then B is the inverse of A, denoted A´1.
Notice that bcircpIq is an mnˆmn identity matrix, as desired. Alternatively, we can interpret an identity tensor in terms of identity tubes. An identity tube e 1 is the first standard basis vector oriented along the third dimension. Hence, an identity tensor I can be defined as follows:
The tubal interpretation in (3.6) will be useful in Example 4.1.
4. Forming and training tensor neural networks. Suppose we have the tensors A j P R jˆmˆn , W j P R j`1ˆ jˆn , and B P R j`1ˆ1ˆn . Then, we define tensor forward propagation as:
where σ is an element-wise, nonlinear activation function and N is the number of layers in the network. Note that W j maps from layer j to layer j`1 and A j`1 P R j`1ˆmˆn . The summation operator "`" adds B j to each lateral slice of W j˚Aj . Typically, we apply a classification matrix at the last layer of our network to reshape the output to the target matrix size. We generalize this approach to tensors by applying a classification tensor W N P R pˆ Nˆn to the final layer of the network, where p is the number of classes.
Tensor loss function.
Our goal is to minimize the following objective function F :
where C is the true classification and the objective function is composed of the following:
Depending on the loss function L, the true classification C will be represented in different ways. For example, if L is the least-squares function, then C is a pˆm matrix where C ij " 1 if the j th sample belongs to the i th class. However, if L is the cross-entropy function, then C is a 1ˆm vector where C j " i if the j th sample belongs to the i th class.
To simplify our derivation, we define our objective function F in terms of only a loss function L. However, we acknowledge that more complex objective functions F are easily realized, such as incorporated parameter constraints and regularization.
To understand our tensor loss function, we introduce two related functions on tensors: tubal functions and scalar tubal functions.
4.1.1. Tubal and scalar tubal functions. As the name suggests, a tubal function is a function which is applied a tensor tube-wise (the tensor analogy to element-wise). To apply a function tube-wise, we consider the action of tubes a, b P R 1ˆ1ˆn under the t-product, which is equivalent to the action of a circulant matrix on a vector (see Definition 3.2); that is, a˚b " circpaq¨vecpbq, (4.5) where circpaq is an nˆn circulant matrix formed from elements of a and vecpbq is the nˆ1 vector of elements of b. Because of the matrix-representation in (4.5), applying a tubal function is equivalent to applying a matrix function to the circulant matrix.
It is well-known that matrix functions act as scalar-valued functions on the eigenvalues of a matrix. Because the (normalized) DFT matrix diagonalizes circulant matrices, applying a matrix function h to a circulant matrix can be computed using the following formula:
where F is the nˆn DFT matrix andâ are the Fourier coefficients of a. Thus, applying a tubal function under the action of the t-product is equivalent to applying scalar-valued function element-wise in the frequency domain, and then transforming back to the spatial domain. For more information about applying functions to tensors, see [22] .
Scalar tubal functions. A scalar tubal function f : R 1ˆ1ˆn Ñ R is a composition of a tubal function and a scalar-valued function. More specifically, consider a tube a P R 1ˆ1ˆn . Then, f paq can be expressed as follows:
where h : R 1ˆ1ˆn Ñ R 1ˆ1ˆn is a tubal function and g : R 1ˆ1ˆn Ñ R is a scalar-valued function (e.g., the sum of the elements of the tube).
Both tubal functions and scalar tubal functions are applied tube-wise to a tensor; that is, if A P R pˆmˆn , then f pAq P R pˆm where f pAq ij " f pa ij q.
Example 4.1 (Scalar tubal softmax function). Given a vector x P R pˆ1 , the softmax function f : R pˆ1 Ñ R pˆ1 is applied as follows:
The output of the softmax function is a pˆ1 vector whose elements are positive and sum to 1, which can be usefully interpreted as a vector of probabilities [26] . If we apply f to a matrix X P R pˆm , we apply the function column-wise; that is, f pXq i " f p x i q where x i is the i th column of X.
For tensors, we interpret a lateral slice XˆR pˆ1ˆn "vector of tubes," depicted below:
where x i is the i th tube of X (i.e., X i " x i ). From this interpretation, the scalar tubal softmax function f : R pˆ1ˆn Ñ R pˆ1ˆn is compose of the following tubal function h and scalar function g:
where g is the sum along the third dimension (i.e., sum of tubes). Based on (3.4) and (4.6), we can implement the tubal function h as independent vector softmax functions (4.8) in the frequency domain, then transform the result back to the spatial domain.
Once we have applied the tubal function h, we obtain a new lateral slice Y " hp X q. Notice the sum of the tubes of Y is the identity tube e 1 (see (3.6)); that is,
Like the softmax function interpretation of a vector of probabilities, the tubal softmax function gives rise to an interpretation of a lateral slice of tubal probabilities (i.e., tubes that sum to the identity tube).
From (4.12), the sum of the entries in the first frontal slice of Y is equal to 1, and the sum of the remaining frontal slices is equal to 0. Alternatively, if we were to sum along the the tubes of Y, we would return a vector of size pˆ1 whose entries sum to 1. We can interpret this vector as a vector of probabilities, analogous to the traditional softmax function. This is the reason we define the scalar function g as we did in (4.11).
A softmax function or softmax layer is often used as the final layer before we evaluate our performance in a loss function L (4.2). Because we interpret the output of a softmax function to be a vector of probabiltiies, a cross-entropy loss function a natural choice. Crossentropy loss is a measure of the distance between probability distributions; in our case, the predicted distribution from the softmax output compared to the "true" distribution from the known classification [7] . The tensor cross-entropy loss function is a composition of a softmax function and a negative-log-likelihood function, as follows:
where X P R pˆmˆn is the output tensor and f is the scalar tubal softmax. Each column of X, denoted x i , is a vector of probabilities for classifying the i th sample. The notation c i is the index of the class to which the i th sample belongs. Hence, x c i ,i is the probability of the i th sample being correctly identified.
The difference between tensor cross-entropy and traditional cross-entropy loss is the way in which we apply the softmax function f . This further demonstrates the elegance of our t-NN framework; we can easily extend pre-existing neural network layers and loss functions to higher dimensions.
Tensor back-propagation.
Once we evaluate out performance, we adjust the network parameters through layer evolution rules called back-propagation. The tensor backpropagation formulas are the following:
where δA j :" BF {BA j is the error on the j th layer, Z j`1 " W j˚Aj` B j , σ 1 is the derivative of the activation function, d is the Hadamard element-wise product, and sump¨, 2q is the sum along the second dimension (i.e., the sum of the lateral slices).
Derivation 4.1 (Tensor back-propagation). Our derivation relies on the formulas for matrix back-propagation described in [32, 26] . The derivation of (4.14) is somewhat involved and can be seen in Appendix A. To derive (4.15), we rewrite (4.1) in matrix form (see Definition 3.2) and use the following matrix back-propagation formula:
From Definition 3.3, bcircpW j q J " bcircpW J j q, thus we can write (4.18) in terms of tensors as written in (4.15). The proof of (4.17) is similar and the sum along the second dimension comes from the chain rule.
To derive (4.16), we write the forward propagation formula (4.1) for a particular frontal slice as defined in (3.3):
(4.19)
Because frontal slices are matrices, we can differentiate (4.19) with respect to W piq j and compute δW piq j as follows. Let δÃ j`1 " δA j`1 d σ 1 pZ j`1 q, then:
Notice that (4.20) is similar to (3.3) except for the index of the frontal slices: the first sum contains A pn´i`k`1q instead of A pi´k`1q and the second sum contains A pk´i`1q instead of A pn´k`i`1q . This is exactly the frontal slice mapping of the tensor transpose from (3.5) and therefore we conclude:
The fact that (4.15), (4.16), and (4.17) are analogous to their matrix counterparts is no coincidence. In our t-product framework, tensors are t-linear operators [15] just as matrices are linear operators. This results in a natural high-dimensional extension of matrix-based theory, hence the mimetic simplicity of the tensor back-propagation formulas.
5. Stability in t-NNs. As the depth of a network increases (i.e., more layers), gradientbased approaches are subject to numerical instability known as the vanishing or exploding gradient problem [33, 3] . To address this problem, Haber and Ruthotto interpret deep neural networks as discretizations of differential equations [8, 9] . From this perspective, we can analyze the stability of forward propagation as well as the well-posedness of the learning problem; i.e., whether the classifying function depend continuously on the initialization of the parameters [1] . By ensuring stability and well-posedness, networks will generalize better to similar data and will classify data more robustly.
Stable tensor network architectures.
As presented for matrices in [8, 9] , consider the following tensor forward propagation scheme:
This formula is akin to the residual network introduced in [12] with the slight modification of a step size parameter h. We consider (5.1) to be the explicit Euler discretization of the following system of continuous differential equations [9] :
over the time interval r0, T s. We interpret the final time T as the depth of the neural network in the discrete case. From Definition 3.2, we can rewrite (5.2) in terms of matrices as follows:
The stability of ordinary differential equations depends on the eigenvalues of the Jacobian Jptq of the system with respect to A [2] . Additionally, because (5.2) is a non-autonomous system of ODEs, we require Jptq to change gradually in time [1] .
As demonstrated in [8] , this Jacobian will depend on both bcircpWptqq and σ 1 . Because σ is typically monotonic, the stability of (5.2) depends on the eigenvalues of bcircpWptqq for all t P r0, T s. We require the following related conditions to ensure a well-posed learning problem: for i " 1, . . . , n 2 and for all t P r0, T s. Because it is impractical to adjust eigenvalues during the learning process, we introduce a forward propagation scheme which ensures well-posedness. Inspired by physical phenomena, we can interpret H as the total energy of the system separated into potential energy T p aq and kinetic energy V p zq. In this energy context, we interpret a as position and z as momentum or velocity. Hamiltonians have several nice properties including time reversibility, energy conservation, and symplecticness (see [1, 4] for details). For neural networks, the latter two properties preserve the topology of the data and ensure our discretization preserves well-posedness.
Consider the following symmetrized tensor Hamiltonian system [8] , written in matrix-form using Definition 3.2:
where Ap0q " A 0 and Zp0q " 0. This system is inherently stable, i.e., independent of the choice of weight tensors Wptq, because of the block-antisymmetric structure of the forward propagation matrix. Antisymmetric matrices have imaginary eigenvalues, and hence (5.6) will be a system which satisfies (5.4).
We discretize (5.6) using a leapfrog integration scheme, which is a symplectic integrator [8, 4] , and using the t-product as follows:
Because (5.6) is inherently stable, the discretized analog (5.7) will be stable if the step size h is small enough and if the weights W j change gradually over the layers [4, 1] . We illustrate the benefits of an inherently stable network in the following example.
Example 5.1 (Tensor leapfrog stability). Consider a set of data in R 3 initialized with a mean of 0 and a standard deviation of 3, then labeled as follows: blue are inside a sphere of radius 3.5, red inside a sphere of radius 5.5, and black are outside both spheres. We train with 1200 data points (317 blue, 466 red, 417 black) and store the data as 1ˆ1ˆ3 tubes.
We forward propagate with one of the following discretizations (5.8) for N " 32 layers. The weights w j are 1ˆ1ˆ3 tubes generated randomly from a standard-normal distribution and normalized; the biases b j are 1ˆ1ˆ3 tubes initialized at 0.
Forward Euler (FE)
Leapfrog
We train for 50 epochs using batch gradient descent with a batch size of 10 and a learning parameter of α " 0.01. To create smoother dynamics, we regularize the weights as follows (see [8] for details):
For simplicity, we used a least-square loss function. We illustrate the dynamics of the various neural network discretizations in Figure 4 .
Initial data
Layer 12 There are qualitative benefits exhibited in Figure 4 (c); in particular, the output is linearlyseparable by label while topologically similar to the original data. Linear-separability is essential for accurate classification [8] , and neither forward Euler example produces a classifiable output. Furthermore, the topology of the data changes in the forward Euler cases, such as compressing Figure 4 (b) and breaking apart Figure 4 (a). Such topological changes yield ill-posed learning problems and poor network generalization [8] .
A more general t-NN.
We have demonstrated the parametric and matrix-mimetic benefits of implementing a tensor neural network based on the t-product; however, we can impose any tensor-tensor product within the same tNN framework. Introduced in [14] , the M -product is a tensor-tensor product based on any invertible linear transformation, and each transformation induces different algebraic properties on the space. By forming a tNN framework under a different tensor-tensor product, we can reveal underlying correlations in the data more efficiently.
We require a few more definitions to understand the M -product.
Definition 6.1 (Mode-3 product). Given A P R ˆmˆn and a matrix M P R nˆn , the mode-3 product, denoted Aˆ3 M , is defined as
where fold 3 runfold 3 rAss " A and unfold 3 rAs P R nˆ m is a matrix whose columns are the tubes of A.
The mode-3 product is connected to the unfold operator (see Definition 3.1) as follows:
where b denotes the Kronecker product and I is the ˆ identity matrix. We call the M the transformation and Aˆ3 M is a tensor which lives in the transform space.
Definition 6.2 (Facewise product).
Given A P R ˆpˆn and B P R pˆmˆn , the facewise product, denoted C " A Ÿ B, is defined as
. . .
where C P R ˆmˆn . More simply, the facewise product multiplies the frontal slices of A and B independently.
With Definition 6.1 and Definition 6.2, the M -product is defined as follows: Definition 6.3 (M -product). Given A P R ˆpˆn and B P R pˆmˆn and an invertible matrix M P R nˆn , the M -product is defined as
If M is the identity matrix, the M -product is the facewise product. The M -product preserves the matrix mimetic properties that were essential for the t-product-based t-NN. Definition 6.4 (M -product transpose). Given A P R ˆmˆn , the M -product transpose A J P R mˆ ˆn is the transpose of each frontal slice of the tensor.
The M -product transpose must preserve pAˆ3 M q J " pA Jˆ3 M q. While in Definition 6.3, we define the M product in terms of real-valued matrices, as demonstrated in [14] , we can define tensor-tensor products over the complex domain. If we allow complex-valued transformations and M is the (normalized) DFT matrix, the Mproduct is equivalent to the t-product. In this paper, we restrict the M -product to real-valued transformations to avoid potentially problematic complex matrix algebra in state-of-the-art neural network platforms like PyTorch [29] .
6.1. M -product backpropagation. Given an invertible transformation M P R nˆn , suppose we have the following forward propagation scheme:
As before in (4.2), we evaluate our performance using a tensor loss function Lpf pW N˚M A N q, Cq. If the transformation M is orthogonal, the back-propagation formulas are the following:
Derivation 6.1 (M -product back-propagation). It will be useful to note the following backpropagation formula for the mode-3 product. We differentiate a scalar-valued function g : R ˆmˆn Ñ R with respect to A as follows:
For the facewise product, the derivatives are rather trivial and can be derived from the representation of in (6.3) .
We now have the tools we need to differentiate the M -product and derive our backpropagation formula as follows:
While (6.9) is not a compact formula, if we restrict M to be orthogonal (i.e., M´1 " M J ), we get the following elegant, matrix-mimetic formula:
If the scalar-valued function g is the objective function F in (4.2), we get exactly the back-propagation formula we expected in for the error δA j in (6.5). Similar derivations can be used to verify the formulas for the weight and bias updates in (6.6) and (6.7).
7. Numerical results. We compare our t-NN with leapfrog integration (5.7) to the matrix equivalent on both the MNIST dataset [20] and the CIFAR-10 dataset [17] . We implement both tensor and matrix leapfrog frameworks using Pytorch [29] , a deep-learning library with automatic differentiation and ample GPU acceleration. We employ a stochastic gradient descent optimizer with a fixed learning rate of 0.1 for the MNIST experiments and 0.01 for the CIFAR-10 experiments and a momentum set to 0.9. We evaluate our performance with a cross-entropy loss function (tensor cross-entropy in the case of t-NNs). We use a step size of h " 0.1 in the leapfrog discretization. For the tensor networks, we use the M -product where M is the orthogonal discrete cosine transform matrix. In Figure 5 and Figure 6 , we plot the accuracy and loss of the network of the test data per epoch for various depths of the network.
The MNIST dataset is composed of 28ˆ28 grayscale images of handwritten digits, 60000 training and 10000 test images. The images are centered about the center of mass, and we normalize the images to have a mean of 0.1307 and a standard deviation of 0.0381, as suggested by the Pytorch tutorials [29] . In stochastic gradient descent, we use a training and test batch size of 100. For the matrix case, we vectorize each image into a 784ˆ1 vector and apply square weight matrices of size 784ˆ784 to preserve the number of output features at each layer. For the tensor case, we orient each image as a lateral slice of size 28ˆ1ˆ28 and apply cube weight tensors of size 28ˆ28ˆ28. We notice that both the matrix and tensor leapfrog networks converge to a high accuracy of 97-98%, even though the tensor network has an order of magnitude fewer weight parameters. The tensor advantage is most apparent when comparing the tensor network with 4 leapfrog layers to the matrix network with 8 leapfrog layers. The tensor network performs nearly as well as the matrix case, despite having significantly fewer learnable parameters and a shallower network.
The convergence behavior of the loss functions is even more telling than the convergence of the accuracy. Using a tensor loss function, we obtain a more rapid and greater decrease the loss evaluation than in the matrix cases with a traditional cross-entropy loss function. The rapid descent of the loss, particularly in the 8-layer t-NN, demonstrates the efficiency of fitting our model using our tensor framework. We are able to fit our model quickly while maintaining high accuracy, and we exhibit a greater improvement in our model as we update our parameters. In the matrix networks, the loss quickly stagnates, and this enables the t-NNs to exceed the accuracy of the matrix networks.
The CIFAR-10 dataset is composed of 32ˆ32ˆ3 RGB images belonging to 10 distinct classes, 50000 training and 10000 test images and each set evenly split between different classes. We normalize the (R,G,B) channels of each image to have means of p0.4914, 0.4822, 0.4465q and standard deviations of p0.2023, 0.1994, 0.2010q, as suggested by [21] . In stochastic gradient descent, we use a training batch size of 128 and a test batch size of 100. For the matrix case, we vectorize each image into a 3072ˆ1 vector and apply square weight matrices of size 3072ˆ3072. For the tensor case, we concatenate the channel images along the first dimension thereby storing each image as a lateral slice of size 96ˆ1ˆ32 and apply weight tensors of size 96ˆ96ˆ32. The convergence behavior exhibited in Figure 6 is rather striking. Despite having fewer learnable parameters, the t-NNs exhibit superior accuracy and loss results to their matrix counterparts. Because of the more powerful t-NN parameterization, we converge to our top accuracy more rapidly and the loss converges more quickly to a lower value, indicating our t-NN model is extracting more significant features from the original data. We are able to achieve 60% accuracy without using convolutions, only using t-linear layers.
Even more surprising, with a significantly shallower network, t-NNs with 8 leapfrog layers produce comparable results to matrix networks with 64 leapfrog layers. This is evidence that tensor-tensor products not only enable rapid convergence due to the reduced number of parameters, but also have the ability to encode more meaningful features; i.e., a more powerful parameterization. One potential justification for our ability to learn with a shallower network is because we incorporate t-linear rather than linear operators, therefore we need less nonlinearity (i.e., fewer non-linear layers) to capture the same level of network complexity.
Conclusions.
We have shown that our t-product-based tensor neural network is a natural multidimensional extension of traditional neural networks. In this high-dimensional framework, we have the potential to encode more information with fewer parameters. Furthermore, inspired by recent theoretical advances connecting matrix-based neural networks to notions of stability in PDE discretizations, we have shown that our network supports a stable tensor forward propagation scheme which provides a more robust classification framework. We can also improve the robustness of our algorithm by regularizing our parameters to promote smooth dynamics of the data during forward propagation [8] .
Going forward, we plan to test our stable t-NN on more challenging datasets and examine its robustness to adversarial attacks [28] . Additionally, we are interested in improving our overall performance by using convolutions and creating a tensor convolutional neural network [18, 12] . We also would like to explore the efficacy of using a variety of tensor-tensor products, and ultimately develop the product from the data itself.
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Appendix A. Tensor loss function back-propagation. Below is a derivation of the back-propagation of the tubal softmax loss function.
Derivation A.1 (Tensor loss function back-propagation). We will derive the tensor loss back-propagation formula for a single training sample stored as a lateral slice; the formula naturally generalizes to multiple training samples. Let A N P R Nˆ1ˆn to be the network output of a single training sample, and suppose we apply the tensor softmax function described in (4.10) and (4.11) to obtain a vector of probabilities y " f pW N˚ A N q. We evaluate the performance of our network on A N in an objective function F " Lp y, cq 1 . To improve our performance via back-propagation, we first compute the error in our performance due to the output from our network, denoted as follows: The key differentiation step is B Y{B X , where we differentiate the tubal softmax function h. Because we apply tubal functions tube-wise in (4.10), we differentiate tube-wise as follows:
The derivation of the softmax back-propagation formula is rather cumbersome and not particularly enlightening. Instead, we derive the derivative of the exponential tubal function, which will shed some light on how to complete the derivation for the softmax function. Suppose we wish to differentiate the following, which we rewrite using the same intuition as (4.6): B Bx pexppxqq " B B x pF H exppF xqq, (A. 4) where F is the (normalized) DFT matrix, x " vecpxq, and expp¨q is applied element-wise in the transform domain. We can now differentiate (A.4); however, there is a small caveat that the matrix F are complex, and hence we apply the conjugate transpose when we differentiate [30] . The derivative in the transform domain is the following: B B x pF H exppF xqq " F H pexppF xq d pF B xqq, (A.5) where δ x comes from the chain rule. Rewriting (A.5) in terms of the t-product, we obtain the following formula:
This is exactly the formula we would expect, further demonstrating the matrix-mimetic properties of our tensor algebra. The derivation of the softmax back-propagation formula requires a similar process of differentiating in the transform domain.
