The three-dimensional (3D) point cloud is one of the most promising tools for representing and identifying 3D objects. The critical step for matching is to find the appropriate feature descriptors. Two prevalent descriptors are global feature descriptor and local feature descriptor. The former represents the geometric and topological properties of the neighborhood in the entire 3D model, but it can not recognize the covered areas. The local descriptor focuses on narrow neighborhoods, while coarse areas are still present for disambiguation. In this paper, we present a novel matching algorithm of 3D point clouds based on multiple scale features and covariance matrix descriptors. By the combination of the curvature and eigenvalue variation, the key points are detected precisely under multiple scales. Furthermore, we develop a three-scale covariance matrix descriptor to demonstrate local features of the key points. The three-scale covariance matrix descriptor includes the geometric angles, dimensionality, the ratio of projection length and the difference of the curvature, which can describe the local geometric features of the key points more clearly and make feature descriptors more distinguished, especially for key points which are similar in a small range but are not similar in a large range. Besides, a bidirectional proportion strategy is used to find the optimal matching pairs. The algorithm efficiently reduces the mismatching error compared with some local descriptor. Moreover, it is more robust to high noise. Experiments show the efficiency and the robustness of the proposed algorithm for matching three-dimensional point clouds with Gaussian noise and deformed shapes.
I. INTRODUCTION
Three-dimensional (3D) surface matching has been widely used in many applications such as virtual simulations, medical, archaeology, cultural heritage protection, 3D modeling, etc. Since the point cloud of the 3D model reflects the surface information of the scanned object, the 3D surface matching can effectively represent and identify the object. Matching is a preprocessing step for many point clouds related to a wide range of applications. Its purpose is to splice the point cloud data scanned adjacent to each other together through the three steps of key point detection, feature description and feature matching. This paper develops a method of matching in multi-scale neighborhood.
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Point cloud matching is a challenging task. First, in practical operation, due to the effect of the arbitrariness of the initial position of the scan, the relative position of the scanned object and the camera must be considered. Second, the data itself poses two main challenges as follows [1] - [3] : (1) Noise: Noise is generated by the influence of some external factors (such as light, vibration, etc.) and the camera during the scanning process of the 3D scanner, which is mainly reflected in the random fluctuation of data, the formation of unnecessary points on the surface and points away from the surface. It cannot be avoid. (2) Shape deformation: In the actual point cloud acquisition, there may be a shape that is scanned incomplete or deformed due to the angle of the acquisition, the data deformation causes errors in matching and registration. Third, it is important to select an appropriate feature descriptor. Currently, feature descriptors can be divided into descriptions based on global features and local features separately. The former represents the geometry and topology properties of the neighborhoods of the entire three-dimensional model, but is sensitive to clutter and masking. On the other hand, the latter represents the geometric and topological properties of each key point, thus it resists interference such as clutter and masking [4] . The selection of feature quantities and the selection of local description scales have a direct impact on matching. Higher dimensional features and large radius scale can easily establish feature correspondence. However, the storage and calculation cost are considerable. On the contrary, lower dimensional feature quantities and small radius scales are easier to apply, but the distinction is low since one point tends to find multiple other points with the same characteristics.
This paper focuses on the problem of three-dimensional point cloud matching based on local feature description. A novel multi-scale matching method presented in this paper established a strong link among points in a local area. The description of the points under multiple radius scales enriches the feature information. The features are more distinguishable and conducive to obtain the correct characteristic correspondence, especially for the key points which are similar in a small range but are not similar in a large range. First of all, an algorithm based on the combination of the curvature variation and the eigenvalue variation index in multiple scale is applied for the extraction of key points. Then we propose a covariance matrix descriptor which combines the information of geometry and dimension to capture the surface variation of the neighborhood of feature points at different scales for 3D surface matching. Finally, a bidirectional proportion strategy is used to find the optimal matching pairs. The proposed method is more accurate and robust for matching and registration especially dealing with the partial missing and deformed shape.
The structure of this paper is organized as follows. In Section II, we introduce related work on 3D surface matching methods. In Section III, the methodology of the proposed 3D surface matching method is introduced in detail, including key point detection, feature descriptor and feature matching. In Section IV, experimental results are given to show the validity and efficiency of the proposed algorithm. The paper is concluded in Section V.
II. RELATED WORK
The most prevalent methods for 3D surface matching include the Iterative Closest Point (ICP) algorithm and its variants. The calculation process of the ICP algorithm proposed by Besl and Mckay [5] is based on the Euclidean distance corresponding to the nearest point. In order to obtain the optimal solution, the objective function was established and the iterative calculation method was applied to solve the object function. The ICP algorithm improved the efficiency and accuracy of matching and provided a basic theory and framework for subsequent iterative-based methods. A Geometric Primitive ICP with RANSAC (GPICPR) presented by Bae and Lichti [6] used the normal vector and geometric curvature of the local surface to improve the accuracy of the matching. Gressin et al. [7] demonstrated how to accelerate the speed and improve the accuracy of the standard ICP with features which were best fitted to the local geometry of each 3D point neighbor. Since these methods easily tend to have the local minimum, a relatively accurate initial transformation matrix is needed. Zhu et al. [8] proposed a ICP algorithm on the ratio of bidirectional distances. Based on the above observation. Yang et al. [9] proposed a GO-ICP algorithm that used a branch-and-bound method to avoid getting suck in local minima. It can be applied in scenarios where an optimal solution is desirable or where a good initialization is not always available.
Johnson and Hebert [10] proposed a spin image descriptor which was a complex target recognition method that does not require any feature extraction or segmentation. The spin image is a partial description of the global shape and constant for rigid transformations. Frome et al. [11] described a new regional shape descriptor named 3D shape contexts (3DSC). In the noise scenes, 3DSC had a higher recognition rate. Meanwhile, in cluttered scenes, the recognition rate of 3DSC was better than the spin image descriptor. Rusu et al. [12] and Rusu [13] proposed the Point Feature Histograms (PFH) descriptor to matching for 3D surfaces. Experiments showed that the matching based on the PFH can provide a good initial point for the ICP algorithm and improve the accuracy of it. By reducing the number of the features of the histogram in the PFH, the Fast PFH (FPFH) algorithm was developed, which enables FPFH to be applicable for the real-time matching. However, they are sensitive to noisy point clouds. In addition, the density of point clouds affects the extraction of local descriptors.
Song and Myronenko [14] used a probabilistic method which called Coherent Point Drift (CPD) for both rigid and non-rigid point set registration. Jian and Vemuri [15] proposed a unified framework using Gaussian Mixture Models to the rigid and non-rigid point set registration problem in the presence of significant amounts of noise and outliers. However, since they use local optimisation, they are susceptible to local minima and can only guarantee local optimality. Campbell and Petersson [16] used GOGMA to get the globally-optimal transformation using a branch and bound approach in order not to be vulnerable to local minimum. Pu et al. [17] presented a DUGMA algorithm, it used a simple architecture combining error estimation from sample covariances and dual dynamic global probability alignment using the convolution of uncertainty-based Gaussian Mixture Models (GMM) from point clouds.
Cirujeda et al. [18] formed a covariance descriptor for merging color and shape information within multiple neighborhood radius. Zai et al. [19] used a covariance matrix descriptor with an adaptive neighborhood size in the TLS point clouds to find matching pairs. However, the RGB feature limits the use of covariance matrix descriptors because a large number of 3D surfaces are scanned without color information. Fehr [20] and Fehr et al. [21] designed a covariance matrix descriptor containing normal vectors for detecting and identifying 3D objects. This has a negative impact on the stability of the joint variability distribution of covariance matrix descriptors as the normal vectors do not have invariance in rigid transformations. Similar to the work of Fehr et al., Hariri et al. [22] utilized the coordinate information of the point as the feature vector.
III. METHODOLGY A. EXTRACTION OF KEY POINTS BASED ON MULTI-SCALE FEATURE
The curvature of a point reflects the degree to which a curved surface deviates from the plane. For a given point p, the curvature can be calculated by its neighborhood within a radius r. The more drastic the depth change in the neighborhood, the more obvious the regional characteristic centered on point p.
As shown in Fig. 1(a) , points A, B and C situate in smooth area, slightly changing area and drastically changing area respectively, while (b)-(d) denote the tangent plane of the surface with different radiuses. It can be clearly seen that for points in a smooth area, such as point A in Fig. 1(b) , in the situation a small radius, the local neighbor surface is approximated as a flat surface and the curvature is approximated as zero. As the radius of concentric circles for a point such as point B increases, the neighbor surface changes rapidly. Therefore, the curvature increases. Hence, there are many different curvatures calculated by using different values of radius with local neighborhood for a point. For points on more dramatically changing surfaces, such as points B and C in Fig. 1 (c) and (d), the change in curvature is also evident when the point is within a relatively small radius. Therefore, we can select some points that represent some of the regional characteristic according to the value of curvatures.
Three conditions are applied for selecting the key points in this section. We consider three different curvatures for the point p based on three different radiuses r j , where j = 1, 2, 3 respectively. Accordingly, each point has three curvatures c 1 , c 2 , c 3 . The curvature c j is computed as follows:
where λ j1 , λ j2 and λ j3 (λ j1 λ j2 λ j3 ) are eigenvalues obtained by performing Principal Component Analysis (PCA) on the neighborhood of the point p with radius r j .
Firstly, let the point which satisfies the following condition be the key point:
where ε c is a threshold. It is known that for a curved surface, c 1 , c 2 , c 3 are greater than zero. For a flat surface, c 1 , c 2 , c 3 are equal to zero. Eq. (2) also can filter the points on the flat surface which are redundant for our point of interest. Points like A in Fig. 1(b) are removed, whereas points like B and C are reserved. However, in practice, when the surface of the object changes drastically, the density of adjacent points may decrease and the point coordinate error may increase due to the problem of measuring angle, see [23] for detail. These points can not be seen as critical points and should be removed as bad points. Then, a threshold φ can be utilized to remove this kind of bad points like point C,
Next, we define the eigenvalue variation index as
The points whose eigenvalue variation is greater than ρ are selected for demonstrating a higher dimension. To avoid detecting key points which exhibit a similar spread along the principal directions, a repeatable canonical reference frame cannot be established. Above all, for three given radiuses r 1 , r 2 , r 3 , the point that satisfies conditions (2)-(4) is identified as a key point.
B. COVARIANCE MATRIX DESCRIPTOR
By calculating the eigenvalue variation ρ and the relative curvature variation in the last section, we can obtain all of the key points in the scene. A set of features for key points are computed under a radius r, including the geometric angles (cos α, cos β and cos γ ), dimensionality (a 1D , a 2D and a 3D ), the ratio of projection length (ψ i (p i , p)) and the difference of curvature (δ i (p i , p)), where p i , i = 1, 2, · · · , N (p, r) are the neighborhood of keypoint p within the sphere of radius r).
As show in Fig. 2 , n p is the normal vector of point p, n p i is the normal vector of point p i . Therefore, the three geometric angles can be defined as α =< n p , pp i >, β =< n p i , p i p > , γ =< n p , n p i >, where < ·, · > denotes the angle between two vectors.
The dimensional features for p i obtained by its eigenvalues λ 1 , λ 2 and λ 3 are combined as follows:
that represent the structure tensor of anisotropy, planarity and sphericity respectively. There is a linear structure in the neighborhood of point p i if λ 1 λ 2 and λ 1 λ 3 . If λ 1 λ 2 λ 3 , the neighborhood of point p i is mostly distributed in a plane formed. Finally, λ 1 λ 2 λ 3 means that the neighborhood of point p i is represented by a scatter structure.
For each point p i in the neighborhood of point p, the transformation from the three-dimensional Cartesian coordinate system to the local coordinate system is described as follows:
where
is the set of eigenvectors corresponding to three eigenvalues λ 1 , λ 2 and λ 3 respectively. p = 1 N N i=1 p i , where N is the total number of points in the neighborhood of point p i . (x i , y i , z i ) is the coordinates of point p i , i = 1, 2, · · · , N , and two sets X and Y are defined as follow:
Next, the ratio of projection length ψ i (p, p i ) is defined by the value between the first two principal axes of the local coordinate system at p i :
ψ is used to distinguish a symmetric local point set from an asymmetric local point set. If ψ = 1, a plane or sphere is represented by the neighborhood of p i . For other structures, ψ is greater than 1. Then, the difference of curvature δ i (p i , p) is computed by subtracting the value of curvature of point p i form that of point p:
where c p i and c p are calculated by Eq. (1).
All of the extracted features are invariant for the rigid transformation in the scene, which is of great importance for matching. In the end, these extracted features are normalized so that all features have the same range. Specifically, cos α is normalized as cos α = (cos α − min(cos α))/(max(cos α) − min(cos α)), where max(cos α) and min(cos α) are the maximum and minimum values of cos α. Similarly, we also nor-
For a key point p and a given radius r, we define the following function:
where f p i is an eight dimensional vector:
Inspired by Kaiser et al. [24] , we use the covariance matrix to illustrate the relationship among different features. The values distributed in the main diagonal of the covariance matrix indicate the variation for each feature. Other elements represent the similarity between the two characters. This provides a simpler way to represent the characteristics of the region. If the covariance matrices for two regions in different scenes are highly resembled, we assume that the two regions are similar. The covariance matrix describing the characteristic for a specific region is computed as follows:
wheref p = 1 N p N p i=1 f p i , and N p denotes the amount of the neighbourhood of p within radius r.
C. DISTANCE METRIC FOR MULTI-SCALES COVARIANCE MATRIX DESCRIPTOR
Different to the general distance computational method, the covariance matrix exists in a Riemannian manifold rather than a Euclidean space. The log-Euclidean norm and the log-Euclidean trace for calculating this kind of distance have been proposed in [25] . Brummer and Strydom [26] presented the log-likelihood and the log-eigenvalue metric method that are based on a generalized eigenvalue problem. Kaiser et al. [24] compared the four methods of covariance distance measurement, and the numerical results show that the log-eigenvalue measure is optimal in describing the similarity of the covariance matrix. In this paper, we adopt the log-eigenvalue method to solve the problem for measuring the distance of two covariance matrices. In the situation of the single scale, the distance is calculated as follows:
where p and q are two key points from different scenes, and λ t C r (F p ), C r (F q ) is defined as:
By changing the radius of the neighborhood of the key points, the covariance matrix descriptors of the key points in multiple scales can be easily obtained. The multiple covariance descriptor can be defined as follows:
Compared to the covariance descriptor formed by using only one neighborhood radius, the local features of the key points can be more clearly described if the point is supported by multiple covariance descriptors. Multi-scale covariance descriptors have a better recognition ability for key points that are similar in a small range but are not similar in a large range. Then, we extend the log-eigenvalue distance into multi-scale which is calculated as follows:
It should be noticed that by removing the most exceptional distance, the above method for measuring the distance of the multiple covariance descriptor is more reliable.
D. MATCHING STRATEGY
The covariance matrix descriptor is applied to match key points from two point clouds P and Q. Denote P k and Q k as the set of key points for point clouds P and Q respectively. For the covariance matrix, the smaller the distance, the higher the similarity between the two regions in different point clouds.
The search from P k to Q k is defined as positive, whereas the search from Q k to P k is negative. For an arbitrary key point p in P k , we can use the bidirectional proportion strategy to find key points which share similar features as p in Q k ,:
After finding the key point q ∈ Q k which satisfies the above condition, then the reverse matching step will be executed:
where ε k is a threshold. If p = p , then (p, q) can be seen as pairwise. The matching pair is unique when ε k = 1. If ε k > 1, there will be multiple choices for one key point to be matched which is good for the symmetrical scene. Simultaneously, the negative effect would increase.
IV. EXPERIMENTAL RESULTS
In this section, several experiments validate the superiority of the proposed algorithm. All of the experiments are implemented in C++ and conducted on a PC with AMD Ryzen 5, 3.2GHz CPU and 16.0 GB RAM.
A. KEY POINT DETECTION EXPERIMENTS 1) TEST DATA
In this section, four point cloud models from the Stanford 3D Scanning Repository [27] are tested by using the proposed algorithm. They are the Bunny, the Happybuddha, the Dragon and the Armadillo. These models were scanned by a Cyberware 3030 MS scanner. These models are displayed in Fig. 3 respectively.
2) KEY POINT EXTRACTION
As discussed in Section III-A, the extraction of the key point depends on three parameters: the radius in different scales, the threshold ε c of the curvature change ratio between adjacent scales, and the eigenvalue variation index ρ. Inspired by the evaluated method for the key points Schmid et al. [28] , we define an evaluation rule defined as the overlap ratio for the extraction of the key point in 3D scenes. Q is a model point cloud, P is the scene point cloud with noises followed a true rotation and transformed by the spatial transformation. For a given point q ∈ Q, its corresponding transformed point is denoted as q . p is defined as the nearest neighbor point of q if p satisfies the following condition
Therefore, a point set S containing points whose distance is less than the threshold ε d can be obtained. Then the overlap ratio between two corresponding 3D key points in different scenes was calculated by:
where n r is the number of S and n q is the number of key point in the Q. A higher overlap ratio indicates a stronger repeatability. Three fixed scales r 1 =r, r 2 = 2r and r 3 = 3r are tested in this paper, wherer is the average distance between each two adjacent points on the model. Assume 0.1 ε c 0.5 and ρ > 1. In order to obtain suitable threshold (ε c and ρ) parameters, we calculate the overlap of key points with different Gaussian noise. Three different level of Gaussian noise (σ = 0.1r, 0.3r and 0.5r) are added to three models to form the scene point clouds. as shown in Fig. 4 It can be clearly seen that the larger the noise, the coarser the surface of the scene point cloud will become.
First, key points from each model are selected by the proposed three-scale method. The corresponding noise scenes are selected by different ε c and ρ. Then the average overlap ratios of the key points in four models are calculated by using Eq. (20) respectively. In these experiments, the threshold φ in Eq. (3) and the distance threshold ε d are set to 0.6 and 0.5r respectively.
The results of the average overlap ratio in four noise scenes are shown in Fig. 5 . Lines of different colors and markers refer to the changes in the coverage of key points with the eigenvalue variation index ρ and the curvature variation ε c varies. We can see from Fig. 5 that the overlap ratio is the highest when ε c = 0.5 in three different scenes. As shown in Fig. 5 (a) and (b), the overlap ratio reduces slowly with the increase of ρ and converges to a fixed value. As the Gaussian noise increases, the overlap ratio drops rapidly as shown in Fig. 5 (c) . Hence, we can obtain that the overlap ratio can reach the peak when ε c = 0.5. Fig. 6 illustrates the distribution of key points in the four models under different ρ. Most of the key points detected by the proposed method distribute in the edge of the model, and the contour of the model becomes increasingly blurred as ρ increases. Meanwhile, we can see from Table. 1 that the number of the key points reduces with the increase of the eigenvalue index ρ. 
B. MULTI-SCALES COVARIANCE MATRIX DESCRIPTOR 1) EVALUATION CRITERIA OF THE DESCRIPTOR
For each key point, we use the bidirectional proportion strategy to calculate the similarity between its descriptor and all features in the noise scene. If the distance between the two features is less than the threshold, then the scene feature and the model feature are considered to be a matched feature pair. In addition, only when the distance between the physical positions of the feature pairs is small enough, the matched feature pairs are considered to be correct positives, otherwise they are considered to be false positives. The Precision-Recall (P-R) curve is one of the commonly used indicators in the literatures to evaluate descriptors. The P-R curve can be generated by tuning the ratio threshold in our experiments as follow:
where TP is the number of true positive correspondences, FP is the number of the false positive correspondences, and FN is the number of false negative correspondences.
2) SCALE SELECTION
For the multi-scale approach, Cirujeda et al. [18] utilized five different scales, with radius scales S = {1, 1.1, 1.3, 1.6, 2} times the single-scale descriptor radius. This scaling distribution focuses on narrow neighborhoods and finds some points which are similar in a small range but are not similar in a large range. To solve this problem, we test two scales S 1 = {1, 1.5, 2, 2.5, 3} and S 2 = {1, 2, 3} and chooser as the single-scale descriptor radius.
To get a suitable radius scale set, we used P-R curve to evaluate the distinctiveness of our proposed multi-scale covariance descriptor over Gaussian noise under different radius scale sets. For each model, a set of points (we empirically set the number of points to 1000) are randomly selected to evaluate the descriptors. In order to test performance of the proposed descriptor over Gaussian noise, we add three different levels of Gaussian noise (σ = 0.1r, 0.3r and 0.5r) to the models. The bidirectional proportion strategy in Section III-D is used to find candidate correspondences based on their associated descriptor similarity measures in Section III-C. ε k is set within a range of [1, 3] . We calculated the Precision and Recall averages of different models under different noises by using three sets S, S 1 , S 2 , and the resulting P-R curve is presented in Fig. 7 .
It is observed from Fig. 7 that the P-R curve with S 1 and S 2 are better than the P-R curve with S which means that it is helpful to adjust the size of the radius scale. In addition, we also give the computational time (s) for calculating the covariance matrix descriptor of each model in Table 2 . Note that, the computational time depends primarily on the size of the neighborhood radius at a single scale. We take S 2 = {1, 2, 3} as the radius scale set in terms of performance and computational time. To obtain the most suitable value of ρ, we compare the features of the key points under different ρ using the proposed covariance matrix descriptor, with radius scales S 2 = {1, 2, 3} times ther. Then, based on the above experiment, the curvature variation ε c are set to 0.5 and the range of the eigenvalue variation index ρ is 1.2 ∼ 1.6. Average precision calculated by Eq.(21) of the four models with different ρ in scenes and different noise σ when ε k = 1 are presented in Table 3 .
The experiments show that under low and medium noise (σ = 0.1r, 0.3r), the average accuracy increases gradually and reaches the maximum when ρ = 1.5 as ρ increases. However, the average accuracy begins to decrease when ρ equals to 1.6. On the contrary, the average accuracy keeps growing and reaches the maximum as ρ = 1.4. Therefore, it is most reasonable to choose ρ = 1.5. Moreover, it can be seen from Table 1 that the important features of the models are depicted and the number of feature points of the four models is 1642, 6620, 4395, 5250 respectively. This can achieve a good trade-off between computational cost and repeatability.
3) COMPARISON WITH PREVIOUS METHODS
To verify the superiority of the three scale covariance matrix (3S-COV) descriptor proposed in this paper, we compare it with the three traditional methods FPFH [12] , SHOT [29] and 3DSC [11] . FPFH, SHOT and 3DSC are implemented by open source Point Cloud Library (PCL) [30] . Accordingly, the required parameters are determined as the suggested values in the corresponding articles. In this paper, we use P-R curve to evaluate the performance of these descriptors in different noise scenarios. For fair comparison, we use the bidirectional proportion strategy proposed in Section III-D to find the candidate correspondences based on the relevant descriptor similarity metrics. And ε k is set as 1 to 3.
Firstly, the key points of the model point cloud are extracted. Then, the feature point in the noise scene is obtained by two steps: (1) Aligning the model point cloud and the scene point cloud by the real rotation translation transformation; (2) Find the nearest point in the scene point cloud of the transformed feature points sequentially as the feature point in the scene point cloud. Further, two sets of key points are described by the 3S-COV descriptors. Finally, for each pari of points, the similarity of the descriptors are calculated.
The average P-R curve of the four models in scene with different noise (σ = 0.1r, 0.3r, 0.5r) is presented in Fig. 8 . As shown in Fig. 8 , the proposed method has a better performance. When ε k equals to 1, the proposed method still holds a better precision, while other methods can not acquire a higher precision. Compared with 3DSC, 3S-COV descriptor has a higher recall rate within the range of [0,0.4]. When the precision is greater than 0.4, the recall of 3DSC exceeds our proposed method. However, the 3S-COV descriptor has the highest precision when ε k = 1. For the scene with medium noise (σ = 0.3r), the P-R curve of the proposed 3S-COV descriptor is higher than other three descriptors as presented in Fig. 8(b) . It can be seen from Fig. 8(c) that the 3S-COV descriptor obtains the best performance under the scene with the σ = 0.5r, and the precision rate is about 20% higher than 3DSC.
In general, 3S-COV descriptor is more robust than other three methods under different Gaussian noise. The other three descriptors FPFH, SHOT and 3DSC are restricted in the local area and their performance deteriorates with the increase of the Gaussian noise. By contrast, the proposed 3S-COV descriptor provides a more comprehensive representation of geometry, dimensions, surface variations and curvature changes at different scales. The method can clearly describe the local geometric features of the key points, especially for key points which are similar in a small range but are not similar in a large range. These further illustrate the robustness of our proposed 3S-COV descriptor.
C. 3D SURFACE MATCHING OF A SINGLE MODEL 1) EVALUATION CRITERIA FOR FEATURE MATCHING
For a given model point cloud and scene point cloud, the actual rotation matrix R a and translation vector T a are computed by SVD method through the corresponding key point matching pairs, where the number of feature point matching pairs must be greater than 3. The performance of the feature matching depends on the degree of deviation for R a and T a from the true positive rotation matrix R tp and translation vector T tp . Generally speaking, the smaller the degree of deviation, the better the matching effect. We define the rotation error θ e and the translation error t e as follows:
where trace(R a R −1 tp ) is the sum of the diagonal elements of the matrix R a R −1 tp andr is the average distance.
2) 3D SURFACE MATCHING ON THE STANFORD 3D SCANNING REPOSITORY
In this experiment, four 3D objects in Section IV-A are set as 3D source models. The 3D target scenes are generated by spatial changes (rotation and translation) and adding Gaussian noise (σ = 0.1r). Fig. 9 represents the matching results for the above four source models (green) and their corresponding 3D target scenes (blue). The matched pairs of key points are connected by the red lines. It should be noted that the more the number of parallel red lines, the better the performance of the proposed method. As can be seen from Fig. 9 , the proposed method could find much accurate matching pairs.
To further validate the efficiency of the proposed approach for matching process, the error between the true positive transformation and the computed transformation are obtained in Table 4 . Obviously, there is only a small difference between the transformation we computed and the true positive transformation. Moreover, from Table 4 ,it is clear that the rotation error θ e and the translation error t e of the proposed 3D surface matching method are the minimum compared to the other three methods, which indicates the accuracy of the proposed method. 
3) 3D SURFACE MATCHING ON THE UWA DATASET
The model in the UWA dataset [31] , [32] is used to further test the performance of our proposed methods as 3D source model. The UWA dataset contains five complete model point cloud: Chef, Parasaurolophus, T-rex, Chicken and Rhino, which are obtained through Konica Minolta Vivid 910. Fig. 10 presents the matching graphs of the 3D source models in the UWA dataset and their corresponding 3D target scene with Gaussian noise (σ = 0.1r). Similarly, the 3D source model point cloud are in green to represent, the 3D target scene point cloud is rendered in blue, and the red line indicates the match pair.
It can be seen from Fig. 10 that all five UWA models obtain a good matching since their matching pairs are relatively parallel. Moreover, the number of points, radius settings and the compared error are displayed in Table 5 . The number of feature points detected by our proposed method is relatively small, like chef and chicken. It is because the surface changes of these two models are gentle and solid. However, for these two models, a low spatial variation error is obtained by Eq. (23)- (24) . Meanwhile, the key points are described by FPFH, SHOT, 3DSC and matched by a bidirectional proportion strategy. Then we calculate the error with the actual spatial variation. Experimental results show that the proposed method is superior to the other three methods. This further illustrates the robustness and general applicability of 3S-COV.
D. 3D SURFACE MATCHING BETWEEN THE MODEL DATA AND THE DEFORMED DATA
In the actual point cloud acquisition, there may exist incomplete and deformed shape due to the angle of the scanner. To further verify its superior performances and the robustness of the proposed algorithm, we design an experiment about 3D surface matching between the model data and the deformed data. The the results are compared with the current superior algorithm includes the DUGMA algorithm and the GO-ICP algorithm. Experiments are tested on the Bunny, the Happybuddha, the Dragon and the Armadillo.
For simulation comparison, we generate the simulated datasets based on the original point cloud model. First of all, 10% points in the original point cloud model are randomly deleted. Then we cut off one part of the model, which includes n points. Further, the remaining shape is added with the Gaussian noise σ = 0.1r. Finally, the remaining shape with the Gaussian noise is applied a small transformation(R, T ), which was randomly generated, and we got a deformed data. In this case, the coverage between the two shapes can be computed as:
where N is the point number of the original shape. The value of the coverage is determined by the value of n. The simulation data is matched and registered by three methods, and the errors of the transformation are calculated by Eq. (23) and Eq. (24), and the corresponding results are compared. Three methods were tested on four point cloud models and their own simulated data, whose details include the rotation error θ e and the translation error t e are depicted in Table 6 . For a more intuitive view of the results, Fig.11 shows the registration results. As shown in Table 6 and Fig.11 , for the Dragon with the medium coverage, the error results obtained by matching and registering using the proposed method are smaller compared to DUGMA and GO-ICP. The low coverage of the model is a challenge for both three methods. Because symmetrical and similar regions may exist in the original model, which causes a multiple match for the region and leads to a wrong transformation. As a result, it can be seen from Table 6 that error of the proposed method is the lowest with different radius and different coverage model. In summary, the experimental results show that our method is superior and more robust in dealing with the deformed data.
V. CONCLUSION
We propose a 3D surface matching method for three dimensional models and scenes with noise at multiple scales. The algorithm proposed in this paper includes three steps: key point detection, feature description and feature matching. For each group experiment, the main conclusions of the experiment are briefly discussed as follows.
The method combines the curvature and eigenvalue variation in a point neighborhood to determine whether a point is a key point. Experiments with three models show that this method has a relatively high coverage in 3D scenes with certain noise (Fig. 5 ). In the subsequent covariance matrix description experiment, the features of the region in which the key point located is especially significant ( Table. 3).
For the second part, the feature descriptors presented in this paper describe geometric and dimensional features that are invariant to rigid transformations. Moreover, we extend the distance form the single scale environment to the multi-scale environment which is more applicable for the description for the features. Experiments also demonstrate that the performance carried by the proposed method is better than those of FPFH, 3DSC and SHOT (Fig. 8) .
Finally, we test the matching effect using our method in a single model and the deformed data respectively. For the nine objects mentioned in this paper, as the parameter ε k is equal to 1, we obtain a unique optimal solution and a lower error ratio about spatial transformation than FPFH, 3DSC and SHOT in a single model (Fig.4, Fig. 10 , Table 4 and Table 5 ). Our method improves the accuracy of matching and registration in the partial shape missing, deformation and noise and compared with DUGMA and GO-ICP, it is robust and superior, not sensitive to noise ( Fig. 11 and Table 6 ).
In summary, our proposed 3D matching method is superior to the 3D surface matching method based on FPFH, 3DSC and SHOT and excellent performance over DUGMA and GO-ICP in experiments matching and registering with deformation data. However, there is a disadvantages of our proposed method like the setting of parameters. Inappropriate parameters would result in fewer detected feature points, and the features in the region are not significant, which leads to in poor matching. Hence, in the future, our work will find an adaptive function to determine the number of scales, the parameters supporting the radius, the curvature change rate and eigenvalue change index in a multi-scale environment.
