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Abstract
Although a lot of approaches are developed to release network data with a dif-
ferentially privacy guarantee, inference using noisy data in many network models
is still unknown or not properly explored. In this paper, we release the bi-degree
sequences of directed networks under a general additive noisy mechanism with the
Laplace mechanism as a special case and use the p0 model for inferring the degree
parameters. We show that the estimator of the parameter without the denoised pro-
cess is asymptotically consistent and normally distributed. This is contrast sharply
with known results that valid inference such as the existence and consistency of
the estimator needs the denoised process. Along the way, a new phenomenon is
revealed in which an additional variance factor appears in the asymptotic variance
of the estimator when the noise becomes large. Further, we propose an efficient
algorithm for finding the closet point lying in the set of all graphical bi-degree se-
quences under the global L1 optimization problem. The algorithm simultaneously
produces a synthetic directed graph. Numerical studies demonstrate our theoretical
findings.
Key words: Asymptotic normality; Consistency; Differentially private; Noisy bi-
degree sequence; p0 model.
Mathematics Subject Classification: 62F12, 91D30.
1 Introduction
As more and more network data (of all kinds, but especially social ones) are made publicly
available, the data privacy becomes an important issue in network data analysis since
∗We have changed the original title “Statistical inference using differentially private bi-degree sequences
and synthetic directed graphs” to “Directed networks with a noisy bi-degree sequence” because new
contents are added.
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they may contain sensitive information about individuals and their relationships (e.g.,
sexual relationships, email exchanges, financial transactions). Nevertheless, the benefit
to analyze them are obvious to addressing a variety of important issues including disease
transmission, fraud detection, precision marketing, among many others. The demand
to preserve privacy has leaded to a rapid development on algorithms to release network
data or aggregate network statistics safely [e.g., Lu and Miklau (2014); Task and Clifton
(2012); Zheleva and Getoor (2011); Zhou et al. (2008); Wang et al. (2006)]. At the same
time, it brings challenge for statistical inference since the original data are not observed
and inference must be based on the noisy data. In addition, the structure of network
data are non-standard. As a result, how to estimate model parameters and analyze their
asymptotic properties using noisy data in many network models are still unknown or have
not been properly explored.
The degree sequence of an undirected graph or the bi-degree sequence of a directed
graph preliminarily summarizes the information contained in network data and many
other topological features of networks are constrained by it [e.g., Albert and Barabasi
(2002)]. In this paper, we focus on the directed networks with noisy bi-degree sequences.
The noisy degrees appear in at least two situations. First, it appears in some surveys
such as asking “how many people do you know” [McCormick et al. (2010)] or “do you
have how many sexual partners” [Helleringer and Kohler (2007)]. If respondents do not
answer questions honestly due to the concern of the disclosure of their privacy information,
then the collected degrees carry noises (or measurement errors) by themselves. Second,
it appears in the problems of the privacy protection of networks in which the noise is
added by the data curator. For instances, the out-degree of an individual reveals how
many people are infected by him/her in sexually transmitted disease networks and such
information is sensitive. In this case, it is required to limit disclosure of the bi-degrees. The
Laplace mechanism satisfying Differential Privacy proposed by Dwork et al. (2006), which
gives a rigorous definition of privacy for statistical data analysis to guarantee changes to
one person’s data will not significantly affect the output distribution, is widely used to
release the network statistics of interest [e.g., Lu and Miklau (2014); Karwa and Slavkovic´
(2016)]. This method artificially adds the Laplace noise to the input data. Motivated by
these scenarios, some questions naturally arise in our mind. For instance, can we directly
use the noisy bi-degree sequence to estimate the parameters in some models such as the
p0 model that is an exponential family distribution on graphs with the bi-degree sequence
as the exclusively sufficient statistic [Yan et al. (2016)]? Is the estimator consistent if it
exists? What is its asymptotic distribution? How to generate synthetic networks from
the differential private bi-degree sequences? We mainly concern the second scenario here
in which the noisy distribution is known. The aim of this paper is to answer such basic
questions under a general additive noisy mechanism with the Laplace mechanism as a
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special case, including make inference from a noisy bi-sequence and re-construct networks
using a denoised bi-sequence.
The main contributions are as follows. First, we show that the estimator of the pa-
rameter in the p0 model based on the moment equation in which the unobserved original
bi-degree sequence is directly replaced by the noisy bi-sequence, is consistent and asymp-
totically normal without the denoised process. This is contrast sharply with some existing
results [e.g., Fienberg et al. (2010); Karwa and Slavkovic´ (2016)], in which ignoring the
noisy process can lead to non-consistent and even nonexistent parameter estimates. Along
the way, a new phenomenon is revealed in which an additional variance factor appears in
the asymptotic variance of the estimator when the noise becomes large. To the best of our
knowledge, this is the first time to discover this phenomenon in network data analysis. We
show that the differentially private estimator corresponding to the denoised bi-sequence is
also consistent and asymptotically normal. Second, we propose an efficient algorithm to
denoise the noisy bi-sequence, which finds the closest point lying in the set of all possible
graphical bi-degree sequences under the global L1 optimization problem. Along the way,
it also output a synthetic directed graph that can be used to infer the graph structure. Its
graphical bi-degree sequence is an maximum likelihood estimator (MLE) of the original
one when the noise is the Laplace random variable. Finally, we provide simulation studies
as well as three real data analyses to illustrate theoretical results.
1.1 Literature review
The heterogeneity of degrees is common in realistic networks and many network models
depend on the information of degrees directly or indirectly. Holland and Leinhardt (1981)
is generally referred to as one of the earliest papers to model the degree variation, who
propose the p1 model in which the bi-degrees of nodes and reciprocated dyads form the
sufficient statistics for the exponential distribution on graphs. Although the p1 model
had proposed more than thirty years ago, asymptotic theory of the MLE has began to
appear until Yan et al. (2016) who establish the consistency and asymptotic normality
of the estimator in a simpler p0 model without the reciprocity parameter. Robins et al.
(2009) study the distributions of the bi-degrees through empirical examples in social
networks. Kim et al. (2012) propose an algorithm to generate all possible simple directed
graphs with a given bi-degree sequence and Zhang and Chen (2013) establish a sequential
importance sampling method in the undirected case. The p1 model has its undirected
version–β-model, a name coined by Chatterjee et al. (2011). Chatterjee et al. (2011)
prove the consistency of the MLE when the number of parameters goes to infinity and
Yan and Xu (2013) derive its asymptotic normal distribution. Rinaldo et al. (2013)
establish the necessary and sufficient conditions for which the MLE exists in the β-model.
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The β-model is then generalized to admit weighted edges [Hillar and Wibisono (2013)].
In all mentioned these models, asymptotic inference is nonstandard since the number of
parameters increases as the network size grows. It is also worth noting that the consistency
and asymptotic normality of the MLE have been derived for two related models: the
Rasch model [Rasch (1960)] for item response experiments by Haberman (1977) and the
Bradley-Terry model [Bradley and Terry (1952)] for paired comparisons by Simons and
Yao (1999).
Another class of models for the degrees of undirected networks are assigning each
node with a degree parameter and modelling edges independently with a distribution
parameterized only by the corresponding node parameters [e.g. Perry and Wolfe (2012);
Chung and Lu (2002)]. Perry and Wolfe (2012) derive the finite sample properties for
this class of models; Yan et al. (2016) establish a general asymptotic results for the
moment estimator. When the degree parameters are treated as random variables with a
common distribution, Olhede and Wolfe (2012) show that the multiplicative model under
which the probability of a present edge is the product of two node degree parameters can
be used to generate power-law networks. Moreover, Newman et al. (2002) propose the
configuration model to draw inference, in which a graph is randomly sampled from the
set of all possible graphs with the same degree sequence. Sadeghi and Rinaldo (2014)
formalized the exponential random graph model for the joint degree distributions and
derived the condition under which the MLE exists.
The work close to our paper is Karwa and Slavkovic´ (2016) who consider the privacy
problem of the degrees of undirected graphs in a differentially private manner recently.
Hay et al. (2009) use the Laplace mechanism to release the degree partition and propose
an efficient algorithm to find the solution that minimizes the L2 distance between all
possible graphical degree partitions and the noisy degree partition, in which the error is
also derived. Karwa and Slavkovic´ (2016) use a discrete Laplace mechanism to release
the degree sequence and prove that a differentially private estimator of the parameter in
the β-model is consistent and asymptotically normally distributed under the assumption
that all parameters are bounded. Moreover, they characterize conditions that lead to a
quadratic time algorithm to check for the existence of MLE of the β-model and construct
an efficient algorithm to output a synthetic graph. Moreover, Karwa et al. (2014) and
Karwa et al. (2017) propose differentially private methods to release network data in a
wide class of exponential random graph models (ERGMs) and use Markov chain Monte
Carlo techniques to fit ERGMs for the released data. However, ERGMs with network
configurations such as k-stars and triangles as sufficient statistics incur the problem of
model degeneracy in the sense of Handcock (2003), in which almost all realized graphs
essentially have no edges or are complete [e.g., Chatterjee and Diaconis (2013)]. The
model degeneracy leads to the non-consistent MLE [Shalizi and Rinaldo (2013)].
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For the rest of the paper, we proceed as follows. In Section 2, we present a general
additive noisy mechanism and estimate the degree parameter in the p0 model using the
noisy bi-sequence. In Section 3, we present the consistency and asymptotic normality
of the estimator. In Section 4, we first give a brief introduction to differential privacy,
then denoise the noisy bi-sequence and finally present the asymptotic properties of the
differentially private estimator. In Section 5, we carry out the simulation studies to
evaluate the theoretical results and analyze three real network datasets. We make the
summary and further discussion in Section 6. All proofs are regelated into Section 7 and
online supplementary material.
2 Estimation from a noisy bi-degree sequence
2.1 The noisy bi-degree sequence
Let Gn be a simple directed graph on n ≥ 2 nodes labeled by “1, . . . , n”. Here, “simple”
means that there are no multiple edges and no self-loops in Gn. Let A = (ai,j) be the
adjacency matrix of Gn, where ai,j is an indictor variable of the directed edge from head
node i to tail node j. If there exists a directed edge from i to j, then ai,j = 1; otherwise
ai,j = 0. Since Gn is loopless, let ai,i = 0 for convenience. Let d
+
i =
∑
j 6=i ai,j be the
out-degree of node i and d+ = (d+1 , . . . , d
+
n )
⊤ be the out-degree sequence of the graph
Gn. Similarly, define d
−
i =
∑
j 6=i aj,i as the in-degree of node i and d
− = (d−1 , . . . , d
−
n )
⊤ as
the in-degree sequence. The pair d = (d+, d−) or {(d+1 , d−1 ), . . . , (d+n , d−n )} are called the
bi-degree sequence.
When the network statistics such as the degrees are sensitive, it can not be released to
public directly. One common approach to provide privacy protection is using the Laplace
mechanism [e.g., Hay et al. (2009); Karwa and Slavkovic´ (2016)], in which independently
and identically distributed Laplace random variables are added into the input data. The
Laplace mechanism has one nice property that it satisfies “differential privacy” [Dwork et
al. (2006)] deferred to explain in Section 4. Here, we consider a general distribution for
the noisy variables with the Laplace distribution as a special case. Recall that a random
variable X is sub-exponential with parameter κ > 0 [Vershynin (2012)] if
[E|X|p]1/p ≤ κp for all p ≥ 1. (1)
We assume that random variables {e+i }ni=1 and {e−i }ni=1 are mutually independent and dis-
tributed by sub-exponential distributions with respective parameters {κi}ni=1 and {κn+i}ni=1.
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Then we observe the noisy bi-sequence d˜ instead of d, where
d˜+i = d
+
i + e
+
i , i = 1, . . . , n
d˜−i = d
−
i + e
−
i , i = 1, . . . , n.
(2)
We assume that the parameters of sub-exponential distributions are known. Indeed, they
are public in differentially private methods as explained in Section 4.
The Laplace random variableX with the density f(x) = (2λ)−1e−|x|/λ is sub-exponential,
where κ = λ. This is due to that E|X|p = λp−1Γ(p) and Γ(n+s) < n1−sΓ(n+1) [Gautschi
(1959)] for s ∈ (0, 1) and an arbitrarily positive integer n. The parameter κi measures
how large a noise is. The larger the parameter κi is, the bigger the noise, providing more
protection.
2.2 Estimation based on the p0 model
To make statistical inference from a noisy bi-sequence, we need to specify a model on the
original bi-degree sequence. If no prior information is given, we can model d according
to the maximum entropy principle [Wu (1997)]. It forces the probability distribution on
graphGn into the exponential family with the bi-degree sequence as the sufficient statistic,
which admits the maximum entropy when the expectation of a bi-degree sequence is given.
Hereafter, we refer to this model as the p0 model. The subscript “0” means a simpler
model than the p1 model that contains an additional reciprocity parameter [Holland and
Leinhardt (1981)]. The p0 model can be represented as:
P(Gn) =
1
c(α, β)
exp(
∑
i
αid
+
i +
∑
j
βjd
−
j ), (3)
where c(α, β) is a normalizing constant, α = (α1, . . . , αn)
⊤ and β = (β1, . . . , βn)
⊤. The
outgoingness parameter αi characterizes how attractive the node is and the incomingness
parameter βi illustrate the extent to which the node is attracted to others as in Holland
and Leinhardt (1981). Although the p0 model looks simple, it is still useful to applications
where only the bi-degree sequence is used. First, it can be served as null models for
hypothesis testing [e.g., Holland and Leinhardt (1981); Fienberg and Wasserman (1981);
Zhang and Chen (2013)]. Second, it can be used to re-construct networks and make
statistical inferences in a situation in which only the bi-degree sequence is available due
to privacy consideration [e.g., Helleringer and Kohler (2007)]. Third, it can be used as
a preliminary analysis for choosing suitable statistics for network configurations [e.g.,
Robins et al. (2009)].
Since an out-edge from node i pointing to j is the in-edge of j coming from i, it leads
to that the sum of out-degrees is equal to the sum of in-degrees. If one transforms (α, β)
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to (α− c, β + c), the probability distribution in (3) does not change. For the sake of the
identification of model parameters, we set βn = 0 as in Yan et al. (2016). The p0 model
can be formulated by an array of mutually independent Bernoulli random variables ai,j,
1 ≤ i 6= j ≤ n with probabilities:
P(ai,j = 1) =
eαi+βj
1 + eαi+βj
.
The normalizing constant c(α, β) is
∑
i 6=j log(1 + e
αi+βj). We use the moment equations
to estimate the degree parameter with the unobserved d directly replaced by the observed
d˜:
d˜+i =
∑
j 6=i
e
αi+βj
1+e
αi+βj
, i = 1, . . . , n,
d˜−j =
∑
i 6=j
e
αi+βj
1+e
αi+βj
, j = 1, . . . , n− 1.
(4)
The fixed point iteration algorithm can be used to solve the above system of equations.
Let θ = (α1, . . . , αn, β1, . . . , βn−1)
⊤. The solution θ̂ to the equations (4) is defined as the
estimator of θ, where θ̂ = (αˆ1, . . . , αˆn, βˆ1, . . . , βˆn−1)
⊤ and βˆn = 0. Here we do not call θ̂
the moment estimator since equations (4) are not the true moment equations.
3 Asymptotic properties of the estimator
In this section, we present the consistency and asymptotical normality of the estimator.
For a subset C ⊂ Rn, let C0 and C denote the interior and closure of C, respectively. For
a vector x = (x1, . . . , xn)
⊤ ∈ Rn, denote by ‖x‖∞ = max1≤i≤n |xi|, the ℓ∞-norm of x. For
an n×n matrix J = (Ji,j), let ‖J‖∞ denote the matrix norm induced by the ℓ∞-norm on
vectors in Rn, i.e.
‖J‖∞ = max
x 6=0
‖Jx‖∞
‖x‖∞ = max1≤i≤n
n∑
j=1
|Ji,j|.
Before presenting the asymptotic results, we make an assumption throughout the rest of
the paper.
Assumption 1. Assume that maxi=1,...,2n κi ≤ κ, where κ may depend on n.
By using the above assumption, 2n sub-exponential parameters can be conventionally
replaced by one parameter κ in the conditions of the theorems. We use the Newton
method to derive the existence and consistency of θ̂. The idea can be briefly described as
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follows. Define a system of functions:
Fi(θ) = d˜
+
i −
∑n
k=1;k 6=i
eαi+βk
1+eαi+βk
, i = 1, . . . , n,
Fn+j(θ) = d˜
−
j −
∑n
k=1;k 6=j
e
αk+βj
1+e
αk+βj
, j = 1, . . . , n,
F (θ) = (F1(θ), . . . , F2n−1(θ))⊤.
(5)
Note the solution to the equation F (θ) = 0 is precisely the estimator. We construct
the Newton iterative sequence: θ(k+1) = θ(k) − [F ′(θ(k))]−1F (θ(k)). If the initial value is
chosen as the true value θ∗, then it is left to bound the error between the initial point
and the limiting point to show the consistency. This is done by establishing a geometric
convergence of rate for the iterative sequence. The details are in Section 7.1. The existence
and consistency of θ̂ is stated blow.
Theorem 1. Assume that A ∼ Pθ∗, where Pθ∗ denotes the probability distribution (3)
on A under the parameter θ∗. If (1 + κ)e12‖θ
∗‖∞ = o((n/ logn)1/2), then with probability
approaching one as n goes to infinity, the estimator θ̂ exists and satisfies
‖θ̂ − θ∗‖∞ = Op
(
(1 + κ)
(log n)1/2e6‖θ
∗‖∞
n1/2
)
= op(1).
Further, if θ̂ exists, it is unique.
Remark 1. The condition (1+κ)e12‖θ
∗‖∞ = o((n/ logn)1/2) in Theorem 1 to guarantee the
consistency of the estimator, exhibits an interesting trade-off between the noisy parameter
κ and ‖θ∗‖∞. If ‖θ∗‖∞ is bounded by a constant, κ can be as large as n1/2/(logn)1/2.
Conversely, if e‖θ
∗‖∞ is growing at a rate of n1/12/(logn)1/12, then κ can only be at a
constant magnitude.
Theorem 1 shows that the estimation is robust in the sense of consistency even if the
distribution of the noise is misspecified. In order to present asymptotic normality of θ̂, we
introduce a class of matrices. Given two positive numbers m and M with M ≥ m > 0,
we say the (2n − 1) × (2n − 1) matrix V = (vi,j) belongs to the class Ln(m,M) if the
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following holds:
m ≤ vi,i −
∑2n−1
j=n+1 vi,j ≤M, i = 1, . . . , n− 1; vn,n =
∑2n−1
j=n+1 vn,j,
vi,j = 0, i, j = 1, . . . , n, i 6= j,
vi,j = 0, i, j = n+ 1, . . . , 2n− 1, i 6= j,
m ≤ vi,j = vj,i ≤M, i = 1, . . . , n, j = n+ 1, . . . , 2n− 1, j 6= n+ i,
vi,n+i = vn+i,i = 0, i = 1, . . . , n− 1,
vi,i =
∑n
k=1 vk,i =
∑n
k=1 vi,k, i = n + 1, . . . , 2n− 1.
(6)
Clearly, if V ∈ Ln(m,M), then V is a (2n−1)× (2n−1) diagonally dominant, symmetric
nonnegative matrix. Define v2n,i = vi,2n := vi,i −
∑2n−1
j=1;j 6=i vi,j for i = 1, . . . , 2n − 1 and
v2n,2n =
∑2n−1
i=1 v2n,i. Yan et al. (2016) propose to approximate the inverse of V , V
−1, by
the matrix S = (si,j), which is defined as
si,j =

δi,j
vi,i
+ 1
v2n,2n
, i, j = 1, . . . , n,
− 1
v2n,2n
, i = 1, . . . , n, j = n + 1, . . . , 2n− 1,
− 1
v2n,2n
, i = n+ 1, . . . , 2n− 1, j = 1, . . . , n,
δi,j
vi,i
+ 1
v2n,2n
, i, j = n + 1, . . . , 2n− 1,
(7)
where δi,j = 1 when i = j and δi,j = 0 when i 6= j.
We use V to denote the Fisher information matrix of θ in the p0 model. It can be
shown that
vij =
eαi+βj
(1 + eαi+βj)2
, 1 ≤ i 6= j ≤ n.
Since ex/(1 + ex)2 is an increasing function on x when x ≥ 0 and a decreasing function
when x ≤ 0, we have
(n− 1)e2‖θ‖∞
(1 + e2‖θ‖∞)2
≤ vii ≤ n− 1
4
, i = 1, . . . , 2n.
Therefore V ∈ Ln(m,M), where m is the left expression and M is the right expres-
sion in the above inequality. The asymptotic distribution of θ̂ depends on V . Let
g = (d+1 , . . . , d
+
n , d
−
1 , . . . , d
−
n−1)
⊤ and g˜ = (d˜+1 , . . . , d˜
+
n , d˜
−
1 , . . . , d˜
−
n−1)
⊤. If we apply Tay-
lor’s expansion to each component of g˜−Eg, then the second order term in the expansion
is V (θ̂ − θ). Since V −1 does not have a closed form, we work with S defined at (7) to
approximate it. Then we represent θ̂ − θ as the sum of S(g˜ − Eg) and a remainder. The
central limit theorem is proved by establishing the asymptotic normality of S(g˜ − Eg)
and showing the remainder is negligible. We formally state the central limit theorem as
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follows.
Theorem 2. Assume that A ∼ Pθ∗ and (1 + κ)2e18‖θ∗‖∞ = o((n/ logn)1/2).
(i)If κ(log n)1/2e2‖θ
∗‖∞ = o(1), then for any fixed k ≥ 1, as n→∞, the vector consisting
of the first k elements of (θ̂ − θ∗) is asymptotically multivariate normal with mean 0 and
covariance matrix given by the upper left k × k block of S defined at (7).
(ii)Let s2n = Var(
∑n
i=1 e
+
i −
∑n−1
i=1 e
−
i ) and µ = E(
∑n
i=1 e
+
i −
∑n−1
i=1 e
−
i ). If s
−1
n (
∑n
i=1 e
+
i −∑n−1
i=1 e
−
i − µ) converges in distribution to the normal distribution, and sn/v1/22n,2n → c for
some constant c, then for any fixed k ≥ 1, the vector consisting of the first k elements
of (θ̂ − θ∗) is asymptotically k-dimensional multivariate normal distribution with mean
(
k︷ ︸︸ ︷
µ, . . . , µ) and covariance matrix
diag(
1
v1,1
, . . . ,
1
vk,k
) + (
1
v2n,2n
+
s2n
v22n,2n
)1k1
⊤
k ,
where 1k is a k-dimensional column vector with all entries 1.
Remark 2. First, if we change the first k elements of (θ̂ − θ∗) to an arbitrarily fixed k
elements with the subscript set {i1, . . . , ik}, Theorem 2 still holds. This is because all
steps in the proof are valid if we change the first k subscript set {1, . . . , k} to {i1, . . . , ik}.
Second, the asymptotic variance for the difference of the pairwise estimators (θ̂ − θ∗)i −
(θ̂− θ∗)j is 1/vi,i+1/vj,j, regardless of the additional variance factor 1/v2n,2n+ s2n/v22n,2n.
Remark 3. The asymptotic variance of θ̂i goes through a “phase transition” from 1/vi,i+
1/v2n,2n to having an additional value s
2
n/v
2
2n,2n when κ becomes larger. As an example,
we assume that e+i ’s and e
−
i ’s are independently and identically distributed as the Laplace
random variables with the parameter λ, in which κ is the same as λ. In this case µ = 0 and
s2n = 2(2n− 1)λ2. The condition λ(logn)1/2e2‖θ∗‖∞ = o(1) implies that s2n/vi,i = o(1) for
all i such that the added Laplace noises have no impact on the asymptotical distribution
θ̂i. When λ(log n)
1/2e2‖θ
∗‖∞ = O(1), then s2n/vi,i ≥ c for some constant c leading to the
additional variance factor.
4 Differentially private synthetic directed graphs
In this section, we consider the special discrete Laplace mechanism to release the bi-
degree sequence under edge differential privacy (EDP). We first give a brief introduction
to differential privacy. Then we propose an efficient algorithm to denoise the differentially
private bi-sequence in terms of an L1 optimization problem that also outputs a synthetic
directed graph. Finally, we present the consistency and asymptotic normality of the
differentially private estimator in the p0 model by using the denoised bi-sequence.
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4.1 Differential privacy
As mentioned in the introduction section, network data containing sensitive individuals’
and their relationships’ information can not be directly made public due to privacy con-
cerns. To guarantee the confidence information not be disclosed, they must be carefully
treated before being made public. A simple method to deal with the privacy problem
is the anonymization technique by removing identifiers from a network and releasing an
anonymized isomorphic network, but it had been demonstrated that it is easy to attack
[e.g., Backstrom et al. (2011); Narayanan and Shmatikov (2009)]. Dwork et al. (2006)
develop a rigorous definition of differential privacy (DP) to achieve privacy protection.
DP is a randomized data releasing mechanism that defines a conditional probability dis-
tribution on outputs with a restriction when an input is given. Let ǫ be a positive real
number and Q(·|·) be a conditional probability distribution with a dataset D as the input.
Let S denote the image of Q. The data releasing mechanism Q is ǫ-differentially private
if for any two neighboring datasets D1 and D2 that differ on a single element (i.e., the
data of one person), and all subsets S of S,
Q(S|D1) ≤ eǫ ×Q(S|D2).
The privacy parameter ǫ is chosen by the data curator administering the privacy policy
and is public, which controls the trade-off between privacy and utility. Smaller value of ǫ
means more privacy protection.
Intuitively, DP requires that the outputs should not be different significantly if the
inputs are similar. That is, the distribution of the output is almost the same whether or
not an individual’s record appears in the dataset. We illustrate why it protects privacy
with an example. Suppose a hospital wants to release some statistics on the medical
records of their patients to the public. In response, a patient may wish to make his record
omitted from the study due to a privacy concern that the published results will reveal
something about him personally. DP alleviates this concern because whether or not the
patient participates in the study, the probability of a possible output is almost the same.
Thus, an attacker cannot glean much about his record from differentially private results.
From a theoretical point, any test statistic has nearly no power for testing whether an
individual’s data is in the original dataset or not ; see Wasserman and Zhou (2010) for a
rigourous proof.
What is being protected in the DP is precisely the difference between two neighboring
datasets. Within network data, depending on the definition of the graph neighbor, DP is
divided into node DP (NDP) [Kasiviswanathan et al. (2013)] and Edge DP (EDP) [Nissim
et al. (2007)]. Two graphs are called neighbors if they differ in exactly one edge, then
DP is EDP. Analogously, we can define NDP by letting graphs be neighbors if one can be
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obtained from the other by removing a node and its adjacent edges. EDP protects edges
not to be detected, whereas node DP protects nodes together with their adjacent edges,
which is a stronger privacy policy.
In applications, what is a reasonable privacy standard depends on the context of the
study. In one example, considering the messages network among students at the University
of California, Irvine [Opsahl and Panzarasa (2009)], the sensitive information is that it
reveals who sent messages to whom; EDP is a good choice protecting message relationships
from being disclosed. In another example on the sexual network [Helleringer and Kohler
(2007)], edges indicating sexual interactions are clearly private information, but other than
that individuals themselves are also sensitive. In this case, NDP is desirable. However,
it may be infeasible to design algorithms that are both NDP and have good utility. As
an example, Hay et al. (2009) show that estimating node degrees are highly inaccurate
under NDP due to that the global sensitive in Definition 2 is too large (in the worst case
having an order n as the same with the size of a network) such that the output is useless.
Following Karwa and Slavkovic´ (2016), we use EDP here.
Let δ(G,G′) be the number of edges on which G and G′ differ. The formal definition
of EDP is as follows.
Definition 1 (Edge differential privacy). Let ǫ > 0 be a privacy parameter. A randomized
mechanism Q(·|G) is ǫ-edge differentially private if
sup
G,G′∈G,δ(G,G′)=1
sup
S∈S
Q(S|G)
Q(S|G′) ≤ e
ǫ,
where G is the set of all directed graphs of interest on n nodes and S is the set of all
possible outputs.
Let f : G → Rk be a function. The global sensitivity [Dwork et al. (2006)] of the
function f , denoted ∆f , is defined below.
Definition 2. (Global Sensitivity). Let f : G → Rk. The global sensitivity of f is defined
as
∆(f) = max
δ(G,G′)=1
‖f(G)− f(G′)‖1
where ‖ · ‖1 is the L1 norm.
The global sensitivity measures the worst case difference between any two neighboring
graphs. The magnitude of noises added in the differentially private algorithm Q crucially
depends on the global sensitivity. If the outputs are the network statistics, then a simple
algorithm to guarantee EDP is the Laplace Mechanism [e.g., Dwork et al. (2006)] that
adds the Laplace noise proportional to the global sensitivity of f .
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Lemma 1. (Laplace Mechanism). Let f : G → Rk. Let Z1, . . . , Zk be independent and
identically distributed Laplace random variables with density function e−|z|/λ/λ. Then
the Laplace Mechanism outputs f(G) + (Z1, . . . , Zk) is ǫ-edge differentially private, where
ǫ = −∆(f) log λ.
When f(G) is integer, one can use a discrete Laplace random variable as the noise as
in Karwa and Slavkovic´ (2016), where it has the probability mass function:
P(Z = z) =
1− λ
1 + λ
λ|z|, z ∈ Z, λ ∈ (0, 1).
Lemma 1 still holds if the continuous Laplace distribution is replaced by the discrete
version. In the discrete case, the noisy parameter κ defined in eq. (1) becomes −2/ log λ.
One nice property of differential privacy is that any function of a differentially private
mechanism is also differentially private.
Lemma 2 (Dwork et al. (2006); Wasserman and Zhou (2010)). Let f be an output of
an ǫ-differentially private mechanism and g be any function. Then g(f(G)) is also ǫ-
differentially private.
By Lemma 2, any post-processing done on the noisy bi-degree sequences obtained as
an output of a differentially private mechanism is also differentially private.
4.2 Releasing the bi-degree sequence
We use the discrete Laplace mechanism in Lemma 1 to release the bi-degree sequence
d = (d+, d−) under EDP. Note that f(Gn) = (d
+, d−). If we add or remove a directed
edge i→ j in Gn, then the out-degree of the head node and the in-degree of the tail node
associated with the changed edge increases or decreases 1 each. Therefore, the global
sensitivity for the bi-degree sequence is 2. The released steps are in Algorithm 1, where
a differentially private bi-sequence is returned and κ is equal to 4/ǫ.
Algorithm 1
Input: The bi-degree sequence d of a directed Gn and privacy parameter ǫ
Output: Differentially private answer to the bi-degree sequence of Gn
1: Let d = (d+, d−) be the bi-degree sequence of Gn
2: for i = 1→ n do
3: Generate two independent e+i and e
−
i from discrete Laplace with λ = exp(−ǫ/2);
4: Let z+i = d
+
i + e
+
i and z
−
i = d
−
i + e
−
i
5: end forreturn z = (z+, z−)
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4.3 The denoised bi-degrees and synthetic directed graphs
The output z of Algorithm 1 generally is not the graphical bi-degree sequence. There
have been several characterizations for the bi-degree sequence [e.g., Fulkerson (1960);
Kleitman and Wang (1973); Majcher (1985)]. A necessary condition for graphical bi-
degree sequences is that the sum of in-degrees is equal to that of out-degrees and all
in- and out- degrees are between 0 and n − 1. To check what are the chances that this
condition holds, we carry out some simulations. We use the p0 model to generate the
random graphs and record their bi-degree sequences. Then use Algorithm 1 to output the
bi-sequence z. We set αi, βi ∼ U(0, 1) and n = 100. We repeat 10, 000 simulations and
record the frequency that
∑
i z
+
i =
∑
i z
−
i holds. The simulation results show that this
condition holds with at most 1%.
To make z be graphical, we need to denoise z. The denoising process appears to be
complex. First, the number of parameters to be estimated (d+i , d
−
i , i = 1, . . . , n) is equal to
the number of observations (z+i , z
−
i , i = 1, . . . , n). Second, the parameter space is discrete
and very large, whose cardinality grows at least an exponential magnitude. Let Bn be the
set of all possible bi-degrees sequence of graph Gn. It is natural to use the closest point
dˆ lying in Bn as the denoised bi-sequence with some distance between dˆ and d. We use
L1 distance here and define the estimator as
dˆ = arg min
d∈Bn
(‖z+ − d+‖1 + ‖z− − d−‖1). (8)
This is because the maximum likelihood estimation leads to the same solution. Specifi-
cally, since the parameter λ in the noise addition process of Algorithm 1 is known, the
likelihood on observation z with the parameter d in Bn is
L(d|z) = c(λ) exp{−(
n∑
i=1
|z+i − d+i |+
n−1∑
i=1
|z−i − d−i |)}.
We can see that the MLE of d is also dˆ.
We propose Algorithm 2 to produce the MLE dˆ. Along the way, it also outputs a
directed graph with dˆ as its bi-degree sequence. The correctness of Algorithm 2 is given
in Theorem 3.
Theorem 3. Let z = (z+, z−) be a bi-sequence of integers obtained from Algorithm 1.
The bi-degree sequence of Gn produced by Algorithm 2 is dˆ defined at (8).
We prove Theorem 3 by converting the directed Havel-Hakimi algorithm [Erdo´s et al.
(2010)] into Algorithm 2 that performs L1 “projection” on the set Bn, which motivated by
Karwa and Slavkovic´ (2016) who use the Havel-Hakimi algorithm [Havel (1955); Hakimi
14
Algorithm 2
Input: A bi-sequence of integers z = (z+, z−)
Output: A directed graph Gn on n vertices with bi-degree sequence dˆ
1: Let Gn be the empty graph on n vertices
2: Let S = {1, . . . , n} \ {i : z+i ≤ 0}
3: while |S| > 0 do
4: T = {1, . . . , n} \ {i : z−i ≤ 0}
5: Let z+i∗ = maxi∈S z
+
i and i
∗ = min{i ∈ S : z+i = z+i∗}.
6: Let T = T \ {i∗} and pos = |T |.
7: Let hi∗ = min(z
+
i∗ , pos).
8: Let I =indices of hi∗ highest values in z
−(T ) where z−(T ) is the sequence z−
restricted to the index set T
9: Add a directed edge from i∗ to k in Gn for each k ∈ I
10: Let z−i = z
−
i − 1 for all i ∈ I and S = S \ {i∗}
11: end while
(1962)] to find the solution to the undirected L1 optimalization problem. Although the
Havel-Hakimi algorithm had been proposed sixty years ago, the directed version has been
derived until Erdo´s et al. (2010). The directed Havel-Hakimi algorithm claims that the
left bi-sequence after the original graphical bi-degree sequence subtracting a bi-degree
sequence corresponding to a k-out subgraph, is graphical.
Remark 4. In step 8 of Algorithm 2, if some in-degrees of z−(T ) are equal, we arrange
them by the decreasing order of their corresponding out-degrees. Assume that the order
is z−i1 ≥ · · · ≥ z−ik . Then we select their top hi∗ values. This rule applies hereafter and we
will not emphasize it.
Write ǫ in Algorithm 1 as ǫn. The next theorem characterizes the error between dˆ and
d in terms of the privacy parameter ǫn.
Theorem 4. When ǫn(c+ 1) ≥ 4 logn, we have
P(‖dˆ− d‖∞ > c) ≤ 4
n
,
where for two bi-sequences a = (a+, a−) and b = (b+, b−), ‖a− b‖∞ is defined as
‖a− b‖∞ = max{‖a+ − b+‖∞, ‖a− − b−‖∞} (9)
As expected, the privacy parameter ǫn is smaller, the error between the original bi-
degree and its MLE dˆ becomes larger. For any fixed τ ∈ (0, 1/2), if ǫn = Ω(n−(1/2−τ)),
then
‖dˆ− d‖∞ = Op(n(1/2−τ) logn). (10)
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4.4 Differentially private estimator in the p0 model
Both d˜ and dˆ are the EDP estimator of d when the discrete Laplace mechanism is used,
where the latter is due to Lemma 2. We can use dˆ to replace d˜ in equations (4) to obtain the
denoised estimator of the parameter θ and denote the solution as θ¯. By repeatedly using
Lemma 2, θ̂ and θ¯ are both EDP estimators. By noting (10) holds, with the similar lines
of arguments for Theorems 1 and 2, the DP estimator is consistent and asymptotically
normal stated in Theorem 5, whose proof is omitted.
Theorem 5. Assume that A ∼ Pθ∗ and ǫn = Ω(n−(1/2−ρ)) for a fixed ρ ∈ (0, 1/2).
(i)If e12‖θ
∗‖∞ = o((n/ logn)1/2), then as n goes to infinity, with probability approaching
one, the DP estimator θ¯ exists and satisfies
‖θ¯ − θ∗‖∞ = Op
(
(logn)1/2e6‖θ
∗‖∞
n1/2
)
= op(1).
Further, if θ¯ exists, it is unique.
(ii)If e18‖θ
∗‖∞ = o((n/ logn)1/2), then for any fixed k ≥ 1, as n→∞, the vector consisting
of the first k elements of (θ¯ − θ∗) is asymptotically multivariate normal with mean 0 and
covariance matrix given by the upper left k × k block of S defined at (7).
Remark 5. The condition imposed on ‖θ∗‖∞ in Theorem 5 essentially is in the same level
as Theorem 1 in Yan et al. (2016), where the condition for consistency is ‖θ∗‖∞ ≤ τ log n,
τ ∈ (0, 1/24). By comparing it with the condition for consistency in Theorem 5, they are
up to a log factor. By checking the proofs, both theorems still hold if exchanging their
conditions. The condition in Theorem 5 is more natural and thus we use it here.
Remark 6. Since the distribution of the difference dˆ−d is difficult to obtain, we don’t have
the asymptotic result like in Theorem 2 (ii). By Theorem 5, when ǫn = Ω(n
−(1/2−ρ)), the
convergence rate of θ¯i is 1/v
1/2
i,i for any fixed i. Since (n− 1)e−2‖θ∗‖∞/4 ≤ vi,i ≤ (n− 1)/4,
the rate of convergence is between O(n−1/2e‖θ
∗‖∞) and O(n−1/2), which is the same as the
non private estimator [Yan et al. (2016)].
5 Numerical studies
5.1 Simulation
In this section, we carry out numerical simulations by using the discrete Laplace mech-
anism in Algorithm 1. We assess the performance of the estimator for finite sizes of
networks when n, ǫ or the range of θi varies and compare the simulation results of the
non-denoised estimator with those of the denoised estimator.
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The parameters in the simulations are as follows. Similar to Yan et al. (2016), the
setting of the parameter θ∗ takes a linear form. Specifically, we set α∗i+1 = (n − 1 −
i)L/(n − 1) for i = 0, . . . , n − 1. For the parameter values of β, let β∗i = α∗i , i =
1, . . . , n − 1 for simplicity and β∗n = 0 by default. We considered four different values
for L, L = 0, log(logn), (logn)1/2 and logn, respectively. We simulated three different
values for ǫ: one is fixed (ǫ = 2) and the other two values tend to zero with n, i.e.,
ǫ = log(n)/n1/4, log(n)/n1/2. We considered three values for n, n = 100, 200 and 500.
Each simulation was repeated 10, 000 times.
By Theorem 2, ξˆi,j = [αˆi − αˆj − (α∗i − α∗j )]/(1/vˆi,i + 1/vˆj,j)1/2, ζˆi,j = (αˆi + βˆj − α∗i −
β∗j )/(1/vˆi,i + 1/vˆn+j,n+j)
1/2, and ηˆi,j = [βˆi − βˆj − (β∗i − β∗j )]/(1/vˆn+i,n+i + 1/vˆn+j,n+j)1/2
converge in distribution to the standard normal distributions, where vˆi,i is the estimate of
vi,i by replacing θ
∗ with θ̂. Therefore, we assess the asymptotic normality of ξˆi,j, ζˆi,j and
ηˆi,j using the quantile-quantile (QQ) plot. Further, we record the coverage probability of
the 95% confidence interval, the length of the confidence interval, and the frequency that
the estimate does not exist. The results for ξˆi,j, ζˆi,j and ηˆi,j are similar, thus only the
results of ξˆi,j are reported. Note that θ¯ denotes the denoised estimator corresponding to
the denoised bi-degree sequence dˆ. The notation ξ¯i,j is similarly defined and it also has
the same asymptotic distribution as ξˆi,j by Theorem 5. We also draw the QQ plots for
ξ¯i,j and αˆi − α∗i . The distance between the original bi-degree sequence d and the noisy
bi-sequence d˜ is also reported in terms of ‖d− d˜‖∞.
The average value of the ℓ∞-distance between d and d˜ is reported in Table 1. We can
see that the distance becomes larger as ǫ decreases. It means that smaller ǫ provides more
privacy protection. For example, when ǫ changes from logn/n1/4 to logn/n1/2, ‖d− d˜‖∞
dramatically increases from 8 to 26 in the case n = 100. As expected, the distance also
becomes larger as n increases when ǫ is fixed.
Table 1: The distance ‖d− d˜‖∞.
ǫ
n 2 logn/n1/4 log n/n1/2
100 5.7 8.0 25.5
200 6.4 9.2 35.1
500 7.4 11.3 53.8
When ǫ = 2, the QQ-plots under n = 100, 200, 500 are similar and we only show
the QQ-plots for ξˆi,j when n = 100 in Figure 1 to save space. The other QQ-plots
for ǫ = log n/n1/4, logn/n1/2 are shown in the online supplementary material. In the
QQ-plots, the horizontal and vertical axes are the theoretical and empirical quantiles,
respectively, and the straight lines correspond to the reference line y = x. In Figure 1,
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Figure 1: The QQ plots of ξi,j with black color for ξˆi,j and red color for ξ¯i,j.
we first observe that the empirical quantiles agree well with the ones of the standard
normality for non denoised estimates (i.e., ξˆi,j) when L = 0 and log(log n), while there
are notable deviations for pair (1, 2) when L = (logn)1/2. These results are very similar
to those in Yan et al. (2016) where the original bi-degree sequences are used to estimate
the parameters. Second, by comparing the QQ plots for ξˆi,j (in black color) and ξ¯i,j (in
red color), we find that the performance of ξˆi,j is much better than that of ξ¯i,j for the
pair (n− 1, n) when L ≥ log(log n), whose QQ plots derivative from the diagonal line in
both ends. When ǫ = log n/n1/4, the QQ-plots are in Figures 1, 2 and 3 in the online
supplementary material, corresponding to n = 100, 200, 500 respectively. These figures
exhibit similar phenomena. Moreover, the derivation of the QQ-plots from the straight
becomes smaller as n increases, and they match well when n = 500. The QQ-plots under
ǫ = log n/n1/2 are drawn in Figures 4, 5 and 6 in the online supplementary material,
corresponding to n = 100, 200, 500 respectively. In this case, the condition in Theorem 2
fails and these figures shows obvious derivations from the standard normal distribution.
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It indicates that ǫ should not go to zero quickly as n increases in order to guarantee good
utility. Lastly, we observe that when L = log n for which the condition in Theorem 2
fails, the estimate did not exist in all repetitions (see Table 2). Thus the corresponding
QQ plot could not be shown.
In order to assess the effect of the additional variance factor (i.e., s2n/vˆ
2
2n,2n) in Theorem
2, we draw the QQ-plots for (αˆi − αi)/σˆ(1)i denoted by the black color and (αˆi − αi)/σˆ(2)i
by the red color in Figure 2, where (σˆ
(1)
i )
2 = 1/vˆi,i + 1/vˆ2n,2n + s
2
n/vˆ
2
2n,2n, (σˆ
(2)
i )
2 =
1/vˆi,i + 1/vˆ2n,2n, n = 100 and ǫ = 2. From this figure, we can see that the empirical
quantiles agree well with the ones of the standard normality when the variance of αˆi is
correctly specified (i.e., σˆ
(1)
i ). When ignoring the additional variance factor, there are
obvious derivations for (αˆi−αi)/σˆ(2)i . It indicates that the additional variance factor can
not be ignored when the noise is not very small, agreeing with Theorem 2.
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Figure 2: The QQ plots of (αˆ
(1)
i − αi)/σˆi (n = 100 and ǫ = 2).
Table 2 reports the coverage frequencies of the 95% confidence interval for αi − αj,
the length of the confidence interval, and the frequency that the MLE did not exist. As
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expected, the length of the confidence interval increases as L increases and decreases as
n increases. We first look at the simulation results in the case of ǫ = 2: when L ≤
log(log(n)), most of simulated coverage frequencies for the estimates are close to the
targeted level and the non denoised estimate has better performance than the denoised
estimate; the values under the pair (n− 1, n) corresponding to the denoised estimate are
lower than the nominal level when L = log(log(n)). When L = (logn)1/2, both denoised
and non denoised estimates failed to exist with a positive frequency while the estimate
did not exist in any of the repetitions in the case of L = logn. The results in the case of
ǫ = log n/n1/4 exhibit similar phenomena. However, the simulated coverage frequencies
are a little lower than the nominal level when n = 100, showing that smaller ǫ needs larger
n to guarantee high accuracy. The results in the case of ǫ = log n/n1/2 are shown in Table
1 in the online supplementary material. From this table, we can see that the simulated
coverage frequencies are obviously far away from the nominal level and the estimate fails
to exist with positive frequencies when L ≥ log(log(n)).
5.2 Real data analysis
We evaluate how close the estimator (αˆ, βˆ) is to the MLE (α˜, β˜) fitted in the p0 model
with the original bi-degree sequence through three real network datasets. Note that (αˆ, βˆ)
is the edge differentially private estimator of the vector parameters α and β. If only the
private estimator is released, then whether an edge is present or not in the original dataset
could almost not be detected. We chose ǫ equal to 1, 2 and 3 as in Karwa and Slavkovic´
(2016) and repeated to release the bi-degree sequence using Algorithm 1 1, 000 times for
each ǫ. Then we computed the average private estimate and the upper (97.5th) in blue
color and the lower (2.5th) quantiles in orange color of the estimates conditional on the
event that the private estimate exists.
1. We analyze the Children’s Friendship data [Anderson et al. (1999)], downloaded
from http://moreno.ss.uci.edu/data.html. This is a directed network dataset about
children’s friendships in elementary schools. The original data were collected by Parker
and Asher (1993) and contain 881 children in 36 classrooms in the third, fourth and fifth
grades in five US public elementary schools. Anderson et al. (1999) revisited this data
and construct the Children’s Friendship data by choosing three of the 36 classrooms, one
from each grade. Here, we only use the dataset from the third grade for analysis, which
contains 22 nodes and 177 directed edges representing the friendships from i to j that
child i said j is his friend.
The frequencies that the private estimate fails to exist are 86.9%, 27.4% and 6.3% for
ǫ = 1, 2, 3, respectively. The results are shown in Figure 3 with the estimates of α (β)
on the vertical axis and out-degree (in-degree) on the horizontal axis. The black point
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Table 2: The reported values are the coverage frequency (×100%) for αi − αj for a pair
(i, j) / the length of the confidence interval / the frequency (×100%) that the estimate
did not exist. Type “A” denotes the estimate with the denoised process and “B” the non
denoised estimate.
n (i, j) Type L = 0 L = log(log n) L = (log(n))1/2 L = log(n)
ǫ = 2
100 (1,2) A 92.89/0.58/2.26 93.84/1.01/2.27 96.61/1.46/66.04 NA/NA/100
B 93.38/0.57/0 93.73/1.01/2.27 96.70/1.46/66.04 NA/NA/100
(50,51) A 93.11/0.58/2.26 93.81/0.76/2.27 92.99/0.94/66.04 NA/NA/100
B 93.54/0.57/0 93.81/0.76/2.27 93.02/0.94/66.04 NA/NA/100
(99,100) A 92.77/0.58/2.26 85.73/0.63/2.27 82.07/0.68/66.04 NA/NA/100
B 93.38/0.57/0 93.98/0.63/2.27 93.76/0.68/66.04 NA/NA/100
200 (1,2) A 94.12/0.40/0.13 94.25/0.75/0.02 96.35/1.11/19.36 NA/NA/100
B 94.26/0.40/0 94.24/0.75/0.02 96.35/1.11/19.36 NA/NA/100
(100,101) A 93.11/0.40/0.13 93.81/0.55/0.02 92.99/0.68/19.36 NA/NA/100
B 94.98/0/40/0 94.21/0.55/0.02 94.35/0/68/19.36 NA/NA/100
(199,200) A 92.77/0.40/0.13 85.73/0.45/0.02 82.07/0.48/19.36 NA/NA/100
B 94.73/0.40/0 94.30/0.45/0.02 93.89/0.48/19.36 NA/NA/100
500 (1,2) A 94.89/0.25/0 94.35/0.51/0 97.42/0.76/0.33 NA/NA/100
B 94.93/0.25/0 94.36/0.51/0 97.41/0.76/0.33 NA/NA/100
(250,251) A 94.57/0.25/0 94.48/0.36/0 94.82/0.45/0.33 NA/NA/100
B 94.60/0.25/0 94.48/0.36/0 94.83/0.45/0.33 NA/NA/100
(499,500) A 94.44/0.25/0 89.56/0.29/0 88.56/0.31/0.33 NA/NA/100
B 94.54/0.25/0 94.82/0.29/0 94.87/0.31/0.33 NA/NA/100
ǫ = logn/n1/4
100 (1,2) A 92.04/0.58/7.25 92.09/1.02/8.81 95.20/1.45/86.68 NA/NA/100
B 92.51/0.59/0 91.96/1.02/8.58 95.42/1.45/86.69 NA/NA/100
(50,51) A 92.20/0.58/7.25 92.15/0.76/8.81 93.02/0.94/86.68 NA/NA/100
B 92.70/0.58/0 92.16/0.76/8.58 93.01/0.94/86.69 NA/NA/100
(99,100) A 91.90/0.58/7.25 84.10/0.64/8.81 79.13/0.69/86.68 NA/NA/100
B 92.45/0.58/0 92.64/0.63/8.58 92.86/0.68/86.69 NA/NA/100
200 (1,2) A 93.60/0.40/1.41 92.77/0.75/0.25 95.10/1.11/45.94 NA/NA/100
B 93.80/0.40/0 92.74/0.75/0.25 95.08/1.11/45.94 NA/NA/100
(250,251) A 94.38/0.40/1.41 93.24/0.55/0.25 92.84/0.68/45.94 NA/NA/100
B 94.58/0.40/0 93.27/0.55/0.25 92.90/0.68/45.94 NA/NA/100
(499,500) A 94.13/0.40/1.41 86.20/0.45/0.25 84.41/0.48/45.94 NA/NA/100
B 94.34/0.40/0 93.55/0.45/0.25 93.78/0.48/45.94 NA/NA/100
500 (1,2) A 94.50/0.25/0.06 93.30/0.51/0 95.64/0.76/3.20 NA/NA/100
B 94.54/0.25/0 93.32/0.51/0 95.64/0.76/3.20 NA/NA/100
(250,251) A 93.96/0.25/0.06 93.74/0.36/0 93.78/0.45/3.20 NA/NA/100
B 93.98/0.25/0 93.74/0.36/0 93.78/0.45/3.20 NA/NA/100
(499,500) A 93.93/0.25/0.06 89.00/0.28/0 87.77/0.31/3.20 NA/NA/100
B 94.00/0.25/0 94.42/0.28/0 94.57/0.31/3.20 NA/NA/100
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indicates α˜ or β˜ and the red point indicates the mean value of αˆ or βˆ. Also plotted the
upper (97.5th) and the lower (2.5th) quantiles of the estimates. The results show that
the mean estimate is very close to the MLE and the MLE lies within the 95% confidence
interval. Moreover, as expected, as ǫ increases, the length of confidence interval becomes
smaller.
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Figure 3: The differentially private estimate (αˆ, βˆ) with the MLE for the children dataset
(third grade). The plots show the median and the upper (97.5th) and the lower (2.5th)
quantiles.
2. We analyze Lazega’s Law Firm data [Lazega (2001)], also download from http://
moreno.ss.uci.edu/data.html. This dataset comes from a network study of corporate
law partnership that was carried out in a Northeastern US corporate law firm in New
England during 1988–1991. Lazega (2001) gave a description network analyses of this
dataset. This dataset includes three types of measurements of networks among the 71
attorneys of this firm–coworker, advice and friendship. We use the cowork data set for
analysis. The cowork relationship from attorney i to j means that i said j had worked
with himself in the past year. In this dataset, node 8 is isolated and we removed it before
analysis. The left data have 70 lawyers and 756 directed edges.
The frequencies that the private estimate fails to exist are 94.4%, 31.3% and 6.9% for
ǫ = 1, 2, 3, respectively. This is due to that this dataset is sparse and adding or removing
a small number of edges is easy to cause the nonexistence of the private estimate. The
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results are shown in Figure 4. From this figure, we can see that the mean value of αˆ or βˆ
also agrees with the MLE well and the MLE still lies in the 95% confidence interval. On
the other hand, as ǫ increases, the length of confidence interval becomes smaller.
5 10 15 20 25
5
0
−
5
−
10
α 
es
tim
ate
ε = 1
MLE
Mean Estimate
5 10 15 20 25
−
5
0
5
10
β es
tim
ate
Upper
Lower
5 10 15 20 25
−
8
−
6
−
4
−
2
0
2
out−degree
ε = 2
5 10 15 20 25
−
4
−
2
0
2
4
6
in−degree
5 10 15 20 25
−
6
−
4
−
2
0
ε = 3
5 10 15 20 25
−
2
0
2
4
Figure 4: The differentially private estimate (αˆ, βˆ) with the MLE for the Lazega’s cowork
dataset.
3. We analyze the third real dataset: Uc irvine messages network dataset [Opsahl
and Panzarasa (2009)]. This network dataset was collected from an online community of
students at the University of California, Irvine. It has a total of 1899 nodes and each
node represents a student. A directed edge is established from one student to another if
one or more messages have been sent from the former to the latter. A total of 20, 296
edges form and the edge density is 0.56%, indicating a very sparse network. Among 1, 899
nodes, there are 586 nodes having no out-edges or in-edges. We remove them due to that
the non private MLE does not exist in this case. To guarantee non zero out-degrees and
in-degrees after adding noises with a large probability, we only analyze a subgraph with
their out-degrees and in-degrees both larger than 5. After data preprocessing, only 696
nodes are left and the quantiles of 0, 1/4, 1/2, 3/4, 1 are 3, 8, 14, 26, 164 for out-degrees
and 4, 10, 16, 27, 121 for in-degrees, respectively.
When many nodes have few links to others, large noise is easy to cause the output with
non positive elements in Algorithm 1. When ǫ = 1, the average ℓ∞-distance between d and
d˜ is 15.6 and all private estimates fail to exist. In this case, we try another ǫ = log n/n1/4
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(≈ 1.27). The frequencies that the private estimate fails to exist are 99.3%, 54.9% and
8.3% for ǫ = log n/n1/4, 2, 3, respectively. The results are shown in Figure 5. From this
figure, we can see again that the mean value of αˆ or βˆ are very close to the MLE and the
MLE still lies in the 95% confidence interval.
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Figure 5: The differentially private estimate (αˆ, βˆ) with the MLE for the Uc irvine mes-
sages network.
6 Conclusion and discussion
We have presented the consistency of the noisy estimator of the parameter in the p0 model
under some mild conditions when the noise is added into the bi-degree additively. The
result shows that the noisy bi-sequence can be directly used to draw statistical inference,
which is sharply contrast with known results that valid inference needs to denoise the noisy
data. We have revealed a phase transition for the asymptotic variance of the estimator
in which an additional variance factor appears when the variance of the noise increases.
Our simulation shows that ignoring it may lead to invalid conference intervals. However,
the noisy bi-sequence is generally not graphical. We propose an efficient algorithm to find
the closet point lying in the set of all graphical bi-degree sequences under the global L1
optimization problem. Along the way, it also outputs a synthetic directed graph, which
can be used to infer the graph structure. We propose a differentially private estimator
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using the denoised bi-sequence and show that it is also asymptotically consistent and
normally distributed. We characterize the error between the original bi-degree and its
MLE. Empirically studies show that the non denoised estimator has a better performance
than the denoised estimator for finite network sizes. On the other hand, when the privacy
parameter ǫ is small, the private estimate fails to exist with positive frequencies according
to simulations and real data analyses, especially when the network dataset is sparse.
An approach to avoid this problem is only adding positive Laplace random noises. All
theoretical results are still valid with some minor modifications and we don’t repeat them
here.
The conditions in Theorems 1 and 2 induce an interesting trade-off between the sub-
exponential parameter measuring the magnitude of the noise in the moment inequality
(1) and the growing rate of the parameter θ. If the parameter κ is small, θ can be
allowed to be relatively large. For instance, if κ = O(1), then the condition (i.e., (1 +
κ)e12‖θ
∗‖∞ = o((n/ logn)1/2)) in Theorem 1 becomes e12‖θ
∗‖∞ = o((n/ logn)1/2). Moreover,
the condition in Theorem 2 is much stronger than that in Theorem 1. The asymptotic
behavior of the estimator is not only determined by the growing rate of the parameter
θ, but also by the configuration of the parameter. It would be of interest to see whether
these conditions can be relaxed.
There are two different tasks for data privacy problem. The first is data protection.
If the network model contains other network features such as k-stars and triangle and
only these network statistics are of interest, then the additive noisy mechanism in this
paper can be used to disclose them safely and it satisfied the edge differential privacy if
the Laplace noise is added. The second is making inference from the noisy data. In order
to extend the method of deriving the consistency of the estimator in our paper to other
network models, one needs to establish a geometrical rate of convergence of the Newton
iterative sequence. This is not easy for network models with other network features since
it is difficult to derive the upper bound of the matrix norm for the inverse matrix of the
Fisher information matrix without some special matrix structures. At the same time, it
is also difficult to extend the method of deriving asymptotic normality of the estimator
to network models with other network features since it is generally difficult to derive the
approximate inverse matrix of a general Fisher information matrix.
In some situations such as the measurement error process, the parameter of the distri-
bution of the noise or the distribution itself may not be known. As long as the magnitude
of the noise is moderate, the estimator is still consistent as shown in Theorem 1. For
instance, we assume that the errors are independently and identically distributed as the
normal random variables N(0, σ2), which is sub-exponential with κ = cσ with the con-
stant c < 2. As long as the variance σ2 is constant, the estimator is still consistent. But
the asymptotic distribution of the estimator in Theorem 2 may contain a mean and an
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additional variance factor. Generally, we assume that the distribution of the error is sym-
metric. So the mean is simply zero. The variance of the error is needed to be estimated.
Since there have been 2n− 1 parameters in the p0 model, the inclusion of any additional
parameters will make the problem become more complex. We would like to investigate
this problem in the future work thoroughly.
7 Proofs
7.1 Proofs for Theorem 1
The key point of using the Newton method to prove the consistency is to obtain the
convergence rate of the Newton iterative sequence. To achieve it, we need to verify some
regularized conditions. Let F ′(θ) be the Jacobian matrix of F defined at (5) on θ and
F ′i (θ) is the gradient function of Fi on θ. The first condition is the Lipchitz continuous
property on F ′(θ) and F ′i (θ). Note that the Jacobian matrix of F
′(θ) does not depend on
d˜. In Lemma 2 in Yan et al. (2016), they show that
‖[F ′(x)− F ′(x)]v‖∞ ≤ K1‖x− y‖∞‖v‖∞, (11)
max
i=1,...,2n−1
‖F ′i (x)− F ′i (y)‖∞ ≤ K2‖x− y‖∞, (12)
where K1 = n− 1 and K2 = (n− 1)/2. The second condition is that the upper bound of
‖F (θ∗)‖ is in the order of (n logn)1/2, stated in the below lemma.
Lemma 3. With probability approaching one, the following holds:
max{max
i
|d˜+i − E(d+i )|,max
j
|d˜−j − E(d−j )|} = O(
√
n log n+ κ
√
log n). (13)
Proof. Note that {e+i }ni=1 and {e−i }ni=1 are mutually independent and sub-exponential with
the parameters {κi}ni=1 and {κn+i}ni=1 respectively, and maxi κi ≤ κ. By the concentration
inequality for sub-exponential random variables [e.g., Corollary 5.17 in Vershynin (2012)],
we have
P( max
i=1,...,n
|e+i | ≥ 2κ
√
log n
γ
) ≤
∑
i
P(|e+i | ≥ 2κi
√
log n
γ
) ≤ n× e−2 logn = 1
n
(14)
and
P(|
n∑
i=1
e+i | ≥ 2κ
√
n logn
γ
) ≤ 2 exp(−γ
n
× n logn
γ
) =
2
n
, (15)
where γ is an absolute constant appearing in the concentration inequality. In Lemma 3
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in Yan et al. (2016), they show that with probability at least 1− 4n/(n− 1)2,
max{max
i
|d+i − E(d+i )|,max
j
|d−j − E(d−j )|} ≤
√
(n− 1) log(n− 1). (16)
So we have
max
i=1,...,n
|d˜+i − E(d+i )| ≤ max
i
|d+i − E(d+i )|+max
i
|e+i | = Op(
√
n log n+ κ
√
log n).
Similarly,
max
i=1,...,n
|d˜−i − E(d−i )| = Op(
√
n log n+ κ
√
log n).
This completes the proof.
For the ad hoc system of equations (5), Yan et al. (2016) establish a geometric con-
vergence of rate for the Newton iterative sequence.
Theorem 6 (Theorem 7 in Yan et al. (2016)). Let D ⊂ R2n−1 be a convex set. Consider
θ(0) ∈ D with Ω(θ(0), 2r) ⊂ D, where r = ‖[F ′(θ(0))]−1F (θ(0))‖∞. For any θ ∈ Ω(θ(0), 2r),
we assume that F ′(θ) ∈ Ln(m,M) or −F ′(θ) ∈ Ln(m,M). For k = 1, 2, . . ., define the
Newton iterates θ(k+1) = θ(k) − [F ′(θ(k))]−1F (θ(k)). Let
ρ =
c1(2n− 1)M2K1
2m3n2
+
K2
(n− 1)m. (17)
If ρr < 1/2, then θ(k) ∈ Ω(θ(0), 2r), k = 1, 2, . . ., are well-defined and satisfy
‖θ(k+1) − θ(0)‖∞ ≤ r/(1− ρr). (18)
Further, limk→∞ θ
(k) exists and the limiting point is precisely the solution of F (θ) = 0 in
the range of θ ∈ Ω(θ(0), 2r).
It can be easily checked that−F ′(θ) ∈ Ln(m,M), whereM = 1/4 andm = e2‖θ‖∞/(1+
e2‖θ‖∞)2. To calculate r in Theorem 6, we need one proposition from Yan et al. (2016).
To quantify the accuracy of using S to approximate V , we define the matrix maximum
norm ‖ · ‖ for a general matrix A = (ai,j) by ‖A‖ := maxi,j |ai,j |. The upper bound of the
approximation error is given below.
Proposition 1 (Proposition 1 in Yan et al. (2016)). If V ∈ Ln(m,M) with M/m = o(n),
then for large enough n,
‖V −1 − S‖ ≤ c1M
2
m3(n− 1)2 .
where c1 is a constant that does not depend on M , m and n.
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We are now ready to present the proof of Theorem 1.
Proof of Theorem 1. Assume that equation (13) holds. In the Newton iterates, we choose
θ∗ as the initial value θ(0). If θ ∈ Ω(θ∗, 2r), then −F ′(θ) ∈ Ln(m,M) with
M =
1
4
, m =
e2(‖θ
∗‖∞+2r)
(1 + e2(‖θ∗‖∞+2r))2
. (19)
To apply Theorem 6, we need to calculate r and ρr in this theorem. Let
F˜2n(θ) =
n∑
i=1
Fi(θ)−
n−1∑
i=1
Fn+i(θ) = d
−
n −
n−1∑
i=1
eαi+βn
1 + eαi+βn
+
n∑
i=1
e+i −
n−1∑
i=1
e−i .
By (15) and (16), we have
|F˜2n(θ∗)| = Op((1 + κ)
√
n log n).
By Proposition 1, we have
r = ‖[F ′(θ∗)]−1F (θ∗)‖∞ ≤ max
i=1,...,2n−1
|Fi(θ∗)|
vii
+
|F˜2n(θ∗)|
v2n,2n
+ 2n‖V −1 − S‖‖F (θ∗)‖∞
≤ O((1 + κ)(n logn)
1/2
(n− 1) ·
(1 + e2‖θ
∗‖∞)2
e2‖θ∗‖∞
) +O(
(1 + e2‖θ
∗‖∞)6
e6‖θ∗‖∞
· (n log n)
1/2 + κ(log n)1/2
n
)
= O(n−1/2(log n)1/2(1 + κ)e6‖θ
∗‖∞).
Note that if (1 + κ)e6‖θ
∗‖∞ = o((n/ logn)1/2), then r = o(1). By (11), (12) and (19), we
have
ρ =
c1(2n− 1)M2(n− 1)
2m3n2
+
(n− 1)
2m(n− 1) = O(e
6‖θ∗‖∞)
Therefore, if (1 + κ)e12‖θ
∗‖∞ = o((n/ logn)1/2), then ρr → 0 as n→∞. Consequently, by
Theorem 6, limn→∞ θ̂
(n) exists. Denote the limiting point as θ̂, then it satisfies
‖θ̂ − θ∗‖∞ ≤ 2r = O
(
(1 + κ)(logn)1/2e6‖θ
∗‖∞
n1/2
)
= o(1).
By Lemma 3, equation (13) holds with probability approaching one such that the above
inequality also holds with probability approaching one. The uniqueness of the MLE is
due to that −F ′(θ) is positive definite.
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7.2 Proofs for Theorem 2
The method of the proofs for the asymptotic normality of θ̂ is similar to the method of
the non-noisy case in Yan et al. (2016). Wherein they work with the original bi-degree
sequence d, here we do with its noisy sequence d˜. The proof proceeds in three main steps.
First, we show that the first k elements of d˜− Ed is asymptotical normality. Second, we
apply Taylor’s expansion to the system of equations in (4) and obtain the expression of
θˆ− θ, where the main item is V −1(d˜−Ed). Third, we work with the approximate inverse
S given in (7), instead of V −1, to bound the remainder. For sake of clarity of exposition,
we reproduce some results in Yan et al. (2016).
Lemma 4 (Lemma 8 Yan et al. (2016)). Let R = V −1 − S and U = Cov[R(g − Eg)].
Then
‖U‖ ≤ ‖V −1 − S‖+ (1 + e
2‖θ∗‖∞)4
4e4‖θ
∗‖∞(n− 1)2 . (20)
Lemma 5. If (1 + κ)2e18‖θ
∗‖∞ = o((n/ logn)1/2), then for any i,
θ̂i − θ∗i = [V −1(g˜ − Eg)]i + op(n−1/2). (21)
Proof. The proof is very similar to the proof of Lemma 9 in Yan et al. (2016). It only
requires verification of the fact that all the steps hold by replacing d with d˜.
The asymptotic normality of g˜−Eg is stated in the following proposition, whose proof
is in the supplementary material.
Proposition 2. (i)If κ(logn)1/2e2‖θ
∗‖∞ = o(1) and e‖θ
∗‖∞ = o(n1/2), then for any fixed
k ≥ 1, as n→∞, the vector consisting of the first k elements of S(g˜ − Eg) is asymptot-
ically multivariate normal with mean zero and covariance matrix given by the upper left
k × k block of S.
(ii)Let s2n = Var(
∑n
i=1 e
+
i −
∑n−1
i=1 e
−
i ) and µ = E(
∑n
i=1 e
+
i −
∑n−1
i=1 e
−
i ). If e
‖θ∗‖∞ = o(n1/2),
s−1n (
∑n
i=1 e
+
i −
∑n−1
i=1 e
−
i − µ) converges in distribution to the normal distribution, and
sn/v
1/2
2n,2n → c for some constant c, then for any fixed k ≥ 1, the vector consisting of
the first k elements of S(g˜ − Eg) is asymptotically k-dimensional multivariate normal
distribution with mean (
k︷ ︸︸ ︷
µ, . . . , µ) and covariance matrix
diag(
1
v1,1
, . . . ,
1
vk,k
) + (
1
v2n,2n
+
s2n
v22n,2n
)1k1
⊤
k ,
where 1k is a k-dimensional column vector with all entries 1.
Proof of Theorem 2. By Lemma 5 and noting that V −1 = S +R, we have
(θ̂ − θ)i = [S(g˜ − Eg)]i + [R{g˜ − E(g)}]i + op(n−1/2).
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By (14), ‖gˆ − g‖∞ = Op(κ
√
log n). So by proposition 1, we have
[R(g˜ − g)]i = Op(n M
2
m3n2
κ
√
logn) = Op(
κ(logn)1/2e6‖θ
∗‖∞
n
),
where
m =
(n− 1)e2‖θ∗‖∞
(1 + e2‖θ∗‖∞)2
, M =
1
4
.
If κe6‖θ
∗‖∞ = o((n/ logn)1/2), then [R{g˜ − g}]i = op(n−1/2). Combing Lemma 4, it yields
[R(g˜ − Eg)]i = [R(g˜ − g)]i + [R(g − Eg)]i = op(n−1/2).
Consequently,
(θ̂ − θ)i = [S(g˜ − Eg)]i + op(n−1/2).
Theorem 2 immediately follows from Proposition 2.
7.3 Proofs for Theorem 3
In this section, we show that Algorithm 2 finds a solution to the optimization problem (8).
The main idea for the proof is to transform the directed Havel-Kakimi algorithm in Erdo´s
et al. (2010) into Algorithm 2, which is motivated by Karwa and Slavkovic´ (2016) who
use the Havel-Kakimi algorithm [Havel (1955); Hakimi (1962)] to solve the optimization
problem in the undirected case. Similar to Karwa and Slavkovic´ (2016), there are two main
steps here. First, we reduce the global optimization to a local optimization by ignoring the
indices with negative entries in z+ and z− and restricting to bi-degree sequences with their
out-degrees and in-degrees are point-wise bounded by z+ and z−, respectively. Second,
we use the so-called k-out-star graphs to decide the optimal directions. However, the
technical steps in the directed case are much more complex than those in the undirected
case. All proofs for Lemmas and Propositions in this section are put in the supplementary
material.
To characterize the bi-degree sequence, Erdo´s et al. (2010) introduce the notation:
normal order. We say that the bi-degree sequence is in normal order if the entries satisfy
the following properties: for each i = 1, . . . , n− 2, we either have d−i > d−i+1 or d−i = d−i+1
and d+i ≥ d+i+1. We use d−(1), . . . , d−(n) to denote the normal order. Note that we made no
ordering assumption about node n. The following theorem verifies whether a bi-degree
sequence is graphical.
Theorem 7 (Theorem 2 in Erdo´s et al. (2010)). Assume that the bi-degree sequence
(d+, d−) (with d+j + d
−
j > 0, j ∈ [1, n]) is in normal order and d+n > 0 (that is the
out-degree of the last vertex is positive). Then (d+, d−) is bi-graphical if and only if the
30
bi-degree sequence b defined by
b+k =
d+k , k 6= n0, k = n , b−k =
d−k − 1, k ≤ d+nd−k , k > d+n
with zero elements removed (those j for which d+j = d
−
j = 0) is bi-graphical.
Given a total number of nodes n, we say a graph is a k-out-star graph with node
i as the center if there are only k out-edges from i pointing to k other nodes. The
corresponding bi-degree sequence dk(i) = (d+k(i), d−k(i)) is said to be a k-out-star sequence
with node i as the center. Node i is called the center and the k nodes to which it points
are called leaf nodes. Similarly, we can define a k-in-star graph bk(i) with i as its center
and k leaf nodes pointing to i and the corresponding k-in-star sequence. In a k-out-star
sequence, the number of out-degrees equal to k is 1 and the number of in-degrees equal
to 1 is k. In Theorem 7, the degree sequence obtained from d subtracting b with the
point-by-point subtraction operation is in fact the k-out-star sequence. Note that the
total number of node is n. So when k < n, the k-out star graph have n−k isolated nodes.
If the exact ordering of the leaf nodes have not specified, then dk(i) represents a set of bi-
degree sequences. For example, ({3, 0, 0, 0, 0}, {0, 1, 1, 1}) and ({3, 0, 0, 0, 0}, {3, 1, 0, 1, 1})
are both 3-out-star sequences centered at node 1, all such sequences are denoted by d1(3)
when doing so causes no confusion.
By Theorem 7, we can use a recursive method to check whether a bi-sequence of
integers is in Bn. To speed up the recursive process, at each step, we choose the node
with the largest out-degree as the node “n” and arrange the left nodes in normal order,
although the node “n” is chosen arbitrarily. At step 1, we choose the node with the
largest out-degree as the node “n” and remove d−n connections from vn to nodes with
largest in-degrees. Then remove the nodes that have lost both their in- and out- degrees
in the process. Repeat this step until all out-degrees become zeros. Since the sum of
out-degrees is equal to that of in-degrees, all in-degrees also become zeros when all out-
degrees become zeros. At the end of the procedure if we are left with a bi-sequence of 0’s,
the original bi-sequence is in Bn. Since each node in this process is picked at most once,
the number of recursions is at most n. So the algorithm is fast and efficient. The above
discussion demonstrates that every bi-degree sequence d can be represented as a sum of
a set of k-out-star sequences. It can be formed as a directed Havel-Hakimi decomposition
that is defined as the set of k-out-star sequences obtained after the application of Theorem
7 and is denoted byH(d) = {g1, . . . , gn} where gi = gki(li). A rigourous proof can be found
in the supplementary material.
The next two propositions narrow down the search scope for the optimal bi-degree
sequence. One states that if the coordinates of z+ or z− are negative, the values of the
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optimal solution dˆ in the corresponding coordinates are zeros. The other shows that the
optimization can be found only in the set of bi-degree sequences, whose out-degrees and
in-degrees are point-wise bounded by z+ and z−, respectively.
Proposition 3. Let z+ = (z+1 , . . . , z
+
n ) and z
− = (z−1 , . . . , z
−
n ) be sequences of integers.
Let I1 = {i : z+i > 0} and I2 = {i : z−i > 0}. Let fz(a) =
∑
i |z+i − a+i | +
∑
i |z−i − a−i |.
Let d be any degree sequence such that f(d) = mina∈Bn fz(a) = d.
(1)If d+(Ic1) > 0, then there exists a degree sequence d
+
∗ such that d
+
∗ (I
c) = 0 and f(d) =
f(d∗).
(2)If d−(Ic2) > 0, then there exists a degree sequence d
−
∗ such that d
−
∗ (I
c) = 0 and f(d) =
f(d∗).
Proposition 4. Let z = (z+, z−) be a bi-sequence of n nonnegative integers. Let fz(a) =∑
i |z+i −a−i |+
∑
i |z−i −a−i |. Let d be any degree sequence such that f(d) = mina∈Bn fz(a).
(1)There exists a degree sequence d∗ such that d
+
∗i ≤ z+i , ∀ i and fz(d∗) = fz(d).
(2)There exists a degree sequence d∗ such that d
−
∗i ≤ z−i , ∀ i and fz(d∗) = fz(d).
Let Kn be the set of all k-out-star bi-degree sequences on n nodes. Let K≤z be the
set of all possible k-out-star sequences with their out-degrees and in-degrees pointwise
bounded by z+ and z−, respectively. The following proposition characterizes the optimal
solution for K≤z in terms of L1 distance.
Proposition 5. Given a nonnegative bi-sequence z, the solution that minimizes ‖z− g‖1
when z ∈ K≤z in the set K≤z that solves the following optimization problem
min
g∈K≤z
‖z − g‖1
is the k-out-star sequence of the following graph G∗: Let i∗ = {i : z+i∗ = maxi z+i }, and
k = zi∗ . Let I be the index set of k largest elements of z
− excluding i∗. In G∗, add an
out-edge from i∗ to i for all i ∈ I.
Proposition 6. Given a nonnegative bi-sequence z, the solution that minimizes ‖z− g‖1
when z ∈ K≤z is the k-out-star sequence of the following graph G∗: Let i∗ = {i : z+i∗ =
maxi z
+
i }, and k = zi∗. Let I be the index set of k largest elements of z− excluding i∗. In
G∗, add an out-edge from i∗ to i for all i ∈ I.
The next lemma shows that we can reduce the L1 distance of any bi-degree sequence d
by replacing the k-out-star sequences in its directed Havel-Hakimi decomposition with an
appropriately chosen k-out-star sequences by solving a sequential optimization problem.
LetB≤z be the set of all possible bi-degrees sequences with their out-degrees and in-degrees
pointwise bounded by z+ and z−, respectively.
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Lemma 6. Let d be any bi-degree sequence in B≤z and let H(d) = {gij}nj=1 be its directed
Havel-Hakimi decomposition where gij is a k-out-star sequence centered at node ij. Let
xi1 , . . . , xin be the following k-out-star sequences defined recursively:
xi1 = argmin
g∈K≤z+ ,g+
∑
j 6=1 g
ij∈B≤z+
fz(g),
xik+1 = argmin
g ∈ K≤z \ {xij}kj=1∑k
j=1 x
ij + g +
∑n
j=k+2 g
ij ∈ B≤z
fz(
k∑
j=1
xij + g)
Let dk for k = 1, . . . , n be constructed sequentially by replacing the k-out-star sequence in
H(dk−1) centered at node ik by xik as follows:
d1 = xi1 +
∑
j 6=1
gij , dk =
k∑
j=1
xij +
n∑
j=k+1
gij .
Then, fz(d
n) ≤ fz(d) and each dk ∈ B≤z.
Now we present the proof of Theorem 3.
Proof of Theorem 3. Let d∗ be the optimal degree sequence. Let I1 = {zi : z+i ≤ 0} and
I2 = {zi : z−i ≤ 0}. By Proposition 3, we can set d+∗ (I1) = 0 and d∗(I2) = 0. This is
done by Steps 2 and 4 of Algorithm 2. By Proposition 4, we reduce a global optimization
problem into a local optimization problem by restricting the bi-degree sequences bounded
point-wise by z. As a result, we only need to find the optimum over the set B≤z.
By Lemma 6, we can construct the optimal bi-degree sequence over B≤z by starting
with any bi-degree sequence d0 and replacing it by k-out-star sequences defined in Lemma
6. Since 0 is also a bi-degree sequence, we set d0 = 0. This is done in Step 1. Then, using
the notation in Lemma 6, the optimal bi-degree sequence is dn =
∑n
j=1 x
ij , where
xik+1 = argmin
g ∈ K≤z \ {x
ij }kj=1
∑k
j=1 x
ij + g ∈ B≤z
fz(
k∑
j=1
xij + g)
Next show that Steps 3 to 10 of Algorithm 2 construct xij iteratively. Let zk = z −∑k
j=1 x
ij , then
xik+1 = argmin
g ∈ K≤zk \ {x
ij }kj=1
g ∈ B≤zk
fzk(g)
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Thus, each xik+1 can be found using the result in Proposition 6. Note that to enforce the
condition g ∈ K≤zk \ {xij}kj=1, we need to exclude the nodes with non-positive in-degrees
from consideration. This is done in Step 4. Step 5 select i∗ (i.e., ik+1). Steps 7 and 8
decide the optimal set of in-neighborhoods of the center node i∗ according to Proposition
6. Note that step 7 is needed to make sure that the out-degree is not larger than the
number of nodes available to connect to. Finally, Steps 5 to 9 construct the optimal
bi-degree sequence xij = xi∗ and add the directed edges from i∗ pointing to nodes in I to
Gn.
7.4 Proof of Theorem 4
Proof. Note that dˆ+i ≤ z+i if z+i ≥ 0 and dˆ+i = 0 if z+i < 0. Thus, we have
max
i
|dˆ+i − d+i | ≤ max
i
|z+i − d+i | = max
i
|e+i |.
Similarly, we also have maxi |dˆ−i − d−i | ≤ maxi |e−i |. Let e1, . . . , en be independent and
identically distributed random variables with probability mass function
P(e1 = e) =
1− p
1 + p
p|e|, e ∈ Z, p ∈ (0, 1).
Let [c] be the integer part of c (c > 0). Then we have
P(|e1| ≤ c) = 1− p
1 + p
[(1 + p1 + . . .+ p[c]) + (p1 + . . .+ p[c])] =
1 + p− 2p[c]+1
1 + p
= 1− 2p
[c]+1
1 + p
.
Therefore, we have
P(max
i
|ei| > c) = 1−
n∏
i=1
P(|ei| ≤ c) = 1− (1− 2p
[c]+1
1 + p
)n,
So,
P(max{max
i
|dˆ+i − d+i |,max
i
|dˆ−i − d−i |} ≥ c)
≤ P (max{max
i
|e+i |,max
i
|e−i |} ≥ c)
= 1− (1− 2e
−ǫn(c+1)/2
1 + e−ǫn/2
)2n.
Note that when ǫn(c + 1) > 2 log 2, e
−ǫn(c+1)/2 < 1/2. Here, ǫn(c+ 1) ≥ 4 logn. Since
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the function f(x) = 1− (1− x)n is an increasing function on x when x ∈ (0, 1), we have
1− (1− 2e
−ǫn(c+1)/2
1 + e−ǫn/2
)2n ≤ 1− (1− 2e−ǫn(c+1)/2)2n.
On the other hand, (1− x)n ≥ 1− nx when x ∈ (0, 1). So, we have
1− (1− 2e−ǫn(c+1)/2)2n ≤ 1− (1− 2n× 2e−ǫn(c+1)/2) = 4ne−ǫn(c+1)/2.
When ǫn(c+ 1) ≥ 4 logn, we have
P(max{max
i
|dˆ+i − d+i |,max
i
|dˆ−i − d−i |} ≥ c) ≤
4n
n2
→ 0.
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