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Introduction
In this paper we consider the eigenvalue problem consisting of the equation − u ′′ = λru, on (−1, 1), (1.1) where r ∈ C 1 [−1, 1], r > 0 and λ ∈ R, together with the multi-point boundary conditions An eigenvalue is a number λ for which (1.1), (1.2) has a nontrivial solution u (an eigenfunction). The spectrum, σ, is the set of eigenvalues. An eigenvalue is termed simple if its algebraic multiplicity (defined in Section 4.3) is equal to 1. When α = 0 the boundary conditions (1.2) reduce to the standard, separated Dirichlet boundary conditions at x = ±1, so when α = 0 we call the conditions (1.2) Dirichlet-type boundary conditions. For the separated conditions the spectral properties of the problem are well known, and this case will play a central role in our analysis, with the results for general α ∈ A γ being obtained by continuation from α = 0.
We will obtain various properties of the spectrum of the problem (1.1), (1.2), including the existence of eigenvalues, their algebraic multiplicity, continuity properties, and the positivity of the principal eigenfunction. As in the classical SturmLiouville theory for separated boundary conditions, the eigenfunctions will be shown to have certain 'oscillation' properties. However, in the multi-point case these cannot be characterised simply by counting nodal zeros of the eigenfunctions, and instead will be described in terms of certain sets of functions T ± k , k = 1, 2, . . . (first introduced in [11] ), which will be defined in Section 2.2. In particular, we will prove the following theorem in Section 4. Theorem 1.1. For any r ∈ C 1 [−1, 1], r > 0, there exists γ = γ(r) ∈ (0, 1] such that if α ∈ A γ then the spectrum σ of (1.1), (1.2) consists of a strictly increasing sequence of simple eigenvalues λ k = λ k (r) > 0, k = 1, 2, . . . . Each eigenvalue λ k has an eigenfunction u k ∈ T + k . In addition, lim k→∞ λ k = ∞. In the constant coefficient case, with r ≡ 1, it was shown in [12, Theorem 5 .1] that Theorem 1.1 is valid with γ = 1, but can fail if γ > 1. Here, in the variable coefficient case, it will be shown that Theorem 1.1 is valid for 'sufficiently small' γ(r), but may fail for values of γ < 1. The spectral properties described in Theorem 1.1 have not previously been obtained for the variable coefficient problem. Principal eigenvalues (with positive eigenfunctions) have been discussed for the variable coefficient case in [14] and [16] .
We also consider nonlinear problems of the form − u ′′ = f (·, u), on (−1, 1), (1.4) together with the boundary conditions (1.2), where f ∈ C 0 ([−1, 1] × R, R). Under a suitable 'nonresonance' condition on f we show that (1.2), (1.4) has a solution. In addition, we consider the special case where equation (1.4) has the form − u ′′ = g(·, u)u, (1.5) with g ∈ C 1 ([−1, 1] × R, R) (the differentiability condition on g is technical and could be removed under suitable hypotheses, see Remark 6.4 below). Since u ≡ 0 is a trivial solution of (1.2), (1.5) , and the nonresonance result only yields existence of at least one solution, additional arguments are required to obtain non-trivial solutions of this problem. In fact, we will prove the existence of nodal solutions, that is, solutions belonging to specific sets T ± k . We do this by studying the bifurcation problem
Under certain hypotheses on g we prove a (partial) Rabinowitz-type global bifurcation theorem for the problem (1.2), (1.6), showing that global (unbounded) continua of non-trivial solutions bifurcate from the eigenvalues of the linearisation of the bifurcation problem at u = 0. Nodal solutions for (1.2), (1.5) will then be obtained as solutions of (1.2), (1.6) with λ = 1. This programme will be carried out using the spectral properties of the linear problems corresponding to the asymptotes of g as u → 0 and |u| → ∞.
In the special case where g has the form
with r ∈ C 1 [−1, 1], r > 0, and g ∈ C 1 (R), we obtain nodal solutions u ∈ T ± k when g 'crosses' an eigenvalue λ k = λ k (r). Such results are well known in other settings, and similar results for autonomous multi-point problems (with g independent of x) were obtained in [2, 12] . Nonautonomous multi-point problems similar to (1.2), (1.5) (with a separated boundary condition at one end-point) have been discussed recently and nodal solutions were obtained in, for example, [1, 8] (see also the references therein for other results in the same spirit). These papers do not have the eigenvalues of the full, variable coefficient, multi-point problem available, and they obtain nodal solutions when g crosses intervals between consecutive eigenvalues of a related problem with separated boundary conditions at both end-points. We will describe these results further in Section 6 below, and compare them with our results.
Multi-point problems have received much attention recently. For instance, in the constant coefficient case some partial results regarding spectral properties were obtained in [9] for a problem with a separated boundary condition at one end-point and a multi-point condition at the other end. Improved results for more general problems were then obtained in [2, 11, 12, 13] . Once the spectral properties are known they can be used to obtain nonresonance conditions and nodal solutions in a standard manner. The variable coefficient case has not been considered to the same extent. Principal eigenvalues, with positive principal eigenfunctions, have been obtained in [14, 15, 16] , and these have been used to obtain positive solutions of nonlinear multi-point problems. As mentioned above, the papers [1, 8] obtain nodal solutions for multi-point problems, but they do so using the eigenvalues of a related, separated problem, instead of those of the multi-point problem. For brevity, we will not discuss the background material any further here, but simply refer the reader to the review paper [3] for more discussion and references.
1.1. Neumann-type boundary conditions. If the values of u are replaced with the values of the derivative u ′ in the conditions (1.2) we obtain so called Neumanntype boundary conditions. Most of our results can be extended to deal with such conditions (or a mixture of Dirichlet and Neumann-type conditions). The only difficulty is that the multi-point operator introduced in Section 2.1 below is not invertible, since constant functions lie in its null space. This can be dealt with using the methods in [13] , which deals with such boundary conditions in the constant coefficient case, so we will say no more about this here. The paper [7] deals with a variable coefficient problem with a separated boundary condition at one end and a Neumann-type multi-point condition at the other end, using a similar approach to that in the papers [1, 8] (which deal with a Dirichlet-type condition).
1.2. More general, nonlocal boundary conditions. Non-local boundary conditions more general than the above multi-point conditions have also been considered recently by several authors in various contexts, see for example [1, 15] and the references therein. For instance, the Dirichlet-type conditions (1.2) can be replaced by integral conditions of the form
where A ± are functions of bounded variations and the corresponding measures µ A ± satisfy suitable restrictions of the form
(1.9)
Here, the right-hand side in (1.8) is a Lebesgue-Stieltjes integral with respect to the signed measure µ A ± generated by A ± , and in (1.9) the term |µ A ± | denotes the total variation of µ A ± (we refer the reader to [5, Section 19] and [6, Section 36] for the required measure and integration theory).
By choosing A ± to be suitable step functions we see that the Dirichlet-type boundary conditions (1.2) can be regarded as a special case of the condition (1.8). Also, it is clear that (1.9) generalizes the condition α ∈ A γ of Theorem 1.1.
It is explained in [3, Section 6] (for equations involving the p-Laplacian, with constant coefficients) how to generalize the multi-point setting to boundary conditions of the form (1.8). The results of the present paper can be readily extended to such boundary conditions in a similar manner. The restriction on the coefficient α in Theorem 1.1 must be replaced by the condition (1.9), with a suitable γ = γ(r) ∈ (0, 1]. Our other results can then be obtained, with the corresponding obvious modifications of the hypotheses. We will not discuss this further.
Preliminary results
In this section we will describe various preliminary results that will be used in the following sections.
2.1. Function spaces. For any integer n 0, let C n [−1, 1] denote the usual Banach space of n-times continuously differentiable functions on [−1, 1], with the usual sup-type norm, denoted by | · | n . A suitable space in which to search for solutions of (1.1), and which incorporates the boundary conditions (1.2), is the space
We also let Y :
By the definition of the spaces X, Y , the operator ∆ is well-defined and continuous. 
, u ∈ Y (we will use the same notation for a function and its associated Nemitskii operator -this should cause no confusion). The operator h : Y → Y is bounded and continuous.
Nodal properties. For any
′ (x 0 ) = 0. Now, for any integer k 1 and any ν ∈ {±}, we define T ν k ⊂ X to be the set of functions u ∈ X satisfying the following conditions: (a) u ′ (±1) = 0 and νu
′ has only simple zeros in (−1, 1), and has exactly k such zeros; (c) u has a zero strictly between each consecutive zero of u ′ .
We also define
The sets T ± k were first introduced in [11] to characterise the oscillation properties of the eigenfunctions of multi-point Dirichlet-type problems with constant coefficients. It was also shown in [11] that the usual method of characterising the oscillations by counting the nodes of the eigenfunctions may fail for multi-point problems. There is a longer discussion of various methods of characterising the oscillation properties of multi-point problems in [13, Section 9.4].
2.3. Solution estimates. We will now obtain various estimates on solutions of (1.1). Letting r For any λ > 0 and θ ∈ R we let w(λ, θ) ∈ C 2 (R) denote the solution of (1.1) satisfying the initial conditions
Clearly, any solution of (1.1) has the form u = Cw(λ, θ), for suitable C, θ ∈ R. Also, for any solution u of (1.1) we define the Lyapunov function 2) and when no confusion is possible we will simply write E(x). By (2.1),
Hence, for θ ∈ [0, 2π] and x ∈ [−1, 1], 6) and the result follows by integration.
Proof. We write w := w(λ, θ) and prove the '+' case, the other one being similar. Multiplying (1.1) by w and integrating by parts yields
and by (2.5) we have
Combining these inequalities and using (2.7) yield
and the claim follows by a straightforward calculation.
For reference, we now state a simple Lagrange identity that will be used several times below.
Proof. Multiply (1.1) by z, (2.9) by u, subtract and integrate by parts.
We will also need some information regarding the derivatives w λ = w λ (λ, θ) and w θ = w θ (λ, θ). By (1.1) and (2.1), these derivatives satisfy the following initial value problems:
(2.13)
. Using the Lyapunov functions associated to ψ 0 and ψ 1 shows that
14)
The variation of constants formula for the differential equation in (2.11) yields
so by (2.11),
and (2.13) now follows from (2.7) and (2.14).
Proof. Combining (2.11) and (2.12) with Lemma 2.6 yields
Hence (a) follows immediately (for all λ > 0), while (b) follows from Lemma 2.5.
2.4.
The constant coefficient case. To illustrate the above estimates, let us briefly consider the case r ≡ 1. For w = w(λ, 0), we have
In this case, the Lyapunov function E ≡ 1, and all the above estimates hold with c min / max = 1. We particularly want to emphasize here that a lower bound of the form (2.8) cannot hold uniformly for all λ > 0 since
2.5. Notation. In principle, the coefficients α ± are η ± are fixed, but many of the proofs will be by continuation with respect to the coefficients α ± so we will often explicitly display the dependence of various functions on these coefficients. Of course, most of the functions we introduce also depend on the coefficients η ± , but we will usually regard these coefficients as fixed and omit them from the notation. In particular, it will be important to observe that all estimates we obtain will be uniform with respect to α, as α varies over the set {α : |α ± | < 1}. Also, even though the results of Theorem 1.1 depend on r, we will generally consider r to be fixed in Sections 3 and 4, so, except where necessary, we will not explicitly display the dependence on r.
Solutions with a single boundary condition
In this section we consider the problem
with a single, multi-point boundary condition, and fixed
m . We will show that the set of solutions of (3.1), (3.2), is 1-dimensional. This result will show that the eigenspace corresponding to an eigenvalue is 1-dimensional. For separated boundary value problems this 1-dimensionality is a consequence of the uniqueness of the solutions of the initial value problem with a single point initial condition. Theorem 3.2 below can be regarded as an analogue of this result for the multi-point 'initial condition' (3.2).
For the following results, it will be convenient to regard λ as fixed, and α as variable, so we will omit λ from the notation and include α. Also, we recall that any solution u of (3.1) must have the form u = Cw(θ), for suitable C, θ ∈ R.
We first prove a preliminary lemma which will also be useful later.
Lemma 3.1. If |α| < a 1 := (r min c min /r max c max ) 1/2 and u is a non-trivial solution of (3.1), (3.2), then u ′ (η 0 ) = 0.
Hence, by (3.2),
But this contradicts the assumption that |α| < a 1 , and so completes the proof.
We can now prove the main result of this section.
Theorem 3.2. If |α| < a 1 then the set of solutions of (3.1), (3.2), is 1-dimensional.
Proof. Since any solution of (3.1) has the form u = Cw(θ) for suitable C, θ ∈ R, we see that u satisfies (3.2) if and only if
3)
The function Γ : R × R m → R is C 1 , and we will denote the partial derivative of Γ with respect to θ by Γ θ .
,
Thus, there exists θ 0 such that w(θ 0 ) ′ (η 0 ) = 0 and B α (w(θ 0 )) = 0. However, this contradicts Lemma 3.1, which proves Lemma 3.3. Now, by definition, Γ(·, 0) = w(·)(η 0 ) has exactly 1 zero in [0, π), and so it follows from Lemma 3.3 and continuity that Γ(·, α) has exactly 1 zero in [0, π), for all α with |α| < a 1 (of course, by periodicity and linearity, there are other zeros outside [0, π), but these do not yield distinct solutions of (3.3)). This proves Theorem 3.2.
Eigenvalues
We now consider the eigenvalue problem (1.1), (1.2), which can be rewritten as
In the following subsections we will prove various properties of the eigenvalues and eigenfunctions, including Theorem 1.1.
4.1.
Proof of Theorem 1.1. We first establish some useful properties of solutions. Let (λ, u) be a nontrivial solution of (4.1), with |α ± | < 1.
Lemma 4.2. If λ < 0 then u cannot have a strictly positive local max (respectively, a strictly negative local min) in (−1, 1) .
ru, x ∈ [−1, 1], and the result follows by inspecting the sign of u ′ in a neighbourhood of x 0 .
Combining Theorem 2.1 with Lemmas 4.1 and 4.2 shows that λ > 0 and that |u| 0 is attained in (−1, 1) , that is, u must have a global max or min in (−1, 1) .
2 . The next lemma shows that if |α ± | are sufficiently small then any eigenfunction must lie in one of the nodal sets T k .
Proof. The first part of the lemma follows from Lemma 3.1. The second part then follows from this, together with the definition of the sets T k and the properties of solutions of the differential equation (1.1).
We now define
(where w(λ, θ) is as in Section 2). Substituting w(λ, θ) into (1.2) shows that, for given coefficients α ± , a number λ is an eigenvalue if and only if
for some θ ∈ R. Hence it suffices to consider the set of solutions of (4.3). We will prove Theorem 1.1 by continuation with respect to α, away from α = 0, where the required information on the solutions of (4.3) follows from the standard theory of the separated Dirichlet problem, with boundary conditions u(±1) = 0. For reference, we state this in the following lemma. ± with respect to θ, there are other solutions of (4.3) than those in Lemma 4.5, but these do not yield distinct solutions of the eigenvalue problem (4.1). In fact, to remove these extra solutions and to reduce the domain of θ to a compact set, from now on we will regard θ as lying in the circle obtained from the interval [0, 2π] by identifying the points 0 and 2π, which we denote by S 1 , and we regard the domain of the functions Γ ± as (0,
We now wish to solve (4.3) for small α by applying the implicit function theorem at the points (λ 0 k , θ 0 k , 0), k 1. We would like to obtain solutions (λ k (α), θ k (α)
, so we proceed in two steps: we first obtain a fixed set A γ for all 'large' eigenvalues using uniform estimates and continuation; we then deal with the remaining (finite) set of 'small' eigenvalues.
The following result will allow us to apply the implicit function theorem at the points (λ 0
is (4.4).
We now wish to extend the result of Proposition 4.6 to small α = 0. To do this we first prove a partial result. We will suppose from now on that |α ± | min{a 1 , 
Proof. We prove the result for Γ + , and we omit the superscript throughout the proof; the other case is similar. We also omit the argument (λ, θ, α) throughout.
By Lemma 3.3, Γ = 0 ⇒ Γ θ = 0, so we need only prove that Γ = 0 ⇒ Γ λ = 0. Suppose, on the contrary, that there exists some (λ, θ, α) such that 
Proof. Suppose that Γ ν (λ, θ, α ν ) = 0. We regard (λ, θ, α ν ) as fixed, and consider the equation (the local existence of this solution function, near t = 1, is trivial; standard arguments show that its domain can be extended to include the interval [0, 1]). Next, by Proposition 4.6, the implication (4.9) holds at (λ, θ, α ν ) = (λ, θ(0), 0) and hence, by (4.5) and continuity, (4.9) holds at (λ, θ(t), tα ν ) for all t ∈ [0, 1]. In particular, putting t = 1 shows that (4.9) holds at (λ, θ, α ν ), which completes the proof of Proposition 4.8.
We now return to the pair of equations (4.3). To solve these using the implicit function theorem we define the Jacobian determinant 
The following lemma will be useful to separate 'small' and 'large' eigenvalues.
Lemma 4.10. There exists an integer k s and a constant κ > 0 such that if λ is an eigenvalue with eigenfunction u ∈ T k with k k s then Λ s + 1 λ κk 2 .
Proof. This follows immediately by applying the Sturm comparison theorem to the differential equation (1.1).
Now suppose that (λ, θ, α) ∈ (Λ s , ∞)× S 1 × A as is an arbitrary solution of (4.3), with w(λ, θ) ∈ T k for some k k s . By Corollary 4.9 and the implicit function theorem, there exists a maximal open interval N containing 1 and a
Also, it follows immediately from Lemma 4.4 and continuity that .3) 
We now extend these properties to the full set of solutions, for sufficiently small |α ν |. Proof. For any λ > 0 and θ ∈ R we now let w(λ, θ) ∈ C 2 (R) denote the solution of (1.1) satisfying the initial conditions 13) and define functions Γ ± as in (4.2), but using w instead of w. Analogously to equation (4.3), eigenvalues of (4.1) also correspond to solutions of the pair of equations Γ ± = 0. However, the fact that the initial conditions for w do not depend on λ now allows us to establish the analogue of Lemma 2.8, and hence Proposition 4.6, for all λ > 0 (in this case the right hand side of (2.15) becomes 1, while the second term on the right hand side of (2.16) becomes 0). Hence, we may now follow the previous argument to show that we can apply the implicit function theorem to the equations Γ ± = 0 at each of the points (λ
Combining this with the above results for k k s then yields a common 'continuation domain' A γ ⊂ A as for all the eigenvalues. Remark 4.12. We used the function w in the continuation argument to obtain the 'large' eigenvalues in the interval (Λ s , ∞) since this function yielded uniform estimates in Section 2.3 for all large λ, based on the equation (2.3). Unfortunately, although the initial conditions for w (and, more particularly, for w λ ) are simpler than those for w, the analogue of (2.3) for w is
which would not yield uniform estimates for large λ.
We conclude from the above results that, for all k 1 and α ∈ A γ , there is an eigenvalue λ k (α) with corresponding eigenfunction
, and there is no eigenvalueλ = λ k (α) having an eigenfunctionû ∈ T k . Also, by Lemma 4.5, λ 0 k < λ 0 k+1 , and by Theorem 3.2, λ k (α) = λ k+1 (α) for any α ∈ A γ , so it follows from the continuation construction that λ k (α) < λ k+1 (α) for all α ∈ A γ . The fact that λ k (α) has algebraic multiplicity equal to 1 (and so is simple) will be proved in Lemma 4.14 below.
Finally, for fixed α, the fact that u k (α) ∈ T k , for k 1, shows that as k → ∞ the oscillation count tends to ∞, so by standard properties of the differential equation (1.1), we must have lim k→∞ λ k = ∞. This concludes the proof of Theorem 1.1.
4.2.
Continuity of the eigenvalues and eigenfunctions. The implicit function theorem construction of λ k and u k in the proof of Theorem 1.1 also implies continuity properties which will be useful below, so we state these in the following corollary (continuity of u k will be in the space C 0 [−1, 1], although stronger results could easily be obtained). (4.14) In particular, for α ∈ A γ , the eigenvalues λ k (α) obtained in Theorem 1.1 are the characteristic values of K r , so we may define the algebraic multiplicity of λ k (α) to be the algebraic multiplicity of λ k (α) as a characteristic value of K r , that is
where N denotes null-space and I Y is the identity on Y . Proof. If α ± > 0 then the proof of Lemma 4.1 can be extended to show that u cannot have a strictly positive global max or strictly negative global min at the end-points x = ±1. Hence, if min u 1 < 0 < max u 1 , then u 
together with the symmetric boundary conditions
We will show that there are no eigenvalues in the interval
. Since, for small δ, the interval I δ can be arbitrarily long and an eigenvalue λ corresponds to an oscillation count of 'roughly' 4λ 1/2 /π (rigorous estimates can easily be given using the form of r and the solutions of (1.1)), this result shows that there may be arbitrarily many oscillation counts k for which there are no corresponding eigenvalues.
We first observe that if u is an eigenfunction corresponding to an eigenvalue λ, then the function u e (x) := 1 2 (u(x) + u(−x)) is an even eigenfunction corresponding to λ, so it suffices to show that there are no even eigenfunctions corresponding to eigenvalues λ ∈ I δ .
We now search for an even solution u of (1.1), (4.15), which we suppose to be normalized to u(0) = 1. Thus, u must have the form
where C δ = 0 and ǫ δ are chosen so that u ∈ C 1 [−1, 1]. The Lyapunov function E(λ, u) defined in (2.2) is piecewise constant here, with
Now suppose that λ ∈ I δ . Then u(δ) 2 1/2, and hence
so u cannot satisfy (4.15), and hence there are no eigenvalues in I δ . Finally, a similar example with a C 1 coefficient function r can be constructed by choosing a suitable C 1 approximation of the function r δ .
Our second example shows that, for some α ∈ A 1 and r ∈ C 1 [−1, 1], some eigenvalues may not be simple. for any α ∈ (−1, 1). On the other hand, let v be the (even) solution of the initial value problem
Setting α := v(1) in (4.17), we see that u and v are two linearly independent eigenfunctions of the problem (1.1), (4.17) , corresponding to the eigenvalue λ = µ D . We only need to check that |α| = |v(1)| < 1. The Lyapunov function associated with v (defined in (2.2)) satisfies
so by integration,
which yields |v(1)| < 2 −1/2 .
A non-resonance condition
In this section we consider the problem (1.2), (1.4), which we can rewrite as
and we establish the existence of solutions under a 'nonresonance' condition. We suppose that f ∈ C 0 ([−1, 1] × R, R) satisfies the following condition.
We also assume that |α ± | < γ(r ∞ ), and we define the eigenvalues λ Proof. Equation (5.1) is equivalent to
where we define T : Y → Y by T (u) := −∆ −1 (f (u)). We now define a homotopy
It follows from Theorem 2.1 that H is completely continuous. Furthermore, arguments similar to the proof of [2, Theorem 5.3] show that there exists R > 0 such that all solutions (t, u) ∈ [0, 1] × Y of u = H(t, u) satisfy |u| 0 < R. Hence, it follows from the invariance property of the degree (see [17, Section 13.6] ) and Proposition 4.15 that
which proves the theorem.
Nodal solutions
In this section we consider the following special case of (5.1),
and we establish the existence of nodal solutions of (6.1) (that is, solutions u lying in specific sets T ± k ). We suppose throughout this section that g ∈ C 1 ([−1, 1] × R) satisfies the following condition.
(G) There exists r 0 , r
uniformly for x ∈ [−1, 1], and
It follows from (G) that the Nemitskii mapping
We also assume throughout that |α ± | < min{γ(r 0 ), γ(r ∞ )}, and we define the eigenvalues λ
We will establish the existence of nodal solutions of (6.1) by studying the solution set of the bifurcation-type problem
(solutions of (6.3) with λ = 1 yield solutions of (6.1)). Clearly, (λ, u) = (λ, 0) is a (trivial) solution of (6.3) for any λ ∈ R, and we let S denote the set of non-trivial solutions of (6.3). We will use global bifurcation arguments to obtain unbounded, closed, connected sets of solutions of (6.3), and then use these sets to obtain solutions of (6.1). We first prove two preliminary lemmas.
Lemma 6.1. For any Λ > 0 there exists γ = γ g,Λ ∈ (0, 1) such that, if α ∈ A γ and (λ, u) ∈ S with λ Λ, then u ∈ T k for some k 1.
Proof. The proof is similar to that of Lemma 4.4, and we need only show that u ′ (−1)u ′ (1) = 0. For (λ, u) ∈ S, we define the Lyapunov function
Then, by (6.3),
and so, by (G), there exist C 1 , C 2 > 0 such that
It follows by integration that
A similar argument to the proof of Lemma 3.1 now shows that if
Proof. The function sin We can now prove the following Rabinowitz-type global bifurcation theorem, for individual nodal counts k 1.
Theorem 6.3. For a given k 1, let γ k := γ g,Λ(k) (recall Lemmas 6.1 and 6.2), and suppose that α ∈ A γ k . Then there exists closed connected sets C ± k ⊂ S with the properties :
(a) (λ
Proof. By Theorem 2.1, equation (6. 3) is equivalent to the equation
where
and by (6.2), |G(λ, u) − λK r0 u| 0 = o(|u| 0 ), as |u| 0 → 0, uniformly on bounded λ intervals. This shows that equation (6.4) has the same form as the bifurcation problems considered in [10] . Hence, by the methods in [10] (in particular, the proof of [10, Theorem 2.3], which deals with separated SturmLiouville problems), we can show that:
• there exist closed, connected sets C ± k ⊂ S satisfying (a) and (b) in a neighbourhood of (λ 0 k , 0), and the following alternatives for each ν ∈ {±}:
• by Lemmas 6.1 and 6.2, the sets
• since (b) holds, it now follows, as in the proof of [10, Theorem 2.3] , that alternative (i) above cannot hold, which proves (c). The proof is complete.
Remark 6.4. For fixed α = 0, Theorem 6.3 does not yield unbounded continua C ± k for arbitrarily large k, since lim k→∞ γ k = 0. This is due to the dependence of γ g,Λ on Λ in Lemma 6.1. Also, the proof of this lemma is where we used the assumptions in condition (G) on the derivatives of g. By a more detailed argument we could remove these assumptions and obtain Lemma 6.1 for (suitably bounded) C 0 functions g. However, it is not clear that the dependence on Λ can be removed, or what would be the most general result, so for simplicity we have retained condition (G) and the above method of proof of Lemma 6.1, which fits in with our previous arguments using the Lyapunov functions.
We now prove the existence of nodal solutions for (6.1). Finally, we briefly consider the special case where g has the form (1.7) with r ∈ C 1 [−1, 1], r > 0, and g ∈ C 1 (R). The hypothesis (G) is satisfied if | g ′ (ξ)ξ| is bounded and the limits
and Theorem 6.5 now takes the following form. with constants c 0 , c 1 satisfying |c 0 | + |c 1 | > 0, that is, a single, separated boundary condition at one end-point, and a multi-point condition at the other end-point. They also assume that g has the form (1.7) (or a sum of such terms -to simplify the discussion we merely consider the form (1.7) here). Although our results, as stated, do not cover the multi-point boundary conditions (6.5), it is trivial to extend them to do so. In particular, the analogue of Theorem 1.1 holds here. The proof is by a similar (but simpler) continuation argument in which the function w can now be specified to satisfy the boundary condition at x = −1 for all λ and α (so there is now no analogue of the variable θ), and then the boundary condition at x = 1 leads to a single equation to solve for λ(α) (instead of a pair of equations). This considerably simplifies the construction, and yields a set of eigenvalues λ k (r), k 1, of (1.1), (6.5), for all α in a suitable set A γ(r) . Once the eigenvalues have been obtained the discussion of the nonlinear problem (6.1), (6.5) proceeds as above and, in particular, yields the analogue of Theorem 6.6 for this problem.
The main results and hypotheses in [1, 8] for the problem (6.1), (6.5) can be summarised as follows (for brevity we omit various detailed conditions; in particular, it is hard to describe the conditions on the size of |α| in [1, 8] , or to compare them with our conditions). Letting µ k , k 1, denote the eigenvalues of (1.1) together with the separated boundary conditions c 0 u(−1) + c 1 u ′ (−1) = 0, u ′ (1) = 0, (6.6) they obtain nodal solutions u ± k ∈ T ± k of (6.1), (6.5) if g 0 < µ k < µ k+1 < g ∞ or g ∞ < µ k < µ k+1 < g 0 , that is, if g 'crosses' the interval [µ k , µ k+1 ]. In other words, the range of g is compared with the eigenvalues of the linear problem obtained by replacing the original multi-point boundary conditions (6.5) with the separated boundary conditions (6.6). Heuristically, one could say that using the eigenvalues µ k corresponding to the changed boundary conditions leads to the necessity for the function g to cross the interval [µ k , µ k+1 ], rather than crossing the single eigenvalue λ k obtained from the original boundary conditions. The following lemma shows that if g crosses [µ k , µ k+1 ] then it crosses λ k , but obviously the converse need not hold.
Lemma 6.7. If α ∈ A γ(r) then, for each k 1, µ k < λ k (α) < µ k+1 .
Proof. We denote by u k (α) the eigenfunctions of problem (1.1), (6.5) obtained by adapting our arguments in Section 4, as outlined above. First, at α = 0, we apply Sturm's comparison theorem to the problems (1.1), (6.5) and (1.1), (6.6) . It follows that µ k < λ k (0) < µ k+1 , for all k 1. Now suppose that λ k (α) = µ k , for some k 1 and α ∈ A γ(r) , and let v k be an eigenfunction of (1.1), (6.6), corresponding to the eigenvalue µ k . Since u k (α) and v k each satisfy the boundary condition in (6.6) at x = −1, by a rescaling we may suppose that u k (α) = v k . But the analogue of Lemma 4.4 for this setting shows that v ′ k (1) = 0, which contradicts v k being an eigenfunction of (1.1), (6.6) . Therefore, for all α ∈ A γ(r) and k 1, λ k (α) = µ k and a similar argument shows that λ k (α) = µ k+1 . Hence, by continuation, µ k < λ k (α) < µ k+1 for all α ∈ A γ(r) , k 1.
We conclude that the crossing condition in [1, 8] is more restrictive than that in Theorem 6.6 above. In addition, we have obtained results for the boundary conditions (1.2), having multi-point conditions at both end-points. It is much easier to deal with the conditions (6.5) than with (1.2) since shooting methods can be used, as in [1, 8] (shooting from x = −1, using the separated boundary condition to provide an 'initial condition'; this is not possible with multi-point conditions at both ends). Finally, as explained in the introduction, it is straightforward to extend our methods to the case of integral boundary conditions at both end-points.
