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1. Introduction 
The study of large scale networks has been mainly motivated by practical 
problems, like transportation problems, reliability problems. The problems 
usually involve finding the optimal paths in the networks and they are rather 
similar in nature. These different networks can be unified into a more general 
form of network, the semiring network. Attempts to describe such networks in a 
general setting is not new. In [13], Shier has described an algebraic structure to 
study reliability problem. Carre [6] has given an excellent description of semiring 
networks and their properties using matrices. In this paper, we shall describe 
semiring networks and show how to deal with large matrices. The latter is 
particularly important because in large-scale networks, even computation on the 
computer presents some difficulties as the amount of random access memory in 
every computer is limited and the computation time may be long. 
2. Semirings 
Let S be a non-empty set with two binary operations, @ and @. The system 
(S, @, @) is called a semiring if 
(1) (S, @) is a commutative semigroup, 
(2) (S, 8) is a semigroup, 
(3) for any a, b, c E S, 
a @ (b CI3 c) = (a (8, b) @ (a 63 c) 
(b 63 c) 03 a = (b C3 a) C3 (c C?I a). 
For any pair of integers, n and m, let M,,,, be the class of all IZ x m matrices 
over the semiring (S, @, 8). Define the operation G9 on M,,, as usual: if 
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A = [uij] and B = [b,] are matrices in M,,,, let 
Then (M,,,, @) is a commutative semigroup. 
Let IZ, m, k be three given positive integers. Let A = [aij] be a matrix in M,,,, 
B = [6,] be a matrix in IW,,,~~. Define the matrix C = [Cij] as follows: 
Let this operation be denoted by C = A @ B. In the case where m = k = n, 
(M,x,, 8) is a semigroup. Hence the following theorem holds. 
Theorem 2.1. Let (S, @, 8) b e a semiring. For a given positive integer n, 
(M,,,,, CB, 63) is a semiring. 
Suppose II is a factor of two numbers, p and m, which are greater than 1. For 
each matrix, A = [Uij], in M,,,, define a collection of p xp matrices A,, where 
i,j=l,..., m, as follows. 
A, = [a(i-l)p+h,(j-l)p+kI, h, k = 1, . . . , p. 
Then the matrix A @B can also be obtained as specified in the following 
theorem. 
Theorem 2.2. Let A, B be matrices in M,,,, where n =p x m. Then C = A 8 B 
iff 
Cij = @ (Ai, 8 Brj)* 
r=l,...,m 
This theorem is very useful for very large matrices because it gives us a way of 
decomposing the matrices. 
3. Semiring networks 
Let A2 denote a given finite directed graph with vertex set V(Q) and edge set 
E(Q). In this paper, we assume that V(Q) = (1, . . . , n}. Suppose S, and S, are 
two semirings whose additive semigroups have zero elements (i.e. additive 
identity elements) and whose multiplicative semigroups have identity elements. 
Let w be a mapping such that 
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The function w is called the weight function and the ordered pair (Q, w ) is called 
a semiring network. 
For a semiring network (9 w) over the semirings (S,, $, 8) and (S,, $, Q), 
let P(0) denote the class of all paths of the directed graphs 52. Extend the weight 
function, w to paths of Q as follows: if P = (v,, vl, , . . , uk) is a path in P(Q), 
define 
Observe that w maps P into an element of S,. 
In some applications, the zero elements may not exist, but this can be easily 
remedied. Consider an element A that satisfies the following properties with the 
operations in (S,, CB, 8): 
A@A=A 
A@/I=A 
a @ Iz = A @ a = a for all a in S,, 
a@h=L@a=il forallainS,. 
Then (&U {A}, 63, @> is also a semiring. Hence we may include A in the set S, 
as the zero element in the semiring. Now, we are ready to define matrices for 
representing networks. 
Let (52, w) be a given semiring network. Suppose Q has n vertices, 
V(Q) = {1,2, . . . ) n}. Define its associated matrix A = [aij], i, j = 1, . . . , n, as 
follows: 
for i = j, aji = identity of (S,, @), 
for i # j, Uij = 
w(i, j) if (i, j) E W(Q), 
13. 
otherwise. 
Given an associated matrix of a semiring network, define a sequence of n x n 
matrices, Ao, Al, . . . , A,, . . . as follows: 
Ao=A 
Al =A,C3Ao 
A r+l=At@A, 
We say that the sequence Ao, Al, AZ, . . . converges 
non-negative integer t, 
A*=A,=A,+1=At+2=... 
In such a case, we call A* the induced matrix of ( 9, w ). 
to A* if for some 
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4. Basic problems of semiring networks and their applications 
Consider some basic problems of the semiring network. For any given semiring 
network, its induced matrix does not always exist. So the problem is, under what 
condition does it exist? If it exists, what are the uses of the induced matrix? 
Finally, how can we compute A*? 
Existence of the induced matrix A * 
It is a well known fact that the induced matrix does not necessarily exist, as 
testified by the shortest path problem for the transportation network that contains 
negative cycles. For what types of semiring networks does the induced matrix 
exist? In [6], CarrC has studied this problem. We shall give a brief outline of the 
ideas presented in his paper. 
In most of the applications (path problems, reliability problems, network flow 
problems), the additive operation $ is usually either the minimum or maximum 
operation. Hence, to generalize this idea into semiring networks, we may assume 
that a G3 a = a and introduce an ordering (or partial ordering) to the semiring. 
This ordering is determined by the additive operation @. 
For a semiring, define an order relation as follows: 
a<bifa@b=a, 
and define the strict order relation as 
a<bifaabanda#b. 
Then the following theorem gives a condition for the existence of the induced 
matrix. 
Theorem 4.1. Zf a semiring network does not contain any cycle 0 with o(C) <e 
(where e is the multiplicative identity), then the induced matrix A* exists. 
Uses of the induced matrix 
Each (i, j) entry of the induced matrix A* gives the value of an ‘optimal’ path 
from vertex i to vertex j. The reason why we call it the ‘optimal’ path may not be 
very obvious until we look at the applications of the induced matrix. For example, 
in the shortest path problem in which the edge-lengths are non-negative real 
numbers, the induced matrix exists and is actually the distance matrix (matrix 
whose entries show the distance from one vertex to another) [l, 4,5]. Similarly, 
for the reliability problem described in [13], the induced matrix is the reliability 
matrix. 
From the induced matrix, many other properties of the networks can be 
obtained mainly because many properties of the networks can be defined in terms 
of the entries of the induced matrix. Let us illustrate this by the transportation 
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problem with the semiring structure (R U {m}, L, + ) for its edges, where : 
denotes the minimum operation. 
The radius of a vertex, centres, centroids, total distance of a network are 
defined in terms of the distance of the shortest path between two vertices. the 
radius of a vertex k is the maximum of az; + a~j, where i, j runs from 1 to n and it 
can be found as follows: 
(1) from the kth row of A*, ail, a&, . , . , al,, find the maximum, azj, of all 
elements in the kth row. 
(2) find the maximum, a& of all the elements aFk, a&, . . . , a,Tk, in the kth 
column of A*. 
(3) then the radius is aj”, + aip 
The centre of a network is the vertex with the smallest radius and it can be found 
from the induced matrix A* as follows: 
(1) Let R = (rl, . . . , rn) be the vector such that 
r, = minimum{ai*,, . . . , al’,} 
and let C = (ci, . . . , c,) be the vector such that 
Ci = maximum{U~i, . . . , U~i}: 
(2) let S = R + C; then vertex i is the centre if 
si = minimum{sl, . . . , s,}. 
The total distance at a vertex i is defined as 
i a; + 2 a;, 
j=l j=l 
and it can be obtained by adding the sum of all entries in the ith row and the sum 
of all entries in the ith column. The total distance of a network defined as 
and it is equal to twice the sum of all the entries of A*. To compare two different 
network designs, the total distance may be used as a form of measurement. 
Another measure that may be considered is the cost-effective ratio for two 
networks, which is defined as 
decrease in total distance 
increase in cost ’ 
and this can be obtained by computing the total distances of the networks and 
their respective costs. 
Another application is to find a shortest path from a vertex i to another vertex 
j. Such a path can be obtained by the following algorithm: 
(1) If a; = A, then there is no path from vertex i to vertex j; stop. Otherwise, 
go to Step (2). 
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Take the ith row, Ri and jth column, Ci of the induced matrix A*. 
Let S = Ri + Ci. If there exists k # i, j such that sk = a$, then k is an 
internal vertex of a path from i to j; go to Step (4). Otherwise, (i, j) is such 
a path; stop. 
Use this algorithm to find a shortest path from i to k and a shortest path 
from k to j. Then these two paths constitute a shortest path from i to j. 
An example in which the weight of vertices is defined is the inference network. 
Consider the network with vertex weight and edge weight both defined on 
([0, 11, r, x), where r denotes the maximum operation. The inferenced value at 
a vertex 21 is 
max{w(u) X w(P)>, 
where u runs through every vertex in V(Q), and p runs through every path from 
u to 21. the inferenced value of all the vertices can be found from the induced 
matrix A* as follows: 
(1) Let W = (w,, . . . , w,), where w, = w(i). 
(2) Let W’ = W ‘20 A*, where @I is the matrix multiplication for matrices over 
the semiring ([0, 11, r, x). 
Then the entries of the vector W’ gives the inferenced value of each vertex in 
(Go>. 
The above examples do not exhaust all the applications of the induced matrix. 
Other types of applications occur in network flow problems, assignment prob- 
lems, critical path analysis, reliability problems [2, 3, 131. 
Various algorithms computing A* 
Many algorithms have evolved for computing the induced matrix. Two such 
algorithms are the cascade algorithm and Floyd’s algorithm [5-91. These two 
algorithms operate on whole matrices. Variations of these two algorithms that 
decompose large matrices have also been developed [lo, 111. We shall briefly 
describe the cascade algorithm and Floyd’s algorithm below. 
The Cascade Algorithm 
For i = 1 to it 
forj=l ton 
aij = k=e. n (aik @ 4 
, > 
Floyd’s Algorithm 
For k = 1 to n 
for each pair i, j E { 1, . . . , n}, let cij =aik @aa,j let A = C @A (where C 
denotes the matrix [Cij]) 
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An algorithm using decomposition of matrices is given 
Theorem 2.2. 
Algorithm using decomposition to compute A * 
Let Alo1 = A and for each non-negative integer t, 
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blow. This makes use of 
A!+” = @ 
k=l,...,m 
(A$ @A&), i, j E (1, . . . , m}, 
where the matrices Ai’, i 7 j E { 1 > * . * 9 m}, are submatrices of A[t] as defined in 
Section 2. 
5. Conclusion 
In this paper, we see that the concept of semiring networks can be used to unify 
various network problems. The idea of imposing algebraic structure is by no 
means new. Other types of structures have also been discussed [13]. These trends 
may lead to the study of general algebraic networks. 
For large networks, various methods have been devised to simplify and 
improve efficiency of algorithms for finding properties of networks using matrices. 
The availability of software that provides whole matrix operations allows us to 
consider algorithms which have been formerly deemed as inefficient. 
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