The problem of estimation of the regression coefficients under multicollinearity situation for the restricted linear model is discussed. Some improve estimators are considered, including the unrestricted ridge regression estimator (URRE), restricted ridge regression estimator (RRRE), shrinkage restricted ridge regression estimator (SRRRE), preliminary test ridge regression estimator (PTRRE), and restricted Liu estimator (RLIUE). The were compared based on the sampling variance-covariance criterion. The RRRE dominates other ridge estimators when the restriction does or does not hold. A numerical example was provided. The RRRE performed equivalently or better than the RLIUE in the sense of having smaller sampling variance.
Introduction
Multiple linear regression model plays an important role in statistical inference and is used extensively in business, environmental, industrial, and social sciences. In linear regression model, one usually assume that the explanatory variables are independent. However, in practice, there may be strong or near to strong linear relationships among the explanatory variables. In that case, the independence assumptions are no longer valid, which causes the problem of multicollinearity. In the presence of multicollinearity, it is difficult to estimate the unique effects of individual variables in the B. M. Golam Kibria is Assistant Professor. He is a fellow of the Royal Statistical Society and the recipient of the 2005 Chapter Service Recognition Award. He is the Associate Editor and member of the editorial board of three international statistical journals. He has authored/co-authored about 40 articles in statistical journals. regression equation. Moreover, the estimated regression coefficient will have large sampling variance which affects both inference and prediction. In the literature, there are various methods existing to solve this problem. Among them, ridge regression is the most popular one which has much usefulness in real life.
To describe the ridge regression, the following multiple linear regression model was considered:
where y is a random vector of length n , β is a 1 × p vector of fixed but unknown regression coefficients, X is a p n × known design matrix of rank p and e is a 1 × n vector random variable, which is distributed as multivariate normal with mean vector 0 and covariance . If the C matrix is ill conditioned (det 0 ( ≈ ′ X X )), the LSE are sensitive to a number of errors, for example, some of the regression coefficients may be statistically insignificant with wrong sign and meaningful statistical inference become difficult for the practitioners. To solve this problem, Hoerl and Kennard (1970) Hoerl & Kennard, 1970 , Saleh & Kibria, 1993 .
The objective of this article is to compare the perfromance of some ridge regression estimators under the sampling variance-covariance criterion. The findings will be illustrated with a numerical example.
Proposed Estimators, Biases and Variances
In this section, some ridge type estimators are considered for β , when h H = β is a priori suspected in the case of multicollinearity.
Biases and variancecovariance matrices of the estimators were also provided.
Unrestricted Ridge Regression Estimator (URRE):
The URRE in (3), can be re-written as follows:
where β is the unrestricted least square estimator (URLSE) of β . The bias and the variance matrix of URRE are as follows:
Restricted Ridge Regression Estimator (RRRE): Sarkar (1992) proposed the following RRRE:
is the restricted least squares estimator (RLSE) of β . The bias and the variance matrix of RRRE are as follows:
Shrinkage
Restricted Ridge Regression Estimator (SRRRE): Haq and Kibria (1996) 
is called the departure parameter. For the power of the F-test, readers are referred to Sutradhar (1988) and Giles (1991) among others. Preliminary test and ridge regression approaches have been studied by Bancroft (1944 Bancroft ( , 1964 , Bock and Yancey (1973) , Giles (1991) , Han and Bancroft (1968) , Judge and Bock (1978) , Kibria and Saleh (1993) , Kibria (2003) , Kibria (2004a,b) , Kibria and Saleh (2004 , 2005a , 2005b , 2006 , Obenchain et al. (1975) and Saleh and Han (1990) to mention a few. The bias and variance matrix of the PTRRE are as follows:
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In the following section, the performance of the proposed ridge type estimators will be proposed under the restriction (2) and using the sampling variance criterion. This is because the value of the test statistics depends on the sampling variance than the mean squares error (MSE). Because the detailed analysis about ULIUE and RLIUE are available in Kaciranlar et al. (1999) 
to be the n.n.d.
matrix, it is necessary that 1 ) (
. Because E is positive definite matrix and 0
where Anderson, 1984, Theorem A.2.4, p. 590) . Then, it is obvious that 
Thus, the PTRRE will dominates SRRRE if
otherwise, SRRRE will dominate PTRRE.
It is observed from equations (5), (7), (9), (13) and (16), that under the restrictions, all the proposed ridge estimators are biased and the amount of biases are same for the ridge regression estimators. For 0 = k , all proposed ridge estimators become corresponding usual least squares estimator and under restrictions they are unbiased. It is also observed that the RRRE dominates all other estimators under the variance criterion and when the restriction holds. In the following section, the performance of the estimators will be compared when the restriction does not hold. 
Thus, PTRRE will dominate URRE when (24) holds.
Special Cases on Δ Consider 0 = k in (23), and then following Judge and Bock (1978, p.115-117) , the sampling variance of PTLSE is obtained and is smaller than that of the URLSE when, * q 2,n p * q 2,n p ** q 4,n p 2 * q 2,n p
This result coincides with that of Judge and Bock (1978, p.116) .
Comparison between PTRRE and RRRE
[ ]
It is observed that the above difference is always negative semi-definite for all . Therefore, the RRRE dominates PTRRE, SRRRE and URRRE whether the restriction does or does not holds.
Comparison between PTRRE and SRRRE 3 4 2 2 * q 2,n p
The difference in (25) will be negative semidefinite and therefore, the SRRRE will dominates PTRRE if , ) ; ( 1 * 2,
otherwise, PTRRE will dominates SRRRE.
Numerical Example
An example is considered that demonstrates the performance of the proposed estimators. Accordingly, the dataset on Portland cement, originally due to Woods et al. (1932) , was analyzed. This dataset has widely been analyzed by Hald (1952, p.635-652) 
F
, which is highly significant. However, none of the regression coefficients is statistically significant at 5% level. This could possibly be due to the high correlation among the explanatory variables, which can be observed from the correlation matrix provided in (Kaciranlar, 1999) , which probably make the regression coefficients insignificant and therefore, it is hard to make a valid inference or prediction using usual least squares method. To make a valid inference and to compare the performance of the proposed estimators, the cement dataset would be the most appropriate one to analyze.
To compare the performance of the proposed ridge estimators with that of ULIUE and RLIUE, consider the following parametric restriction: 0 = 3 2 1 β β β + − as that of Kaciranlar (1999) , which can be expressed as Kibria (2003) and references therein. The estimated values of k by using, Hoerl et al. (1975, p.107), and Lawless and Wang (1976, p.311) Therefore, 5.982955 was used to estimate the sampling variance of URLSE, URRE and URLIUE and 6.595198 for ridge regression estimators and RLIUE. The estimated standard error (SE) has been provided for all proposed estimators along with unrestricted Liu Estimator (ULIUE) and restricted Liu estimator (RLIUE) in Table 3 . It may be observed from Table 3 that all the proposed ridge regression estimators dominate corresponding usual least squares estimators in the sense of having smaller sampling variances. Assume 0.5 = d
; the natural choice for the analysis. It was also found from , all ridge estimators dominate the restricted Liu estimator. Thus, using ridge regression technique, one would be able to improvise the estimators. From Table 3 , it was also observed that the sampling variance of RLIUE is smaller than that of ULIUE, which is the consequences of Theorem 3.1.1. (Kaciranlar 1999, p.448) . Finally, using 0.0077 = k , the data was analyzed and URRRE along with corresponding least squares estimators (in the parentheses) are provided in Table 4 . Table 5 provides the regression analysis for RRRE and the restricted Liu estimator (in the parentheses).
It may be seen from Table 4 , that under the OLS method, the regression coefficients are insignificant, yet under the ridge regression approach, all the regression coefficients are highly significant. It was also observed that the sign of the estimated regression coefficients has been changed, which is expected for highly correlated data (see Hoerl & Kennard, 1970) . When the RLIUE was compared with that of RRRE, it was seen from Table 5 that Table 7 is 6 times bigger than the SE in Table 7 The estimated optimum value of b using equations (3.10) and (3.11) of Kaciranlar (1999, p. 450) respectively. It was noticed that both of the estimated b are approximately equal to 1. One would therefore expect that ULIUE will give similar result like that of URLSE and RLIUE will produce similar result like that of RLSE. These results can be evident from Tables 6 and 7 . It is noted from numerical analysis that the RRRE performed better than URLSE, URRE, RLSE, SRLSE, SRRRE, PTLSE, and PTRRE in the sense of having smaller sampling variance. From the analysis, it is also noted that the RRRE performed equivalently or better than RLIUE in the sense of having smaller sampling variance. Using 0.0077 = k , the regression analysis for the RRRE and the RLIUE (in the parenthesis) have been presented in Tables 8 and 9 where Table 8 that all the regression coefficients are statistically significant under both RRRE and RLIUE. However, from Table 9 , it was found that all the regression coefficients are statistically significant under the restricted ridge regression model and only 2 β is significant under the RLIUE model. In this article, some ridge type estimators were considered for estimating the regression parameters under a parametric restriction. The proposed estimators have been studied by using the variance criterion. It was found that a sufficient and necessary condition for all the ridge estimators to have smaller sampling variance than their corresponding least squares estimators. It was found that, under both 0 H and a H , the RRRE dominates all other ridge estimators and corresponding least squares estimators. As Δ moves away from 0 , the conditions of superiority of the PTRRE and SRRRE over the URRE and URLSE are determined. The findings were illustrated by analyzing the Portland Cement dataset. From the analysis, it is evident that RRRE is superior to other proposed ridge regression estimators and as good as restricted Liu estimator. 
