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Szego˝ type polynomials with respect to a linear functional M for which the moments
M[tn] = μ−n are all complex, μ−n = μn and Dn = 0 for n 0, are considered. Here, Dn are
the associated Toeplitz determinants. Para-orthogonal polynomials are also studied without
relying on any integral representation. Relation between the Toeplitz determinants of two
different types of moment functionals are given. Starting from the existence of polynomials
similar to para-orthogonal polynomials, suﬃcient conditions for the existence of Szego˝ type
polynomials are also given. Examples are provided to justify the results.
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1. Introduction
Given the double sequence {μn}∞n=−∞ of complex numbers, let the linear functional M on the space of Laurent polyno-
mials be deﬁned by
M[zn]= μ−n, n = 0,±1,±2, . . . . (1.1)
The functional M can be referred to as a moment functional.
Let Dn , n = 0,1, . . . , be the associated Toeplitz determinants as deﬁned by:
D0 = μ0 and Dn =
∣∣∣∣∣∣∣∣
μ0 μ−1 · · · μ−n
μ1 μ0 · · · μ−n+1
...
...
...
μn μn−1 · · · μ0
∣∣∣∣∣∣∣∣ , n 1. (1.2)
We consider the sequence of polynomials {Sn} deﬁned by
M[z−s Sn(z)]= 0, 0 s n − 1, n 1, (1.3)
where Sn , for any n 0, is a monic polynomial of degree n. If the moment functional M is such that Dn = 0, n 0, then it
is easily seen that this sequence of polynomials exists uniquely.
If the moment functional M is such that μ−n = μn and Dn > 0 for n 0, then the moment functional is called a positive
deﬁnite moment functional and the polynomials Sn are known as the monic Szego˝ polynomials (see for example, [10,17,
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R.L. Lamblém et al. / J. Math. Anal. Appl. 370 (2010) 30–41 3118,20]). In this case, M can be represented by a Stieltjes integral with respect to a positive measure on the unit circle.
The particular case where all μn are real, thus μ−n = μn for n  1, is of special interest because of the connection with
orthogonal polynomials on the interval [−1,1]. For some recent contributions on this particular case we refer to [3,7,14,22].
Also in [10], Jones, Njåstad and Thron study the polynomials Sn when the moment functional M is such that μ−n = μn
and Dn = 0 for n  0. They refer to M as a quasi-deﬁnite moment functional. Analogous information on positive deﬁnite
moment functionals and quasi-deﬁnite moment functionals for orthogonal polynomials {pn} deﬁned by M[ts pn(t)] = 0,
0 s n − 1, we refer to the book of Chihara [5].
If the moment functional M is such that all μn are real, μ−n = μn and (−1)n(n+1)/2Dn > 0 for n 0, then the associated
polynomials Sn are also well known (see for example [2,6,16,21]). In this case, M can be represented by a Stieltjes integral
associated with a positive measure on the positive (or negative) half of the real line. In [2], this measure is classiﬁed as of
the class S3(0,1,b), 1 < b ∞ and the polynomials {S•n} were studied as a sequence of orthogonal L-polynomials.
Here, we use the symbol • to represent the inverted (or reversed) polynomials, the deﬁnition of which is: For P , consid-
ered as a polynomial of degree n, we deﬁne P •(z) = zn P (1/z). Observe that this is different from the deﬁnition for the reciprocal
polynomials given by the inversion P∗n(z) = zn Pn(1/z), usually written P∗n(z) = zn Pn(1/z).
We also mention the two nice papers [19] and [23], where the polynomials Sn are considered from the point of view of
Laurent biorthogonal polynomials. However, in these papers conditions are imposed so that these polynomials also satisfy a
three term recurrence relation.
The objective in the present work is to consider the polynomials Sn when the moment functional M is subject to a
less restricted condition than those assumed in [2,6,10,16–18,20,21]. To be precise, we assume that M[zn] = μ−n , n =
0,±1,±2, . . . , are all complex and satisfy
μ−n = μn and Dn = 0 for n 0. (1.4)
In Sections 5 and 6, we provide examples to support our study.
2. S-type polynomials and recurrence relations
Under the restriction (1.4), we call {Sn} the Szego˝ type polynomials (or simply S-type polynomials) associated with the
moment functional M.
We have for these polynomials
M[t−s Sn]= M[t−n+s S•n]= δn,s DnDn−1 , 0 s n, n 1. (2.1)
Theorem 2.1. Let an = Sn(0) for n 1. Then the following hold.
(1) The polynomials Sn satisfy the recurrence relations
S•n(z) = anzSn−1(z) + S•n−1(z),
Sn(z) = anS•n(z) +
(
1− a2n
)
zSn−1(z), n 1. (2.2)
(2) an = ±1 for all n 1.
Proof. Since we are using the • inversion instead of the ∗ inversion, this theorem is exactly the Szego˝ recursion theorem
when the moments μn are all real, μ−n = μn and Dn > 0 for n  0, where one also has −1 < an < 1 for n  1. See for
example [17,18]. The proof for the extension here is straightforward. We point out that a complete proof can be given
analogously as in [10, Theorem 3.1, part A]. 
Note that there hold,
an =
M[z−n S•n−1(z)]
M[z−(n−1)Sn−1(z)] and 1− a
2
n =
M[z−n Sn(z)]
M[z−(n−1)Sn−1(z)] =
DnDn−2
D2n−1
, (2.3)
for n 1, where D−1 = 1.
The reciprocal of Theorem 2.1 is also true.
Theorem 2.2. Let {an}∞n=1 be a sequence of complex numbers such that an = ±1, n  1. Let the sequence of monic polynomials {Sn}
be generated by (2.2), with S0(z) = 1. Associated with {an}∞n=1 there exists a moment functional M with the property (1.4) such that{Sn} are the Szego˝ type polynomials satisfying (1.3).
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als {Rn} given by[−R•n(z)]= anzRn−1(z) + [−R•n−1(z)],
Rn(z) = an
[−R•n(z)]+ (1− a2n)zRn−1(z), n 1,
with R0(z) = −μ0 = 0. 
Under the restriction −1 < an < 1, Theorem 2.2 is exactly the preliminary part of the Favard’s theorem for the circle (or
the Verblunsky theorem as attributed in [17]), without having to establish the existence of a positive measure. However,
for the proof of our (complex and non-positive deﬁnite) extension, it is not quite straightforward to simply use any of the
results given in [17]. Perhaps one can partially adopt an argument as that of the second proof of the Verblunsky theorem
in [17, Theorem 3.1.3].
3. From S-type polynomials to para-orthogonal polynomials
Given the S-type polynomials {Sn} with respect to M that satisfy (1.4), consider the monic polynomials Q (1)n and Q (2)n
given by
Q (1)n (z) = Sn(z) + S
•
n(z)
1+ an , Q
(2)
n (z) =
Sn+1(z) − S•n+1(z)
(z − 1)(1− an+1) , n 0, (3.1)
with a0 = 1. Following the nomenclature used in the case of the classical Szego˝ polynomials (see [10]), we will refer to
the polynomials Sn + τ S•n , when τ = ±1, as para-orthogonal polynomials. Thus, {Q (1)n } and {(z − 1)Q (2)n } are sequences of
monic para-orthogonal polynomials associated with the measure M. We also have
2Sn(z) = (1+ an)Q (1)n (z) + (1− an)(z − 1)Q (2)n−1(z), n 1. (3.2)
Theorem 3.1. The monic polynomials Q (1)n and Q
(2)
n satisfy
Q (1)n+1(z) = (z + 1)Q (1)n (z) − (1+ an−1)(1− an)zQ (1)n−1(z),
Q (2)n+1(z) = (z + 1)Q (2)n (z) − (1− an)(1+ an+1)zQ (2)n−1(z), n 1,
with Q (1)0 (z) = Q (2)0 (z) = 1 and Q (1)1 (z) = Q (2)1 (z) = z + 1.
Proof. From (3.1) and Theorem 2.1,
Q (1)n (z) = zSn−1(z) + S•n−1(z), n 1.
Hence, for n 1,
Q (1)n+1(z) + (1+ an−1)(1− an)zQ (1)n−1(z) = zSn(z) + S•n(z) + (1− an)z
[
Sn−1(z) + S•n−1(z)
]
.
Again applying Theorem 2.1 to the ﬁrst two terms on the right-hand side,
Q (1)n+1(z) + (1+ an−1)(1− an)zQ (1)n−1(z) = (z + 1)
[
zSn−1(z) + S•n−1(z)
]
, n 1,
which conﬁrms the recurrence relation for Q (1)n . The recurrence relation for Q
(2)
n can be veriﬁed similarly. 
From this theorem, one can also easily verify
Q (1)n (z) = znQ (1)n (1/z), Q (2)n (z) = znQ (2)n (1/z), n 1. (3.3)
For the real Szego˝ polynomials, that is when μn are real, μ−n = μn , Dn > 0, n  0, Theorem 3.1 is due to Delsarte and
Genin [8].
We now consider the following associated moment functionals N (1) and N (2) deﬁned as follows:
2N (1)[1] = M[1], N (1)[(z − 1) f (z)]= M[zf (z)]
and
N (2)[ f (z)]= M[(1− z) f (z)],
where f is any Laurent polynomial. In the deﬁnition of N (1) , we do not assume the existence of M[ f (z)/(z − 1)].
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ν
(κ)
n = −ν(κ)−n+1, n 1.
Moreover, for any Laurent polynomial f and for any integer n,
N (κ)[zn f (z)]= −N (κ)[z−n−1 f (1/z)]. (3.4)
Proof. The proof of (3.4) is immediate once we can establish ν(κ)n = −ν(κ)−n+1, n 1.
Since μn = μ−n , n 0, the relations
ν
(2)
n = −ν(2)−n+1, n 1,
follow immediately from N (2)[ f (z)] = M[(1− z) f (z)].
Now from 2N (1)[1] = M[1] and N (1)[(z − 1) f (z)] = M[zf (z)] with f (z) = z−1 we obtain ν(1)0 + ν(1)1 = 0. Respectively
substituting f (z) = zn−1 and f (z) = z−n−1 in N (1)[(z−1) f (z)] = M[zf (z)] we get ν(1)−n −ν(1)−n+1 = μ−n and ν(1)n −ν(1)n+1 = μn .
Since μn = μ−n we thus obtain
ν
(1)
−n + ν(1)n+1 = ν(1)−n+1 + ν(1)n , n 1,
which lead to the proof of ν(1)n = −ν(1)−n+1, n 1. 
Theorem 3.3. Let Q (i)n , i = 1,2, be the polynomials deﬁned by (3.1) and let
γ˜
(1)
n = Dn
(1+ an)Dn−1 and γ˜
(2)
n = Dn+1
(1− an+1)Dn for n 1,
where Dn are the Toeplitz determinants associated with M.
(1) The polynomials Q (1)n satisfy the L-orthogonality property
N (1)[z−n+s Q (1)n (z)]= δn,sγ˜ (1)n for 0 s n, n 1. (3.5)
(2) The polynomials Q (2)n satisfy the L-orthogonality property
N (2)[z−n+s Q (2)n (z)]= δn,sγ˜ (2)n for 0 s n, n 1. (3.6)
Proof. From (2.1) and (3.1), with n 1,
N (2)[z−(n+1)+s Q (2)n (z)]= M[z−(n+1)+s(1− z)Q (2)n (z)]= 0, 1 s n,
and
N (2)[Q (2)n (z)]= M[(1− z)Q (2)n (z)]= Dn+1
(1− an+1)Dn .
Clearly this is equivalent to (3.6).
Now to prove (3.5), again from (2.1) and (3.1),
M
[
Q (1)n (z)
z−n+s+1 − z−n+s
z − 1
]
= δn,s Dn
(1+ an)Dn−1 , (3.7)
for n 1 and 1 s n. From this,
N (1)[z−1(z − 1)Q (1)1 (z)]= D1(1+ a1)D0 .
Moreover, from Theorem 3.2,
N (1)[z−1Q (1)1 (z)]= N (1)[1+ z−1]= 0.
The above two relations are equivalent to (3.5) for n = 1. For n 2, we have from (3.7),
N (1)[z−npn,s(z)Q (1)n (z)]= 0, 1 s n − 1, (3.8)
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N (1)[z−n(zn − zn−1)Q (1)n (z)]= Dn
(1+ an)Dn−1 . (3.9)
From (3.4) and (3.3)
N (1)[z−nQ (1)n (z)]= −N (1)[z−1Q (1)n (z)].
Hence, if we take pn,n(z) = 1+ zn−1, then (3.8) also holds for s = n.
Observe that for the monomials zs , 0  s  n − 1, n  2, there hold linear combinations of the form zs = d(s)1 pn,1(z) +
d(s)2 pn,2(z) + · · · + d(s)n−1pn,n−1(z) + 12 pn,n(z). Hence, the set of polynomials pn,s , s = 1,2, . . . ,n, of degree less than or equal
to n− 1, forms a basis for the space of polynomials of degree less than or equal to n− 1. Consequently, from (3.8) and (3.9)
the result (3.5) follows. 
Theorem 3.3, when the moment functional M is such that μ−n = μn and Dn > 0, n  0, is also given in [4]. In [4],
however, the proof to show the L-orthogonality result for Q (1)n was slightly different and posses the drawback of needing to
assume the existence of M[(z − 1)−1].
4. From para-orthogonal polynomials to S-type polynomials
The results given in the previous sections lead us to the following questions.
• Given a moment functional N what are the conditions on the moments so that there exists a sequence of polynomials
{Qn} such that the L-orthogonality property N [z−n+s Qn(z)] = δn,sγ˜n , 0 s n, n 1 holds?
• Given a sequence of polynomials {Qn} satisfying the recurrence relation
Qn+1(z) = (z + 1)Qn(z) − αn+1zQn−1(z), n 1, (4.1)
with Q 0(z) = 1 and Q 1(z) = z + 1, is there an associated moment functional N for which the L-orthogonality property
N [z−n+s Qn(z)] = δn,sγn for 0 s n, n 1 holds?
• Given a sequence of polynomials {Qn} satisfying the recurrence relation (4.1), is there a sequence {Sn} of Szego˝ type
polynomials for which the sequence {Qn} is one of the associated sequence of para-orthogonal polynomials {Q (1)n }
or {Q (2)n }?
As an answer to the ﬁrst question we have the following. Let N be a moment functional such that N [zn] = ν−n ,
n = 0,±1,±2, . . . , where
νn+1 = −ν−n and D˜n = 0 for n 0. (4.2)
Here, D˜0 = ν0 and
D˜n =
∣∣∣∣∣∣∣∣
ν0 ν−1 · · · ν−n
ν1 ν0 · · · ν−n+1
...
...
...
νn νn−1 · · · ν0
∣∣∣∣∣∣∣∣ , n 1,
are the Toeplitz determinants associated with the moments νn .
Theorem 4.1. If the moment functional N satisﬁes (4.2) then the sequence of monic polynomials {Qn} given by
N [z−n+s Qn(z)]= 0, 0 s n − 1
exists uniquely and
N [Qn(z)]= D˜n
D˜n−1
, Qn(0) = 1, n 1.
Moreover, {Qn} satisﬁes the three term recurrence relation (4.1) where
αn+1 = N [Qn(z)]N [Qn−1(z)] = 0, n 1.
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D˜n = (−1)n+1
∣∣∣∣∣∣∣∣
ν1 ν0 · · · ν−n+1
ν2 ν1 · · · ν−n+2
...
...
...
νn+1 νn · · · ν1
∣∣∣∣∣∣∣∣ , n 1.
Thus, all the results prior to the three term recurrence relation are easily obtained from the linear system N [z−n+s Qn(z)]=0,
0 s n − 1 on the coeﬃcients of Qn .
To get the three term recurrence relation, take αn+1 = N [Qn(z)]N [Qn−1(z)] and choose βn+1 such that
Qn+1(z) − zQn(z) = βn+1Qn(z) − αn+1zQn−1(z) + rn−1(z),
where rn−1 is a polynomial of degree at most n− 1. Hence from (4.2) we obtain that the polynomial rn−1 is identically zero
and also that βn+1 = 1. 
We refer to the polynomial {Qn} as a sequence of L-orthogonal polynomials associated with the moment functional N .
If the moment functional N is such that all νn are real, νn+1 = −ν−n and (−1)n(n+1)/2 D˜n > 0 for n  0, then the
polynomials (−1)n Qn(−z) are the same as the L-orthogonal polynomials with respect to a positive measure of the class
S3(1/2,1,b), 1 < b∞ considered in [2].
Now the following theorem gives an answer to our second question.
Theorem 4.2. Let {αn}∞n=2 be a sequence of non-zero complex numbers. Let {Qn}∞n=0 be the sequence of polynomials given by the
three term recurrence relation (4.1). Then there exists a moment functional N , with the property (4.2) for its moments, such that the
polynomials {Qn} are uniquely deﬁned by
N [z−n+s Qn(z)]= δn,sγ˜n, 0 s n, n 1,
where γ˜n = D˜n/D˜n−1 .
Proof. From (4.1), note that Qn is a monic polynomial of degree n such that Q •n (z) = Qn(z).
With ν0 = 0, we consider also the sequence of polynomials {Pn}∞n=0 given by
Pn+1(z) = (z + 1)Pn(z) − αn+1zPn−1(z), n 1,
with P0(z) = 0 and P1(z) = ν0. Hence, ν−10 Pn is a monic polynomial of degree n − 1 such that P •n(z) = Pn(z).
From the two three term recurrence relations,
Pn+1(z)
Qn+1(z)
− Pn(z)
Qn(z)
= γ˜nz
n
Qn+1(z)Qn(z)
, n 1,
where γ˜n = ν0α2 · · ·αn+1. Hence, there exist formal power series expansions, which we write
L˜0(z) =
∞∑
s=0
−νs+1zs and L˜∞(z) =
∞∑
s=1
ν−s+1z−s,
such that
L˜0(z) − Pn(z)
Qn(z)
= γ˜nzn + O
(
zn+1
)
,
L˜∞(z) − Pn(z)
Qn(z)
= γ˜n
zn+1
+ O ((1/z)n+2), n 1. (4.3)
For example, by substituting z by 1/z in the ﬁrst of the above two expressions
(1/z)˜L0(1/z) − Pn(z)
Qn(z)
= γ˜n
zn+1
+ O ((1/z)n+2), n 1.
Hence the formal expansion (1/z)˜L0(1/z) is the same as the formal expansion L˜∞(z) and thus
νn+1 = −ν−n, n 0.
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ν0q0 + ν−1q1 +· · ·+ ν−nqn = γ˜n,
ν1q0 + ν0q1 +· · ·+ν−n+1qn = 0,
...
...
...
νnq0 +νn−1q1 +· · ·+ ν0qn = 0.
Hence, if we deﬁne the moment functional N by N [tn] = ν−n , n = 0,±1,±2, . . . , then from the above linear system we
have
N [z−n+s Qn(z)]= δn,sγ˜n, 0 s n, n 1.
Since ν0 = 0 and γ˜n = 0, n 1, we can thus inductively derive that
D˜0 = ν0 = 0, D˜n = γ˜n D˜n−1 = 0, n 1.
This completes the proof of the theorem. 
A consequence of the results given by Theorems 3.1, 3.2, 3.3, 4.1 and 4.2 is the following.
Theorem 4.3. Given a sequence of complex numbers {μn}∞n=−∞ such that μ−n = μn, n  1, let the two new sequences of complex
numbers {ν(1)n }∞n=−∞ and {ν(2)n }∞n=−∞ be given by
ν
(1)
−n−1 − ν(1)−n = μ−n−1, ν(1)n+1 = −ν(1)−n , n 0,
with ν(1)0 = μ0/2, and
ν
(2)
−n−1 = μ−n−1 − μ−n−2, ν(2)n+1 = −ν(2)−n , n 0,
with ν(2)0 = μ0 − μ−1 . Denote by Dn and D˜(κ)n , for κ = 1,2 and n 0, the Toeplitz determinants deﬁned by D0 = μ0 , D˜(κ)0 = ν(κ)0 ,
Dn =
∣∣∣∣∣∣∣∣
μ0 μ−1 · · · μ−n
μ1 μ0 · · · μ−n+1
...
...
...
μn μn−1 · · · μ0
∣∣∣∣∣∣∣∣ and D˜
(κ)
n =
∣∣∣∣∣∣∣∣∣∣
ν
(κ)
0 ν
(κ)
−1 · · · ν(κ)−n
ν
(κ)
1 ν
(κ)
0 · · · ν(κ)−n+1
...
...
...
ν
(κ)
n ν
(κ)
n−1 · · · ν(κ)0
∣∣∣∣∣∣∣∣∣∣
.
Then for any m 1,
DnDn−1 = 2D˜(1)n D˜(2)n−1, n = 1,2, . . . ,m.
Hence, if Dn = 0 for n = 0, . . . ,m then D˜(κ)n = 0 for n = 0, . . . ,m + 1− κ . In particular, if Dn > 0 for n = 0, . . . ,m then D˜(κ)n > 0 for
n = 0, . . . ,m + 1− κ .
Proof. The proof follows by observing
Dn
(1+ an)Dn−1 =
D˜(1)n
D˜(1)n−1
,
Dn+1
(1− an+1)Dn =
D˜(2)n
D˜(2)n−1
,
and then using (2.3). 
The next two theorems provide information regarding our last question.
Theorem 4.4. Let the sequence of L-orthogonal polynomials {Qn} with respect to the moment functional N with the property (4.2)
satisfy the three term recurrence relation (4.1). Let the sequence {an}∞n=1 generated by
an = 1− αn+1
1+ an−1 , n 1, (4.4)
with a0 = 1, exist and satisfy an = ±1, n 1.
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M[zn]= N [zn]− N [zn−1], n = 0,±1,±2, . . . . (4.5)
A suﬃcient condition for the sequence {an}∞n=1 to exist and satisfy an = ±1, n 1 is that the elements −αn+1/4, n 1 stay within
the parabolic region E(α) = [z: |z| − (ze−i2α) 12 cos2 α], where −π/2 < α < π/2.
Proof. Since the sequence {an}∞n=1 generated by (4.4) exists and satisﬁes an = ±1, n  1, by Theorem 2.2 there exists a
unique sequence of monic polynomials {Sn} which are the S-type polynomials associated with a moment functional M
with the property (1.4). From Theorem 3.1 and (4.4) the associated para-orthogonal polynomials {Q (1)n } are the same as the
above sequence of polynomials {Qn}.
Hence, by using results given in Theorem 3.3 and Theorem 4.2,
M[ f (z)]= N [(z − 1) f (z)/z]
for any Laurent polynomial f and the relations in (4.5) are conﬁrmed.
To obtain the suﬃcient condition, we note that from (4.4)
an − 1
2
= −αn+1/4
1 +
−αn/4
1 +· · ·+
−α2/4
1
, n 1.
Therefore, by the parabola theorem for continued fractions (c-fractions), see for example [11–13], when −αn+1/4 ∈ E(α),
n 1 then
an − 1
2
∈ V (α) =
[
z: (ze−iα)−1
2
cosα
]
, n 1.
Therefore, an = −1 for n 1. Again from (4.4), a0 = 1, an = −1, n 1 and αn+1 = 0, n 1 also means an = 1, n 1. 
Theorem 4.5. Let the sequence of L-orthogonal polynomials {Qn} with respect to the moment functional N with the property (4.2)
satisfy the three term recurrence relation (4.1). Let us also assume N is such that N [(1− z)−1] exists and it is different from zero.
Let the sequence {an}∞n=1 generated by
an+1 = −1+ αn+1
1− an , n 1, (4.6)
with a1 = −1+ N [1]/N [(1− z)−1], exist and satisfy an = ±1, n 1.
Then the polynomials {Sn} that satisfy (2.2) are the Szego˝ type polynomials with respect to the moment functional M such that
M[1] = N
[
1
1− z
]
, M[zn+1]= M[zn]− N [zn], n = 0,±1,±2, . . . .
A suﬃcient condition for the sequence {an}∞n=1 to exist and satisfy an = ±1, n 1 is that −(1+ a1)/2 and −αn+1/4, n 1 are all
within the parabolic region E(α) = [z: |z| − (ze−i2α) 12 cos2 α], where −π/2 < α < π/2.
Proof. Since the sequence {an}∞n=1 generated by (4.6) exists and satisﬁes an = ±1, n  1, by Theorem 2.2 there exists a
unique sequence of monic polynomials {Sn} which are the S-type polynomials associated with a moment functional M
with the property (1.4). From Theorem 3.1 and (4.6) the associated para-orthogonal polynomials {Q (2)n } are the same as the
above sequence of polynomials {Qn}.
To obtain the suﬃcient condition, we note that from (4.6)
−an + 1
2
= −αn+1/4
1 +· · ·+
−α2/4
1 +
−(1+ a1)/2
1
, n 1.
Therefore, just as in the previous theorem, the required result follows by the parabola theorem for continued fractions. 
5. Examples
Example 1. Consider the polynomials {Qn}∞n=0 given by the three term recurrence relation (4.1), where α2 = −2, α3 = 6,
αn = 1, n 4.
By Theorem 4.2 there exists a moment functional N , with the property (4.2) for its moments, such that the polynomials
{Qn} are uniquely deﬁned by
N [z−n+mQn(z)]= δn,mγ˜n, 0m n, n 1,
where γ˜n = ν0α2 · · ·αn+1.
However, from (4.4) a2 = −1 and therefore we cannot apply Theorem 2.2 to obtain a moment functional M for which
the sequence {Sn} is the sequence of S-type polynomials.
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on [−b,b], where 0 < b∞. We also assume that the weight function satisﬁes the symmetry
ω(u) = ω(−u).
It is well known (see [5,18]) that these monic polynomials satisfy the three term recurrence relation
pn+1(u) = upn(u) − dn+1pn−1(u), n 1, (5.1)
with p0(u) = 1 and p1(u) = u. Here, dn , n 2, are all positive.
Theorem 5.1. Given τ such that 0 |τ | π/2, suppose that the coeﬃcients dn+1 in (5.1) satisfy
2dn+1 
1
1+ cos2τ . (5.2)
Denote by Γ (τ ,b) the path given by the straight line segment from −beiτ to beiτ and let Λ(τ ,b) be the image of Γ (τ ,b) with respect
to the transformation z = (u + √u2 − 1)2 . The square root is chosen such that if (u) > 0 then |z| > 1.
For any Laurent polynomial f , let the linear functional M be such that
M[ f (z)]= ∫
Λ(τ ,b)
f (z)
(
1− z−1)ν(τ ; z)dz,
where ν(τ ; z) = 12 z−1/2ω( z
1/2+z−1/2
2eiτ
). Then M is a moment functional with the property (1.4) and the associated Szego˝ type polyno-
mials Sn satisfy the recurrence relation (2.2), where
an = 1− 4dn+1e
i2τ
1+ an−1 , n 1,
with a0 = 1.
Proof. Note that the transformation is such that z1/2 + z−1/2 = 2u.
Consider the linear functional O given by
O[ f ] =
∫
Γ (τ ,b)
f (u)ω
(
ue−iτ
)
du
and the sequence of monic polynomials {Bn(u)} given by
Bn(u) = einτ pn
(
ue−iτ
)
, n 0.
One can easily verify that
Bn+1(u) = uBn(u) − dn+1ei2τ Bn−1(u), n 1, (5.3)
with B0(z) = 1 and B1(z) = z. Moreover,
O[usBn(u)]= δn,sγnei(2n+1)τ , 0 s n, n 1,
where γn = d2d3 · · ·dn+1
∫ b
−b ω(u)du.
Because of the symmetry, the above orthogonality relation for Bn can also be given in the equivalent form (see [15])
O
[
(u + √u2 − 1)−(n−1)+2s√
u2 − 1 Bn(u)
]
= δn,s2nγnei(2n+1)τ , 0 s n. (5.4)
Hence from (5.3) and (5.4), we have for
Qn(z) = (4z)n/2Bn(u), n 0,
where z = (u + √u2 − 1)2, the following hold:
Qn+1(z) = (z + 1)Qn(z) − αn+1zQn−1(z), n 1,
with Q 0(z) = 1, Q 1(z) = z + 1, αn+1 = 4dn+1ei2τ and
N [z−n+s Qn(z)]= δn,s4nγnei(2n+1)τ , 0 s n, n 1,
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N [ f (z)]= O[ f ((u +√u2 − 1)2)u +
√
u2 − 1√
u2 − 1
]
=
∫
Λ(τ ,b)
f (z)ν(τ ; z)dz.
From Theorem 4.2, one can verify that the moment functional N satisﬁes the property (4.2).
Now (5.2) implies −αn+1/4 ∈ E(0) = [z: |z| − (z) 12 ]. Hence, from Theorem 4.4, the sequence {an} generated by
an = 1− αn+1
1+ an−1 , n 1,
with a0 = 1, exists and satisﬁes an = ±1, n  1. Moreover, the polynomials {Sn} that satisfy (2.2) are the Szego˝ type poly-
nomials with respect to the moment functional M such that
M[zn]= N [zn]− N [zn−1], n = 0,±1,±2, . . . .
That is, M[ f (z)] = ∫
Λ(τ ,b) f (z)(1 − z−1)ν(τ ; z)dz, where f is any Laurent polynomial. Simple calculation also leads to
M[ f (z)] = ∫
Γ (τ ,b) 2 f ((u +
√
u2 − 1)2)ω(ue−iθ )du. This completes the proof of the theorem. 
Example 3. Let an = i, n  1. Hence, an = ±1, n  1 and by Theorem 2.2 there exists a moment functional M with the
property (1.4) such that the polynomials {Sn} generated by (2.2) are the respective S-type polynomials. We are unable to
get some kind of integral representation for the moment functional M. However, the associated moment functional N (2)
has a nice integral representation.
From Theorem 3.1, the associated para-orthogonal polynomials {Q (2)n } satisfy the three term recurrence relations
Q (2)n+1(z) = (z + 1)Q (2)n (z) − 2zQ (2)n−1(z), n 1,
with Q (2)0 (z) = 1 and Q (2)1 (z) = z + 1. Hence, the polynomials {Bn} given by Qn(z) = (4z)n/2Bn(u), n  0, where z = (u +√
u2 − 1)2, are the scaled Tchebyshev polynomials of the second kind supported on the interval [−√2,√2].
Consequently, we obtain that N (2)[z−n+s Q (2)n (z)] = 0, 0 s n − 1, where
N (2)[ f ] =
1∫
(
√
2−1)2
f (z)w(z)dz +
∫
C
f (z)w(z)dz +
(
√
2+1)2∫
1
f (z)w(z)dz.
Here, C is the unit circle given by z = eiθ , 0 < θ < 2π and w(z) =√[2− u(z)2]/√z, where 2u(z) = (√z + 1/√z)2.
6. Example from hypergeometric functions
For b ∈C and 2b = 0,−1,−2, . . . , let
Rn(b; z) = 2F1(n + 1,−b + 1;b + n + 1; z)
2F1(n,−b + 1;b + n; z) , n = 0,1,2, . . . .
Then from the contiguous relation for hypergeometric functions (see [1, Eq. (2.5.3)])
2F1(a,b; c; z) =
(
1+ a − b + 1
c
z
)
2F1(a + 1,b; c + 1; z) − (a + 1)(c − b + 1)
c(c + 1) z2F1(a + 2,b; c + 2; z),
we have
R0(b; z) = 2F1(1,−b + 1;b + 1; z) = 1
z + 1 −
α2(b)z
z + 1 − · · · −
αn(b)z
z + 1 −
αn+1(b)zRn(b; z)
1
,
where
αn+1(b) = n(2b + n − 1)
(b + n − 1)(b + n) , n 1.
Since Rn(b;0) = 1, from the theory of continued fractions
2F1(1,−b + 1;b + 1; z) − Pn(b; z)
Qn(b; z) = α2(b)α3(b) · · ·αn+1(b)z
n + O (zn+1), (6.1)
where
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Qn+1(b; z) = (z + 1)Qn(b; z) − αn+1(b)zQn−1(b; z), n 1,
with P0(b; z) = 0, Q 0(b; z) = 1, P1(b; z) = 1 and Q 1(b; z) = z + 1.
Hence, by Theorem 4.2 there exists a moment functional N [b; .], with the property (4.2) for its moments νn(b) =
N [b; z−n], such that the polynomials {Qn(b; z)} are uniquely deﬁned by
N [b; z−n+s Qn(z)]= δn,sγ˜n(b), 0 s n,
where γ˜n(b) = ν0(b)α2(b) · · ·αn+1(b), with ν0(b) = 1.
However, in this particular case, from (6.1) the moments satisfy ν0(b) = 1 and
ν−n(b) = −νn+1(b) = (−b + 1)n
(b + 1)n , n 1. (6.2)
From the contiguous relation (see [1, Eq. (2.5.16)])
(c − a)2F1(a − 1,b; c; z) =
(
c − 2a − (b − a)z)2F1(a,b; c; z) + a(1− z)2F1(a + 1,b; c; z),
we can also identify that
Qn(b; z) = (2b)n
(b)n
2F1(−n,b;2b;1− z), n 0.
Observe that b = 0 can also be admitted if we take the limits α2(0) = 2 and αn(0) = 1, n 3, thus resulting in Qn(0; z) =
zn + 1, n 1.
Now if we consider Qn(b; z) to be the para-orthogonal polynomials Q (1)n (z), then by Theorem 4.4 we obtain for the
associated Szego˝ polynomials
Sn(b;0) = an(b) = b
b + n , n 1.
With this and from Theorem 3.1 we then obtain α(2)n+1 = αn+1(b + 1) and the second para-orthogonal polynomials
Q (2)n (z) = Qn(b + 1; z) = (2b + 2)n
(b + 1)n 2F1(−n,b + 1;2b + 2;1− z), n 0.
Therefore, using (3.2) we can establish that
Sn(b; z) = (2b + 1)n
(b + 1)n 2F1(−n,b + 1;2b + 1;1− z), n 0,
are the Szego˝ type polynomials with respect to the moment functional M[b; .] such that the moments μn(b) = M[b; t−n]
satisfy
μ0(b) = 2 and μn(b) = μ−n(b) = 2 (−b)n
(b + 1)n , n 1.
Moreover, the associated Toeplitz determinants satisfy
Dn(b)
Dn−1(b)
= 2n!(2b + 1)n[(b + 1)n]2 = 0, n 1,
with D0(b) = 2.
Finally, from (6.2) using results obtained in Hendriksen and van Rossum [9] we can state the following.
Theorem 6.1. For (b) > 0, let
N (1)[b; f (z)]= ∫
C
f (z)ω(1)(b; z)dz, N (2)[b; f (z)]= ∫
C
f (z)ω(2)(b; z)dz and
M[b; f (z)]= ∫
C
f (z)ω(b; z)dz,
where C = {eiθ : 0 < θ < 2π} and
(−z)−1(1− z)ω(1)(b; z) = ω(b; z) = (1− z)−1ω(2)(b; z)
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ω(b; z) = −1
π i
[Γ (b + 1)]2
Γ (2b + 1) (−z)
−b−1(1− z)2b.
Here, the respective branch cuts in (−z)−b and (1− z)2b−1 are chosen to be along the positive real axis.
Then Sn(z) = Sn(b; z), n 0, are the monic Szego˝ type polynomials deﬁned with respect to the moment functional M[b; .].
The monic polynomials Q (1)n (z) = Qn(b; z) and Q (2)n (z) = Qn(b + 1; z), n  0, are the associated para-orthogonal polynomials
satisfying the L-orthogonality in Theorem 3.3 with respect to the moment functionals N (1)[b; .] and N (2)[b; .], respectively.
Note that the integral representations for M[b; .] and N (2)[b; .] actually hold for (b) > −1/2 and (b) > −1, respec-
tively.
With z = eiθ , we can also write, for example,
M[b; f (z)]= 22b
π
[Γ (b + 1)]2
Γ (2b + 1)
2π∫
0
f
(
eiθ
)[
sin(θ/2)
]2((b)+i(b))
dθ.
Hence, when b is real then Sn(b; z) are the Szego˝–Gegenbauer polynomials.
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