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Quantum spin networks having engineered geometries and interactions are eagerly pursued for quantum
simulation and access to emergent quantum phenomena such as spin liquids. Spin-1=2 centers are
particularly desirable, because they readily manifest coherent quantum fluctuations. Here we introduce a
controllable spin-1=2 architecture consisting of titanium atoms on a magnesium oxide surface. We tailor the
spin interactions by atomic-precision positioning using a scanning tunneling microscope (STM) and
subsequently perform electron spin resonance on individual atoms to drive transitions into and out of
quantum eigenstates of the coupled-spin system. Interactions between the atoms are mapped over a range of
distances extending from highly anisotropic dipole coupling to strong exchange coupling. The local
magnetic field of the magnetic STM tip serves to precisely tune the superposition states of a pair of spins.
The precise control of the spin-spin interactions and ability to probe the states of the coupled-spin network
by addressing individual spins will enable the exploration of quantum many-body systems based on
networks of spin-1=2 atoms on surfaces.
DOI: 10.1103/PhysRevLett.119.227206
Building networks of spin-1=2 objects with adjustable
interactions represents a versatile approach for the quantum
simulation of model Hamiltonians [1,2], because it pro-
vides direct experimental access to quantum emergent
phenomena, such as topologically generated gapped exci-
tations [3], spin liquids [4], and anyon excitations [5].
However, the precise control of spin interactions and
integration beyond a few spins, while maintaining the
ability to address individual spins, remains notoriously
challenging [6]. Atomically engineered spin networks on
surfaces, such as coupled atomic dimers, chains [7,8],
ladders [9], and arrays [10], provide a bottom-up realization
of tailored spin systems, by using scanning tunneling
microscope (STM) to position and address individual
atoms [9,11]. Atoms with large spin S generally exhibit
strong magnetocrystalline anisotropy that results in Ising-
like interactions [4,12]. In contrast, quantum fluctuations
scale in proportion to 1=S, so they are maximal for the
smallest possible spin, S ¼ 1=2 [4].
Spins interact via exchange and dipolar interactions.
At the scale of a few coupled spins, short-range exchange
coupling can give rise tomagnetic ordering such asmagnetic
bistability [9,13] and quantum many-body states [7,14].
Using STM, exchange interactions have been determined
by tunneling spectroscopy [7,15], magnetization curves
[10,16], and relaxation times [17]. The recent introduction
of single-atom electron spin resonance (ESR) [18] increased
the energy sensitivity sufficiently to allow measurements of
the relatively weak, long-range dipolar interactions between
high-spin magnetic atoms on a surface [12,19].
Here we use Ti atoms adsorbed on an MgO film to
realize a versatile spin-1=2 system. By combining STM
with ESR, we demonstrate the ability to engineer the
eigenstates and probe the quantum states of individual
and pairs of Ti spins, the building blocks for simulating
quantum magnetism. We control the spin-spin interactions,
as well as the local magnetic field applied on individual
spins, to tune the superpositions that form the eigenstates.
Our experiment [Fig. 1(a)] employs a bilayer MgO film
grown on Ag(001) [20] in order to decouple the Ti spins
from the metal substrate. The Ti atoms adsorb at oxygen-
top sites, where they have S ¼ 1=2, as determined by
tunneling spectroscopy (Fig. S3 [21]) and ESR measure-
ments (below). Considering that hydrogen is the predomi-
nant component of the residual gas and the high affinity of
Ti for H in various environments [33], it is likely the Ti
atom is hydrogenated. Our DFT calculations show that,
while clean Ti on MgO has spin S ¼ 1, hydrogenated Ti
has S ¼ 1=2 [Fig. 1(b)]. The orbital moment of hydro-
genated Ti is quenched, resulting in a spin-1=2 atom. Here,
we focus only on the hydrogenated Ti atom species and
refer to it below simply as Ti. An external magnetic field B
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of 0.9 T sets the Zeeman splitting of the Ti spins. The field
direction is mostly in the plane of the surface, and its in-
plane component is along the [110] direction of the MgO
lattice [Figs. 2(b) and 2(c)]. The two spin states have spin
projection −1=2 and þ1=2 and are denoted j0i and j1i,
respectively.
We are able to perform single-atom ESR on individual Ti
spins [Fig. 1(c)], which are driven and sensed electrically,
similar to the ESR of Fe atoms [18]. Transitions between
j0i and j1i states of the Ti spin under the tip are driven
resonantly by applying a radio-frequency (rf) voltage
[Fig. 1(a)]. The change of state populations is detected
by tunneling magnetoresistance when the rf frequency
matches the energy difference between spin states [18].
The ESR transition is likely driven by an effective time-
varying magnetic field arising from the magnetic tip due to
the motion of the Ti atom caused by the oscillating electric
field [34]. Spin resonance of Ti at typical conditions senses
spin interactions with an energy resolution of∼0.01 μeV. It
also shows a phase coherence time T2 ≈ 100 ns and a spin-
flop time of 1.1 μs (Supplemental Sec. 6 [21]), comparable
to those of Fe on MgO [18].
The spin Hamiltonian H ¼ HZee þHint describing the
spin interactions of two Ti adatoms consists of two parts
[see Fig. 2(a) and Supplemental Sec. 7 [21]):
HZee ¼ γℏS1zðBþ BtipÞ þ γℏS2zB;
Hint ¼ JS1 · S2 þDð3S1zS2z − S1 · S2Þ:
The Zeeman term HZee represents the interaction of each
spin with the magnetic field B, where Si ¼ ðSix; Siy; SizÞ is
the spin operator of atom i, and γ is the gyromagnetic ratio.
The direction of the uniform external field B is defined as z.
The Ti spin under the tip (S1) experiences an additional local
effective magnetic field (Btip) due to exchange coupling to
the magnetic tip [17,34]. The interaction Hamiltonian Hint
describes both the exchange (J) and dipolar (D) couplings
between the two Ti spins, which results in a correlation of
their spin orientations. In the Hamiltonian Hint, we have
adopted the secular approximation, since the Zeeman energy
is much larger than the dipolar coupling [35]. The dipolar
coupling isD ¼ μ0μ2Tið1–3cos2θÞ=2πr3, where θ is the angle
between connecting vector rˆ and the direction of the applied
magnetic field, r is the Ti-Ti distance, and μTi is the Ti
magnetic moment.
The interaction strengths J and D can be controlled by
adjusting the relative spatial positions of the two Ti spins
using STMmanipulation. We fabricated different Ti dimers
of well-defined interatomic distances and orientations on
the MgO lattice [Fig. 2(b), top panels]. ESR spectra taken
with the tip positioned above one of the Ti atoms show two
peaks [Fig. 2(b), bottom panels], corresponding to the two
thermally occupied spin states of the coupled atom [19].
The splitting between the peaks Δf ¼ ðJ þ 2DÞ=ℏ offers a
precise measurement of the magnetic interaction strength,
which strongly depends on the relative spatial positions of
the atoms (Supplemental Sec. 7 [21]) [12,19,36].
At larger atom separations, the anisotropic dipolar
coupling is dominant and can be tuned from antiferromag-
netic (AFM) to ferromagnetic (FM) by positioning Ti
atoms at different orientations. As shown below, the
eigenstates here are well described as Zeeman product
states, since the Zeeman energy difference of two Ti spins
due to Btip is much larger than the dipolar coupling.
In the dimer (2, −3) in Fig. 2(b), the spins are almost
perpendicular to the connecting spatial vector rˆ. This yields
a positive D, favoring AFM coupling. Consequently, less
energy is required to flip the spin under the tip when the
coupled atom is in its ground state, and the taller ESR peak
appears at a lower frequency. The dimer (3, 2) in Fig. 2(b)
has an identical interatomic distance (10.4 Å) but a different
orientation. In this case, we find a FM interaction (D is
negative), and the taller peak accordingly appears at a
higher frequency. When the atoms are close enough, the
Heisenberg exchange interaction starts to dominate, giving
rise to a rapid increase in the coupling strength as the
separation is reduced [dimer (0, 3) in Fig. 2(b)]. The taller
peak is seen at a lower frequency, which indicates that the
exchange coupling is AFM (J is positive). Note that, since
we observe only two peaks in the ESR spectra of a dimer in
the dipolar coupling regime, the Ti spin should have only
two possible directions and, thus, has a spin S ¼ 1=2.
We obtain the coupling parameters J and D from
a fit of the ESR splitting of all 11 dimers [Fig. 2(d)].
Fitting results [Figs. 2(d) and S7(a) [21]] using isotropic
exchange coupling J ¼ J0 exp½−ðr − r0Þ=dex yield a
FIG. 1. ESR of a single Ti atom on MgO. (a) Schematic of the
measurement setup showing an STM image of a hydrogenated Ti
atom on bilayer MgO on Ag (001) and a magnetic tip. The black
arrows indicate the orientations of the magnetic moments. A
radio-frequency voltage is applied to drive ESR of Ti. (b) Left
panels: Ball model of hydrogenated Ti on MgO and calculated
spin density. Right panel: Schematic of the orbital occupancy of
the 3d1 configuration. (c) ESR spectrum of a single Ti atom.
The peak is fitted to an asymmetric Lorentzian [Eq. (S1) [21]]
(V ¼ 50 mV, I ¼ 10 pA, Vrf ¼ 18 mV, and T ¼ 1.2 K).
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decay constant of dex ¼ 0:40 0:02 Å and a coupling
strength of 0.970.03GHz at r¼r0¼8.64Å (three lattice
constants). This decay constant implies a reduction of the
exchange interaction by a factor of ∼12 when the distance
is increased by 1 Å. This behavior is comparable to the
characteristic decay of exchange interaction across a
vacuum gap [see Fig. 3(a)] [17,37], which suggests that
the Ti atoms are coupled through a vacuum rather than by
coupling mediated by the substrate conductor.
The fitting [Fig. 2(d)] also yields the moment μTi ¼
γℏ=2 ¼ 0.99 0.11μB [19], consistent with the moment
of a free electron. A two-dimensional map of the fitted
coupling strength [Fig. S7(b) [21]] exhibits the expected
mirror symmetry with respect to B and reveals both FM and
AFM regions.
We gain additional control of the spin Hamiltonian of
the Ti pairs by using the effective magnetic field from the
STM tip (Btip) applied to any selected atom, in a manner
similar to Ref. [17]. Btip is calibrated on an isolated Ti atom
by measuring the ESR frequency as a function of the
tip-atom distance [Fig. 3(a), inset]. The ESR frequency
corresponds to the total Zeeman energy due to both Btip and
B. We determine the interaction with the tip by subtracting
the asymptotic value for the infinite tip-sample distance.
We find that the tip-induced frequency shift has an
exponential dependence, suggesting an exchange interac-
tion between the tip and the Ti. The exchange interaction
has an exponential decay constant of 0.47 0.01 Å (which
varies by ∼10% for different tips) and gives rise to an
effective Btip ranging from 5 to 140 mT [Fig. 3(a)].
We now consider the influence of Btip on the quantum
eigenstates of a spin-1=2 pair. We choose Zeeman
product states j00i, j01i, j10i and j11i as the basis. The
interaction Hamiltonian can be rewritten as Hint¼ðJþ2DÞ
FIG. 2. Engineering magnetic couplings between two Ti atoms. (a) Schematic of the measurement of Ti-Ti couplings. (b) Top panels:
Positions of assembled Ti dimers are labeled (n, m) giving the number of unit cells separating them in increments of the oxygen lattice
(lattice constant, 2.88 Å). Gray circles represent oxygen atoms. Bottom panels: The corresponding ESR spectra (V ¼ 50, 50, and 40 mV,
I ¼ 1, 1, and 7 pA, Vrf ¼ 22, 22, and 30 mV, and T ¼ 1.2 K). The measured ESR splitting is shown. (c) Positions of all measured Ti
dimers on MgO. Each of the yellow Ti constitutes one position relative to the center (blue) Ti. Note that only eight dimers are needed to
be assembled in order to measure the 16 unique relative positions shown in (c). (d) ESR splitting of 11 assembled dimers as a function of
azimuthal angle θ in (c). Negative values correspond to FM coupling. The black curve is the fit to the model Hamiltonian H [see also
Fig. S7(a) [21]], tracing along a square that contains the yellow Ti in (c).
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S1zS2zþðJ−DÞðS1xS2xþS1yS2yÞ, where the S1zS2z term
shifts the energy levels of the four basis states and the flip-
flop term (S1xS2x þ S1yS2y) causes the superposition of
the states j01i and j10i. For this Hamiltonian, states j00i
and j11i are eigenstates, but, in general, states j01i and j10i
are not. The other two quantum eigenstates are
jþi ¼ cosðξ=2Þj10i þ sinðξ=2Þj01i;
j−i ¼ sinðξ=2Þj10i − cosðξ=2Þj01i;
where the mixing parameter ξ is given by tan ξ ¼ 1=η and η
is the ratio between the tip-induced energy detuning
(γℏBtip) and the spin flip-flop coupling (J −D). When
η≫ 1, as is the case in Fig. 2(b), the eigenstates are well
described as Zeeman product states [Fig. 3(b)]. In contrast,
when η is small (the flip-flop coupling is comparable to or
larger than the detuning), the eigenstates are linear super-
positions of j01i and j10i.
Importantly, we find that the STM can drive ESR
transitions between such many-body states in multispin
structures even though the tip is positioned to interact with
only one of the atoms. The allowed ESR transitions are
determined by the transition matrix element (Supplemental
Sec. 7 [21]), which is nonzero as long as the spin quantum
number of the spin under the tip differs by 1 (Δms ¼ 1).
The superposition states jþi and j−i cannot be written as a
product of states of the two spins, which makes additional
transitions available, for example, from the ground state to
the first excited state j−i. We can thus drive transitions into
the superposition states of the coupled spin system
[Fig. 3(b)]. As a result, four ESR transitions are detected
[Fig. 3(c)]. Note that the ESR transitions between triplet
state j00i (or j11i) and singlet state j01i-j10i [Fig. 3(b)] are
forbidden in traditional spin resonance, where a global time-
varying magnetic field is used to drive spins [36].
The energy difference between the two superposition
states can then be directly measured by the frequency
difference between peaks III and I [Figs. 3(b), 3(c), and
S8 [21]]. As we lower the tip-induced magnetic field,
the frequency difference remains nonzero, indicating
that the quantum states “repel” each other near the
avoided level crossing [Fig. 3(d), inset]. Fitting the peak
splitting [Fig. 3(d)] yields a flip-flop coupling ðJ −DÞ ¼
0.94 0.02 GHz, in excellent agreement with the value
of ðJ −DÞ ¼ 0.99 0.03 GHz deduced for this dimer
from the fitting results of Fig. 2(d). Note that the two
additional ESR peaks (I and II) become more prominent
compared to other peaks as Btip decreases [Fig. 3(c)]. This
observation reflects the increased quantum superposition
present in states jþi and j−i.
We can quantify the quantum superposition present in the
two eigenstates jþi and j−i at different Btip by calculating
the interaction ratio η ¼ γℏBtip=jJ −Dj. The precise control
over the local magnetic field [Fig. 3(a)] enables us to tune the
superposition in each eigenstate by controlling the ratio η
[Fig. 3(d)]: Decreasing Btip reduces η, which results in an
increased state superposition. Note that, for any given dimer,
the frequencydifference betweenpeaks III and IVis constant,
FIG. 3. Tuning the quantum eigenstates of two coupled spins. (a) Effective tip magnetic field as a function of the tip height. Zero tip
height corresponds to the junction resistance of 1 GΩ (V ¼ 40 mV, I ¼ 40 pA, and T ¼ 1.2 K). Inset: ESR frequency of an isolated Ti
atom as a function of the tip height. The asymptotic value (22.37 GHz) describing the absence of the STM tip is indicated by the red
dashed line. The solid lines are exponential fits. (b) Schematic energy level diagram of the two Ti spins as a function of B and Btip for
given J and D. (c) ESR spectra on one of the Ti spins of the (0, 3) dimer at three different tip fields (V ¼ 40 mV, I ¼ 10, 7, and 4 pA,
Vrf ¼ 30–40 mV, and T ¼ 1.2 K). Spectra are normalized with respect to peak III and vertically offset for clarity. (d) fIII − fI as a
function of Btip (black points). The black curve is a fit to the HamiltonianH in the main text. Arrows show positions of the spectra in (c).
The green curve is the calculated interaction ratio η. The inset shows a schematic of the avoided level crossing.
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given by the fixed Ti-Ti coupling, and it is independent of the
interaction ratio η [Figs. 3(c) and S8 [21]].
With the ability to engineer the eigenstates of coupled
spin-1=2 atoms and to probe the states at an energy scale of
0.01 μeV, it is now possible to study spin chains and
networks that display phenomena such as topological states
and fractional excitations [14,38,39]. The precise atom
manipulation presented here provides scalability in con-
structing engineered spin networks.
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