Since the 1980s, biomarkers have frequently been used to refine exposure assessment and evaluate more accurately potential associations with cancer incidence. Biomarkers may also further our understanding of the mechanisms of carcinogenesis. However, biomarker-based epidemiologic studies are not free from biases. Empirical evidence from diverse fields suggests that the literature of biomarker studies may sometimes highlight strong effects that are irreproducible or found to be smaller when larger studies are performed (1, 2) . One particular concern is that the literature of biomarkers seems to suffer from selective reporting biases favoring statistically significant ("positive") results (3, 4) . Studies for biomarkers of cancer prognosis almost always report some statistically significant result (5) . However, it is unclear whether this also equally applies to studies that try to identify associations of biomarkers with cancer risk rather than prognosis.
Bias in favor of positive results may be generated with several different mechanisms (6) . First, bias against the publication of negative results or publication of those results after considerable delay may exist (7) . Second, selective analysis and outcome reporting bias may emerge when there are many analyses that can be performed (using, for example, different outcome definitions, different adjustments for confounders, or models with different statistical terms for exposures and confounders), but only the analysis with the "best" results is presented (8) (9) (10) (11) . Third, in theory, positive results may be totally faked, although fraud and data fabrication is unlikely to be nearly as common as the other mechanisms. All of these mechanisms eventually end up producing a literature where an inflated proportion of published studies with positive results exists.
Detecting these biases is not a straightforward process. There are several statistical methods that try to probe for publication bias in studies included in meta-analyses, the most popular of which are asymmetry tests evaluating whether small studies give different results than larger ones (12) . However, these methods may not be very sensitive or specific for detecting such biases, especially when a limited number of studies is included in a meta-analysis (12) (13) (14) . An alternative approach is to examine whether there are too many reported statistically significant results in single studies based on what would be expected under different assumptions about the plausible effect size of each association (15) . An added advantage of this excess statistical significance test is that it can be applied not only to a single meta-analysis but also to many meta-analyses across a given field. Thus power is optimized to detect biases that pertain to larger fields and disciplines rather than just single associations. This test has been applied before and has found an excess of statistically significant findings in the fields of randomized trials for neuroleptic drugs, genetic association studies for Alzheimer's disease, and brain volume abnormalities (15) (16) (17) .
The literature on biomarkers and risk of cancer is rapidly expanding and is expected to grow even more in the future with the incorporation of transcriptomics, proteomics, and metabolomics (18) . It is important to understand the extent of potential biases in this field as multiple associations accumulate in its literature. Therefore, in this paper, we probed whether there is evidence for excess statistical significance in studies of biomarkers and risk of cancer, and we tried to evaluate how many of the previously studied associations that have been synthesized with meta-analyses have robust evidence for their presence.
Methods

Study Identification
We systematically searched PubMed from 1966 through December 20, 2010 , to identify meta-analyses of epidemiologic studies for the association between any biomarker and cancer risk. The search strategy used the key words "cancer or carcinoma or tumor or neoplasm or neoplasia or maligna*." The search was limited to metaanalyses of human studies published in the English language, and the above keywords had to appear in the title of the papers. The full text of potentially eligible articles was scrutinized independently by two investigators (S. I. Papatheodorou and K. K. Tsilidis). We excluded meta-analyses that investigated the association between genetic markers and risk of cancer and also studies where biomarkers were used for screening, diagnostic, or prognostic purposes. Articles were retained if they included at least one meta-analysis in which information was provided per included study on a measure of association and its standard error between the biomarker and cancer risk and on the number of cancer cases and controls. When more than one meta-analysis on the same research question was eligible, the meta-analysis with the largest number of component studies was retained for the main analysis. We also performed a sensitivity analysis where we compared the summary effects and 95% confidence intervals between older and newer meta-analyses on the same question. We examined how many of these associations changed nominal statistical significance (statistically significant becoming statistically nonsignificant and vice versa) or retained nominal statistical significance but their effect was more than halved or more than doubled in the new vs the old meta-analysis.
Estimation of Summary Effect and Heterogeneity
For each meta-analysis, we estimated the summary effect size and its confidence intervals using both fixed and random effects models (19) . We consistently used the odds ratio for all calculations, except for one meta-analysis that provided a standardized mean difference as a measure of association, and this was transformed to an odds ratio using an established formula (20, 21) . We also tested for between-study heterogeneity, and we reported the P value of the χ 2 -based Cochran Q test, and the I 2 metric of inconsistency. The Q test is obtained from the weighted sum of the squared differences of the observed effect in each study minus the fixed summary effect (22) . The I 2 metric ranges between 0 and 100% and is the ratio of between-study variance over the sum of the within-and between-study variances (23) . Its 95% confidence intervals were calculated as per Ioannidis et al. (24) .
Asymmetry Tests for Small-Study Effects
We evaluated whether there is evidence for small-study effects (ie, whether smaller studies tend to give substantially larger estimates of effect size compared with larger studies). Small-study effects may offer a hint for publication and other selective reporting biases, but they may also reflect genuine heterogeneity, chance, or other reasons for differences between small and large studies (12) . We used the regression asymmetry test proposed by Egger et al (25) . When odds ratios are derived from 2 × 2 tables, this test may be modestly biased, and modified variants of the test have been proposed (26) . However, the 2 × 2 table data were not reported by individual study in many meta-analyses to allow using the modified regression tests, and also most meta-analyses used confounder-adjusted estimates of effect in single studies rather than unadjusted odds ratios calculated from 2 × 2 tables; therefore, the chosen asymmetry test would be appropriate. We used the modified variant of the Egger test in six meta-analyses with available 2 × 2 table data for each component study that had a P value for the Egger test less than .25 (27) (28) (29) (30) (31) (32) . A P value less than .10 with more conservative effect in larger studies was considered evidence for small-study effects.
Evaluation of Excess Statistical Significance
We applied the excess statistical significance test, which evaluates whether the observed number of studies with nominally statistically significant results (positive studies, P < .05) differs from their expected number. We used a binomial test, as previously presented in detail (15) . This test evaluates whether the number of positive studies among those in a meta-analysis is too large based on the power that these studies have to detect plausible effects at α equal to 0.05. The observed vs expected comparison is performed separately for each meta-analysis, and it is also extended to groups including many meta-analyses after summing the observed and expected from each meta-analysis.
The expected number of studies with statistically significant results is calculated in each meta-analysis by the sum of the statistical power estimates for each component study. The sum of the power estimates gives the expected number of positive studies. The estimated power of each component study depends on the plausible effect size for the tested biomarker-cancer association. The true effect size for any meta-analysis is not known, but it can be assumed to be the observed summary effect size in the absence of bias. We conducted sensitivity analyses using various plausible effect sizes: the fixed effects summary, the random effects summary, the effect size of the largest study (smallest standard error) in a meta-analysis, and the most conservative of these three estimates. In the presence of bias, the summary effects are likely to be larger than the true effect, and this situation may arise also for the effect of the largest study. Therefore, all these assumptions tend to be very conservative in testing for excess statistical significance.
The power of each study was calculated with an algorithm using a noncentral t distribution. When we repeated the power calculations in a subset of our sample using logistic regression models in freely available software (33), we observed very similar estimates. Excess statistical significance for single meta-analyses was claimed at P less than .10 [one-sided P < .05, with observed > expected as previously proposed (15)].
We classified biomarkers into the following categories based on biological pathways or types of exposures involved: insulin-like growth factor (IGF)/insulin system, sex hormones, diet, inflammation, infectious agents, and environment. We assessed excess statistical significance separately in each of these categories because selective reporting bias may affect to a different extent different domains of research. These domains may also have different typical magnitudes of effect sizes and different analytical biases, even if research is sometimes conducted by the same teams across various domains.
We also performed subgroup analyses. The excess statistical significance test was performed separately for meta-analyses with I 2 values less than or equal to 50% and greater than 50% because values exceeding 50% are typically considered evidence of large heterogeneity beyond chance (34) . Analyses were also performed by evidence or not of small-study effects, by whether the eligible study was a meta-analysis or an analysis of shared data through a consortium, and by whether the summary effect of the meta-analysis was nominally statistically significant or not per random effects calculations. All statistical tests were two-sided.
Results
Description of Eligible Meta-analyses
The search identified 2840 items, of which 2775 were excluded after the title and abstract review (Figure 1 ). Of the remaining 65 articles that entered the full-text review, 16 pertained to associations where a more recent meta-analysis was available, 11 did not report sufficient information for the calculation of the excess statistical significance, and one did not use a biomarker. Therefore, 37 articles were selected (20, (27) (28) (29) (30) (31) (32) , which included data on 98 meta-analyses ( Table 1 (available online) summarizes these 98 meta-analyses that included 847 studies. There were 2 to 42 studies per meta-analysis, with a median of seven studies. The median number of case and control subjects in each study was 120 and 229, respectively, whereas the median number of case and control subjects in each meta-analysis was 1157 and 2119, respectively. Fifty-seven meta-analyses included more than 1000 case patients. Overall, 269 (32%) individual studies observed nominally statistically significant results.
Summary Effect Sizes.
Of the 98 meta-analyses, 52 (53%) had nominally statistically significant findings using the fixed effects method, of which 37 reported increased risks and 15 showed decreased risks of cancer. A total of 43 (44%) meta-analyses reported statistically significant findings using the random effects method, of which 34 showed elevated risks. Table 1 shows the summary effect sizes per fixed and random effects and the results of the largest study for these 43 meta-analyses. Supplementary Table 1 (available online) provides this information for all 98 meta-analyses. Only 30 of the 98 associations were nominally statistically significant, based on the largest study estimate. Figure 2 juxtaposes the estimates of the largest studies against the random effects meta-analysis estimates.
As shown, among the 41 meta-analyses with summary estimates suggesting decreased risk estimates, 24 showed smaller decreased risk estimates or even increased risk estimates in the largest studies; among the 57 meta-analyses with summary estimates suggesting increased risk, 38 showed smaller increased risk estimates or even decreased risk estimates in the largest studies. Thus, the largest studies were more conservative than the summary effects of the metaanalysis in 62 (63%) of the 98 meta-analyses. Most of the differences in effect size between the largest study and the meta-analyses were modest: among the 43 associations of Table 1 , there were nine for which the ratio of the odds ratios of meta-analyses vs largest studies exceeded 1.5 in either direction (five for which the result was more conservative in the meta-analysis and four for which the result was more conservative in the largest study). There were marked differences in the proportion of associations that had nominally statistically significant summary effects across the six categories of biomarkers. Based on random effects calculations, 86%, 67%, and 52% of the meta-analyses on infectious agents, inflammation, and IGF/insulin systems, respectively, found nominally statistically significant summary effects, whereas this was seen only in 31%, 19%, and 13% of the meta-analyses on sex hormones, diet, and environment, respectively.
When we compared the summary effects in the 24 meta-analyses (derived from 16 older articles) that were excluded because a more recent meta-analysis was available to the effects of the more recent respective meta-analyses, we found that in five instances the association was statistically significant in the oldest available meta-analysis but became nonstatistically significant in the new meta-analysis, in two instances the opposite happened, and in another two instances the effect was nominally statistically significant and remained so, but its size decreased to less than half in the new vs the old meta-analysis.
Between-Study Heterogeneity
There was nominally statistically significant heterogeneity in 40 of the 98 meta-analyses (Supplementary Table 1 , available online). The highest proportion of statistically significant heterogeneity was observed in meta-analyses on biomarkers of inflammation (67%) and IGF/insulin (57%). Values of I 2 exceeding 50% were noted in 35 of 98 meta-analyses (36%), and 16 of those had values exceeding 75%. However, many of the 95% confidence intervals of this heterogeneity metric were large, especially when there was only a limited number of studies.
Small-Study Effects
Evidence for statistically significant small-study effects was noted in 9 of 98 meta-analyses (Supplementary Table 1 , available online). This included four meta-analyses on the IGF/insulin system (IGF-1 and pre-menopausal breast cancer, IGF binding protein 3 and prostate cancer, IGFBP-2 and prostate cancer, and C-peptide and colorectal cancer), three on infectious agents Figure 2 . Odds ratio in each meta-analysis (random effects summary estimate) and in the largest study on each association. The size of each point is proportional to the weight of the evidence (inverse of the variance) of the largest study in each meta-analysis. (H. pylori and gastric and laryngeal cancer, and hepatitis B virus and liver cancer), one on a dietary exposure (docosahexanoic acid and breast cancer), and one on an inflammatory biomarker (C-reactive protein [CRP] and colorectal cancer).
Test of Excess Statistical Significance
Fifteen, 10, or 16 meta-analyses had evidence of a statistically significant excess of positive studies when the plausible effect was assumed to be equal to the fixed effects summary, the random effects summary, or the result of the largest study, respectively. Table 2 shows the results of the excess statistical significance test for the 20 meta-analyses with statistically significant excess of positive studies under any of these three assumptions for the plausible effect size. Eight of them pertained to the IGF/insulin system, four pertained to diet, four pertained to infectious agents, two pertained to inflammation, one pertained to sex hormones, and one pertained to an environmental association. Table 3 shows aggregate data from all the meta-analyses and according to category of biomarkers. There was no evidence that the overall observed number of positive studies was greater than the expected according to the different assumptions about the plausible effect size. However, there were different patterns across the different categories of biomarkers. An excess of statistically significant studies was observed in meta-analyses that investigated the association between IGF/insulin concentrations and cancer risk (P ≤ .04 regardless of assumptions) and in studies of inflammatory biomarkers and risk (P ≤ .02 regardless of assumptions). However, the excess of statistically significant studies in the field of IGF/insulin and cancer risk was primarily driven by meta-analyses of the IGF system concentrations and risk of prostate cancer (Table 2 ). There was no evidence for excess statistical significance in studies of other types of biomarkers. Table 4 shows the observed and expected number of positive studies in different subgroups. Overall, the excess in positive results was driven by meta-analyses with large estimates of heterogeneity. The results were not different by whether the meta-analyses had statistically significant summary effects or not. There were only 10 meta-analyses with evidence of small-study effects and 14 articles with consortia-based analyses, thus limiting inferences regarding these factors.
Biomarkers With Strong Evidence of Association
Of the 98 meta-analyses, only 30 had nominally statistically significant summary associations per random effects calculations and had neither evidence of small-study effects nor evidence for excess statistical significance (Supplementary Table 1 , available online). Of those, only 12 (12%) had also compiled evidence on more than 1000 case patients: four pertained to infectious agents (cagA strains of H. pylori and gastric cancer, human papilloma virus [HPV] and oral cancer, HPV and prostate cancer, and hepatitis C virus and liver cancer), four pertained to IGF/insulin system concentrations (IGF-1 and colorectal cancer, IGF-1 and postmenopausal breast cancer, IGFBP-3 and postmenopausal breast cancer, and glucose and colorectal cancer), and four pertained to other biomarkers (sex hormone binding globulin and prostate cancer, vitamin D and breast cancer, a-linolenic acid and prostate cancer, and vitamin B12 and prostate cancer). Across these 12 associations, the effect sizes were small or moderate (odds ratio = 0.86 to 1.54) for eight of them; larger effect sizes were seen only for three associations of infectious agents (cagA strains of H. pylori and gastric cancer, HPV and oral cancer, and hepatitis C virus and liver cancer), and for the association of vitamin D and breast cancer.
Discussion
This empirical evaluation of the literature on associations between nongenetic biomarkers and risk of cancer examined 98 meta-analyses with 847 studies. We showed that only a minority of these biomarker associations have statistically significant results and no suggestion of bias, as can be inferred by small-study effects and excess statistical significance testing. Most of these associations pertain to infectious agents such as H. pylori, hepatitis virus, and human papilloma virus; the associations of these infectious agents with the risk of specific malignancies are very strong and uncontestable. Conversely, we found a statistically significant excess of positive studies among articles that investigated the association between biomarkers in the IGF/insulin or inflammation systems and cancer risk. This suggests the presence of potentially major selective reporting biases in these fields. Finally, biomarkers of dietary factors, environmental factors, or sex hormones usually had statistically nonsignificant associations with cancer risk in the majority of the meta-analyses where they were involved.
The excess of studies with positive results was driven predominantly by meta-analyses that had large between-study heterogeneity. This has been seen also in empirical evaluations of other research disciplines [eg, brain volume studies (16)]. Heterogeneity may often be a manifestation of bias in some studies of a metaanalysis, and this may be difficult to dissect and differentiate from genuine differences across studies (65) . Some cancer fields had a clustering of several heterogeneous meta-analyses with evidence for excess statistical significance. Specific biomarkers and/or specific cancer associations may be affected more than others by biases even within the same field.
For example, in the IGF/insulin system field, six of the eight meta-analyses with statistically significant excess of positive studies came from the same article and pertained to prostate cancer risk (39) . That article reported an elevated risk between IGF-1 concentrations and total prostate cancer and an inverse association between IGFBP-3 and risk, both of which were statistically significant only in case-control studies, and null but highly heterogeneous results for IGF-2, IGFBP-1, and IGFBP-2 (39). Therefore, it seems that the evidence for an excess of statistically significant findings in the literature of IGF pathway biomarkers and prostate cancer risk is probably mostly due to biases in small primarily case-control investigations. An empirical survey showed that when the results of the IGF-1 meta-analysis on prostate cancer were sent to the authors of the primary studies and to prominent methodologists, the former group claimed that there was stronger evidence for the presence of an association compared with the latter (66) . Methodologists consistently argued that the data are consistent, with no effect at all or a small effect, whereas primary authors were more favorable for the presence of an association only when they had authored studies with statistically significant results themselves. This does not necessarily mean that these biomarkers are not associated with cancer. In fact, .05
* BrCA, breast cancer; CA, cancer; CRC, colorectal cancer; E2, estradiol; ESCC, esophageal squamous cell carcinoma; H. pylori, Helicobacter pylori; HPV, human papillomavirus; IGF, insulin-like growth factor; IGFBP, insulin-like growth factor binding protein; PrCA, prostate cancer. † Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. ‡ P value of the excess statistical significance test. All statistical tests were two-sided. § Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size.
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size. .88
* IGF, insulin-like growth factor; NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess statistical significance based on the assumption made for the plausible effect size. † Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. ‡ P value of the excess statistical significance test. All statistical tests were two-sided. § Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size.
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size. ¶ Expected number of statistically significant studies using the most conservative of the three estimates (fixed effects summary, random effects summary, largest study) of each meta-analysis as the plausible effect size. .14 * NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess statistical significance based on the assumption made for the plausible effect size. † Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. ‡ P value of the excess statistical significance test. All statistical tests were two-sided. § Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size.
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size. ¶ Expected number of statistically significant studies using the most conservative of the three estimates (fixed effects summary, random effects summary, largest study) of each meta-analysis as the plausible effect size. # According to random effects calculations.
we found several IGF system associations that had statistically significant results with colorectal and breast cancer without any hints of bias. However, the effect sizes in these associations were consistently of small magnitude; similar small magnitude effects may also exist for prostate cancer, and they may be slightly stronger for advanced vs indolent disease as some (39), but not all reports (67) , have shown.
We also observed an excess of statistically significant studies in the literature of inflammatory biomarkers, and these excesses pertained specifically to meta-analyses of CRP (55, 56) . CRP has been proposed as a biomarker for a vast array of diseases and outcomes beyond cancer. The overall evidence for an association with cancer risk seems weak, and evidence for other previously considered major associations, such as cardiovascular events, has also weakened over time (68) . Eight studies investigated the association between circulating concentrations of CRP and risk of colorectal cancer; three observed nominally statistically significant findings, and the meta-analysis showed a weak but statistically significantly elevated risk (55) . However, data from the Women's Health Study (69) , a randomized clinical trial of low-dose aspirin and vitamin E, showed null results, with, if anything, a trend in the opposite direction. There is evidence suggesting that chronic low-grade colonic inflammation may be responsible for the development of colorectal neoplasia (70) (71) (72) , but it is unclear whether circulating CRP correlates well with colonic inflammation. Further evidence suggesting a lack of a causal link between CRP and colorectal neoplasia comes from genetic association studies and Mendelian randomization analyses that have generally reported null results (73) (74) (75) . It is thus probable that the statistically significant cancer studies in this field are subject to selective reporting or other biases (eg, varying degree of laboratory error in measuring certain biomarkers).
We did not observe any evidence of excess of statistically significant studies in the fields of sex hormones, dietary biomarkers, and environmental factors. Overall, the large majority of metaanalyses in these fields provide no evidence for statistically significant associations. In most of the remaining meta-analyses with nominally statistically significant summary results, there are no large-enough studies yet, and the total evidence is based on less than 1000 cancer cases. Thus even these few positive results may be spurious. Several large prospective cohort studies and randomized trials have generally found no or little evidence to support previously held nutritional associations (76) . Consortia-based analyses of sex hormones also generally find mostly null associations with cancer (41). Finally, there was only one statistically significant meta-analysis for environmental factors, which reported a strong association between DNA adducts and cancer risk in current smokers (20) , but this evidence is still limited, and no large-scale study has been published to date.
In contrast with the above, there are several very strong associations in the literature of infectious agents and cancer risk, such as the association between cagA strains of H. pylori and gastric cancer, HPV and oral cancer, or hepatitis C virus and liver cancer. These associations are uncontestable; they have a clear causal hypothesis, and their effect sizes are typically much larger than the more uncertain effects described for other types of biomarkers. However, even in the field of infectious agents, we found some specific cancer associations that had evidence of excess statistical significance. These were the meta-analyses suggesting increased risk of colorectal cancer and lung cancer and decreased risk of esophageal squamous-cell carcinoma with H. pylori and increased risk of laryngeal cancer with HPV. The summary effects for these more spurious associations were not as strong as those of the associations of H. pylori with gastric cancer or HPV with oral cancer. It is possible that this situation may reflect a type of bias, where once a strong risk factor has been documented for one type of cancer, a collateral literature of lesser credibility is built for other types of cancer.
Several limitations and caveats should be considered in the interpretation of our findings. First, both asymmetry and excess statistical significance tests offer hints of bias, not definitive proof thereof. The frequency of meta-analyses with small-study asymmetry effects was not high (9%), and this rate is commensurate with chance. Our finding of an excess of statistically significant findings in studies of the IGF/insulin and inflammation systems may be challenged by the fact that in none of these meta-analyses was the summary random effect dramatically larger than that of the largest study in the meta-analysis. However, when the effects are mostly small, dramatic differences are unlikely to be seen even in biased evidence. Not surprisingly, we did not observe many situations where the differences in the effect sizes in the largest sizes vs the meta-analyses exceeded 1.5-fold.
Second, most individual studies were relatively small, with approximately 100 cancer cases and 200 matched control subjects, and the median number of included studies in each meta-analysis was only seven. Therefore, the interpretation of the excess statistical significance test for the results of a single meta-analysis, especially one with few studies, should be very cautious, because a negative test does not exclude the potential for bias (15) . The excess statistical significance test is better suited to provide an overall impression about the average level of reporting bias affecting larger fields with several meta-analyses. However, different meta-analyses in the field may not be equally affected by bias to the same extent.
Third, the results of studies included in a meta-analysis may have already been standardized to some extent (eg, cleaned or made to follow consistent definitions and adjustments) compared with the results presented in each study's original paper. However, such standardization efforts are likely to reduce, if anything, inconsistency and selective reporting bias. Selective reporting may be more prominent in the primary study reports.
Finally, the exact estimation of excess statistical significance is influenced by the choice of plausible effect size and/or the miscalculation of power. We performed sensitivity analyses using different plausible effect sizes, which yielded similar findings. If anything, it is likely that our estimates of the plausible effect size are often larger than the true effect size because bias tends to inflate the estimates of the summary effect. Effect inflation may affect even the results of the largest studies because often these studies were not necessarily very large and/or may have had inherent biases themselves. Thus, our estimates of the extent of excess statistical significance are conservative and the problem may be more severe. We also calculated power estimates under different assumptions and using different software programs but again observed very similar estimates.
Acknowledging these caveats, our evaluation maps the status of the evidence on 98 associations between nongenetic biomarkers and cancer risk. There is substantial diversity in the strength of the evidence across different fields, ranging from highly credible uncontestable associations for several infectious agents to potentially spurious associations for several other popular biomarkers. Meta-analyses may help understand this diversity, but they are also subject to biases. It is possible that evidence eventually corrects itself, but data from more studies are needed to better support this statement. A substantial number of cancer biomarkers may be genuine but have small effect sizes, as has been documented recently for well-validated genetic biomarkers (77) , and this means that great care needs to be taken to separate genuine small effects from the noise of bias. There are several ways to improve this evidence in the future. First, many of the biases in the scientific literature may be substantially lessened if studies were more completely and transparently reported according to published guidelines, such as the Strengthening the Reporting of Observational Studies in Epidemiology statement and its extension for Molecular Epidemiology (78) (79) (80) . Second, statistical significance testing should not be used as a criterion for publication of biomarker studies. Third, large prospective and multicenter studies and collaborative consortia should be encouraged for biomarker associations that currently have limited evidence. The use of standardized definitions and protocols for exposures, outcomes, and statistical analyses may diminish the threat of biases and improve the reliability of this important literature.
