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Abstract
In this work, shock induced failure and local temperature rise behavior of a
hydroxyl-terminated polybutadiene (HTPB)—ammonium perchlorate (AP)
energetic material is modeled using the cohesive finite element method
(CFEM). Thermomechanical properties used in the model were obtained from
four different experiments: (1) dynamic impact experimental measurements
for fitting a viscoplastic constitutive model, (2) in situ mechanical Raman
spectroscopy (MRS) measurements of the separation properties for fitting a
cohesive zone model, (3) a pulse laser induced particle impact experiment
combined with the MRS for measurement of the interface shock viscosity, and
(4) Raman thermometry experiments for measurement of HTPB, AP, and
HTPB-AP interface thermal conductivity. HTPB-AP interface regions with
high density of particles were found to be more susceptible to local temper-
ature rise due to the presence of viscoplastic dissipation as well as frictional
heating. The increase in the interface shock viscosity lead to a decrease in both
the viscoplastic and frictional dissipation. This resulted in a decrease in the
maximum temperature and the density of local regions with a maximum
temperature rise within the HTPB-AP microstructure. A power law relation for
the decrease in viscoplastic energy dissipation, temperature rise and the den-
sity of the local temperature rise with the interface shock viscosity was
obtained.
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1. Introduction
Energetic materials are composites which consists of an oxidizer material embedded in a
polymer binder. A mixture of hydroxyl-terminated polybutadiene (HTPB) and ammonium
perchlorate (AP) is one example that is mostly used in solid rocket propellant [1]. These
materials are susceptible to failure due to external impact or temperature change and thus,
initiation and subsequent detonation can occur at unintended times. Energetic materials are
known to initiate at regions of sufficient size and temperature that could cause detonation [2].
One key factor that may result in this type of mechanical and thermal behavior of is the
heterogeneous nature of energetic material microstructure. In order to determine causes and
possible prevention mechanisms, a proper understanding of the underlying mechanisms
involved in hot-spot formation under high strain rate impact is necessary.
Several researchers have attempted to identify the critical size, temperature, and time
span of hot spots necessary to cause initiation of detonation, which in many cases are found to
occur due to cracks, voids or other mechanisms, [1, 3]. There have been attempts to identify
different mechanisms for hot spot formation in microstructure, such as, the adiabatic com-
pression of trapped gases, heating at crack tips, viscous heating of material between impacting
surfaces, friction between sliding or impacting surfaces, and friction during mechanical failure
[1]. Temperature increase due to frictional energy dissipation within the microstructure at
contact between failed surfaces is an important consideration. A few of the several reasons of
microstructural failure in energetic materials have been found to be; particle failure, particle-
binder debonding, and cavitation and pore collapse [4]. However any combination of the
three can be found to occur simultaneously. Among the above listed failure mechanisms, the
most dominant failure has been found to be the particle-binder interface debonding [5] for hot
spot formation as cracks have been found to propagate mostly along such interfaces [6].
Subsequent studies have shown that the fracture resistance of these materials is highly
dependent on the strength of the interfaces [7]. This strength, in turn, has been found to be
dependent on the material constituents and their relative sizing. Drodge et al [8], studied the
effect of particle size on the mechanical behavior of energetic materials, which showed a
decrease in yield strain caused by an increase in particle size. Experimental observations, by
Rae et al [6], also showed that the failures starts around larger particles with cracks pre-
ferentially propagating along interfaces.
A physical property that has been critical in predicting the influence of mechanical
loading on the temperature rise in the energetic material microstructures is the shock viscosity
[2]. Solids, under a sufficiently high pressure and high strain rate, deform in a manner similar
to fluids, which is considered to be a result of the concomitant motion of defects [9]. In the
shock regime, the dissipative processes within the microstructure are governed by plastic
deformation and damage as well as material viscosity, called shock viscosity [10, 11]. The
shock viscosity is responsible for the energy dissipation that accompanies the local rate of
shear deformation and affects the temperature increase in the material undergoing shock
loading. Benson et al [2] have shown that the temperature increase due to impact is higher in
the inviscid case than when the shock viscosity is taken into account. Many researchers have
used experimental techniques such as VISAR, [12–15], for the shock wave rise time mea-
surements in order to determine shock viscosity. Kanel et al [13], have observed that the
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shock viscosity is significantly affected by applied strain rate. Several researchers [13, 16, 17]
have shown the dependence of the exponent in the power law relation between strain rate and
shock stress on material properties, such as density, viscosity etc, as well as microstructural
parameters such as porosity, particle size [16], the material heterogeneity [18] and the
interface impedance mismatch [19]. Recently Prakash et al [20], have used a novel exper-
imental approach based on particle impact and MRS to measure the interface shock viscosity
for an HTPB-AP material interface and showed that the value of interface shock viscosity
changes with the interface chemical composition.
In this work, the mechanical response of an HTPB-AP energetic material microstructure
under shock loading for different interface chemical compositions of HTPB-AP interfaces is
modeled using the cohesive finite element method (CFEM). The chemical composition of the
HTPB-AP interface is altered by adding binding agents which has been shown to change the
mechanical properties, such as stiffness, failure strength [21], as well as the interface viscosity
[20]. CFEM is based on the cohesive zone approach which uses a micro-scale level local
failure behavior based damage model. This technique can be implemented to model fracture
in individual components as well as the interface separation behavior of the microstructure.
Cohesive zone models (CZMs) have been used by many researchers [22–25] to simulate the
interface debonding. Barua et al [22, 23, 26, 27] have studied the microstructural level
response of various idealized PBXs under shock induced impact loading using CZM.
However the numerical models used in the literature [28–31], do not include shock viscosity,
especially the interface shock viscosity, as well as the strain rate dependent interface con-
stitutive model.
For the purposes of this work, cohesive parameters are obtained experimentally through
in situ mechanical Raman spectroscopy (MRS) measurements [21, 32, 33]. As high strain
rates are used, the material is modeled using viscoplastic constitutive behavior [20, 21, 33].
The remaining part of the paper is arranged as follows: section 2 the CFEM method and
constitutive models used to simulate the impact behavior of the HTPB-AP samples. Section 3
briefly describes the sample preparation and experimental procedures for measuring the
material mechanical properties based on work in [21]. Section 4 presents the results obtained
from experimental measurement of thermal conductivity along with the numerical simulation
of the impact of EM composites. Section 5 presents the summary and conclusions.
2. CFEM framework
CFEM has been used extensively for simulating the impact induced damage behavior of
different composite materials [34–40], including energetic materials [22–24, 41]. CFEM
application to a material with unknown crack path can be approached in two ways; the first is
to dynamically insert cohesive surfaces into the model as fracture develops and the second is
to define all bulk element boundaries as cohesive surfaces. For the purposes of this work, the
second approach is employed [20, 21, 42]. The finite element mesh for the modeled
microstructure was generated with ‘cross triangle’ elements and cohesive surfaces at all
element boundaries, as shown in figure 1. The rectangular mesh size for all of the models,
which contains four ‘cross triangle’ elements each, was 1 μm, creating 250 000 elements in
the domain. The mesh size was chosen based on the criterion outlined by Tomar et al [43].
The 1 μm thick interface was modeled with a 0.5 μm thick bulk element.
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The weak form of the cohesive finite element model is given by
ò ò ò òt d d d r d- D = -
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Here, t is the Kirchhoff’s stress, F is the deformation gradient, u is the displacement, t is the
time, V is the volume, S is the surface area, T is the applied traction and Δ is the surface
separation, in the reference configuration, on material point on a cohesive surface.
For the continuum elements, a viscoplastic constitutive model is used to govern the
stress-strain relations while the irreversible bilinear cohesive law for tensile separation is used
to govern the separation at the cohesive surfaces. The large deformation viscoplastic model
has been described in an earlier work by the authors [20]. The velocity gradient tensor L is
decomposed into a rate of deformation, D, and the spin tensor, W, as
= = + = + + +- · ( ) ( ) ( )L F F D W D D W W , 2e vp e vp1
The Jaumann objective rate is used in the model and the rate of deviatoric part of Kirchhoff’s
stress is given as
t t t t¢ = ¢ - ¢ + ¢ = ¢ - ¢ˆ · · [ ] ( )W W C D D: . 3vp
where C is the elastic stiffness tensor. The constitutive laws for the viscoplastic part of both
Dvp and Wvp are required for a finite plastic deformations [44]. Here, it is assumed that the
material is in a relaxed configuration which is not spinning, i.e. the viscoplastic spin rate
Wvp=0, [45]. The flow rule for large deformation for an isotropic hardening solid, Dvp, is
given by
Figure 1. The finite element model of HTPB-AP microstructure (50% AP density)
showing boundary conditions, and the mesh details as well as cohesive surfaces.
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and evp is the effective viscoplastic strain obtained from a nanoscale dynamic impact
experiment explained in section 3. A modified Kirchoff stress is used to include viscous
stress, and is given by
t t t= ¢ + - ( )pI, 7v
where t h= Dij
v
ij [2] and the pressure is calculated from a polynomial form of the Mie–
Gruneisen equation of state as












e is the internal energy per unit volume, γ is the Gruneisen parameter, K is the Bulk Modulus
and, A, and B are parameters obtained from [47] and are given in table 1 for HTPB and AP.
Here ρ0 is the initial density, E is the Young’s modulus and ν is the Poisson ratio.
In this work we have used an irreversible bilinear CZM [43]. In order to obtain the
cohesive zone parameters for AP-HTPB interfaces, delamination experiments at AP-HTPB
interfaces in the analyzed samples are performed and the local stress is measured using an
in situ MRS as explained in section 3. In order to prevent the interpenetration of bulk
elements, an acceleration correction term is used that is obtained based on a frictional
cohesive contact model developed by Baek et al [48] for large deformation impact simulation.
As was shown in a previous work by the authors [20], the element penetration in this model is
insignificant for the total time of the simulation.
In order to identify the local temperature rise within the microstructure, a threshold
temperature increase from the reference temperature was chosen. Temperature increase,
D = -T T T ,ref was calculated from [2]
r
=




where, Tref=298 K, e is the internal energy density of the system, ef is the frictional
dissipation energy density, ec is the cold compression energy density, ρ is the material density
Table 1. Mie–Gruneisen parameters for HTPB and AP [47].
K (105 MPa) A (105 MPa) B (105 MPa) γ ρ0 g cm−3 E (MPa) ν
HTPB 0.02 0.294 0.0196 0.7 0.9 2.5 0.45
AP 0.15 0.225 0.1863 1.0 1.95 20000 0.23
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and cp is the heat capacity at constant pressure. The cold compression energy density, ec is
given as [2]
























where F is the deformation gradient, p is the pressure and a is the first order volume
correction factor for γ. In this work, the value of a is taken to be equal to zero for all of the
materials [2]. The rate of heat generation (h) by the frictional forces at the bulk element
interfaces were obtained from [34],
= a b· ( )Th v , 11
where T is the contact traction acting at the interface and a bv is the jump in velocity of the
surfaces in contact. This frictional heat (h) is then distributed among the contacting bulk
























where κ is the thermal conductivity and c is the specific heat at constant pressure of the bulk
element involving the interface. The thermal conductivity for the HTPB-AP interface was
obtained using Raman thermometry explained in section 3. The simulations were done for a
very small period of time (∼0.1 μs) in order to avoid the element distortion.
3. Experimental methods
In this section, the experimental methods that were used to obtain mechanical properties are
explained in brief. These methods have been explained in detail earlier as well [21, 33, 49]. In
order to create samples, AP particles were embedded manually into a HTPB binder. The
HTPB binder was created by mixing R-45M liquid polybutadiene and Isophorone Diiso-
cyanate (IPDI) at an index ratio of 1.05. The mixture was then poured into a Teflon mold. The
AP particles were embedded with a structured and predetermined amount of spacing, and the
samples were cured in a 60 °C oven for 7 days. When fully cured, the sample was carefully
cut down to an appropriate diameter and thickness. In order to study the effect of chemical
composition, two types of samples were created: sample 1 consisted of HTPB and AP without
binding agent and Sample 2 consisted of HTPB, AP and a binding agent Tepanol.
3.1. Constitutive model for HTPB, AP and interface
The constitutive material model and the CZM parameters were obtained from a nanoscale
dynamic impact experiment and in situ mechanical Raman spectroscopy (MRS) experiment,
respectively. The nanoscale dynamic impact experiment used in this work is capable of
performing precise impacts at the interfaces. A strain-rate dependent stress-strain law was
obtained using a nanoscale dynamic impact experiment [21]. The stress, strain and strain rate
data is then fitted to define the material constitutive behavior [21], given by a power law
viscoplastic constitutive model
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Here evp is the effective viscoplastic strain and s is the equivalent stress. The parameters χ, m
and n for the above viscoplastic model is given in table 2 [21].
3.2. CZM for HTPB, AP and interface
In this work, in situ MRS tests, as proposed by Prakash et al [21], were performed in order to
obtain the cohesive zone parameters. The experiments start with an initial crack at the
analyzed AP-HTPB interfaces in samples loaded in tensile loading. As load and displacement
are applied, the interface crack further extends. The crack extension energy can be calculated
based on load displacement relation. The stresses at the crack tip during crack extension are
calculated using MRS. The strength of the interface was evaluated from the stress map
obtained using MRS by assuming the strength to be equal to the stress at the start of the
delamination. A combination of these measurements is used to derive cohesive law para-
meters. Cohesive zone parameters for bulk HTPB, AP and different interfaces are given in
table 3 [21].
3.3. Shock viscosity for HTPB-AP interface
Shock viscosity is the ratio of the maximum stress to the applied strain rate [13]. In order to
obtain the shock viscosity, direct measurement of localized stress and strain rate are required.
Interface shock viscosity was obtained using a combined pulse laser induce impact experi-
ment and MRS [20]. A pulse laser (1064 nm, 2.5 mJ pulse energy and 9 ns pulse width by
Opto-engine LLC) setup is used to accelerate a Si particle that precisely impact HTPB-AP
interfaces. The velocity of the impacting particle was calculated using a high-speed streak
camera. The MRS setup is used in combination with the pulse laser induced impact setup in
order to measure stress in situ at the HTPB-AP interfaces. Table 4 lists the value of shock
viscosity for HTPB, AP and the HTPB-AP interface used in this work.
Table 2. Constitutive model parameters for bulk and interface [21].
Parameter χ (MPa)−n m n
HTPB 0.54 −0.18 1.8
AP 3.7E10 −9.8 5.9
HTPB-AP interface Sample 1 1.0E5 −5.0 2.5
Sample 2 1.0E4 −4.2 2.0








HTPB 0.8 0.5 0.2
AP 2×103 5×10−3 5.0
Interface Sample 1 1.1 0.12 0.065
Sample 2 2.91 0.11 0.16
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3.4. Thermal conductivity for HTPB-AP interface
In order to model the thermal behavior of the HTPB-AP energetic material, thermal con-
ductivity values of the individual constituents are needed. For the HTPB and AP phases,
thermal conductivity values are readily available in literature [51, 52]. However, there are no
available thermal conductivity values for the HTPB-AP interface. In this work, an in situ
MRS method is used to experimentally measure the thermal conductivity at HTPB-AP
interface. The experimental method has been explained elsewhere [53–58]. Here a brief
summary is presented.
Perichon et al [59] were among the first researchers who developed and explored the
relation between Raman peak position and temperature change in order to measure temper-
ature distribution and thermal conductivity measurements using Raman spectroscopy. Since
then several researchers have shown this method to be an effective and accurate tool in the
temperature distribution measurement as well as the thermal conductivity measurement
[53, 55]. In order to measure the temperature distribution around an interface, first a corre-
lation between the changes in Raman shift due to known externally applied temperature needs
to be obtained. The experimental setup to obtain the calibration relation between Raman shift
and the temperature change is shown in figure 2(a). The sample is mounted on a hot-stage
where a temperature detector is attached to one end of the sample and the other end was
heated using electric coils. An Ar+laser beam (Modu-Laser Inc., UT) of wavelength
514.8 nm was directed at the sample as the sample was being heated. The backscattered laser
beam was collected back by an objective and directed to a spectrometer (Acton SP2500;
Princeton Instruments Inc., NJ). A low power laser beam (∼5 mW) was used to measure the
Raman shift so that the temperature change due to the laser beam remains less than 1 K [53].
In this work, a correlation between the Raman shift of the CH2 asymmetric stretching mode
(figure 2(b)) and the sample temperature was obtained. The Raman shifts at different tem-
peratures were obtained as plotted in figure 2(c). A linear relationship between the Raman
shift and the temperature change from the reference value of the sample was fitted to a linear
relation, which is given by
D = D ( )w C T , 14
where the value of C is obtained from the slope of the linear correlation curve in figure 2(c),
which is equal to 0.121 cm−1 K−1. This calibration constant is then used to calculate the
temperature change of the samples by measuring the change in Raman shift values.
4. Results and discussion
4.1. Experimental measurement of thermal conductivity
By measuring the laser energy absorbed by the sample and corresponding temperature
increase of the laser spot on the sample, the thermal conductivity of the sample can be derived
with a heat transfer model. It has been shown that the isothermal conditions can be assumed
Table 4. Shock viscosity of HTPB, AP and the HTPB-AP interface (Sample 1 is
without binding agent and Sample 2 is with binding agent tepanol).
HTPB [50] AP [2] Sample 1 [20] Sample 2 [20]
Viscosity (Pa s) 1.5 30 4.8 6
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and the interface between sample and the substrate can be assumed to be hemispheric, if the
thickness of the sample is more than one magnitude larger than the laser spot size [19]. In this
work, a 1.2 mm thick HTPB-AP sample was loaded under tensile load. Since the thickness of
the sample is much larger (1.2 mm) than the laser spot size (∼1 μm), a linear relation between
thermal conductivity and laser power is used as suggested by Nonnenmacher et al [60]. A
Horiba Xplora Plus Raman spectroscope was used to measure the Raman shift during loading.
A 532 nm wavelength laser was used with a laser power of 20 mW and the laser spot size (d)
of approximately 1 μm. By measuring the laser power (P) and corresponding temperature







Here, ΔT is the change in temperature of individual scan points, shown in figure 3(b), from
the initial bulk temperature [59]. Then, equation (15) directly relates the thermal conductivity
to the change in temperature of each individual scan points. In this work, since the laser
diameter is ∼1 μm, it is assumed that the heat generated by the laser source is responsible for
the increase in the local temperature only, which when used in equation (15) results in the
local thermal conductivity.
Figure 2. (a) Experimental setup for Raman shift versus temperature change calibration,
(b) a representative Raman spectra of HTPB and (c) calibration curve for Raman shift
versus temperature change.
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Using equation (14) for the temperature change in equation (15), the thermal conductivity









In this work, a tensile load is applied to a single particle HTPB-AP sample as shown in
figure 3(a) and the change in Raman shift near the HTPB-AP interface in the scan area
(figure 3(b)) was obtained. Thereafter, equation (16) was used to calculate thermal
conductivity of the scan area near the HTPB-AP interface. As can be seen from figure 3(c) for
different tensile load, a slight decrease in the thermal conductivity is observed and an average
value of 0.175Wm−1 K−1 was taken to be the interface thermal conductivity for HTPB-AP-
Tepanol interface. Similarly, the value of thermal conductivity for HTPB-AP interface,
without binding agent, was found to be equal to 0.16Wm−1 K−1.
Figure 3. (a) HTPB-AP tensile sample, (b) sample dimensions, boundary conditions
and the scan area and (c) thermal conductivity near the HTPB-AP-Tepanol interface.
Red dots are the position where Raman spectra were recorded.
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4.2. Numerical simulation of shock behavior of HTPB-AP energetic material
The CFEM simulation model described in [20, 21], is used in predicting the effect of interface
shock viscosity on the overall microstructure dependent impact behavior and temperature
increase due to impact in multi-particle HTPB-AP sample (figure 1). Strain rate dependent
power law viscoplastic stress-strain model, as given in table 2, was used for HTPB, AP and
the HTPB-AP interface [21]. The CZM parameters, as given in table 3, obtained experi-
mentally through MRS, were used for modeling cohesive separation behavior [49]. The
interface shock viscosity is shown in table 4 [20]. Thermal conductivity and heat capacity of
the HTPB, AP and the HTPB-AP interface used in the simulation are given in table 5. The
value of heat capacity for the HTPB-AP interface was obtained as the average value of AP
and HTPB phase values as suggested by Hu et al [61]. The models used in this work has been
validated in earlier works by the authors [20, 21].
The impact induced local temperature rise in an idealized HTPB-AP EM microstructure
(figure 1), with circular AP particles, were simulated. The circular AP particles had radii
varying from 5 to 15 μm, [63], with 50% area fraction. In order to understand the effect of
individual constituents (HTPB, AP and the HTPB-AP interface) of the microstructure, first
the impact behavior of the microstructure was analyzed for a strain rate of 100 000 s−1. The
boundary conditions are shown in figure 1. Pressure waves passing through the microstructure
are analyzed and the corresponding normal compressive and shear stresses are investigated at
different time steps.
Figure 4 shows the pressure wave propagating through the microstructure at different
time steps. As shown in figure 4(b), pressure distribution profile near top and bottom surfaces
are different, under equal impact velocity of 250 m s−1, due to the difference in the AP
particle distribution. As the pressure wave propagates inwards, the interface phase between
bulk AP and HTPB phase acts as a barrier and reflects the pressure wave. This creates a lower
pressure in larger AP particles as shown in figure 4(c). However, the amount of pressure wave
reflection, when propagating from bulk AP phase to HTPB-AP phase is lower than the
reflection when propagating from HTPB-AP interface phase to bulk HTPB phase, figure 4(d).
This creates a high stress concentration at the HTPB-AP interface phase which leads to
deformation and energy localization. The pressure waves are transmitted, without significant
reflection, through the interface of HTPB and the AP particles when the particle density is
high, i.e. when the amount of bulk HTPB phase separating the particles is small. This can be
explained by observing the stress profile along a cross-section with varying AP particle
distribution.
The normal compressive stress distribution along a selected cross-section is shown in
figure 5. The specific section, figure 5(a), is chosen because of the continuously varying local
particle size and density distribution. The position marked A, corresponds to the position at
the HTPB-AP interface phase where two particles are separated only by 2 μm which is
covered by HTPB-AP interface phase. The position marked B, corresponds to the position
inside an AP particle. The position marked C, corresponds to the position inside an AP
particle but close to the HTPB-AP interface. As shown in figure 5(b), maximum stress occurs
Table 5. Thermal properties of HTPB, AP and the HTPB-AP interface.
HTPB AP HTPB-AP interface
Thermal conductivity (Wm−1 K−1) 0.28 [62] 0.4 [62] 0.175[20]
Heat capacity (kJ Kg−1 K−1) 2.5 [52] 1.1 [51] 1.8
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close to the HTPB-AP interfaces around larger AP particles (position A and C). It is observed
that initially (at time 0.003 μs) only the interface around large AP particles where particles are
closely packed, experiences a higher stress concentration. This is due to the increase in the
interaction between AP particles and the stress concentration at the HTPB-AP interfaces as
was also reported earlier by authors [20] for a single particle HTPB-AP sample. As time
progresses, the normal stress inside the particle (position B) increases but remains below the
value at the HTPB-AP interface (position A or C).
In order to understand the mechanism responsible for the maximum stress at the inter-
face, the normal stress distribution near the HTPB-AP interface is plotted. Figure 6 shows a
normal stress distribution, where AP particles are close to each other (near position A shown
in figure 5), in individual constituents (HTPB, AP and HTPB-AP interface) of the micro-
structure. It is observed, that the stress wave reflection is insignificant at interfaces where AP
particles are separated only by the HTPB-AP interface phase and the stress wave gets
transmitted further. This is because the reflection coefficient [64] of HTPB-AP interface phase
with the AP phase is low (R=0.24) as compared to that between HTPB and AP phase
(R=0.98) or between HTPB and HTPB-AP interface phase (R=0.97).
Figure 4. Pressure map in the HTPB-AP microstructure at time (a) 0.001 μs,
(b) 0.002 μs, (c) 0.004 μs and (d) 0.006 μs.
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Shear stress play a dominant role in determining the interface failure behavior in the
material as well as the temperature rise due to frictional heat dissipation [65]. The shear stress
distribution in the HTPB-AP microstructure is shown in figure 7. It is observed that the shear
stress propagates along the HTPB-AP interface phase only. It can also be seen that the shear
stress are highly localized near the HTPB-AP interface and remains concentrated at these
positions. This can be further analyzed by studying the shear stress localization in the
interface region.
The shear stresses distribution near a HTPB-AP interface region where particles are in
close vicinity is shown in figure 8. Shear stress in the bulk HTPB (figure 8(a)) and AP
(figure 8(b)) are negligible and are concentrated in the HTPB-AP interface phase only,
figure 8(c). This is because the interface boundaries can act as a source, as well as a barrier, to
the shear wave [65], depending on where the shear localization starts. In this case, since the
localization starts at the interface, as shown in figure 7(a), the shear stress remains concentrated
along the interface itself and does not propagate further into the bulk, figures 7(b)–(d). This
shear localization behavior then results in an increased viscoplastic and frictional dissipation
near the HTPB-AP interface region which leads to a local increase in the temperature.
Internal energy, in equation (10), consists of elastic strain energy and viscoplastic dissipation
energy. Viscoplastic dissipation is directly proportional to the magnitude of viscoplastic strain
and the stress. The distribution of effective viscoplastic strain within the HTPB-AP micro-
structure is plotted in figure 9. It is observed that the effective viscoplastic strain in the HTPB-AP
interface phase is higher than the AP particles. Similarly, the value of effective viscoplastic strain
is higher in the HTPB near the HTPB-AP interface phase where the particle density is high.
Figure 10 shows the temperature increase in the microstructure. Because of the high
stress condition at the top boundary, which is under constant compression, a higher value of
temperature is reached much earlier than the bulk. However, as the stress wave propagates
further into the microstructure, due to the variation in the AP particle distribution, stress and
strain inside the microstructure vary significantly which leads to significant variation in
energy dissipation. Increase in temperature within the microstructure occurs due the energy
dissipation in the form of viscoplastic dissipation and the frictional heat dissipation as evident
from equation (9). It is observed from figure 10, that the temperature increase is localized at
Figure 5. Normal stress profile in the microstructure along a selected cross-section at
two different time steps.
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the HTPB-AP interface phase. The temperature localization is greater at positions within the
microstructure where particle density is high. This can be explained based on the stress and
viscoplastic strain distribution shown earlier. As shown in figures 8 and 9, the shear stress and
the viscoplastic strains are maximum in the HTPB-AP interface phase. This contributes to the
higher viscoplastic dissipation at the HTPB-AP interface. Also, the normal stresses show a
jump in the value near the position of high density AP particles. This stress concentration at
the HTPB-AP interface phase, increases the strain energy density in this phase which results
in the increase in temperature.
The effect of interface shock viscosity on the impact behavior and the corresponding
local temperature change in the HTPB-AP microstructure is studied next. First the defor-
mation behavior and the effect of interface shock viscosity is studied. Figure 11 shows the
values plotted for effective normal stress (figure 11(a)) and effective shear stress (figure 11(b))
history in the HTPB-AP microstructure. Effective stress was calculated based on the area
average as [2]
Figure 6. Normal stress distribution in the (a) microstructure at the HTPB-AP interface
near position A shown in figure 5, (b) HTPB, (c) AP and (d) the HTPB-AP interface at
t=0.006 μs.
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e and Ae are the elemental stress and area respectively. As shown in figure 11 both the
normal and shear stress increases with an increase in the shock viscosity. This is due to the
increase in the shock stress within the microstructure that occurs due to increase in viscous
effect within the microstructure, especially at the HTPB-AP interface phase. Shear stress
shows a more significant effect of interface shock viscosity. This is because the shear stress,
as was shown in figure 7, was found to be concentrated only at the HTPB-AP interface
whereas all three phases (HTPB, AP and the HTPB-AP interface) show a significant
contribution to the effective normal stress. This is illustrated next by plotting the normal and
shear stress in all three phases separately, figure 12.
Normal stress and shear stress in HTPB, AP and HTPB-AP interface phases are plotted in
figure 12. Normal stress values are significant in all three phases; however, the HTPB-AP
interface phase has the highest concentration as was observed in figure 5 as well. Normal
stress concentration in the HTPB-AP interface is twice of that in the HTPB phase. Similarly,
Figure 7. Shear stress distribution in the HTPB-AP microstructure at time (a) 0.001 μs,
(b) 0.002 μs, (c) 0.004 μs and (d) 0.006 μs.
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shear stress is concentrated in the HTPB-AP interface phase and the other two HTPB and AP
bulk phases have a very low amount of shear stress present. The shear stress value in the
HTPB-AP phase is 20 times greater than that in the HTPB phase. This trend was observed in
the entire HTPB-AP microstructure, shown in figures 7 and 8 earlier. The interface shock
viscosity affects both normal and shear stress and the most significant effect is observed on
the shear stress value in the HTPB-AP interface phase. It can also be seen that the normal and
shear stresses increases with the increase in interface shock viscosity in the HTPB-AP
interface phase, whereas both stresses decrease in the HTPB phase. This is because, as the
interface shock viscosity increases, the stress concentration in the HTPB-AP phase increases
which results in a decrease in stress in the HTPB phase. Normal stress in the AP phase
increases with increasing interface shock viscosity, but the increase is insignificant
(∼0.5 MPa increase) as compared to HTPB-AP interface phase (∼50MPa).
The effect of interface shock viscosity on the local impact behavior and temperature
change in an HTPB-AP microstructure, along a horizontal cross-section, shown in
Figure 8. Shear stress distribution in the (a) microstructure at the HTPB-AP interface
near position A shown in figure 5, (b) HTPB, (c) AP and (d) the HTPB-AP interface at
0.006 μs.
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figure 13(a), is discussed next. This cross-section contains different sizes and density of AP
particles, as well as the HTPB and HTPB-AP interfaces. The distribution of normal stress
(figure 13(b)), shear stress (figure 13(c)) and temperature (figure 13(c)) as a function of
interface shock viscosity is plotted. The variation in the stress profile of both normal and shear
shows the stress concentration in the HTPB-AP interface phase. The magnitude of the stress
concentration however changes with the interface shock viscosity. The temperature profile, in
figure 13(d), shows that the temperature jumps to a higher value in the HTPB-AP interface
phase and drops again inside the HTPB and AP phase. Also, as the interface shock viscosity
increases, the temperature decreases significantly at the HTPB-AP interface positions where
particle density is low. However, near the HTPB-AP interface phase, where the particle
interaction is high, the effect of interface shock viscosity is low. This can be observed from
figure 13(d), when the temperature profile between position A (higher particle interaction) and
position B (low particle interaction) is compared. Position A shows negligible temperature
change with interface shock viscosity as compared to position B. Also, as can be observed
from figure 13(d), the temperature shows a decrease in the value with increasing interface
shock viscosity when transitioning from HTPB to AP phase due to the presence of the
Figure 9. Effective viscoplastic strain distribution in the (a) microstructure at the
HTPB-AP interface near position A shown in figure 5, (b) HTPB, (c) AP and (d) the
HTPB-AP interface at 0.006 μs.
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HTPB-AP interface phase. This occurs due to the fact that the energy dissipation at the shock
front increases with the interface shock viscosity which leads to a decrease in the temperature.
The temperature change in the microstructure is a function of the plastic and frictional heat
dissipation as given in equation (9). The viscoplastic deformation was observed to have a higher
value within the HTPB-AP interface phase and the bulk HTPB near the interface than that in the
AP, as was shown in figure 9. A plastic dissipation and frictional dissipation energy history as a
function of interface shock viscosity is shown in figures 14(a) and (b) respectively. As shown,
both energy dissipation decreases with increase in interface viscosity. It has also been discussed
earlier [20], that the effect of interface shock viscosity is to widen the interface shock front
which leads to a decrease in the dissipation energy and the temperature near the interface.
Impact induced temperature may increase to, or greater than, a certain threshold value,
within the microstructure, at several position simultaneously. A measure of such local
temperature rise can be taken to be equal to the number of elements per unit area within the
HTPB-AP microstructure which rises above a threshold temperature value. In this work, this
number density is assumed to be the ‘hot-spot’ density. The maximum temperature that
occurs in the HTPB-AP microstructure and the hot-spot density in the corresponding time
Figure 10. Temperature distribution in the HTPB-AP microstructure at (a) 0.001 μs,
(b) 0.002 μs, (c) 0.004 μs and (d) 0.006 μs.
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interval is shown in figures 15(a) and (b) respectively. A cut-off temperature was selected for
hot-spot density calculation based on the decomposition temperature of HTPB and AP.
Decomposition of HTPB binder starts at around 673 K whereas at 513 K a phase change
occurs in the AP crystals [66]. In this work the maximum temperature for comparison is taken
to be 500 K, which is the temperature after which AP phase change starts to occur [66]. It is
observed that the maximum temperature, within the microstructure, decreases by more than
20 K by adding interface shock viscosity in the model. This is in agreement with the effect of
shock viscosity obtained by Benson [2] in a shocked granular HMX. Correspondingly, the
Figure 11. (a) Effective normal compressive stress and (b) effective shear stress history
as a function of shock viscosity in the HTPB-AP microstructure.
Figure 12. Normal stress (a)–(c) and shear stress (d)–(f) history in HTPB, AP and
HTPB-AP interface phase as a function of interface shock viscosity.
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hot-spot density in the microstructure also decreases. Figures 16(a)–(c) shows the plastic
dissipation, the maximum temperature in the microstructure and the hot-spot density as a
function interface shock viscosity. Figures 16(a)–(c), for comparison purposes, were plotted
at the time step, when the maximum temperature, in the case of zero interface shock viscosity,
reaches 500 K. It is to be noted that in the current work only 6% area fraction of the
microstructure is modeled with HTPB-AP interface phase properties. The stress, dissipation
energy and the temperature decrease in the microstructure was found to be significant and in
order to predict the temperature increase accurately in EM composites, numerical simulation
models should account for the shock viscosity and the effect of interfaces.
5. Conclusions
In this work, the effect of interface shock viscosity on the shock induced deformation and
local temperature rise behavior of HTPB-AP EM microstructure were studied. It was shown
that the interface shock viscosity plays an important role in determining the local temperature
Figure 13. (a) HTPB-AP microstructure, (b) normal stress, (c) shear stress and (d)
temperature profile as a function of interface shock viscosity along the selected cross-
section at t=0.006 μs.
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rise within the microstructure and should be included in the simulation models. Experi-
mentally obtained mechanical properties, such as the strain rate dependent constitutive model,
irreversible bilinear cohesive model, interface thermal conductivity and interface shock
viscosity were used to model the shock induced deformation behavior using CFEM.
Temperature maps showed that the HTPB-AP interfaces, in the energetic material, are the
critical positions where the local temperature rise is maximum and are the position where
shock initiation may start. Regions with a high density of particles were found to be more
susceptible to local temperature rise due to the presence of viscoplastic dissipation, as well as
frictional heating. The viscoplastic dissipation were found to be most significant in the HTPB-
AP interface phase. The bulk HTPB showed a lower viscoplastic dissipation than the HTPB-
AP interface phase but is higher than that in the AP particle. The increase in the interface
shock viscosity lead to a decrease in the viscoplastic and frictional dissipation which was
caused by the increasing energy dissipation at the shock front. This resulted in a decrease in
Figure 14. To (a) Viscoplastic and (b) frictional energy dissipation history in the
HTPB-AP microstructure as a function of interface shock viscosity.
Figure 15. (a) Maximum temperature in the microstructure and (b) the hot-spot density
history as a function of interface shock viscosity.
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the maximum temperature achievable within the HTPB-AP microstructure. Finally, a power
law relation between viscoplastic energy dissipation, temperature rise, and the density of the
local temperature rise, as a function of the interface shock viscosity was obtained. The
microstructure in this work was idealized as having a 50% AP particles of circular shape
having radius from 5 to 15 μm. For a more realistic model of the temperature rise and
deformation, a varying shape and density of AP particles needs to be studied.
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