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Abstract
Periodic measures are the time-periodic counterpart to invariant measures for dynamical
systems and can be used to characterise the long-term periodic behaviour of stochastic systems.
This paper gives sufficient conditions for the existence, uniqueness and geometric convergence
of a periodic measure for time-periodic Markovian processes on a locally compact metric space
in great generality. In particular, we apply these results in the context of time-periodic weakly
dissipative stochastic differential equations, gradient stochastic differential equations as well
as Langevin equations. We will establish the Fokker-Planck equation that the density of the
periodic measure sufficiently and necessarily satisfies. Applications to physical problems shall
be discussed with specific examples.
Keywords: periodic measures; Markov processes; existence and uniqueness; geometric er-
godicity; locally Lipschitz; stochastic resonance.
1 Introduction
In existing literature, there are a vast number of results concerning asymptotic behaviour of both
deterministic and stochastic autonomous systems. In particular, there are many powerful results
on the existence and uniqueness of a limiting invariant measure of time-homogeneous Markovian
systems of both finite and infinite dimensions ([DZ96, MT92, Nor98, MSH02, Has12, Hai06, MT09,
Mat03, MT93]). While limiting invariant measure captures the idea that the system “settles” towards
an equilibrium, it does not accommodate for systems that are asymptotically periodic. Needless
to say, the (asymptotic) periodic solution is natural to study and a central branch within the
theory of dynamical systems. However, due to the delicate nature of combining periodicity and
randomness, there is still a gap in literature for asymptotic random periodic behaviour of stochastic
systems. Filling this gap, in [FZ16], the authors defined rigorously periodic measures which play
the role as the time-periodic counterpart of invariant measures. In particular, periodic measures
can characterise asymptotic periodic behaviour for stochastic systems. See also [FLZ17, FWZ16]
for some discussions.
As with invariant measures, periodic measures have both theoretical and practical applications
to physical sciences. In this paper, we establish explicit criteria for the uniqueness and geometric
convergence of a periodic measure for time-periodic Markovian processes applicable to a great
general setting. Our results apply to “periodically forced” stochastic systems which have a range
of applications. We refer readers to [Jun93, ZMJ90] and references therein for examples from
biology and physics. A notable example includes the overdamped Duffing Oscillator which has been
used to model climate dynamics [Nic82, BPSV82] to portray the physical phenomena of stochastic
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resonance. The stochastic resonance model introduced in [BPSV82] offered a reasonable physical
explanation about the peak observed in the power spectrum of paleoclimatic variations in the last
700,000 years at a periodicity of around 105 years. This is in complementary with smaller peaks
at periods of 2 × 104 and 4 × 102 years. The major peak represents dramatic climate change to a
temperature change of 10K in Kelvin scale. Except for the dramatic changes, temperature seems
to oscillate around fixed values. This phenomenon was suggested to be related to variations in
the earth’s orbital parameter which also has a similar periodic pattern of changes [Mil30, HIS76].
Such studies were able to reproduce smaller peaks, but failed to explain the 105-year cycle major
peak. In physics literature, the theory of stochastic resonance for stochastic periodically forced
double well potential provides a mathematical model of the transitions between the two equilibria
interpreted as climates of the ice age and interglacial period respectively [BPSV82, Nic82]. Periodic
forcing corresponds to the annual mean variation in insolation due to changes in ellipticity of the
earth’s orbit, while noise stimulates the global effect of relatively short-term fluctuations in the
atmospheric and oceanic circulations on the long-term temperature behaviour. The transition is
driven by the noise in the system and happens more likely when one of the well is at or near the
highest position and the other one is at the lowest position due to the periodicity. This striking
phenomenon is intuitively correct and agrees with the reality. It is noted that stochastic resonance
occurs for the right set of parameters in the stochastic periodic double well model, suggested by
numerical simulations [GHJM98, MW89, ANMS99, CLRS17]. The concept of periodic measures and
ergodicity ([FZ16]) provides a rigorous framework and new insight for understanding such physical
phenomena.
We will establish the existence and geometric ergodicity of periodic measures for weakly dissip-
ative periodic stochastic differential equations, including the double well problem mentioned above
as an example. The periodic measures give a rigorous description of the equilibria observed by
physicists and the geometric ergodicity gives the convergence to and the uniqueness of the peri-
odic measures. The uniqueness is significant in explaining the transition between the two wells as
otherwise there should be two periodic measures instead of one. However, the current result does
not give the estimate of transition time of 105 years. We will study this problem in a different
publication where we have derived and analysed the Kramers’ equation ([Kra40]) satisfied by the
expected exit time. Here the Kramers’ equation is a parabolic PDE with periodic coefficients while
it is an elliptic PDE in the classical case ([FZZ19]). For autonomous systems with small noise, study
by the large deviation theory ([FW98]) suggests transition would occur at an exponential long time
([Fre00, HIPP13]). In our problem, the noise is not necessarily small.
In [ZZ09], the authors gave a rigorous definition of random periodic solutions, objects which can
be interpreted as the periodic counterpart of stationary solutions. Just as there is an “equivalence”
(possibly on an enlarged probability space) between invariant measures and stationary processes
([Arn98, OO99]), the analogous equivalence between random periodic solution and periodic measures
has been proved in [FZ16]. Specifically, by sampling the random periodic solution, one can construct
a periodic measure. The existence of a random periodic path was shown for semilinear SDEs in
[FZZ11] and [FWZ16]. Numerical approximations of random periodic paths of SDEs were studied
in [FLZ17]. In the case of Markovian random dynamical systems, the equivalence of ergodicity of
periodic measure with the pure imaginary simple eigenvalues of the infinitesimal generator of the
semigroup was established in [FZ16].
In this paper, we establish the existence and uniqueness of a limiting periodic measure for time-
periodic Markov processes on locally compact metric spaces. Moreover, we are interested in the
geometric convergence. The underlying approach leads to the results for SDEs with weakly dissip-
ative drifts by the means of a Lyapunov function and utilising the coupling method [Lin92, Tho00,
MT09, MT92, MT09, MT93] of Markov chains. Then, inspired by techniques from [MSH02, DZ96,
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DZ92, HLT17], we give generally verifiable results in which time-periodic weakly dissipative SDEs,
gradient SDEs and Langevin equations possess a unique (geometric) periodic measure. Coefficients
of these equations are generally non-Lipschitz.
Some of the technical ideas in this paper are motivated also by the Lyapunov function and
discrete Markov chain method in [HL11]. They studied periodic stochastic differential equations with
Lipschitz coefficients and invariant measures of the grid process on multiple integrals of the period.
Since periodic measures were defined some years later after [HL11], the authors were not aware
of periodic measures and their ergodicity in [FZ16], hence were not able to obtain the uniqueness
of periodic measures. An invariant measure can be obtained by lifting the periodic measure on a
cylinder and considering its average over one period. We would like to remark that in this paper,
we require the diffusion coefficient to be non-degenerate. We believe this is a technical requirement
which can be relaxed by a locally non-degenerate condition or Hörmander’s condition. But the
non-degenerate case studied in this paper is already applicable in many physical problems such as
the stochastic periodic double well potential problem. We note the objective of this current work is
to introduce the main ingredients and techniques to attain the existence and uniqueness of periodic
measures rather than being the most general results. We leave the refinement of this paper in
this direction to a later publication. Note that the diffusion of Langevin equation we investigate is
degenerate, but satisfies Hörmander’s condition together with the drift of vector fields.
We expect our approach apply to SPDEs. Our expectation derives from the existing literature
where invariant measures for SPDEs was attained via a coupling method that is similar to ours in
spirit. For instance, in [Mat02, EMS01, KS01, KPS02], the respective authors utilised the coupling
method to attain an invariant measure for the 2D SNS (two-dimensional stochastic Navier-Stokes
equation). In fact, it is shown that the convergence of invariant measure for the 2D SNS equation
is geometric in [HM08]. Other examples includes [Hai06] for a class of degenerate parabolic SPDEs
including the complex Ginzburg-Landau equation and [Mat02] for dissipative SPDEs. We refer
readers to [Mat03] where key aspects to attain invariant measures via the coupling method in the
infinite dimensional setting was discussed.
In the final section, we prove the Fokker-Planck equation for the density of a periodic measure.
We give explicitly a formula for this density for periodically forced Ornstein-Uhlenbeck processes.
2 Preliminaries
We recall some basic definitions, notation and standard results of Markovian processes on locally
compact separable metric space (E,B) where B is the natural Borel σ-algebra and time indices
T = N := {0, 1, .., } or R+. By convention, when T = N, the Markov process is referred as a Markov
chain. The objective of this section is to state important results from time-homogeneous Markov
chain that would be crucial in proving vital results for T -periodic Markovian systems.
Let P : T× T× E × B → [0, 1] be a two-parameter Markov transition kernel. It satisfies
(i) P (s, t, x, ·) is a probability measure on (E,B) for all s ≤ t and all x ∈ E.
(ii) P (s, t, ·, B) is a B-measurable function for all s ≤ t and Γ ∈ B.
(iii) (Chapman-Kolmogorov) For all s ≤ r ≤ t, one has
P (s, t, x,Γ) =
∫
E
P (s, r, x, dy)P (r, t, y,Γ), x ∈ E,Γ ∈ B.
(iv) P (s, s, x,B) = 1Γ(x) for all s ∈ T, x ∈ E and Γ ∈ B.
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For s ≤ t, define linear operators P (s, t) acting on Bb(E), the space of bounded measurable functions
by
P (s, t)f(x) =
∫
E
f(y)P (s, t, x, dy), f ∈ Bb(E), x ∈ E.
We say that P (·, ·) is Feller if for all s ≤ t, P (s, t)f ∈ Cb(E) when f ∈ Cb(E) and strong Feller if
P (s, t)f ∈ Cb(E) when f ∈ Bb(E). For s ≤ t, we define adjoint operator P
∗(s, t) acting on P(E),
the space of probability measures on (E,B) by
(P ∗(s, t)µ) (Γ) =
∫
E
P (s, t, x,Γ)µ(dx), µ ∈ P(E),Γ ∈ B.
It is well-known that P (s, t) and P ∗(s, t) forms a two-parameter semigroup on Bb(E) and P(E)
respectively and satisfies P (s, t) = P (s, r)P (r, t) and P ∗(s, t) = P ∗(r, t)P ∗(s, r). On P(E), we
endow the total variation norm defined by
‖µ1 − µ2‖TV := sup
Γ∈B
|µ1(Γ)− µ2(Γ)|, µ1, µ2 ∈ P(E).
It is easy to show that P ∗(s, t) : (P(E), ‖·‖TV )→ (P(E), ‖·‖TV ) has operator norm ‖P
∗(s, t)‖ = 1.
While many of the convergence results presented here holds in other norms than the total variation
norm (such as f -norms). For clarity and simplicity, we shall only consider convergence in the total
variation norm. Some results only require weak convergence of measures. Hence we occasionally
consider µ ∈ P(E) as a linear functional on Cb(E) by
µ(f) =
∫
E
f(x)µ(dx), f ∈ Cb(E).
And we say µ, ν ∈ P(E) are equal if µ(f) = ν(f) for all f ∈ Cb(E). It is easy to show that
P ∗(s, t)µ(f) = µ(P (s, t)f) for µ ∈ P(E), f ∈ Cb(E) and s ≤ t.
We give the definition of a time-periodic Markov transition kernel. We also introduce the stronger
definition of minimal time-periodic. Note that time-periodic Markov kernels depends on initial and
terminal time.
Definition 2.1. The two-parameter Markov transition kernel P (·, ·, ·, ·) is said to be T -periodic for
some T > 0 if
P (s, t, x, ·) = P (s+ T, t+ T, x, ·), for all x ∈ E, s ≤ t. (2.1)
Moreover, we say P (·, ·, ·, ·) is minimalT -periodic if for every δ ∈ (0, T ) ∩ T
P (s, t, x, ·) 6= P (s+ δ, t+ δ, x, ·), for all x ∈ E, s ≤ t. (2.2)
And we say P (·, ·, ·, ·) is time-homogeneous if
P (s, t, x, ·) = P (0, t− s, x, ·), for all x ∈ E, s ≤ t.
The definition of T -periodic should be clear and intuitive. Observe that minimal T -periodic as-
sumption is stronger. It rules out the possibility of being time-homogeneous and enforces non-trivial
period for every state. Equation (2.1) on the other hand allows states to have trivial period. This
implies results of this paper assuming T -periodic P recovers results for the usual time-homogeneous
case.
As a convention, we denote by P (t) for the time-homogeneous Markov semigroup and P ∗(t)
for its adjoint depending only on the elapsed time 0 ≤ t ∈ T. Specifically for T = N, we denote
P := P (1) and P ∗ := P ∗(1) for the “one-step” semigroup and adjoint semigroup respectively. We
now define our central objects of study characterising stationary and periodic behaviour.
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Definition 2.2. A probability measure π ∈ P(E) is called an invariant (probability) measure with
respect to P (s, t) if
P ∗(s, t)π = π for all s ≤ t.
When P is time-homogeneous, π satisfies P ∗(t)π = π for all t ≥ 0. In particular, when T = N, π
needs only to satisfy the one-step relation P ∗π = π.
Invariant measures has been well-studied for many decades in many general settings. For example
time-homogeneous Markov chains on finite dimensional state space [MT92, Nor98, MT09], and
Markov processes on finite state space [Str05, Nor98], on infinite dimensional state spaces [DZ96].
On the other hand, the formulation of periodic measure below is new and was first formally defined
[FZ16].
Definition 2.3. A measure-valued function ρ : T → P(E) is called a T -periodic (probability)
measure with respect to P (·, ·) if for all 0 ≤ s ≤ t
ρs+T = ρs, ρt = P
∗(s, t)ρs.
Note that periodic measures are invariant measures when the period is trivial. We shall give suf-
ficient conditions to ensure the periodic measure has a minimal positive period. In classic literature,
see [DZ96, Has12, MT92, MT09, Str05, Nor98] for instance, appropriate assumptions yields asymp-
totic convergence of the Markov kernel towards a unique invariant measure. However, these classical
asymptotic results seems to have neglected the possibility of asymptotically periodic behaviour.
While conceptually simple, it seems that asymptotic periodic behaviour was first formally pointed
by Feng and Zhao in [FZ16] and formalised under the definition of periodic measures. Nonetheless,
these limiting invariant measures results can still be utilised for time-periodic Markovian system. We
end this section by quoting without proof two now-classical results for time-homogeneous Markov
chain result taken as special cases from [MT92, MT09]. To state the results, we require the following
definitions.
Definition 2.4. Let P be a one-step time-homogeneous Markov transition kernel. We say that P
satisfies the “minorisation” or “local Doeblin” condition if there exists a non-empty measurable set
K ∈ B, constant η ∈ (0, 1] and a probability measure ϕ such that
P (x, ·) ≥ ηϕ(·), x ∈ K. (2.3)
Definition 2.5. A function V : T×E → R+ is norm-like (or coercive) if V (s, x)→∞ as ‖x‖ → ∞
for every fixed s ∈ T i.e. the level-sets {x ∈ E|V (s, x) ≤ r} are pre-compact for each r > 0.
Lemma 2.6. (Theorem 4.6 [MT92]) Let P be a one-step time-homogeneous Markov transition
kernel and assume there exists a norm-like function U : E → R+, a compact set K ∈ B and ǫ > 0
such that
PU − U ≤ −ǫ on Kc, (2.4)
PU <∞ on K. (2.5)
Then there exists a unique invariant measure π with respect to P . Moreover if P satisfies the local
Doeblin condition (2.3) then the invariant measure is limiting i.e. for any x ∈ E,
‖Pn(x, ·) − π‖TV → 0, as n→∞.
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In literature, conditions (2.4) and (2.5) are typically referred as the Foster-Lyapunov drift criteria
and has the interpretation that the process moves inwards on average when outside the compact set.
AndU is referred as (Foster-)Lyapunov function. Lemma 2.6 is a qualitative result and does not give
any rate of convergence. The following result from [MT92, MT09] gives sufficient condition for a
time-homogeneous Markov chain to possess a unique invariant measure that converges geometrically.
Lemma 2.7. (Theorem 6.3 [MT92], Theorem 15.0.1 [MT09]) Let P be a one-step time-homogeneous
Markovian transition kernel satisfying (2.3). Assume there exists a norm-like function U : E → R+,
α ∈ (0, 1) and β > 0 such that
PU ≤ αU + β on E. (2.6)
Then there exists a unique geometric invariant measure π ∈ P(E) i.e. there exist constants 0 <
R <∞ and r ∈ (0, 1) such that
‖Pn(x, ·)− π‖TV ≤ R(U(x) + 1)r
n, x ∈ E,n ∈ N.
3 Periodic Measures for Time-Periodic Markovian Systems
The aim of this section is to give new results to establish the existence, uniqueness and convergence
of a periodic measure in the general setting of time-periodic Markovian systems on a locally compact
metric space E. We will give sufficient conditions in which a periodic measure to have a minimal
positive period (hence not an invariant measure) for T -periodic Markov processes on Euclidean
space. We start with the following basic existence and uniqueness lemma.
Lemma 3.1. Let P (·, ·, ·, ·) be a two-parameter T -periodic Markov transition kernel. Assume for
some fixed s∗ ∈ T there exists invariant measure ρs∗ with respect to the one-step Markov transition
kernel P (s∗, s∗+T ). Then there exists a T -periodic measure ρ with respect to P (·, ·). If ρs∗ is unique
then ρ is also unique.
Proof. Given ρs∗, define the following measures
ρs := P
∗(s∗, s)ρs∗ , s ≥ s∗. (3.1)
Extend ρs by periodicity for s ≤ s∗. Then it is clear that ρ : T→ P(E) and is easy to show that ρ
is a periodic measure with respect to P (·, ·). Now suppose that ρs∗ is the unique invariant measure
with respect to P (s∗, s∗+T ), we prove ρ is also unique. Suppose there are two T -periodic measures
ρi =
(
ρis
)
s∈T
for i = 1, 2 with respect to P (·, ·). By definition of periodic measures, ρis satisfies
ρis = P
∗(s∗, s)ρ
i
s∗
for s ≥ s∗, hence by the linearity of P
∗
‖ρ1s − ρ
2
s‖TV = ‖P
∗(s∗, s)(ρ
1
s∗
− ρ2s∗)‖TV ≤ ‖P
∗(s∗, s)‖‖ρ
1
s∗
− ρ2s∗‖TV
The result follows by the assumption of uniqueness i.e. ρ1s∗ = ρ
2
s∗ .
Note that, by definition, an invariant measure is always a periodic measure with a trivial period.
For applications, we expect it is important to distinguish periodic measures of minimal positive
period and those of a trivial period. However, it is not immediate whether the periodic measure
constructed in Lemma 3.1 has a trivial period. The distinction can be subtle as periodic coefficients
does not immediately yield a periodic measure with a non-trivial period. For example, let Wt be
a one-dimensional Brownian motion and S is a continuously differentiable T -periodic function and
consider the following SDE
dXt = (−αX
3
t + S(t)Xt)dt+ σdWt, α > 0, σ 6= 0.
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The results from Section 4 of this paper yields the existence and uniqueness of a periodic measure
with a minial positive period. On the other hand, the same SDE with multiplicative linear noise,
dXt = (−αX
3
t + S(t)Xt)dt+XtdWt, α > 0,
has δ0 (Dirac mass at the origin) as both the invariant measure periodic measure with a trivial period
of the system. In fact, for time-homogeneous Markovian systems in general, the time-average of
a periodic measure always yields an invariant measure. This is known for Markovian cocycles in
the general framework of random dynamical systems (RDS); formal statements and proof can be
found in [FZ16]. This means that T -periodic measures and invariant measures coexist for time-
homogeneous Markovian systems. However, for time-inhomogeneous and specifically time-periodic
Markovian systems, invariant measures and periodic measures can be mutually exclusive. Should
the measures be mutually exclusive, this has the important implication that the long term behaviour
is characterised by strictly periodic behaviour. The following proposition gives sufficient condition
in which an invariant measure cannot exist, thus if there exists any periodic measure, it has a
minimal positive period. We only state and prove it for Euclidean state space, it will be apparent
that it can hold in more general spaces.
Proposition 3.2. Let T > 0 and E = Rd and assume P is minimal T -periodic and strong Feller.
Then if there exist periodic measure(s), it has a minimal positive period.
Proof. We prove by contradiction and assume there exists periodic measure with a trivial period
i.e. there exists an invariant measure π ∈ P(Rd). Then it must be that for all fixed δ ≥ 0
P ∗(s, t)π = π = P ∗(s+ δ, t+ δ)π.
By duality and linearity, this is equivalent to
π(P (s, t)f − P (s+ δ, t+ δ)f) = 0, for all f ∈ Cb(R
d). (3.2)
To prove the result, we construct an f ∈ Cb(R
d) such that
π (P (s, t)f − P (s+ δ, t + δ)f) > 0.
By minimal T -periodic assumption (2.2), for every fixed x ∈ Rd, there exists fx ∈ Cb(R
d) such that
P (s, t, x, ·)(fx) 6= P (s + δ, t + δ, x, ·)(fx). Hence, without loss of generality, there exists ǫ > 0 such
that
P (s, t)fx(x)− P (s+ δ, t+ δ)fx(x) > 2ǫ.
For x = (x1, .., xd) ∈ R
d, define the half-open cube of length r > 0 centred at x by
C(x, r) :=
d∏
i=1
[xi − r, xi + r) ∈ B(R
d),
where
∏
denotes the standard Cartestian product of Euclidean space. The (not necessarily strong)
Feller assumption yields that P (s, t)fx ∈ Cb(R
d) and P (s+ δ, t + δ)fx ∈ Cb(R
d) hence there exists
a rx > 0 such that
P (s, t)fx(y)− P (s+ δ, t+ δ)fx(y) > ǫ, for all y ∈ C(x, rx).
Let r := minx rx > 0 and for α = (α1, ..., αd) ∈ Z
d define the half-open cube
Cα =
d∏
i=1
[αir, (αi + 1)r) ∈ B(R
d).
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Clearly {Cα}α∈Zd is a countable disjoint covering of R
d. For every α ∈ Zd, define xα ∈ R
d with
components xi = (αi + 0.5) r for each 1 ≤ i ≤ d i.e. the midpoint of the cube and define the
functions
fα := fxα, α ∈ Z
d.
And define the piecewise continuous functions over all possible tuples
f(x) :=

f(1,0,...,0)(x) if x ∈ C(1,0,...,0),
f(0,1,...,0)(x) if x ∈ C(0,1,...,0),
...
...
fα(x) if x ∈ Cα.
By construction, f ∈ Bb(R
d). Let g := P (s, t)f −P (s+ δ, t+ δ)f . Then g > ǫ and the strong Feller
assumption implies that g ∈ Cb(R
d). Hence for any π ∈ P(Rd), π(g) > 0 contradicting (3.2).
We make the following trivial but important observation. If (Xt)t∈T is a T -periodic Markov
process, then (Zsn)n∈N := (Xs+nT )n∈N is a time-homogeneous Markov chain. This enables the usage
of classical time-homogeneous Markov chain theory that is already well-established. Beyond the
theoretical advantage, this observation is practically important in applications.
We can now discuss ergodicity of time-periodic Markovian systems. Classically, ergodic (time-
homogeneous) Markov processes has the property that the Markov transition kernel converges to
an invariant measure as time tends to infinity. In this sense, the invariant measure characterises
the long-time behaviour of the system. On the other hand, for periodic measure (with a minimal
positive period) cannot be limiting in the same way because the periodic measures evolves over time.
However, it is possible that the Markov transition kernel can converge along integral multiples for T -
periodic Markovian processes. This captures the idea that the periodic measure describes long-time
periodic behaviour of the system. This shall be apparent and rigorously written in the forthcoming
theorem. We remark also that the forthcoming theorem can be regarded as the time-periodic
generalisation of Lemma 2.6.
Theorem 3.3. Let P be a T -periodic Markov transition kernel and assume there exists s∗ ∈ T,
norm-like function Us∗ : E → R
+, a non-empty compact set K ∈ B, ǫ > 0, ηs∗ ∈ (0, 1], ϕs∗ ∈ P(E)
such that
P (s∗, s∗ + T )Us∗ − Us∗ ≤ −ǫ on K
c, (3.3)
P (s∗, s∗ + T )Us∗ <∞ on K, (3.4)
P (s∗, s∗ + T, x, ·) ≥ ηs∗ϕs∗(·), x ∈ K. (3.5)
i.e. (2.3), (2.4) and (2.5) are satisfied for P (s∗, s∗ + T ). Then there exists a unique T -periodic
measure ρ that satisfies all the convergences below.
(i) For any fixed x ∈ E and s ∈ T
‖P (s, s+ nT, x, ·)− ρs‖TV → 0, as n→∞. (3.6)
(ii) For any fixed x ∈ E and s ∈ T, the following “moving” convergence holds,
‖P (s, t, x, ·) − ρt‖TV = 0, as t→∞. (3.7)
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(iii) Allowing for negative initial time, for any fixed x ∈ E, s, t ∈ T, the following pullback conver-
gence holds
‖P (s− nT, t, x, ·)− ρt‖TV = 0 as n→∞. (3.8)
Proof. Since P (s, s+T, ·, ·) is a one-step time-homogeneous Markov kernel for all s ∈ T, by Lemma
2.6, there exists a unique ρs∗ ∈ P(E) with respect to P (s∗, s∗ + T ). Moreover by Lemma 3.1, there
exists a unique periodic measure ρ. To show the convergences, we show that P (s, s + T ) satisfies
(2.3), (2.4) and (2.5) for all s ∈ T. By T -periodicity of P and the semigroup properties of P , observe
that
P (s, s∗)P (s∗, s∗ + T ) = P (s, s∗)P (s∗, s+ T )P (s+ T, s∗ + T ) = P (s, s+ T )P (s, s∗), s ≤ s∗.
Hence applying P (s, s∗) to both sides of (3.3) yields
P (s, s + T )P (s, s∗)Us∗ − P (s, s∗)Us∗ < −ǫ, on K
c.
i.e. Us := P (s, s∗)Us∗ satisfies (2.4) with respect to P (s, s + T ). Analogously, Us satisfies (2.5). It
is easy to verify that Us ≥ 0. We extend Us for all s ∈ T by periodicity. We claim that for any
s ≥ s∗,ηs := ηs∗ ∈ (0, 1] and ϕs := P
∗(s∗, s)ϕs∗ ∈ P(E) satisfies
P (s, s+ T, x, ·) ≥ ηsϕs(·), x ∈ K. (3.9)
i.e. P (s, s+T ) satisfies (2.3). Should this not be the case, then there exists some x ∈ K and Γ ∈ B
such that P (s, s+ T, x,Γ) < ηsϕs(Γ). Then
P (s∗, s)P (s, s+ T, x,Γ) = P (s∗, s+ T, x,Γ) < ηsϕs(Γ),
by applying P (s∗, s) to both sides and Chapman-Kolmogorov equation. However by assumption
(3.5),
ηsϕs(Γ) > P (s∗, s+ T, x,Γ)
= P ∗(s∗ + T, s+ T )P (s∗, s∗ + T, x,Γ)
= ηs∗P
∗(s∗, s)ϕs∗(Γ),
which is a contradiction. We again extend by periodicity for all s ∈ T. Thus, the assumptions of
Lemma 2.6 are satisfied to deduce (3.6) for all s ∈ T. Observe that for t ≥ s+ nT ,
‖P (s, t, x, ·) − ρt‖TV = ‖P
∗(s+ nT, t)P (s, s+ nT, x, ·)− P ∗(s + nT, t)ρs+nT ‖TV
= ‖P ∗(s+ nT, t)P (s, s+ nT, x, ·)− P ∗(s + nT, t)ρs‖TV
≤ ‖P (s, s + nT, x, ·)− ρs‖TV .
Hence (3.7) follows by (3.6), by taking t→∞ followed by n→∞. Using (3.6)., convergence (3.8)
holds due to
P (s−nT, t, x, ·) = P (s, t+nT, x, ·) = P ∗(s+nT, t+nT )P (s, s+nT, x, ·) = P ∗(s, t)P (s, s+nT, x, ·).
We elaborate on the convergences given in Theorem 3.3. The first convergence (3.6) is clear
where the convergence is along integral multiples of the period towards a fixed measure. That is,
ergodicity of the grid chain. Convergence (3.7) extends (3.6) by allowing the convergence to be
9
taken continuously in time. Observe that equation (3.7) captures the idea that long-term behaviour
is characterised by the periodic measure. Note that this convergence is towards a “moving target”
as the periodic measure evolves over time. It is typical in the theory of non-autonomous dynamical
systems [KR11] and RDS (random dynamical systems) [CH16] to study “pullback” convergence.
This is convergence where one takes initial time further and further back in time rather than the
forward time. The advantage is that the convergence will be to a fixed target rather than a moving
one. This is the content of convergence (3.8). In general, (forward) convergence and pullback
convergence do not coincide (see [KR11, CH16] for examples). In this T -periodic case, we see that
the convergences coincide.
Assuming we have a stochastic Lyapunov function for a T -periodic Markovian kernel, Theorem
3.3 gives a limiting periodic measure provided the local Doeblin condition (3.5). The following two
results gives sufficient conditions in which (3.5) holds. We denote for convenience M(E) to be the
space of measures on (E,B).
Proposition 3.4. Let P be a T -periodic Markov transition kernel and assume there exists some
s∗ ∈ T, a non-empty set K ∈ B, ǫ > 0 and Λ ∈ M(E) such that Λ(K) > 0, P (s, t, x, ·) possesses a
density p(s, t, x, y) with respect to Λ and
inf
x,y∈K
p(s∗, s∗ + T, x, y) > 0. (3.10)
Then the local Doeblin condition (3.5) of Theorem 3.3 holds.
Proof. By Theorem 3.3, it suffices to show P (s∗, s∗ + T ) satisfies (2.3) for some s∗ ∈ T. By
assumption that Λ(K) > 0,
η : =
∫
E
inf
x∈K
p(s∗, s∗ + T, x, y)dy
≥
∫
K
inf
x∈K
p(s∗, s∗ + T, x, y)dy
= inf
x,y∈K
p(s∗, s∗ + T, x, y)Λ(K)
> 0.
Clearly, η ∈ (0, 1]. Define for any Γ ∈ B,
ϕ(Γ) :=
1
η
∫
Γ
inf
x∈K
p(s∗, s∗ + T, x, y)dy.
It is easy to verify that ϕ ∈ P(E) and for any x ∈ K and any Γ ∈ B
P (s∗, s∗ + T, x,Γ) =
∫
Γ
p(s∗, s∗ + T, x, y)dy
≥
∫
Γ
inf
x∈K
p(s∗, s∗ + T, x, y)dy
= ηϕ(Γ).
Thereby (2.3) holds with constant η and probability measure ϕ.
In practice, assumption (3.10) in Proposition 3.4 can be difficult to verify as well as being
stronger than required. By assuming the Markov transition kernel possesses a continuous density,
we can relax (3.10). For the forthcoming theorem, we define M+(E) = {µ ∈ M(E)|µ(Γ) >
0, non-empty open Γ ∈ B}. We will make explicit use of the metric d on (E,B) and define
Br(x) := {y ∈ E|d(x, y) < r} to be the open ball of radius r > 0 centred at x ∈ E.
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Theorem 3.5. Let P be a T -periodic Markov transition kernel and assume there exists some s∗ ∈ T,
a non-empty compact set K ∈ B, 0 ≤ r ≤ T and Λ ∈ M+(E) such that P (s, t, x, ·) possesses a
(local) density p(s, t, x, y) with respect to Λ and is jointly continuous on K × K. Assume further
that for any non-empty open set Γ1,Γ2 ⊂ K and x ∈ K
P (s∗, s∗ + r, x,Γ1) > 0, P (s∗ + r, s∗ + T, x,Γ2) > 0. (3.11)
Then the local Doeblin condition (3.5) of Theorem 3.3 holds.
Proof. Fix any y′ ∈ K, by (3.11), then for any non-empty open set Γ ⊂ K,
P (s∗ + r, s∗ + T, y
′,Γ) > 0.
By the existence of a density, there exists z′ ∈ Γ such that
p(s∗ + r, s∗ + T, y
′, z′) ≥ 2ǫ,
for some ǫ > 0. Joint continuity assumption implies there exists r1, r2 > 0 such that
p(s∗ + r, s∗ + T, y, z) ≥ ǫ, for all y ∈ Br1(y
′) ⊂ K, z ∈ Br2(z
′) ⊂ K.
Hence for any Γ ∈ B and y ∈ Br1(y
′),
P (s∗ + r, s∗ + T, y,Γ) =
∫
Γ
p(s∗ + r, s∗ + T, y, z)dz
≥
∫
Γ∩Br2 (z
′)
p(s∗ + r, s∗ + T, y, z)dz
≥ ǫΛ(Γ ∩Br2(z
′)).
By (3.11), we have
P (s∗, s∗ + r, x,Br1(y
′)) > 0, for all x ∈ K.
As p(s∗, s∗ + r, x, y) is a continuous function of x, by dominated convergence theorem, P (s∗, s∗ +
r, x,Γ) is also continuous function of x. Hence, the compactness of K yields
inf
x∈K
P (s∗, s∗ + r, x,Br1(y
′)) ≥ γ′,
for some γ′ > 0. In particular,
inf
x∈K
P (s∗, s∗ + r, x,Br1(y
′)) ≥ γ := min
{
γ′,
1
ǫΛ(Br2(z
′))
}
.
Putting them together via Chapman-Kolmogorov equation, we have for any x ∈ K and Γ ∈ B,
P (s∗, s∗ + T, x,Γ) =
∫
E
P (s∗ + r, s∗ + T, y,Γ)p(s∗, s∗ + r, x, y)dy
≥
∫
Br1(y
′)
P (s∗ + r, s∗ + T, y,Γ)p(s∗, s∗ + r, x, y)dy
≥ ǫΛ(Γ ∩Br2(z
′))
∫
Br1 (y
′)
p(s∗, s∗ + r, x, y)dy
= ǫΛ(Γ ∩Br2(z
′))P (s∗, s∗ + r, x,Br1(y
′))
≥ ǫγΛ(Γ ∩Br2(z
′)).
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Thus, the probability measure
ϕ(·) =
Λ(· ∩Br2(z
′))
Λ(Br2(z
′))
,
and the constant η = ǫγΛ(Br2(z
′)) ∈ (0, 1] collectively satisfy the local Doeblin condition (3.5).
Remark 3.6. Note that in Theorem 3.5, if E is a locally compact metrisable topological group, then
any Haar measure Λ (for which a local density exist and jointly continuous) will suffice.
Similar to Theorem 3.3, we end this section with a theorem for the existence and uniqueness of
a geometric periodic measure. Observe in the theorem that the geometric convergence intrinsically
depends on the initial time and state. This is akin to the autonomous case where the convergence
depends on initial state.
Theorem 3.7. Let P be a T -periodic Markov transition kernel and assume there exists s∗ ∈ T, a
norm-like function Us∗ : E → R
+, a non-empty compact set K ∈ B, ǫ > 0 such that P (s∗, s∗ + T )
satisfies the local Doeblin condition (3.5) and there exist constants α ∈ (0, 1) and β > 0 satisfying
P (s∗, s∗ + T )Us∗ ≤ αUs∗ + β, on E.
Then there exists a unique geometric periodic measure ρ. Specifically, there exists a norm-like
function V : T× E → R+ constants Rs <∞ and rs ∈ (0, 1) such that the following all holds
(i) For any s ∈ T and x ∈ E, we have
‖P (s, s,+nT, x, ·)− ρs‖TV ≤ R(V (s, x) + 1)r
n
s , n ∈ N. (3.12)
(ii) For any s ≤ t, x ∈ E, we have
‖P (s, t, x, ·) − ρt‖TV ≤ Rs(V (s, x) + 1)r
n
s , N ∋ n ≤ ⌊
t− s
T
⌋.
(iii) Allowing for negative initial time, for any s ≤ t, x ∈ E, we have
‖P (s− nT, t, x, ·)− ρt‖TV ≤ Rs(V (s, x) + 1)r
n
s , N ∋ n ≤ ⌊
t− s
T
⌋.
(iv) The periodic measure is uniformly geometric convergence over initial time i.e. there exist
constants R > 0, r ∈ (0, 1) and a norm-like function V : E → R+ such that
‖P (s, s+ nT, x, ·)− ρs‖TV ≤ R(V (x) + 1)r
n, for all x ∈ Rd, s ∈ T, n ∈ N. (3.13)
Proof. Define V (s, x) := P (s, s∗)Us∗(x) for all s ≤ s∗ and extend by periodicity for all s ∈ T. Then
analogous to Theorem 3.3, the function V (s, ·) satisfies (2.6) with respect to P (s, s+ T ). Likewise
from Theorem 3.3, the local Doeblin condition holds. Then (3.12) holds immediately by Lemma 2.7.
Convergence (3.13) is obvious from (3.12) by defining R = sups∈[0,T )Rs, V (x) = sups∈[0,T ) V (s, x)
and r = sups∈[0,T ] rs < 1. The remaining converges are proven in the way as Theorem 3.3.
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4 Time-Periodic Stochastic Differential Equations
4.1 Limiting Periodic Measures
Using the developed theory from Section 3, we apply the results specifically in the context of T -
periodic SDEs evolving on Euclidean state space. In this subsection, we are particularly interested
in results that can be verified to possess a limiting periodic measure. We will study the T -periodic
SDEs with white noises as its source of randomness. We note however that Theorem 3.3 can
accommodate other types of noise. For instance, Höpfner and Löcherbach [HL11] studied at a
periodically forced Ornstein-Uhlenbeck process under the influence of Lévy noise. Generalising to
Lévy noise would be an area of future works and foresee applications to time-periodic financial
models with jumps.
We fix some nomenclature and notation. Non-autonomous refer to SDE coefficients which de-
pend explicitly on time. We always denote by (Rd,B(Rd)) the Euclidean space where B(Rd) denote
the standard Borel σ-algebra on Rd and let 〈·, ·〉 and ‖·‖ to denote the standard inner-product and
norm on Rd. Then we can define Br(y) := {x ∈ R
d| ‖x− y‖ < r} for the open ball of radius r > 0
centred at y. And denote for convenience Br := Br(0). On R
d, we re-use Λ as the Lebesgue measure.
We let GL(Rd) denote the space of invertible d×dmatrices and let L2(R
d) := {σ ∈ Rd×d|‖σ‖2 <∞}
where ‖σ‖2 =
√
Tr(σσT ) =
√∑d
i,j=1 σ
2
ij as the standard Frobenius norm.
We let C1,2(R+ × Rd) denote the space of functions which are continuously differentiable in
the first variable and twice differentiable in the spatial variables and C∞b (Bn) denote the space
of bounded infinitely differentiable real-valued functions on Bn. Functions b : R
+ × Rd → Rd
and σ : R+ × Rd → Rd×d are said to be locally Lipschitz if for any compact set K ⊂ B(Rd)
there exists a constants L = L(K) and M = M(K) such that ‖b(t, x)− b(t, y)‖ ≤ L ‖x− y‖ and
‖σ(t, x) − σ(t, y)‖2 ≤ M ‖x− y‖2 for x, y ∈ K. They are (globally) Lipschitz if K = E. We say
that σ has linear growth if there exists a constant C > 0 such that
‖σ(t, x)‖22 ≤ C(1 + ‖x‖
2), t ∈ R+, x ∈ Rd. (4.1)
Define for ease, ‖σ‖∞ := sup(t,x)∈R+×Rd‖σ(t, x)‖2 and say σ is bounded with bounded inverse if
max{‖σ‖∞, ‖σ
−1‖∞} <∞. (4.2)
For tuple α = (α0, α1, ..., αd) ∈ N
d+1, define the partial derivatives ∂α = ∂
|α|
∂
α0
t ∂
α1
x1
···∂
αd
xd
where |α| =∑d
i=0 αi. We say that the functions b : R
+ × Rd → Rd and σ : Rd → Rd×d are locally smooth and
bounded if for all n ∈ N
σij ∈ C
∞
b (Bn), 1 ≤ i, j ≤ d, (4.3)
and
b(t, x) + ∂αb(t, x) bounded on R+ ×Bn, α ∈ N
d+1, |α| = d. (4.4)
Note that (4.3) and (4.4) imply the respective functions are locally Lipschitz. Whenever we assume
(4.3), we always demand that σ is a function of spatial variables only.
We study Markov processes Xt = X
s,x
t satisfying T -periodic SDEs of the form{
dXt = b(t,Xt)dt+ σ(t,Xt)dWt,
Xs = x.
(4.5)
Here x ∈ Rd, T > 0 and functions b ∈ C(R+ × Rd,Rd) and σ ∈ C(R+ × Rd, GL(Rd)) are both
T -periodic i.e.
b(t, ·) = b(t+ T, ·), and σ(t, ·) = σ(t+ T, ·),
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and Wt is a d-dimensional Brownian motion on the probability space (Ω,F ,P). The infinitesimal
generator of (4.5), L(t) given by
L(t)f(t, x) = ∂tf(t, x)+
d∑
i=1
bi(t, x)∂if(t, x)+
1
2
d∑
i,j=1
(
σσT
)
ij
∂2ijf(t, x), f ∈ C
1,2(R+×Rd). (4.6)
We used the short hand notation Ps,x and Es,x for the associated probability measure and expect-
ation respectively for the process starting at (s, x) ∈ R+ × Rd. When a unique solution exists, one
can define the Markov transition kernel
P (s, t, x,Γ) := Ps,x(Xt ∈ Γ), s < t,Γ ∈ B. (4.7)
A unique solution exists when the Markov process Xt is regular i.e. for any (s, x) ∈ R
+ ×Rd,
P
s,x{τ =∞} = 1, (4.8)
where
τ := lim
n→∞
τn, τn := inf
t≥s
{‖Xt‖ ≥ n}, n ∈ N.
Using Proposition 3.4 and Theorem 3.5, we give sufficient conditions in which the T -periodic
Markov kernel P (s, s+ T, ·, ·) of an SDE satisfies the local Doeblin condition (3.9). Specifically, we
sufficiently show (local) irreducibility and existence of a jointly continuous density with respect to
the Lebesgue measure Λ (a Haar measure on the Rd, see Remark 3.6). It is possible to show both
properties simultaneously. For instance, heat kernel estimates such as the classical one by Aronson
[Aro67] sufficiently implies the Proposition 3.4 for non-autonomous SDEs with bounded drift and
non-degenerate bounded diffusion.
Relaxing the non-degeneracy and boundedness assumption of [Aro67], it is well-known that
autonomous SDEs satisfying (4.8) and Hörmander’s condition possesses a smooth density (globally
with respect to Λ) for the Markov transition kernel [Mal78, Hör85, RW00]. However it is generally
insufficient to yield irreducibility i.e. Hörmander’s condition does not imply the process can reach
any given non-empty open set with positive probability. We refer readers to Remark 2.2 of [Hai11] for
a counterexample. This suggests some degree of non-degeneracy is required to imply irreducibility.
We emphasise that in existing literature, Hörmander’s condition is often applied for autonomous
SDEs with relatively few existing results for the non-autonomous case. Observe also that Theorem
3.5 requires density of the transition kernel to exist locally rather than globally. Recent advances by
Höpfner, Löcherbach and Thieullen gave the existence of a smooth local density of non-autonomous
SDEs under a time-dependent Hörmander’s condition in [HLT17].
Since the intention of this paper is to introduce main ideas and approach to deduce the existence
and uniqueness of periodic measures, we shall show (global) irreducibility under the assumption that
the diffusion matrix and its inverse are bounded and utilise the results of [HLT17] for a local density.
It will be the subject of future works to generalise the results in the direction of local time-dependent
Hörmander’s condition and relaxing the non-degeneracy assumption to attain a local irreducibility.
Consider the following associated control system to (4.5){
dZt = ϕ(t)dt+ σ(t, Zt)dWt, t ≥ s,
Zs = x,
(4.9)
for some bounded adapted process ϕ : R+ → Rd. Inspired by the irreducibility argument of [DZ96],
we have the following lemma:
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Lemma 4.1. Assume b and σ are locally Lipschitz and moreover σ satisfies (4.1) and (4.2). Assume
further that there exists a norm-like function V and constant c > 0 such that
L(t)V ≤ cV. (4.10)
Let Xt = X
s,x
t and Zt = Z
s,x
t satisfy (4.5) and (4.9) respectively. Then the laws of Xt and Zt are
equivalent.
Proof. By Theorem 3.5 of [Has12], locally Lipschitz coefficients and (4.10) yields that Xt exists and
is unique. Since ϕ is a bounded adapted process and σ is locally Lipschitz with linear growth, by
Theorem 3.1 of [Mao07], Zt also exists and is unique. Set τn = inft≥s{‖Zt‖ ≥ n}, Z
n
t = Zt∧τn and
P
n(dω) = P(dω)Mnt ,
where
Mnt = exp
(
−
1
2
∫ t∧τn
s
α2(r)dr −
∫ t∧τn
s
α(r)dWr
)
,
and α(r) = σ−1(r, Zr)[ϕ(r)−b(r, Zr)]. It is clear that α(r) is bounded for s ≤ r ≤ τn, hence Novikov
condition is satisfied. Then Girsanov theorem implies
W˜ nt = Wt +
∫ t
s
α(r)dr
is a Brownian motion on Rd under the probability measure Pn. It is clear that dW˜ nr = dWr+α(r)dr
and ϕ(t) = σ(t, Zt)α(t) + b(t, Zt) so
Znt = x+
∫ t∧τn
s
ϕ(r)dr +
∫ t∧τn
s
σ(r, Znr )dWr
= x+
∫ t∧τn
s
[σ(r, Znr )α(r) + b(r, Z
n
r )] dr +
∫ t∧τn
s
σ(r, Znr )
[
dW˜ nr − α(r)dr
]
= x+
∫ t∧τn
s
b(r, Znr )dr +
∫ t∧τn
s
σ(r, Znr )dW˜
n
r .
i.e. Znt is a solution of (4.5) on (Ω,F ,P
n). As the law of the solution does not depend on the choice
of probability space, we have that
P(Xnt ∈ Γ) = P
n(Znt ∈ Γ), Γ ∈ B(R
d).
As P and Pn are equivalent, the laws of Xnt and Z
n
t are equivalent. This implies that
P
n(τn > t) = P
n
(
sup
s≤r≤t
‖Zr‖ ≤ n
)
= P
(
sup
s≤r≤t
‖Xr‖ ≤ n
)
→ 1 as n→∞.
Define
Mt = exp
(
−
1
2
∫ t
s
α2(r)dr −
∫ t
s
α(r)dWr
)
.
Then
E[Mt] ≥ E[M
n
t I{τn>t}] = P
n(τn > t)→ 1 as n→∞.
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Moreover, we can prove that P(τn > t) → 1 as n → ∞. This suggests from Borel-Cantelli Lemma
that there is a subsequence nk such that τnk →∞ almost surely where nk →∞ as k →∞. Thus
Mnkt →Mt, as k →∞
almost surely. Now, by Fatou’s lemma
lim
k→∞
E [Mnkt ] ≥ E
[
lim
k→∞
Mnkt
]
= E[Mt],
and E[Mnkt ] = 1 for each k sinceM
nk
t is a martingale. So E[Mt] ≤ 1. Thus, we have that E[Mt] = 1.
Now we apply Girsanov theorem [DZ92] to yield that
W˜t = Wt +
∫ t
s
α(r)dr
is a Brownian motion on Rd under the probability measure P˜ where P˜(dω) = P(dω)Mt. As before,
Zt = x+
∫ t
s
ϕ(r)dr +
∫ t
s
σ(r, Zr)dWr = x+
∫ t
s
b(r, Zr)dr +
∫ t
s
σ(r, Zr)dW˜r
is a solution to (4.5) on (Ω,F , P˜). As the law of the solution does not depend on the choice of
probability space, we have that
P(Xt ∈ Γ) = P˜(Zt ∈ Γ), Γ ∈ B(R
d).
As P and P˜ are equivalent, the laws of Xt and Zt are equivalent.
Theorem 4.2. Consider SDE (4.5) and assume the same conditions as Lemma 4.1. Then the
Markov transition kernel P (s, t, ·, ·) for s < t <∞ is irreducible i.e. P (s, t, x,Γ) > 0 for all x ∈ Rd
and non-empty open Γ ∈ B(Rd).
Proof. By Lemma 4.1, as P and P˜ are equivalent, it is sufficient to show that for any δ > 0 and
x, a ∈ Rd that
P(‖Zs,xt − a‖ < δ) > 0.
We consider the auxiliary system {
dYt = σ(t, Yt)dWt,
Ys = x.
(4.11)
Since σ is Lipschitz, then (4.11) has a unique solution Yt satisfying
Yt = x+
∫ t
s
σ(r, Yr)dWr. (4.12)
For u ∈ [s, t), R > 0 and a˜ ∈ Rd all to be chosen later, pick a bounded function f : [u, t]×Rd → Rd
such that f is Lipschitz and
f(r, y) =
{
0 if ‖y‖ > 2R,
a˜−y
t−u if ‖y‖ ≤ R.
Define the integral
I1(y) = y +
∫ t
u
f(r, y)dr, y ∈ Rd.
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Observe that if ‖y‖ ≤ R,
I1(y) = y +
1
t− u
∫ t
u
(a˜− y)dr = a˜. (4.13)
Set
ϕ(r) =
{
0 if r ∈ [s, u),
f(r, Yu) if r ∈ [u, t].
Then it is clear that Zs,xr = Yr for r ∈ [s, u). Hence, by sample-path continuity of Yt, Zt can be
represented as an initial-valued SDE in terms of Yu namely
Zs,xt = Yu +
∫ t
u
f(r, Yu)dr +
∫ t
u
σ(r, Zr)dWr.
Let I1 = I1(Yu) and I2 =
∫ t
u
σ(r, Zr)dWr. Then Z
s,x
t = I1 + I2. Choose any fixed a˜ ∈ R
d such that
‖a− a˜‖ ≤
δ
3
.
Suppose the events {I1 = a˜} and {‖I2‖ ≤
δ
3} holds then
‖Zs,xt − a‖ = ‖(I1 − a˜) + (I2 + a˜− a)‖ ≤ ‖I2‖+ ‖a˜− a‖ ≤
2
3
δ.
Hence
P (‖Zs,xt − a‖ ≤ δ) ≥ P (I1 = a˜ and ‖I2‖ ≤
δ
3
) ≥ P (I1 = a˜)− P
(
‖I2‖ >
δ
3
)
, (4.14)
where we used the elementary inequality P(A ∩B) ≥ P(A)− P(Bc) for any event A,B ∈ F . Thus
the proof is complete provided the right hand side of inequality (4.14) is positive. By Chebyshev’s
inequality and Itô’s isometry,
P
(
‖I2‖ >
δ
3
)
≤
9
δ2
E[‖I2‖
2] ≤
9
δ2
∫ t
u
‖σ(r, Zr)‖
2dr ≤
9
δ2
(t− u)‖σ‖2∞.
Hence, one can fix a u ∈ [s, t) such that
P
(
‖I2‖ >
δ
3
)
≤
1
4
.
Similarly, for the fixed u and any R > 0, from (4.12) we have
P(‖Yu‖ > R) ≤
1
R2
E[‖Yu‖
2] =
1
R2
(
‖x‖2 + ‖
∫ s
u
σ(r, Yr)dr‖
2
)
≤
1
R2
[
‖x‖2 + ‖σ‖2∞(u− s)
2
]
.
Hence one can fix a sufficiently large R > 0 such that
P(‖Yu‖ ≤ R) ≥
3
4
. (4.15)
By (4.13), we have the inclusion {‖Yu‖ ≤ R} ⊂ {I1 = a˜}. Hence by (4.15)
P(I1 = a˜) ≥ P(‖Yu‖ ≤ R) ≥
3
4
.
The proof is complete by the following inequality for irreducibility
P(‖Zs,xt − a‖ ≤ δ) = P (I1 = a˜)− P
(
‖I2‖ >
δ
3
)
≥
3
4
−
1
4
=
1
2
.
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In the next theorem, we apply Theorem 1 of [HLT17] to attain a smooth density of trans-
ition probabilities in extension of classical results by Aronson [Aro67] for parabolic equations with
bounded time-dependent coefficients. We assume that σ is time-independent as in [HLT17]. It would
be of future works to study the possible generalisation of Theorem 1 of [HLT17] for T -periodic σ.
Theorem 4.3. Consider SDE (4.5) and assume the same conditions as Lemma 4.1. Assume that
(4.3) and (4.4) holds. Assume further that there exists a compact set K ∈ B(Rd) such that (3.3)
and (3.4) hold. Then the results of Theorem 3.3 hold.
Proof. The invertibility of σ implies linear independent columns hence our collective assumptions
satisfy Theorem 1 of [HLT17]. Hence there exists a smooth density p(s, t, x, y) with respect to Λ.
Then using Theorem 4.2, we have that Theorem 3.5 holds. Hence the assumptions of Theorem 3.3
are satisfied.
4.2 Geometric Ergodicity of Periodic Measures
In the previous section, we studied limiting periodic measures in a qualitative manner. We extend
this for geometrically ergodic periodic measures. That is, the convergence towards the periodic
measure is exponentially fast. We recall the geometric drift condition for SDE.
Definition 4.4. The SDE (4.5) is said to satisfy the geometric drift condition if there exists a
function V ∈ C1,2(R+ × Rd,R+) and constants C ≥ 0 and λ > 0 such that
L(t)V ≤ C − λV on R+ × Rd, (4.16)
where L(t) is given by (4.6).
Note that if (4.16) is satisfied then the SDE is regular. Specifically, since V ≥ 0 and L(t)[const] =
0, it is easy to see that
L(t)(V + 1) ≤ C − λV ≤ C ≤ C(V + 1),
hence the regularity condition (4.10) is satisfied.
Using the geometric drift condition, we give one of the main results on the existence, uniqueness
and geometric ergodicity of a periodic measure. It is worth noting that if the SDE coefficients
have a trivial period, then the theorem recovers known results of invariant measures. Hence, the
results here presented can be regarded as time-periodic generalisations of such theorems of invariant
measures for autonomous SDEs.
Theorem 4.5. Assume T -periodic SDE (4.5) coefficients satisfies (4.1), (4.2), (4.3) and (4.4).
Assume further that there exists a T -periodic norm-like V ∈ C1,2(R+ × Rd,R+) satisfying the
geometric drift condition (4.16). Then Theorem 3.7 follows.
Proof. By Itô’s formula and the regularity of V , one has
d
(
eλtV (t,Xt)
)
= eλt(λV + L(t)V )dt+ eλt〈∇V, σdWt〉,
hence by the geometric drift condition
V (t,Xt) = e
−λ(t−s)V (s,Xs) +
∫ t
s
e−λ(t−r)(λV + L(r)V )dr +
∫ t
s
e−λ(t−r)〈∇V, σdWr〉
≤ e−λ(t−s)V (s,Xs) +
C
λ
(
1− e−λ(t−s)
)
+
∫ t
s
e−λ(t−r)〈∇V, σdWr〉. (4.17)
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By (4.8) and the regularity of V ,
∫ t
s
eλ(t−r)〈σT (r,Xr)∇V (r,Xr), dWr〉Rd is a martingale. Hence
E
s,x[V (t,Xt)] ≤ e
−λ(t−s)V (s, x) +
C
λ
(1− e−λ(t−s)) s ≤ t. (4.18)
Specifically,
E
s,x[V (s+ T,Xs+T )] ≤ e
−λTV (s, x) +
C
λ
(1− e−λT ). (4.19)
Define the functions Us(·) := V (s, ·) ≥ 0. Since V is T -periodic, we have that (4.19) is equivalent
to
P (s, s + T )Us(x) ≤ e
−λTUs(x) +
C
λ
(1− e−λT ) (4.20)
That is to say (2.6) is satisfied for each s ≥ 0. Subtracting Us(x) from (4.20) yields
P (s, s+ T )Us(x)− Us(x) ≤ (1− e
−λT )
(
C
λ
− Us(x)
)
.
Since Us is norm-like assumption, define for ǫ > 0
K =
⋂
s∈[0,T ]
Ks, where Ks :=
{
x ∈ Rd|Us(x) ≤
C
λ
+
ǫ
1− e−λT
}
.
For sufficiently large ǫ, K is non-empty compact set. Since the SDE is regular, the same proof from
Theorem 4.3 implies that Theorem 3.5 holds i.e. P (s, s+T, x, ·) satisfies the local Doeblin condition
for each s ≥ 0. Thus the conditions of Theorem 3.7 are met.
Theorem 4.5 depends crucially on finding a suitable Foster-Lyapunov function V . Dissipative
SDEs are special cases where the Euclidean norm is a such Foster-Lyapunov function. This has
the advantage that it can be simpler to verify that the geometric drift condition is satisfied. The
definition of dissipativity below coincides with that of Hale [Hal10] when the SDE is deterministic
(σ = 0).
Definition 4.6. SDE (4.5) is weakly dissipative if there exists constants c, λ > 0 such that
2〈b(t, x), x〉 ≤ c− λ‖x‖2 on R+ × Rd, (4.21)
and dissipative if c = 0.
Corollary 4.7. Assume T -periodic SDE (4.5) coefficients satisfies (4.1), (4.2), (4.3) and (4.4) and
is weakly dissipative. Then Theorem 3.7 holds.
Proof. By Theorem 4.5, it suffices to show V (t, x) = ‖x‖2 satisfies the geometric drift condition.
We compute that
L(t)‖x‖2 = 〈b(t, x), x〉 +
d∑
i,j
aii(t, x) ≤ c− λ‖x‖
2 + ‖σ‖∞.
i.e. ‖x‖2 satisfies the geometric drift condition with C = c+ ‖σ‖∞ and same λ from (4.21).
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Theorem 4.8. Consider T -periodic SDE (4.5) with σ satisfying (4.1), (4.2) and (4.3) and drift
b(t, x) =

∑2p1−1
k=0 S
1
k(t)x
k
1
...∑2pd−1
k=0 S
d
k(t)x
k
d
 ,
where {pi}
d
i=1 ∈ N\{0}, {S
i
k}
k=1...2pi−2
i=1...d are continuously differentiable T -periodic functions and
constants Si2pi−1 < 0 . Then Theorem 4.5 holds.
Proof. Clearly b satisfies (4.4). Hence by Corollary 4.7, it suffices to show that the SDE is weakly
dissipative. We compute that
〈b(t, x), x〉 =
d∑
i=1
2pi∑
k=1
Sikx
k
i .
For each fixed 1 ≤ i ≤ d,
∑2pi
k=1 S
i
kx
k
i is an even degree polynomial with leading negative coefficient.
By assumption, {Sik} are all bounded hence, fixing a λ ∈ (0,−mini S
i
2pi−1
), define the constants
c˜i := sup
xi∈R,t∈[0,T ]
(
2pi∑
k=1
Sikx
k
i + λx
2pi
i
)
<∞, ci := c˜i + sup
xi∈R
λ
(
x2i − x
2pi
i
)
<∞,
then we deduce the SDE is weakly dissipative by
〈b(t, x), x〉 ≤
d∑
i=1
(
c˜i − λx
2pi
i
)
≤
d∑
i=1
(
ci − λx
2
i
)
=
d∑
i=1
ci − λ‖x‖
2.
As it would be more apparent in the next section of gradient SDEs, Theorem 4.8 has many
physical applications. They model multi-stable systems such as modulated Josephson-junctions
systems, superionic conductors, excited chicken hearts to the dithered ring lasers as well as other
laser systems. We refer to [ZMJ90] and references therein for further details of these applications.
We give two specific examples of Theorem 4.8. First, we consider periodically forced mean-
reverting Ornstein-Uhlenbeck processes. In this example, we compute the density of the process,
periodic measure and the exponential convergence rate explicitly. While the computations are
straightforward, it appears that the periodic measure and its geometric convergence for this system
has not been previously noted in literature. The classical Ornstein-Uhlenbeck process is mean-
reverting and has a geometric invariant measure. This contrasts with periodically forced Ornstein-
Uhlenbeck processes which does not have limiting invariant measure. Instead, the system has a
limiting periodic measure and mean-reverting to a periodic mean. We expect this to be useful for
systems possessing periodic mean reversion due to factors such as seasonality.
Example 4.9. Consider the following multidimensional Ornstein-Uhlenbeck equation
dXt = (S(t)−AXt) dt+ σdWt, (4.22)
where A = M−1DM ∈ Rd×d for some M ∈ GL(Rd) and D = diag(λ1, · · ·, λd) is a diagonal matrix
with positive eigenvalues {λn}
d
n=1, σ ∈ GL(R
d) and S(t) : R+ → Rd be a T -periodic continuously
differentiable function. By applying Itô’s formula on etAXt or by a variation of constants formula,
we have
Xt = e
−(t−s)AXs +
∫ t
s
e−(t−r)AS(r)dr +
∫ t
s
e−(t−r)AσdWr t ≥ s. (4.23)
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Observe that ξ(t) :=
∫ t
−∞ e
−A(t−r)S(r)dr satisfies ∂r(e
Arξ) = eArS(r) and is continuous and T -
periodic. Then
J(s, t) : =
∫ t
s
e−(t−r)AS(r)dr = ξ(t)− e−(t−s)Aξ(s). (4.24)
By the T -periodicity of ξ, it is clear limt→∞ J(s, t) does not converge. Instead, it converges along
integral multiples of the period in the following way: let Id be the identity matrix on Rd and define
ξn(s) := J(s, s+ nT ) = (Id− e
−nTA)ξ(s), n ∈ N,
Then ξ(s) = limn→∞ ξn(s). We shall see ξ(s) as the “long term periodic mean”. From (4.23), it is
easy to see that Xt is normally distributed. Specifically, we can compute
E
s,x[Xt] = e
−(t−s)Ax+ J(s, t).
Since A = M−1DM then e−(t−r)A = M−1e−(t−r)DM , thus denoting N = Mσ, component-wise, we
have (e−(t−r)DNdWr)i = e
−(t−r)λi
∑d
k=1NikdW
k
r . Hence by independence of Brownian motion and
properties of Itô’s inner-product, we have
Cij(s, t) := E
s,x
[(∫ t
s
(e−(t−r)DNdWr)i
)(∫ t
s
(e−(t−r)DNdWr)j
)]
=
d∑
k,k′=1
NikNjk′E
s,x
[(∫ t
s
e−(t−r)λidW kr
)(∫ t
s
e−(t−r)λjdW k
′
r
)]
=
d∑
k=1
NikNjkE
s,x
[∫ t
s
e−(t−r)(λi+λj)dr
]
=
(MσσTMT )ij
λi + λj
(
1− e−(t−s)(λi+λj)
)
.
Hence the covariance matrix Cov(Xt|Xs = x) := E
s,x[XtX
T
t ] − E
s,x[Xt]E
s,x[XTt ] = M
−1C(s, t)M ,
where C(s, t) has entries Cij(s, t) as defined above. Thus, denoting N for the multivariate normal
distribution, the Markov transition kernel of (4.22) is given by
P (s, t, x, ·) = N
(
e−(t−s)Ax+ J(s, t),M−1C(s, t)M
)
(·), (4.25)
Since limt→∞ J(s, t) does not converges (for any fixed s), (4.25) does not converge. This implies
there does not exist a limiting invariant measure for this periodically forced Ornstein-Uhlenbeck
process. This contrasts with the classical Ornstein-Uhlenbeck process (when S(t) = const), where
one often take t→∞ to yield a (unique) limiting invariant measure. On the other hand, for every
fixed s, along integral multiple of the period i.e. t = s+ nT , one has directly from (4.25)
P (s, s+ nT, x, ·) = N
(
e−nTAx+ ξn(s),M
−1C(s, s+ nT )M
)
(·)
→ N
(
ξ(s),M−1CM
)
(·) =: ρs(·), (4.26)
as n→∞ where C is the matrix with entries Cij =
(MσσTMT )ij
λi+λj
. That is to say that the long-time
behaviour is characterised by ρs for every fixed s ≥ 0. Since ξ is T -periodic, ρ is also T -periodic.
Moreover, it easy to explicitly verified that ρ is periodic measure of the system. It is worth noting
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that for every s, supp(ρs) = R
d and that the periodic measure (4.26) is unique. This contrasts
with the time-homogeneous Markovian systems, where the uniqueness of periodic measure (if exist)
holds only if it is supported by disjoint Poincaré sections [FZ16].
The above calculations gives the existence and uniqueness of a periodic measure. However, it
does not immediately give a convergence rate. For simplicity, we show the convergence and its rate
for the one-dimensional case. We first recall that the Kullback-Leibler divergence, DKL(·||·), is pre-
metric on P(Rd). Let P,Q ∈ P(Rd) with densities p, q ∈ L1(Rd) respective, the Kullback-Leibler
divergence can be defined by
DKL(P ||Q) : =
∫
Rd
p(x) log
(
p(x)
q(x)
)
dx.
For vectors µi ∈ R
d and matrices σi ∈ GL(R
d) where i = 1, 2, we have specifically the following
explicit expression for normal densities.
DKL(N (µ1, σ1)||N (µ2, σ2)) =
1
2
(
Tr(σ−12 σ1) + (µ2 − µ1)
Tσ−12 (µ2 − µ1)− d+ ln
(
det(σ2)
det(σ1)
))
.
Moreover, Pinsker’s inequality states
‖P −Q‖2TV ≤
1
2
DKL(P ||Q), P,Q ∈ P(E).
We recall the elementary identity ln(1 − y) = −
∑∞
k=1
yk
k
for any fixed y ∈ (−1, 1). Hence, the
following elementary inequality holds by a geometric sum
−(y + ln(1− y)) =
∞∑
k=2
yk
k
≤
y
2
∞∑
k=1
yk ≤
y
2
1
1− y
, y ∈ (0, 1).
Now, since both ρs+t and P (s, s,+t, x, ·) are normally distributed, by Pinsker’s inequality and (4.24),
for all t ≥ δ and for any fixed δ > 0, x ∈ Rd
‖P (s, s + t, x, ·)− ρs+t‖
2
TV ≤
1
2
DKL(P (s, s + t, x, ·)||ρs+t)
=
1
4
(
1− e−2tA +
(ξ(s+ t)− e−tAx− J(s, s+ t))2
σ2/2α
− 1− ln(1− e−2tA)
)
=
1
4
(
e−2tA(ξ(s)− x)2
σ2/2α
+
1
2
e−2tA
1− e−2tA
)
≤
e−2tA
σ2
A
2
(
(ξ(s)− x)2 +
σ2
4A
1
1− e−2δA
)
.
Deducing indeed the convergence is geometric. We go a little further solely to align with Theorem
4.5. For every fixed s ∈ [0, T ) and for any fixed γ > 0, there exists a constant rs = rs(γ) > 0 such
that
(x− ξ(s))2 − (1 + γ)x2 = −2ξ(s)x+ ξ2(s)− γx2 ≤ rs.
Hence (x− ξ(s))2 ≤ (1 + γ)x2 + rs. Define Rs := max
{
1 + γ, rs +
σ2
4A
1
1−e−2Aδ
}
> 1, then
‖P (s, s+ t, x, ·)− ρs+t‖
2
TV ≤
e−2At
σ2
A
2
Rs
(
x2 + 1
)
≤ e−2At
(√
α
2
Rs
σ
)2 (
x2 + 1
)2
,
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where we trivially squared the last two terms. Specifically by letting t = nT , we have geometric
ergodicity of the grid chain
‖P (s, s+ nT, x, ·)− ρs‖
2
TV ≤ e
−2nTA
(√
A
2
Rs
σ
)2 (
x2 + 1
)2
, n ∈ N.
For computationally inclined readers, we give explicit formula for ξt in the one dimensional case.
Multidimensional case can be computed similarly. By Fourier Series, for any S ∈ L2[0, T ], S can be
represented by
S(t) =
A0
2
+
∞∑
n=1
An cos
(
2nπ
T
t− nπ
)
+Bn sin
(
2nπ
T
t− nπ
)
,
with the usual Fourier coefficients for n ∈ N\{0}
An =
2
T
∫ T
0
S(t) cos
(
2nπ
T
t− nπ
)
dt, Bn =
2
T
∫ T
0
S(t) sin
(
2nπ
T
t− nπ
)
dt.
It is trivial to see ξ0 :=
1
A
A0
2 satisfies ∂t(e
Atξ0) =
A0
2 e
tA. Similarly,
ξcosn (t) :=
1
A
T 2 cos
(
nπ − 2npi
T
t
)
− 2nπT sin
(
nπ − 2npi
T
t
)
4π2n2 + T 2
satisfies ∂t(e
tAξcosn (t)) = e
tA cos
(
2npi
T
t− nπ
)
and
ξsinn (t) := −
1
A
T 2 sin
(
nπ − 2npi
T
t
)
+ 2nπT cos
(
nπ − 2npi
T
t
)
4π2n2 + T 2
satisfies ∂t(e
tAξsinn (t)) = e
tA sin
(
2npi
T
T − nπ
)
. Clearly ξcosn and ξ
sin
n are both T -periodic and ξ(t) :=
ξ0 +
∑∞
i=1Anξ
cos
n (t) + Bnξ
sin
n (t) is the desired T -periodic continuous (hence) bounded function
satisfying ∂t(e
tAξ) = etAS.
Example 4.10. The stochastic overdamped Duffing Oscillator has many physical applications in-
cluding the phenomena of stochastic resonance in climate dynamics modelling of ice age [BPSV82,
Nic82, Jun93] as mentioned in details in the introduction. We also expect applications to periodically-
forced model of price dynamics in the financial markets akin to [LM18] with a similar interpretation.
The Duffing Oscillator is given by
dXt =
[
−X3t +Xt +A cos(ωt)
]
dt+ σdWt, (4.27)
where A,ω ∈ R and σ 6= 0 are parameters. In the Benzi-Parisi-Sutera-Vulpiani climate change
stochastic resonance model, ω = 2π/105 and the two stable equilibrium climates are distanced
by 10K. The stochastic differential equation (4.27) is a normalised equation of the Benzi-Parisi-
Sutera-Vulpiani model. According to Corollary 4.7, there exists a unique periodic measure which is
geometric ergodic.
Remark 4.11. Through the theory of non-autonomous RDS, [CLRS17] gave the existence and
uniqueness of the periodic measure for (4.27) in one dimension. Note that Theorem 4.8 goes further
than [CLRS17] to infer that the convergence is actually geometric. Moreover, Theorem 4.8 gives
the other types of converges presented in Theorem 3.7. To our knowledge, this paper contains the
first proof of the geometric ergodicity of the stochastic overdamped Duffing Oscillator. We note
also that the approach we have taken works in multidimensional case and is completely different to
the that of [CLRS17]. As mentioned in the introduction, we expect our approach can be extended
to the infinite dimensional setting of SPDEs.
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4.2.1 Gradient Systems
In this section, we give results for the existence and uniqueness of geometric periodic measures for
stochastic T -periodic gradient systems. These are SDEs of the form
dXt = −∇V (t,Xt)dt+ σ(Xt)dWt, (4.28)
where V ∈ C1,2(R+×Rd) is T -periodic, ∇ = (∂1, · · ·, ∂d) is the spatial gradient operator, Wt denotes
a d-dimensional Brownian motion and σ : Rd → Rd×d. Note that the T -periodicity of V implies the
T -periodicity of ∇V is T -periodic hence the gradient SDE (4.28) is T -periodic.
Gradient systems arise naturally in physical applications, where V is referred to as the potential
function [Gar09, MSH02, Pav14]. Indeed examples of T -periodic gradient systems, includes the
periodic forced Ornstein-Uhlenbeck from Example 4.9 derived from V (t, x) = α2
(
x− S(t)
α
)2
and
the Duffing Oscillator from Example 4.10 derived from double-well potential V (t, x) = 14x
4− 12x
2+
A cos(ωt)x. In fact, it is easy to verify that the Theorem 4.8 is a special case of gradient SDEs derived
from potential V (t, x) =
∑d
i=1
∑2pi
k=1
Si
k
(t)
k+1 x
k+1
i . While these examples are weakly dissipative where
the Euclidean norm is a suitable Foster-Lyapunov function satisfying (4.16), in general, finding a
Foster-Lyapunov function satisfying (4.16) for a given SDE is generally non-trivial (if at all possible)
particularly in higher dimensions. A mathematical advantage of gradient systems is that V itself is
a natural choice of Foster-Lyapunov function to satisfy (4.16). This is apparent by observing the
generator of (4.28) is given by
L(t)V (t, x) = ∂tV (t, x)− ‖∇V (t, x)‖
2 +
1
2
d∑
i,j=1
(
σσT (x)
)
ij
∂2ijV (t, x), (4.29)
and exploiting the norm term.
For autonomous gradient SDEs derived from a norm-like potential V (t, x) = V (x) and noise
proportional to the identity σ ∈ R+\{0}, it is well-known [MV99, Gar09, Pav14] that the in-
variant measure has a particularly simple form and is given by (upon normalisation) π(Γ) =∫
Γ exp
(
−2V (x)
σ2
)
dx for Γ ∈ B. However, due to the intricate interplay between stochasticity and
periodicity, periodic measures (with a minimal positive period) does not have such simple expres-
sion. Indeed the periodic measure (4.26) from Example 4.9 does not take this simple form i.e.
ρs(Γ) 6=
∫
Γ exp
(
−2V (s,x)
σ2
)
dx.
The following corollary of Theorem 4.5 is generally simple to verify to yield gradient SDEs with
a geometric periodic measure.
Corollary 4.12. Assume σ satisfy (4.1), (4.2) and (4.3). Let V ∈ C1,2(R+ × Rd) be a norm-like
function such that for all n ∈ N
∂αV bounded on R+ ×Bn, α ∈ N
d+1, |α| ∈ {1, d + 1},
and (4.16) holds, where L(t) is given by (4.29). Then the results of Theorem 3.7 holds for SDE
(4.28).
While Corollary 4.12 covers all the examples considered thus far, it applies to a wider class
of SDEs than that of weakly dissipative systems. In the next proposition, we use Corollary 4.12
to extend the case of Theorem 4.8 when pi = const for all i and allowing for products of the
spatial variables. It does not aim to be most general however suffices a range of applications. We
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shall employ more standard multi-index notation: for spatial variables x = (x1, · · ·, xd) and multi-
index α ∈ Nd , define xα := xα11 · · · x
αd
d . For α, β ∈ N
d, we have the partial ordering α ≥ β
if αi ≥ βi for each 1 ≤ i ≤ d. We define the standard tuple basis ei = (0, · · ·, 1, · · ·, 0) where
the 1 appears on the i’th index. For fixed β ∈ Nd, we define
∑N
α≥β Cα :=
∑|α|≤N
α≥β Cα. Recall
standard asymptotic notation where for functions f1, f2, g : R
d → R, we write max{f1, f2} = o(g)
if lim‖x‖→∞
max{|f1(x)|,|f2(x)|}
g(x) = 0. This implies that for any ǫ > 0, there exists R > 0 such that
max{|f1(x)|, |f2(x)|} ≤ ǫ|g(x)|, x ∈ B
c
R. (4.30)
Proposition 4.13. Assume σ satisfy (4.1), (4.2) and (4.3). Let {Sα(t)}α∈Nd be continuously
differentiable T -periodic functions and {Si}
d
i=1 are strictly positive constants. Then the gradient
system (4.28) with potential
V (t, x) =
d∑
i=1
Six
p
i +
p−1∑
|α|=0
Sα(t)x
α, p ∈ 2N := {2, 4, ..., },
satisfies Corollary 4.12 hence the results of Theorem 3.7 holds.
Proof. We compute
∂tV =
∑p−1
|α|=0 S˙αx
α,
∂iV = Sipx
p−1
i +
∑p−1
α≥ei
αiSαx
α−ei ,
∂2iiV = p(p− 1)Six
2p−2
i +
∑p−1
α≥2ei
αi(αi − 1)Sαx
(α−2ei),
∂2ijV =
∑p−1
α≥ei+ej
Sααiαjx
α−ei−ej , i 6= j.
So
‖∇V ‖2 =
d∑
i=1
(∂iV )
2 =
d∑
i=1
S2i p2x2p−2i + 2Sip p−1∑
α≥ei
αiSαx
α+(p−2)ei +
 p−1∑
α≥ei
αiSαx
α−ei
2 .
Note that V ,∂tV , ∂
2
ijV and
(
‖∇V ‖2 −
∑d
i=1 S
2
i p
2x2p−2i
)
has maximum order p, p−1, p−3 and 2p−3
respectively. Our assumptions ensures thatmaxα∈Nd(supt∈R|Sα(t)|) <∞ andmaxi,j supx∈Rd aij(x) <
∞. Since higher even powers dominates lower powers i.e. xα = o(
∑d
i=1 cix
2n
i ) where ci > 0 and
|α| < 2n where n ∈ N, we have for any λ > 0
max
{
λV, ∂tV, ∂
2
ijV,
(
‖∇V ‖2 −
d∑
i=1
S2i p
2x2p−2i
)}
= o
(
d∑
i=1
S2i p
2x2p−2i
)
, 2 < p ∈ 2N.
Then for 2 < p ∈ 2N, by (4.30), for any ǫ ∈ (0, 14), there exists R > 0 such that
L(t)V + λV ≤ |∂tV | − ‖∇V ‖
2 +
1
2
|
d∑
i,j=1
aijV |+ λV ≤ (4ǫ− 1)
(
d∑
i=1
S2i p
2x2p−2i
)
≤ 0, x ∈ BcR.
By continuity, L(t)V + λV is bounded on BR. Hence (4.16) is satisfied. For p = 2 where V
and
∑d
i=1 S
2
i p
2x2p−2i are of the same order, the same calculations holds provided one restricts
0 < λ < 4mini S
2
i .
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In physics literature, “periodically forced” or “periodically driven” generally refers to the addition
of a periodic term on the drift which otherwise be autonomous i.e. b(t, x) = b0(x) + S(t) for some
periodic function S and drift b0 independent of t. Particular instances of Proposition 4.13 include
periodically-forced systems such Example 4.9 and Example 4.10. Mentioned examples so far are
systems with polynomial potentials. While polynomial approximation of potentials (by Weierstrass
approximation theorem for instance) can be effective for practical reasons, we consider periodically
forced gradient systems that need not be derived from a polynomial potential. We remark that
periodically forced gradient SDEs occurs in physical applications and phenomena as we have already
seen in previous examples. For further discussions on periodically forced stochastic systems, we refer
readers to [Jun93] for theory and applications.
Consider the following (autonomous) gradient SDE on Rd
dXt = −∇U(Xt) + σ(Xt)dWt, (4.31)
where σ satisfy (4.1), (4.2) and (4.3) and U ∈ C2(Rd,R+) satisfies the (autonomous) geometric drift
condition
LU ≤ C − λU on Rd, (4.32)
where C ≥ 0, λ > 0 are constants and L is the infinitesimal generator of (4.31) given by
Lf(x) = −〈∇U(x),∇f(x)〉 +
1
2
d∑
i,j=1
(σσT (x))ij∂
2
ijf(x), f ∈ C
2(Rd).
This classical geometric drift condition yields the existence, uniqueness and ergodicity of an invariant
measure. The context of the next lemma sufficiently yields a geometric periodic measure when the
autonomous gradient system is periodically forced. Essentially, the autonomous system retains its
stability up to replacing its invariant measure for a periodic measure with a minimal positive period.
Note that we do not impose any particular form imposed on the potential, hence more general than
polynomials. We note that the assumptions are easily satisfied for many practical systems.
Proposition 4.14. Let U ∈ C2(Rd,R+) be a norm-like potential satisfying (4.32) and that for any
c1, c2 > 0, there exists a compact set K = K(c1, c2) ⊂ R
d such that
c1‖x‖ ≤ c2U(x) x ∈ K
c.
Then for any T -periodic (T > 0) continuously differentiable function S : R+ → Rd, the periodically
forced gradient SDE
dXt = − [∇U(Xt) + S(t)] dt+ σ(Xt)dWt
possesses a unique geometric periodic measure with a minimal positive period.
Proof. By Theorem 4.5, we verify V (t, x) = U(x) − 〈S(t), x〉 satisfies (4.16). By the assumptions
on U and S, it is clear that V ∈ C1,2(R+ × Rd) is a T -periodic norm-like potential satisfying the
regularity assumptions of Corollary 4.12. Since ∂2ijV = ∂
2
ijU , we compute that
L(t)V = −〈S˙, x〉 − 〈∇U(Xt) + S(t),∇U(Xt)− S(t)〉+
d∑
i,j=1
(σσT (x))ij∂
2
ijV
= −〈S˙, x〉 − ‖∇U‖2 + ‖S‖2 +
d∑
i,j=1
(σσT (x))ij∂
2
ijU
= ‖S‖2 − 〈S˙, x〉+ LU.
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As U satisfies the geometric drift condition, by picking any fixed λ− ∈ (0, λ), we have
L(t)V ≤ ‖S‖2 − 〈S˙, x〉+ C − λU
= ‖S‖2 − 〈S˙, x〉+ C − (λ− λ−)U − λ−U + (λ− λ−)〈S, x〉 − (λ− λ−)〈S, x〉
= ‖S‖2 − 〈S˙ + (λ− λ−)S, x〉+ C − (λ− λ−)V − λ−U
≤ ‖S‖2 + ‖S˙ + (λ− λ−)S‖∞‖x‖+ C − (λ− λ
−)V − λ−U,
where ‖S˙ + (λ− λ−)S‖∞ := sups∈[0,T ]‖S˙(s) + (λ− λ
−)S(s)‖ <∞ as S and S˙ are bounded. Then,
by assumption with c1 = ‖S˙ + (λ− λ
−)S‖∞ and c2 = λ
−, we have a compact set K ⊂ R such that
c := sup
x∈K
(
‖S˙ + (λ− λ−)S‖∞‖x‖ − λ
−U
)
<∞.
Hence L(t)V ≤
(
C + c+ ‖S‖2
)
− (λ− λ−)V i.e. the geometric drift condition (4.16) is satisfied.
Since S has a minimal positive period T > 0, by Proposition 3.2 the periodic measure will have a
minimal positive period.
4.3 Langevin Dynamics
Langevin equations originated to model noisy molecular systems and many other physical phenom-
ena. As such, we expect applications to the physical sciences. In fact, we shall see it extends
easily from stochastic gradient systems in an “overdamped” limit and applies immediately to the
stochastic periodically-forced harmonic oscillator. We refer the reader to [Zwa01, Pav14] for further
applications, details and derivations of Langevin equations. Akin to earlier sections, we give suffi-
cient conditions for the existence, uniqueness and geometric convergence of a periodic measure for
T -periodic Langevin equations. We study Langevin equations of the form
mdq˙t = (F (t, qt)− γq˙t) dt+ σdWt, (4.33)
with position qt ∈ R
d , velocity q˙t ∈ R
d, acceleration q¨t ∈ R
d, constant mass m > 0 , time-dependent
force F : R+ × Rd → Rd, d-dimensional Brownian motion Wt and constant matrix σ ∈ GL(R
d).
For γ ≥ 0, γq˙t is understood as the frictional force of the system. The proportional constant γ is
referred as the damping constant. Without loss of generality, we take mass to be unit i.e. m = 1.
Denote momentum pt = q˙t, then (4.33) can be rewritten as a system of first order SDEs{
dqt = ptdt,
dpt = (−γpt + F (t, qt)) dt+ σdWt.
(4.34)
In phase space coordinates Xt = (qt, pt) ∈ R
2d this can be rewritten as
dXt = b(t,Xt)dt+ΣdWt, (4.35)
where
b(t, x) = b(t, q, p) =
(
p
−γp+ F (t, q)
)
∈ R2d, Σ =
(
0 0
0 σ
)
∈ R2d×2d, Wt =
(
0
Wt
)
.
(4.36)
On a physical level, observe that the noise is degenerate in that the noise affects qt only through pt.
Formally, Langevin SDE (4.35) is degenerate since Σ /∈ GL(R2d). Resultantly, Theorem 4.2 does
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not apply. Hence in this current paper, we only study Langevin dynamics with only additive noise.
It will be of future works to study the situation with multiplicative noise.
Written in phase space coordinates, it is clear that (4.33) has unique solution provided b and σ
are Lipschitz. Labelling x = (q, p) = (x1, .., x2d), the infinitesimal generator is given by
L(t)f(t, x) = ∂tf + 〈p,∇qf〉+ 〈−γp+ F,∇pf〉+
1
2
d∑
i,j=1
(σσT )ij∂
2
pipj
f, f ∈ C2,1(R+ × R2d),
(4.37)
where ∇q := (∂q1 , · · ·, ∂qd)
T and similarly ∇p := (∂p1 , · · ·, ∂pd)
T .
Remark 4.15. We remark that in physical applications concerning small particles, the mass is typic-
ally small. This suggest the inertia term mq¨t can be neglected. Hence, not rigorously, the dynamics
(4.33) can be well-approximated by
0 = F (t, qt)− γq˙t + σdWt.
i.e. reduced to SDEs studied earlier in this section. Suggesting that Langevin equations may be
studied with multiplicative noise in the context of small particles. A particular source of interesting
dynamics and applications is the case when F (t, q) = −∇qV (t, q) for some potential V (t, q) and so
the Langevin equations are gradient systems (provided γ > 0). Such systems without inertia are
called overdamped Langevin dynamics.
With the inapplicability of Theorem 4.2, we the following irreducibility lemma for non-autonomous
Langevin equation. The can be done by a similar method as in [MSH02], so it is omitted here.
Lemma 4.16. Consider T -periodic Langevin equation (4.34) with locally Lipschitz F . Assume
there exists a norm-like function V satisfying (4.10). Then the Markov transition kernel satisfies
P (s, t, x,Γ) > 0 for any s < t <∞, x ∈ R2d and non-empty open Γ ∈ B(R2d).
Thus we have the following Langevin counterpart of Theorem 4.5.
Theorem 4.17. Consider T -periodic Langevin equation (4.35) with F satisfying (4.4) (in place of
b). Assume there exists a norm-like function V ∈ C1,2(R+ × R2d,R+) satisfying (4.16) where L is
given by (4.37). Then there exists a unique geometric periodic measure ρ : R+ → P(R2d) satisfying
the convergences from Theorem 3.7.
Proof. Let σi denote the i’th column of σ then Σi = (0, σi)
T denote the i’th column of Σ. Denoting
Id ∈ Rd×d to be the identity matrix, observe that Lie bracket
[Σi, b] = (Db)Σi =
(
0 Id
−d2F (t, q) −γId
)(
0
σi
)
=
(
σi
−γσi
)
.
Since σ ∈ GL(Rd), the columns σi are linear independent. Hence the Lie algebra generated by Σi
and b spans R2d. By the assumptions on F , b satisfies (4.4). Hence together with Foster-Lyapunov
function V , there exists a smooth density p(s, t, x, y) with respect to Λby Theorem 1 of [HLT17] is
satisfied. F is locally Lipschitz hence with Lemma 4.16, Theorem 3.5 holds. Hence the assumptions
of Theorem 3.7 are satisfied.
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5 Density of Periodic Measures
Similar to invariant measures, it is interesting and important to know when periodic measures
possess a density with respect to Lebesgue measure. In this section, we show that the density of the
periodic measure for T -periodic SDEs on Rd necessarily and sufficiently satisfies a Fokker-Planck
PDE of an “initial-terminal” kind. For the length of this paper, this paper does not include the
existence of density of periodic measures in the general case, while we do provides an explicit example
for the periodically forced Ornstein-Uhlenbeck process. We will study this in future publications.
In previous sections, we have predominantly been focused initial state, here we change our
perspective to the forward spatial variable. As such, at the risk of confusion, we interchange the
roles of x and y i.e. we take y ∈ Rd to be the initial state and x ∈ Rd to be the forward time
variable. Let P (s, t, y, ·) be a two-parameter Markov transition kernel with a density p(s, t, y, x) and
µs, µt ∈ P(R
d) for s < t with respective density q(s, ·), q(t, ·) ∈ L1(Rd) satisfying µt = P
∗(s, t)µs.
Then, by Fubini’s theorem, q satisfies
q(t, x) =
∫
Rd
p(s, t, y, x)q(s, y)dy. (5.1)
It is well-known that q satisfies the following Fokker-Planck equation{
∂tq = L
∗(t)q,
limt↓s q(t, ·) = q(s, ·).
where L∗(t) is the Fokker-Planck operator given by
L∗(t)q = −
d∑
i=1
∂xi(bi(t, x)q) +
1
2
d∑
i,j=1
∂2xixj
((
σσT (t, x
)
ij
q
)
. (5.2)
In this section, we will always assume that the operator L∗(t) is uniformly elliptic i.e. there exists
λ > 0 such that 〈ξ, σσT (t, x)ξ〉 ≥ λ‖ξ‖2 for all (t, x) ∈ R+ × Rd and ξ ∈ Rd.
In the following, we shall use the notation X ∼ q to mean the random variable X is distributed
by probability density q ∈ L1(Rd). For random variables X0 and X1, we write X0 ∼ X1 if they
have the same distribution. We state and prove the following useful lemma.
Lemma 5.1. Assume
(
X0t
)
t≥s
,
(
X1t
)
t≥s+T
are two processes satisfying the T -periodic SDE (4.5).
If X0s ∼ X
1
s+T then X
0
s+t ∼ X
1
s+T+t for all t ≥ 0.
Proof. For concreteness, let X0s ∼ X
1
s+T ∼ q ∈ L
1(Rd) and p0(s + t, ·) denote the distribution of
X0s+t and similarly p
1(s+T + t, ·) for X1s+T+t. Then p
k satisfies the Fokker-Planck equation i.e. for
k = 0, 1 and t ≥ 0 {
∂tp
k(t+ kT, x) = L∗(t+ kT )pk(t+ kT, x),
pk(s + kT, ·) = q.
It is clear that L∗(t) = L∗(t+T ) by the T -periodic coefficients. By the linearity of the Fokker-Planck
operator, it is easy to see that pˆ(t, ·) := p0(s+ t, ·)− p1(s+ t+ T, ·) satisfies{
∂tpˆ = L
∗(t)pˆ t ≥ 0,
pˆ(0, ·) = 0.
Then an application of parabolic maximum principle or otherwise yields that pˆ(t, ·) = 0 for all t ≥ 0
is the only physical solution. Hence concluding p0(s+ t, ·) = p1(s + T + t, ·) for all t ≥ 0.
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With Lemma 5.1, we are now ready to state the main result of this section.
Theorem 5.2. Consider T -periodic SDE (4.5) with continuous coefficients. For q ∈ C1,2(R+ ×
R
d) ∩ L1(Rd) define ρ : R+ → P(Rd) by
ρt(Γ) =
1
‖q(t, ·)‖L1(Rd)
∫
Γ
q(t, x)dx, t ≥ 0.
Then ρ is a T -periodic measure if and only if
∂tq = L
∗(t)q, q(0, ·) = q(T, ·). (5.3)
Hence, if (5.3) has a unique solution then there is a unique periodic measure with density q.
Proof. For notational convenience and without loss of generality, we let q(t, x) be normalised. As-
sume ρ is a T -periodic measure, then by definition, ρt = ρt+T for all t ≥ 0 i.e.∫
Γ
q(t, x)dx = ρt(Γ) = ρt+T (Γ) =
∫
Γ
q(t+ T, x)dx, Γ ∈ B(Rd).
As this holds for any Γ ∈ B(Rd), it follows that q(t, ·) = q(t + T, ·). On the other hand, it is well
know that p(s, t, y, x) satisfies the Fokker-Planck equation
∂tp(s, t, y, x) = L
∗(t)p(s, t, y, x),
We take derivative with respect to t on both sides of (5.1), we have
∂tq(t, x) =
∫
Rd
∂tp(s, t, y, x)q(s, y)dy
=
∫
Rd
L∗(t)p(s, t, y, x)q(s, y)dy
=
∫
Rd
−
d∑
i=1
∂xi(bi(t, x)p(s, t, y, x))q(s, y)dy
+
∫
Rd
1
2
d∑
i,j=1
∂2xixj
((
σσT (t, x
)
ij
p(s, t, y, x)
)
q(s, y)dy
:= A+B.
For the first term, we have
A = −
d∑
i=1
∫
Rd
[∂xi(bi(t, x))p(s, t, y, x) + bi(t, x)∂xi(p(s, t, y, x))] q(s, y)dy
= −
d∑
i=1
∂xi(bi(t, x))
∫
Rd
p(s, t, y, x)q(s, y)dy −
d∑
i=1
bi(t, x)∂xi
∫
Rd
p(s, t, y, x)q(s, y)dy
= −
d∑
i=1
∂xi(bi(t, x))q(t, x) −
d∑
i=1
bi(t, x)∂xiq(t, x)
= −
d∑
i=1
∂xi(bi(t, x)q(t, x)).
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Similarly, for the second term, we have
B =
1
2
d∑
i,j=1
∂2xixj
((
σσT (t, x
)
ij
q(t, x)
)
.
Therefore, the density function q(·, ·) satisfies
q(t, ·) = q(t+ T, ·), ∂tq = L
∗(t)q, for all s ≥ 0.
By Lemma 5.1, it suffices that this PDE holds specifically for t = 0 hence we have (5.3).
To prove the converse, we first note that Lemma 5.1 yields that q(t, ·) = q(t+ T, ·) for all t ≥ 0.
Thus ρ is T -periodic. By (5.1) and Fubini’s theorem, it is clear that
P ∗(s, t)ρs(Γ) =
∫
Rd
[∫
Γ
p(s, t, y, x)dx
]
q(s, y)dy =
∫
Γ
q(t, x)dx = ρt(Γ), Γ ∈ B(R
d),
concluding that ρ is a T -periodic measure.
There is an “alternative” way to arrive the PDE of Theorem 5.2 as seen in [Jun89]. By considering
lifted coordinates (t,Xt), one can consider stationary solutions of the lifted Fokker-Planck operator
L∗ i.e. q(t, x) satisfying
L∗(t)q := −∂tq(t, x) + L
∗(t)q(t, x) = 0. (5.4)
This is equivalent to (5.3) upon rearranging. However, this approach does not naturally imposes
any boundary conditions, hence is not sufficient for q to be the density of the periodic measure.
Theorem 5.2 states that the boundary conditions is necessary. While [Jun89] imposes the periodic
boundaries, the reasoning does not seem apparent. We shall show in the example below that, despite
L∗(t) is T -periodic, a solution to the PDE need not be periodic and relaxing such condition, perhaps
expectedly, one can have infinitely many solutions.
Example 5.3. The one-dimensional periodically-forced Ornstein-Uhlenbeck process from Example
4.9 has its Fokker-Planck operator given explicitly by
L∗(t)q = −∂tq − ∂x((S(t) − αx)q) +
σ2
2
∂2xq = −∂tq − S(t)∂xq + αq + αx∂xq +
σ2
2
∂2xq
and the periodic measure is ρt = N
(
ξ(t), σ
2
2α
)
, where ξ(t) = e−αt
∫ t
−∞ e
αrS(r)dr. Here, the density
of the periodic measure is given by
q(t, x) =
1√
πσ2/α
exp
(
−
(x− ξ(s))2
σ2/α
)
.
We compute
ξ˙ = −αξ + S(t), ∂tq = 2
α
σ2
ξ˙(x− ξ)q, ∂xq = −2
α
σ2
(x− ξ)q,
and
∂2xq = −2
α
σ2
[∂x(xq)− ξ∂xq] = −2
α
σ2
[
1− 2
α
σ2
(x− ξ)2
]
q.
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Hence, substituting directly,
L∗(t)q
q
= −2
α
σ2
ξ˙(x− ξ) + 2
α
σ2
S(t)(x− ξ) + α− 2
α2
σ2
x(x− ξ)− α
[
1− 2
α
σ2
(x− ξ)2
]
= 2
α2
σ2
ξ(x− ξ)− 2
α2
σ2
x(x− ξ) + 2
α2
σ2
(x− ξ)2
= 0.
Thus indeed the q satisfies (5.3). We show that the periodic condition of (5.3) cannot simply be
dropped because of periodic coefficients. From (4.25), the transition density is explicitly given by
p(s, t, y, x) =
1√
σ2
α
(1− e−2α(t−s))
exp
(
−
(x− e−α(t−s)y − J(s, t)
σ2
α
(1− e−2α(t−s))
)
,
satisfies −∂tp(t, x) + L
∗(t)p(t, x) = 0 for every fixed initial time s and point y. However, p is not
periodic as J is not periodic. Since there is a non-periodic solution for every y ∈ R, there are, in
fact, infinite number of solutions to the PDE if one relaxed the demand of periodicity.
Acknowledgements. We would like to acknowledge the financial support of a Royal Society
Newton fund grant (ref. NA150344) and an EPSRC Established Career Fellowship to HZ (ref.
EP/S005293/1)
References
[ANMS99] V. S. Anishchenko, A. B. Neiman, F. Moss, and L. Schimansky-Geier, Stochastic resonance:
noise-enhanced order, Physics-Uspekhi, Vol 42 (1999), 7-36.
[Arn98] L. Arnold, Random Dynamical Systems , Springer-Verlag Berlin Heidelberg New York (1998).
[Aro67] D. G. Aronson, Bounds for the fundamental solution of a parabolic equation, Bull. Amer. Math.
Soc. 73 (1967), 890-896.
[BPSV82] R. Benzi, G. Parisi, A. Sutera and A. Vulpiani, Stochastic resonance in climatic change, Tellus ,
Vol 34 (1982), 10-16.
[CH16] T. Caraballo and X. Han, Applied Nonautonomous and Random Dynamical Systems, Springer
International Publishing (2016).
[CLRS17] A. M. Cherubini, J. S W Lamb, M. Rasmussen and Y. Sato, A random dynamical systems
perspective on stochastic resonance, Nonlinearity, Vol 30 (2017), 2835-2853.
[DZ92] G. Da Prato and J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge University
Press (1992).
[DZ96] G. Da Prato and J. Zabczyk, Ergodicity for Infinite Dimensional Systems, Cambridge University
Press (1996).
[EMS01] W. E, J. C. Mattingly and Y. Sinai, Gibbsian Dynamics and ergodicity for the stochastically
forced Navier-Stokes equation, Communications in Mathematical Physics, Vol 224 (2001), 83-
106.
[EM01] W. E and J. C. Mattingly, Ergodicity for the Navier-Stokes equation with degenerate random
forcing: finite-dimensional approximation, Communications on Pure and Applied Mathematics,
Vol 54 (2001), 1386-1402.
[FLZ17] C. R. Feng, Y. Liu and H. Z. Zhao, Numerical approximation of random periodic solutions
of stochastic differential equations, Zeitschrift für angewandte Mathematik und Physik , Vol
68:119(2017), 1-32.
[FWZ16] C. R. Feng, Y. Wu and H. Z. Zhao, Anticipating Random Periodic Solutions I. SDEs with
Multiplicative Linear Noise, Journal of Functional Analysis , Vol 271 (2016), 365-417.
[FZ16] C. R. Feng and H. Z. Zhao, Random Periodic Processes, Periodic Measures and Ergodicity, arXiv :
1408.1897v5 (2016).
32
[FZZ19] C. R. Feng, H. Z. Zhao and J. Zhong, Expected exit time for periodic stochastic differential
equations, in preparations.
[FZZ11] C. R. Feng, H. Z. Zhao and B. Zhou, Pathwise random periodic solutions of stochastic differential
equations, Journal of Differential Equations, Vol 251 (2011), 119-149.
[Fre00] M. I. Freidlin, Quasi-deterministic approximation, metastability and stochastic resonance, Phys
D , Vol 137 (2000), 333-352.
[FW98] M. I. Freidlin and A. D. Wentzell, Random Perturbations of Dynamical Systems, Springer, New
York, Second Edition (1998).
[GHJM98] L. Gammaitoni, P. Hanggi, P. Jung, and F. Marchesoni, Stochastic resonance, Reviews of Modern
Physics, Vol 70, (1998) 223-287.
[Gar09] C. Gardiner, Stochastic Methods - A Handbook for the Natural and Social Sciences , Springer-
Verlag Berlin Heidelberg, Fourth edition (2009).
[Hai06] M. Hairer, Coupling stochastic PDEs, XIVth International Congress on Mathematical Physics
(2006), 281-289.
[Hai11] M. Hairer, On Malliavins proof of Hörmander’s theorem, Bull. Sci. Math, Vol 135 (2011), 650-666.
[HM08] M. Hairer and J. C. Mattingly, Spectral gaps in Wasserstein distances and the 2D stochastic
Navier-Stokes Equations, Annals of Probability, Vol 36 (2008), 2050-2091.
[HM11] M. Hairer and J. C. Mattingly, Yet another look at Harris’ ergodic theorem for Markov Chains,
Seminar on Stochastic Analysis, Random Fields and Applications VI Progress in Probability,
Springer, Basel, Vol 63 (2011), 109-117.
[Hal10] J. K. Hale, Asymptotic Behavior of Dissipative Systems, American Mathematical Society, (2010).
[Has12] R. Z. Has’minskii, Stochastic Stability of Differential Equations, Springer, Second Edition (2012).
[HIS76] J. D. Hays, John Imbrie and N. J. Shackleton, Variations in the earth’s orbit: pacemaker of the
ice ages, Science, Vol. 194 (1976), 1121-1132.
[HIPP13] S. Herrmann, P. Imkeller, I. Pavlyukevich and D. Peithmann, Stochastic resonance: A mathem-
atical approach in the small noise limit , American Mathematical Society (2013).
[HL11] R. Höpfner and E. Löcherbach, On ergodicity properties for time inhomogeneous Markov pro-
cesses with T-periodic semigroup, arXiv : 1012.4916 (2011).
[HLT17] R. Höpfner, E. Löcherbach and M. Thieullen, Strongly degenerate time inhomogeneous SDEs:
densities and support properties. Application to a Hodgkin-Huxley system with periodic input,
Bernoulli , Vol 23 (2017), 2587-2616.
[Hör85] L. Hörmander, The Analysis of Linear Partial Differential Operators I-IV , Springer-Verlag Berlin
Heidelberg (1985).
[Jun89] P. Jung, Thermal activation in bistable systems under periodic forces, Zeitschrift für Physik B
Condensed Matter , Vol 76 (1989), 521-535.
[Jun93] P. Jung, Periodically driven stochastic systems, Physics Reports , Vol 234 (1993), 175-295.
[KR11] P. E. Kloeden and M. Rasmussen, Nonautonomous Dynamical Systems, American Mathematical
Society (2011).
[Kra40] H. A. Kramers, Brownian motion in a field of force and the diffusion model of chemical reactions,
Physica, Vol 7 (1940), 284-304.
[KPS02] S. Kuksin, A. Piatniski and A. Shirikyan, A coupling approach to randomly forced nonlinear
PDE’s. II, Communications in Mathematical Physics, Vol 230 (2002), 81-85.
[KS01] S. Kuksin and A. Shirikyan, A coupling approach to randomly forced nonlinear PDE’s I, Com-
munications in Mathematical Physics, Vol 221 (2001), 351-366.
[LM18] L. S. Lima and L. L. B. Miranda, Price dynamics of the financial markets using the stochastic
differential equation for a potential double well, Physics A, Vol 490 (2018), 828-833.
[Lin92] T. Lindvall, Lectures on the Coupling Method , Wiley, New York (1992).
[Mal78] P. Malliavin, Stochastic Calculus of Variations and Hypoelliptic Operators, Proc. Intern. Symp.
SDE (1978), 195-263.
[Mao07] X. Mao, Stochastic Differential Equations and Applications, Woodhead Publication, Second Edi-
tions (2007).
[MV99] P. Markowich and C. Villani, On the trend to equilibrium for the Fokker Planck equation an
interplay between physics and functional analysis, Matematica Contemporânea (1999).
33
[Mat02] J. C. Mattingly, Exponential convergence for the stochastically forced Navier-Stokes equations
and other partially dissipative dynamics, Communications in Mathematical Physics, Vol 230
(2002), 421-462.
[Mat03] J. C. Mattingly, On recent progress for the stochastic Navier-Stokes equations, Journées équations
aux dérivées partielles (2003).
[MSH02] J.C Mattingly, A.M. Stuart and D. J. Higham, Ergodicity for SDEs and approximations: locally
Lipschitz vector fields and degenerate noise, Stochastic Processes and their Applications, Vol 101
(2002), 185-232.
[MW89] B. McNamara and K. Wiesenfeld, Theory of stochastic resonance, Phys. Rev. A, Vol 39, (1989),
4854-4869.
[MT92] S. P. Meyn and R. L. Tweedie, Stability of Markovian processes I: Criteria for discrete-time
chains, Advances in Applied Probability, Vol 24 (1992), 542-574.
[MT93] S. P. Meyn and R. L. Tweedie, Stability of Markovian processes III: Foster-Lyapunov criteria for
continuous-time Processes, Advances in Applied Probability, Vol 25 (1993), 518-548.
[MT09] S. P. Meyn and R. L. Tweedie, Markov Chains and Stochastic Stability, Second Edition, Cam-
bridge University Press (2009).
[Mil30] M. Milankovitch, Handbuch der Klimatologie 1, Teil. Doppen and Geiger , Berlin (1930).
[Nic82] C. Nicolis, Stochastic aspects of climatic transitions response to a periodic forcing, Tellus , Vol
34 (1982), 1-9.
[Nor98] J. R. Norris, Markov Chains , Cambridge University Press (1998).
[OO99] G. Ochs and V. I. Oseledets, Topological fixed point theorems do not hold for random dynamical
systems, Journal of Dynamics and Differential Equations, Vol 11 (1999), 583-593.
[Pav14] G. A. Pavliotis, Stochastic Processes and Applications, Springer-Verlag New York (2014).
[RW00] L. C. G. Rogers and D. Williams, Diffusions, Markov Processes and Martingales: Volume 2, Ito
Calculus , Second Edition, Cambridge University Press (2000).
[Str05] D. W. Stroock, An Introduction to Markov Processes, Springer-Verlag, Berlin Heidelberg (2005).
[Tho00] H. Thorisson, Coupling, Stationarity and Regeneration, Springer, New York (2000).
[ZZ09] H.Z. Zhao and Z. H. Zheng, Random periodic solutions of random dynamical systems, Journal
of Differential Equations, Vol 246 (2009), 2020-2038.
[ZMJ90] T. Zhou, F. Moss and P. Jung, Escape-time distributions of a periodically modulated bistable
system with noise, Phys. Rev. A, Vol 42 (1990), 3161-3169.
[Zwa01] R. Zwanzig, Nonequilibrium Statistical Mechanics, Oxford University Press (2001).
34
