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I. INTRODUCTION 
In this paper the problem of the existence and uniqueness of solutions of 
the three point boundary value problem for the differential equation 
YN’ = j-(x, Y, V’Y”) (1-l) 
is studied. Here f is subject to the same restrictions as in Barr and Sherman 
[2]. In addition to being continuous on [x1,x,] X R3, where -co <x, < 
x3 < +co, and such that solutions of initial value problems for (1.1) exist 
uniquely on [x, , x3], f satisfies condifion A at x, in lx,, x3[, that is 
(i) Y, > Y,, 2, < z2 impliesf(x, y1,z19 w) <Ax, Yz,z2, w) on lx1~x21 
and 
09 Y, Q yz, ZI < z2 implies f(x,yl,zl,w) <f(x,y2,z2,~) on 
[x2, X31’ 
In Section 2 we show how solutions of (1.1) satisfying the boundary con- 
ditions 
Y(X,) = YI 7 YW = Yz 9 yr1x2) = m, (1.2) 
Y(X2) = Yz 7 Y'(x,) = m, Yw=Y3. (1.3) 
can be “matched” to yield a unique solution of (1.1) satisfying the boundary 
conditions 
YW = Yl9 YW = Y2 7 YM = Y3 * (1.4) 
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In Section 3 f is assumed to satisfy the Lipschitz condition 
IfcG Yl4,9 WI> -fk YZJZ, w2)I 
GLJIY,-Y*l+L,I z1-z2l+L2Iw,-w*ll 
on [x,, xX] x R3. We discuss a certain modification of the Picard iterates as 
applied to the Fredholm operator associated with (1.1) and the boundary 
conditions (1.2) or (1.3). This yields a “more liberal” interval of existence 
and uniqueness than in [ 11. (Krishnamoorthy in [4] claims without proof 
that the restriction 
h, = Xi+ 1 - Xi (i = 1, 2) 
is sufficient. Though the restriction in our result is, in general, not less severe 
than the above, in the case when f is independent of y’ and y”, it is certainly 
so.) 
In the last section we combine the results obtained earlier to prove a 
theorem which is demonstrated (by means of the example in [2]) to be an 
improvement over Theorem 3.5 therein. 
II 
We begin by recalling the following lemma proved in [2]. 
LEMMA 2.1. Let y,, y,, y, E R and x,, x2, x3 E R as introduced above. 
Let f satisfy condition A at x2 in lx,, x3 [. Then for each m E R there exists 
at most one solution of (1.1) satisfying any one set of the boundary con- 
ditions 
Y(X,> =Yl, Ye%) = Y2 3 y"(x,) = m, (2.1) 
Y(X2> = Y29 y"(x2) = m, Y(X3) = Y3. (2.2) 
Next we observe that as a function of m, the second derivative (at x2) of 
solutions of (1.1) satisfying boundary conditions (1.2(( 1.3)) is monotonic. 
LEMMA 2.2. Let f satisfy condition A at x2 in lx,, x3[. Let u(x, m) be a 
solution of (1.1) satisfying boundary conditions (1.2) and let v(x, m) be a 
solution of (1.1) satisfying boundary conditions (1.3). Then u”(xz, m), 
#(x2, m) are, respectively, increasing, decreasing functions of m. 
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ProoJ Let m, > m,. By Rolle’s theorem there exists 2 E lx,, x2[ such 
that z/(X, m,) = ~‘(2, m2). Since U’ is continuous and r/(x*, m,) = m, < m, = 
i/(x,, m,), we assume that z/(x, m,) < z/(x, m,) on 12, x2]. Note that 
u”(x, m,) > u”(x, m,) for all x E 12, xz] is not compatible with this 
assumption, Since u”(x~, m,) = u”(x*, mz) is not possible in view of 
Lemma 2.1, the only way in which the conclusion, namely, u”(xz, mz) > 
u”(xz, m,), can fail to occur is that there exists 2 E 12, x2[ such that 
~“(2, m2) = u”($ m,) and u”(x, m,) < u”(x, m,) on ]x^, x2]. Now u(x*, m,) = 
u(x*, m2) and z/(x, m,) < z/(x, m2) on [a, xz] implies ~(2, m,) > ~(2, mz). 
Thus condition A yields 
#“(i, m,) =f(& up, m,), u’(i, m,), u”(2) m,)) 
< f(i, up, m,), u’(2, m,), u”(2, m,)) = u’“(i, m*). 
This contradicts that u”(x, mz) < a”(~, m,) on ]a,~~] and ~“(2, m,) = 
u”(.?, ml). 
Hence the proof is complete for u”(x, m). 
A similar proof would yield that u”(x, m) is monotone decreasing. 
THEOREM 2.1. Suppose that 
(i) for every m E R there exist solutions of (1.1) satisfying (1.2) as 
well as solutions satisfying (1.3); 
(ii) f satisfies condition A at x2 in lx,, x, [. Then the boundary value 
problem (1. l), (1.4) has a unique solution. 
Proof: Since in [2] in the proof of the statement that the boundary value 
problem (1. I), (1.4) has at most one solution-Theorem 2.2 
therein-hypothesis (ii) alone is exploited, it is sufficient to produce a 
solution. 
Let u(x, m), u(x, m) be solutions of (1.1) as in Lemma 2.2. In view of the 
continuity of u”(x,, m) and v”(x*, m) as functions of m and the conclusion 
of the above lemma, there exists a unique m, such that u”(x*, m,) = 
u”txz, m,). 
Now define 
Y(X) = I 
utx, m,), XE [x,3-q], 
0, m,), XE [x+J. 
Then y is thrice continuously differentiable on [x,, x3], and satisfies (1.1) 
and (1.4). This completes the proof. 
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III 
Throughout this section f is assumed to be continuous on [x,, x3] x R’, 
and to satisfy the Lipschitz condition 
Ifk Yl, Zl? WI> -f(x7 4’27 z27 w2)l 
~~,lY,-Y,l+~,l~,-~2l+~2I~,-“2/ (3.1) 
there. We first note that the homogeneous boundary value problems for 
y”’ = 0 with conditions 
y(a) = y’(a) = y(b) = 0 (3.2j 
and 
y(Q) = y(b) = J"(b) = 0 (3.3) 
have g(x, s) and G(x, s) as the Green’s functions, where 1 (X-Q)(b-S) * 1 
-- 
2 ( b-a 
g(x, s) = 
1 
+$x-s)*, a<s<x<b, 
1 (s -a)(b-x) ’ 
T 
G(x, s) = 
( ) b-a ’ 
a<s<x<b, 
1 (s-a)(b-x)’ 1 
T b-a 
- $S - x)‘, a<x<s<b. 
\ 
Since discussion for the boundary conditions (3.3) is analogous to that of 
(3.2), we concentrate on (3.2). If (1.1) has a solution satisfying the boundary 
conditions (1.3), then 
Y(X) = P(X) + J+ g(x. s) f(x, Y(S), Y’(S), Y”(S)) ds. 
-r2 
where p(x) is a second degree polynomial such that p(xz) = y, , p’(x,) = m, 
p(xj) = y3, and in the expression for g(x, s), a = x2, b = x3. Thus we define 
an operator T on C’[x,, x3], the class of twice continuously differentiable 
functions on the closed interval [x2, x3], by 
Ty(x) = P(X) + j” g(X, S) f(S, y(S>v y’(S)3 m)) ds. 
x2 
(3.4) 
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If y E C2[x2, x3], the norm is defined by 
II YII = max 
( 
+ (b - a)-‘sup ( y(x)l, 
W - a) - 2 sup 1 y’(x)l, ~(b-.)-‘suPlY”(x)l)), 
where each supremum is taken over the interval [x2, x3]. 
The estimates related to g(x, s) which would be needed subsequently are 
collected below in the form of 
LEMMA 3.1. The following estimates hold: 
I : 1 g(x, s)l ds = f (x - a)’ (b - x) (=A(x)), 
I 
’ ( g,(x, s)l ds & f (b - a)(x - a) - + (x - a)’ (= B(x)); 
a 
1 
* I g&v s)l ds ,< $ (b - a) (E C); 
(I 
I ,b I g(x, s)lA(s) ds < -& @ - d3 A(x), 
I 1 I g(x, s)l B(s) S $ (b - 4’ A (4; 
I b a 
I g,(x, s)l A(s) ds S & (b - 4’ B(x), 
I b a 
1 g,(x, s)l B(s) ds S $ (b - a)’ B(x); 
1 -’ a 
1 grx(x, s)l A(s) ds S & (b - a)’ C, 
c 
b 
-cl 
1 g,,(x, s)l B(s) ds < $ (b - cQ2 C. 
ProoJ The proof involves computation which is tedious, though 
elementary. We content ourselves with remarking that g,(x, s) changes sign 
at s*(x) ifx-a>b-x, where 
b - s*(x) = (b - a)(b -x)/(x - a); 
and that g.Jx, s) has an obvious change of sign along the diagonal. 
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We now turn to the result on the interval restriction guaranteeing the 
existence and uniqueness of the solution to two point boundary value 
problems. 
THEOREM 3.1. Let f satisfy the Lipschitz condition (3.1). If 
(ai=> &L,hj + +Lihf + f L,h, < 1, (3.5) 
where hi=xi-, -xi, i= 1, 2, then (l.l), (1.2) and (l.l), (1.3) have unique 
solutions. 
Proof. As stated earlier, we discuss the case of the boundary conditions 
(1.3), that is i= 2. 
From (3.4) follow the following pointwise estimates valid on [x2, x3 1: 
and 
I TY(X) - Tz(x)l s k,A(x) II Y - z IL 
ICY) (XI - PI’ (XII < W(x) II Y - z IL 
I(TY)” (x) - WY’ @)I S k, C II y - z IO 
where J’ and z E C’[x,, x3] and k, = (2/81) L,h: + (l/6) L,h: + (2/3) L2hz. 
Thus for the operator T*, 
I T’y(x) - T’z(x)( Q k, II y - 211 1” g(x, s)(L,A(s) + L *B(s) + L, C) ds 
Sk,a,4x)I,‘;z-rj, 
using the appropriate estimates from Lemma 3.1. Similarly, 
l(T2~)’ (XI- V*z)’ (x>l < k?a,Wx) II y - z IL 
lV*y>” (x) - V*z)” @)I < k2a2 C II Y - z II. 
Proceeding inductively, for a positive integer r we have 
and 
I Try(x) - T’z(x)l S k,a’,-‘A(x) II Y -z II, 
WY)’ (x> - V’z)’ &)I < k,a’,-‘W) II Y - zll 
\(T’y)” (x) - (T’z)” (x)1 < k,a’,-‘C II y - z/I. 
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Hence for the operator T’ 
II T’y - T’z II < k/a,) a; II Y - z Il. 
Since a; \ 0 as r tends to infinity, there exists a natural number m such that 
4’ ( a2/k2 (< 1). 
Thus the operator T” is a contraction on the Banach space C*[x,, xr]. Since 
the lixed point of T” is unique, this fixed point is also a unique fixed point of 
T. 
This completes the proof. 
IV 
From Theorem 3.1 it is immediate that if (3.5) holds, that is both a, and a, 
(defined there) are less than 1, then the hypothesis (i) of Theorem 2.1 is 
satisfied. Hence we have 
THEOREM 4.1. Let f satisfy both Lipschitz condition (3.1) and condition 
A at x2 in lx,, xj[. Zf hi = xi+, -xi, i = 1, 2, satisfy (3.5), then the boundary 
value problem (1. l), (1.4) has a unique solution. 
Remark. It is evident that in place of the boundary conditions (1.4) one 
can take the conditions 
y(t,) = Y1> Y(X2) = Y29 YO3) = Y, (3.6) 
where t, E [xi, x2 [ and t, E lx,, x3]. 
EXAMPLE. Consider the third order equation 
y” = xy + y’ + y” (=f (x9 y9 Y’, y”). (3.7) 
It is clear that f satisfies condition A at 0 in ]-x3, xj[, x1 > 0. Sincef also 
satisfies (3.1) with L, = xj, L, + L, = 1, either condition in (3.5) reduces to 
(1/60)x; + (1/6)x; + (2/3)x3 < 1. 
Hence (3.7) has a unique solution subject to the boundary conditions 
YO*> = Y, f Y(O) = Y2 7 Y(f3) = Y3 
BOUNDARY VALUEPROBLEMS 307 
on [x,, x3], x, = -x3 and xj > 0, provided that 
(1/3)(x, - x1) -t (1/24)(x, - x1)’ + (1/960)(x, - x,)” < 1. 
This example demonstrates that Theorem 4.1 is an improvement over 
Theorem 3.5 in Barr and Sherman [2]. 
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