1. Introduction. General iterative methods based on the notions of the relative error functional and the projection are introduced for the solutions of a class of nonlinear operator equations in Hilbert space. It is shown that general iterative procedures based on the variational theory of operators (which include the classical steepest descent method and other gradient methods) are first-order approximations in the sense of the Fréchet differential to the methods introduced in this paper.
Definition 2. If ôF(x0 ; A) is linear and bounded in A, it is called the Gâteaux differential of F at a;0 with increment A, and is denoted by DF(xo ; A).
Let the Gâteaux variation of the operator F(x) exist in some neighborhood N(xo) of Xo and let 5F(x; A) be continuous in x at x0. Furthermore, assume that SF(x; ■) is a continuous operator in h at the origin A = 0. Then SF(x;h) is a Gâteaux differential [17] .
The following characterization of the Gâteaux differential follows directly from Definitions 1 and 2. A necessary and sufficient condition for F(x) to be Gâteaux differentiable at x = x0 is the existence of a mapping L(x0 ; A) which is linear and bounded in A such that for any A in the avtranslate of X, i.e., AC X -x0, the following representation holds is a bounded linear functional and can therefore be uniquely represented as a scalar product, i.e., there exists a unique element T(x0) of 77 such that L(x0 ; A) = (r(a;o), A), where the notation on the right denotes the scalar product. r(a;0) is called the gradient of /: X -* R at x = x0, and is denoted by grad/(a;0).
The variational method of proving existence and uniqueness theorems for the solutions of nonlinear operator equations is based on the construction of a functional whose critical points coincide with the solutions of the equation considered. This reformulation is possible, for instance, under the conditions expressed in the following well-known theorem [9] , [15] .
Theorem (Kerner's Symmetry Condition). Let F(x) be a mapping of a Hilbert space H (or part of it) into itself. Let F(x) have a Gâteaux differential DF(x; h) at every point x in S = {a;: || x -x0 || < r}, where r > 0. Assume that at every x G S, the functional (DF(x; A), k) for h, k Ç 77, is continuous in x. Then in order that the mapping F(x) be the gradient of some functional f(x) defined on S, it is necessary and sufficient that the bilinear functional (DF(x; A), k) be symmetric for every x € S, i.e., (DF(x; A), k) = (A, DF(x; k)) for h, k £ H.
Under these conditions, f(x) -f(xo) = / (F(xo + t(x -xo)), x -xo) dt. G
where G is defined on a Hilbert space H. For this discussion, it will be assumed that the operator G satisfies Kerner's symmetry condition t in a sphere S C 77, so that it may be identified with the gradient of a real-valued functional, say g(x), defined on 77. Assuming that sufficient conditions for the existence of a local minimum of g(x) in the sphere £ are met,t some aspects of general iterative methods based on variational theory, which include the methods of gradient and steepest descents, will now be examined. Consider the following class of iterative algorithms
where an is a sequence of real numbers and zn is a sequence of elements in H. Starting with an arbitrary element a;0 G S, choose the next approximation Xi to the solution x* of (3.1) such that in the direction of xa to Xi, the functional g(x) decreases most rapidly. This is the direction of steepest descent from x0 to Xi. This direction depends on the metric used to define distance. It may be recalled that if [X, pi] , [X, p2] are two metric spaces with the same set X, then the distance functions pi and p2 are said to be topologically equivalent metrics if they define the same topology (i. The next theorem discloses explicitly the dependence of the direction of steepest descent on the metric. For any two elements x, y g 77, define the distance between x and y by the metric
Let Xo be as before. Then the direction of steepest descent from Xo is given by zo = -To~lG(xo).
Proof. Let the norm of an element x G H be defined by | x | = {Ta, x)m.
Let Xi be the next approximation to the solution x*. If the metric (3.2) is used to define the distance between x0 and X\, then T, the set of all points at a distance s from x0 is given by
The direction of steepest descent, A = x -Xo, is determined by minimizing g(xo + A) subject to the constraint x € T. That is, 
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Eliminating X, using (3.3) and (3.4), we get
Since Cr(xo) ?* d, it follows from (3.5), using the continuity of G{x) at x = x0, that as s -» 0, the direction of steepest descent approaches -To_1(r(a;o). Having selected z0, the next approximation will then be
where a0 is yet to be determined. In general, from the nth to the (n + l)st iteration, we have
where Tn is a positive-definite self-ad joint operator defined on 77. The parameters an may be chosen by any of the following procedures:
A. The Exact Optimum Gradient Method. For fixed xn , Tn , the functional g(xn+i)
= g{xn -otnTn 'G,,), where Gn -G(xn) isa function of an . In the strict sense of the classical method of steepest descent, an should be chosen so that
is minimum. That is, a" is taken to be the smallest positive root of the equation dn(a)/da -0. This method, however, is computationally complicated as it requires the determination of g(x) and a tedious nonlinear minimization problem at each iteration.
B. The Approximate Optimum Gradient Method. In this procedure, rather than choosing an to minimize the exact g(xn+i) we minimize the second-order approximation to g(xn+i) obtained by using the first two terms of the Taylor series [3], [7] g(x"+1) oeg(xn) -an(Gn; T~lGn) + ^ (DG(xn; Tl/Gn), T?Gn).
C. Minimization of the Norm of the Residue. If the operator G has a second-order P'réchet differential, an effective algorithm is obtained by choosing an to minimize the norm of the first-order approximation to the residue (?(xn+i). To this end, Taylor's formula may be used to write Gn+i = Gn + DG(xn; xn+i -xn) + $D2G(xn; xn+i -xn , x"+i -xn), where x" = x" + t"(x"+i -x"), 0 < rn < 1, and the bilinear map D2G{xn; -, ■) is the second-order Fréchet derivative of G. an is then chosen so that for fixed xn r,{an) = H G. -anDG(xn ; T-'GnYl is minimum. Hence (Gn,DG(xn;Tn1Ôn)) || DG{xn ; T-^Gn) ||2 • It is worth noting that for the case of linear equations, this reduces to the algorithms developed by Krasnosel'skiï and Kreïn [8] and Lanczos [10] , and that the approximate optimum gradient method coincides with the exact optimum gradient method studied by Kantorovich [7] .
D. Sequential Descent Methods. A larger class of algorithms of steepest descent may be obtained by determining a range for an within which the sequence (3.6) converges to a solution of (3.1). This approach is more useful than the other descent methods since it allows a choice of an and Tn which leads to a rapid rate of convergence of the iteration process [12] .
In any of the above procedures, a sequence x0, Xi, • • • , x" , ■ ■ • is generated. Let P be the broken-line path of steepest descent. The path P may end at a point x* where the direction of steepest descent does not exist, i.e., G(x*) = 0, or may continue indefinitely lying entirely within the sphere S, or may cross the boundary of S. It is shown in [13] that under certain conditions on a" , Tn and G, the last possibility can be avoided. In the subsequent discussion, it will be assumed that the path P continues indefinitely within S. Taking the inner product of the last equation with (x* -u) and using a mean value theorem argument as in the first part of this theorem we arrive at a contradiction unless u = x . For linear operators the following stronger theorem holds :
Theorem 4. Let Indeed, it may be easily verified that Q_1 grad g(x) = G(x) -Ax -b and that a necessary and sufficient condition for x to be the solution of (4.3) is that x* minimize g(x).
For the class of linear operator equations defined in Theorem 4, we have, on the other hand, using the relative error functional, (4.5) e(x) -(QAx, x) -(Qx, b) -(Qb, x) + (Qb, x*).
Thus the following relation is obtained : (4.6) e(x) = 2g(x) + (Qb, x*).
This relation shows that the iterative methods based on the minimization of the relative error functional and the gradient methods are the same for linear operator equations. In both cases, we seek to minimize the same measure of the error. It may be noted that while the relative error functional is defined in terms of the error s, which is unavailable for computational purposes, relation (4.6) shows that this difficulty is only apparent in the case of linear operator equations. Crucial to this simplification is the fact that the residue and the error are related by the equation r = As. Returning to the iterative methods based on the consideration of the relative error function, for nonlinear functional equations, we seek, in view of Theorem 3, to minimize either the functional e(x) or || grad e(x) ||. The only difficulty, however, is that these quantities are defined in terms of the error s, which cannot be eliminated. To overcome this difficulty, we replace s by the first-order approximation [QDG(xn; ■)}~iQG(Xn). It is evident that this gives the exact value of s for the linear operators of Theorem 3. (p" , QDG(xn ; pn))
Various choices of pn and Q lead to algorithms mentioned in the introduction of this paper for the case of linear operator equations.
5. Iterative Algorithms Based on the Projection Method. The class of projection methods considered by Gastinel [2], and Householder and Bauer [6] for solving linear algebraic systems of equations and by Petryshyn [14] for linear operator equations involves the resolution of sn into two components. One of these is sn+i, and is required to be smaller than s" in some norm; the other belongs to some subspace selected at each iteration. In considering the projection method for solving nonlinear functional equations, an invertible operator Q may be selected and the error s"+1 is resolved in the form sn+i = sn -anQrn .
an is to be chosen so that the element anQrn is the orthogonal projection of the vector sn+i on Qrn in the sense of the metric induced by the scalar product [x, y] = (Tnx, y), where Tv is a positive definite self-adjoint linear operator. Hence This value of an minimizes the norm of the error vector sn+1. The numerical computations cannot be carried out until the operators Tn and Q are specified. Moreover, these must be specified in such a way that s" is eliminated from (5.1). In considering nonsingular linear operator equations, one choice which suggests itself is T" = BnA; then TnsH = Bnrn . Suitable choices for Bn would be A* or A.
For nonlinear operator equations, we shall again replace sn in (5.1) by the firstorder approximation [QDG(xn ; • )]~lQG(xn). Several specializations of a" lead to the methods based on the variational theory discussed in Section 3.
