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Abstract. The dynamics of a closed quantum system is often studied with the direct evolution
of the Schro¨dinger equation. In this paper, we propose that the gauge choice (i.e. degrees of freedom
irrelevant to physical observables) of the Schro¨dinger equation can be generally non-optimal for
numerical simulation. This can limit, and in some cases severely limit the time step size. We find
that the optimal gauge choice is given by a parallel transport formulation. This parallel transport
dynamics can be simply interpreted as the dynamics driven by the residual vectors, analogous to
those defined in eigenvalue problems in the time-independent setup. The parallel transport dynamics
can be derived from a Hamiltonian structure, thus suitable to be solved using a symplectic and
implicit time discretization scheme, such as the implicit midpoint rule, which allows the usage of
a large time step and ensures the long time numerical stability. We analyze the parallel transport
dynamics in the context of the singularly perturbed linear Schro¨dinger equation, and demonstrate its
superior performance in the near adiabatic regime. We demonstrate the effectiveness of our method
using numerical results for linear and nonlinear Schro¨dinger equations, as well as the time-dependent
density functional theory (TDDFT) calculations for electrons in a benzene molecule driven by an
ultrashort laser pulse.
Key words. Schro¨dinger equation; Quantum dynamics; Gauge; Parallel transport; Density
matrix; von Neumann equation; Symplectic method; Singularly perturbed system; Time-dependent
density functional theory; Adiabatic theorem
1. Introduction. Consider the following set of coupled nonlinear Schro¨dinger
equations
i∂tΨ(t) = H(t, P )Ψ(t). (1.1)
Here we assume 0 <   1. Ψ(t) = [ψ1(t), . . . , ψN (t)] are N time-dependent wave
functions subject to suitable initial and boundary conditions. H(t, P ) is a self-adjoint
time-dependent Hamiltonian. P (t) is called the density matrix and defined as
P (t) = Ψ(t)Ψ∗(t) =
N∑
j=1
ψj(t)ψ
∗
j (t). (1.2)
Note that when the initial state Ψ(0) consists of N orthonormal functions, the func-
tions in Ψ(t) will remain orthonormal for all t, i.e. (ψi(t), ψj(t)) = δij , where (·, ·)
denotes a suitable inner product. Then
P 2(t) =
N∑
j,k=1
ψj(t)(ψj(t), ψk(t))ψ
∗
k(t) =
N∑
j=1
ψj(t)ψ
∗
j (t) = P (t),
i.e. P (t) is a projector. The explicit dependence of the Hamiltonian on t is often
due to the existence of an external field, and we assume the partial derivatives ∂
mH
∂tm
are of O(1) in some suitable norms for all m ≥ 1. Hence when 0 <   1, the wave
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functions can oscillate on a much smaller time scale than that of the external fields,
and this is called the singularly perturbed regime [13].
The equations (1.1) are rather general and appear in several fields of scientific
computation. In the simplest setup when N = 1 and H(t, P ) ≡ H(t), this is the linear
Schro¨dinger equation. Another example is the nonlinear Schro¨dinger equation (NLSE)
used for modeling nonlinear photonics and Bose-Einstein condensation process [10],
i∂tψ(t) = H0(t)ψ(t) + g|ψ(t)|2ψ(t), (1.3)
where H0(t) is a Hermitian matrix obtained by discretizing the linear operator − 12∆+
V (x, t). Since N = 1, P (t) = ψ(t)ψ∗(t), and |ψ(t)|2 = diag[P (t)] is a nonlinear local
potential. When N > 1, the coupled set of Schro¨dinger equations must be solved
simultaneously. This is the case in the time-dependent density functional theory
(TDDFT) [34, 32].
The simulation of Eq. (1.1) and in particular (1.3) has been studied via a wide
range of numerical discretization methods, such as explicit Runge-Kutta methods [36],
implicit Runge-Kutta methods [6], operator splitting methods [3, 27], Magnus expan-
sion methods [6, 7], exponential time differencing methods [21], spectral deferred
correction methods [19], dynamical low rank approximation [24], adiabatic state ex-
pansion [18, 39], to name a few. What this paper focuses on is not to develop another
numerical scheme to directly discretize (1.1), but to propose an alternative formula-
tion that is equivalent to (1.1), and can be solved with improved numerical efficiency
using existing discretization schemes.
More specifically, note that if we multiply Ψ(t) by a time-dependent unitary
matrix U(t) ∈ CN×N , the resulting set of rotated wave functions, denoted by Φ(t) =
Ψ(t)U(t), yields the same density matrix as
P (t) = Φ(t)Φ∗(t) = Ψ(t) [U(t)U∗(t)] Ψ∗(t) = Ψ(t)Ψ∗(t). (1.4)
Since the unitary rotation matrix U(t) is irrelevant to the density matrix which is
used to represent many physical observables, U(t) is called the gauge, and Eq. (1.4)
indicates the density matrix is gauge-invariant. Furthermore, Eq. (1.1) can be directly
written in terms of the density matrix as
i∂tP (t) = [H(t, P ), P (t)], (1.5)
where [H,P ] := HP − PH is the commutator between H and P . Eq. (1.5) is called
the von Neumann equation (or quantum Liouville equation), which can be viewed
as a more intrinsic representation of quantum dynamics since the gauge degrees of
freedom are eliminated completely.
The simulation of the von Neumann equation can also be advantageous from the
perspective of time discretization. Consider the simplified scenario that H(t, P ) ≡
H(P ) does not explicitly depend on t, and the initial state Ψ(0) consists of a set of
eigenfunctions of H, i.e.
H[P ]ψj(0) = ψj(0)λj(0), j = 1, . . . , N, P =
N∑
j=1
ψj(0)ψ
∗
j (0). (1.6)
Eq. (1.6) is a set of nonlinear eigenvalue equations. When solved self-consistently, the
solution to the Schro¨dinger equation (1.1) has an analytic form
ψj(t) = exp
(
− i

λj(0)t
)
ψj(0), j = 1, . . . , N, (1.7)
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which oscillates on the O() time scale. Hence many numerical schemes still need to
resolve the dynamics with a time step of O(). On the other hand, the right hand
side of the von Neumann equation vanishes for all t, and hence nominally can be
discretized with an arbitrarily large time step! Of course one can use techniques such
as integration factors [8] to make this simulation using the Schro¨dinger equation as
efficient. However this example illustrates that the gap in terms of the size of the time
step generally exists between the Schro¨dinger representation and the von Neumann
representation.
In this paper, we identify that such gap is solely due to the gauge degrees of
freedom in the Schro¨dinger representation. By optimizing the gauge choice, one can
propagate the wave functions using a time step comparable to that of the von Neu-
mann equation. We demonstrate that the optimized gauge is given by a parallel
transport (PT) formulation. We refer to this gauge as the parallel transport gauge,
and the resulting dynamics as the parallel transport dynamics. Correspondingly the
trivial gauge U(t) ≡ IN in Eq. (1.1) is referred to as the Schro¨dinger gauge, and the
resulting dynamics as the Schro¨dinger dynamics. We remark that the PT dynamics
can also be interpreted as an analytic and optimal way of performing the dynamical
low rank approximation [24] for Eq. (1.1). Note that the simulation of the von Neu-
mann equation requires the explicit operation on the density matrix P (t). When a
large basis set such as finite elements or planewaves is used to discretize the partial
differential equation, the storage cost of P (t) can be often prohibitively expensive
compared to that of the wave functions Ψ(t). Hence the PT dynamics combines the
advantages of both approaches, namely to perform simulation using the time step size
of the von Neumann equation, but with cost comparable to that of the Schro¨dinger
equation.
We analyze the effectiveness of the PT dynamics for the linear time-dependent
Schro¨dinger equation in the near adiabatic regime. We remark that efficient numerical
methods have been recently developed in this regime based on the construction of
a set of instantaneous adiabatic states [18, 39]. The assumption is that the wave
functions can be approximated by the subspace spanned by low energy eigenstates of
the Hamiltonian at each t. The dimension of the subspace is often chosen to be cN ,
where c is a relatively small constant. Compared to these methods, the PT dynamics
always operates only on N wave functions, and therefore has reduced computational
and the storage cost. The PT dynamics is also applicable beyond the near adiabatic
regime.
By extending the quantum adiabatic theorem [29, 2] to the PT dynamics, we
prove that the local truncation error of the PT dynamics gains an extra order of
accuracy in terms of , when the time step is O() or smaller. The PT dynamics,
after a slight modification, can be derived from a Hamiltonian system similar to that
in the Schro¨dinger dynamics. Hence the gain of accuracy for the local truncation error
can be directly translated to the global error as well for long time simulation.
We demonstrate the effectiveness of the PT dynamics using numerical results
of the model linear and nonlinear Schro¨dinger equations. We also perform time-
dependent density functional theory (TDDFT) calculations for the electrons in a
benzene molecule driven by an ultrashort laser pulse, near and beyond the adiabatic
regime. When the spectral radius of the Hamiltonian is large, it is suitable to discretize
the PT dynamics using a symplectic and implicit time discretization scheme, such as
the implicit midpoint rule, and the resulting scheme can significantly outperform the
same scheme for the Schro¨dinger dynamics. We also find that other time-reversible
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and implicit time discretization schemes, such as the Crank-Nicolson scheme, can
yield similar performance as well. Numerical results confirm our analysis in the near
adiabatic regime, and indicate that the convergence of the PT dynamics can start
when the time step size is much larger thanO(). This is in contrast to the Schro¨dinger
dynamics where the error stays flat until the time step reaches below O(). For
TDDFT calculations, we find that our discretized PT dynamics can achieve 31.7 times
speedup in the near adiabatic regime, and 5.3 times speedup beyond the adiabatic
regime.
This paper is organized as follows. We derive the parallel transport gauge in
Section 2, and discuss the numerical discretization of the parallel transport dynamics
in Section 3. We analyze the parallel transport dynamics in the singularly perturbed
regime in Section 4. We then present the numerical results in Section 5, followed by
the conclusion in Section 6.
2. Parallel Transport Gauge. Since the concept of the parallel transport
gauge is associated with the time propagation instead of spatial discretization, for
simplicity of the presentation, unless otherwise specified, we assume that Eq. (1.1)
represents a discrete, finite dimensional quantum system, i.e. for a given time t, ψj(t)
is a finite dimensional vector, and H(t, P ) is a finite dimensional matrix. If the quan-
tum system is spatially continuous, we may first find a set of orthonormal bases func-
tions {ej(r)}dj=1 satisfying
∫
e∗j (r)ej′(r) dr = δjj′ , and expand the continuous wave-
function as ψ˜j(r, t) ≈
∑d
j=1 ψj(t)ej(r). Then after a Galerkin projection, Eq. (1.1)
becomes a d-dimensional quantum system, and the inner product for the coefficients
ψj(t) becomes the standard `
2-inner product as (ψj(t), ψk(t)) := ψ
∗
j (t)ψk(t) = δjk.
Hence we can use the linear algebra notation. The star notation is interpreted as
the complex conjugation when applied to a scalar, and Hermitian conjugation when
applied to a vector or a matrix.
2.1. Derivation. For simplicity let us consider the case N = 1 first, where the
gauge matrix U(t) simply becomes a phase factor c(t) ∈ C,|c(t)| = 1. Note that the
gauge choice cannot affect physical observables such as the density matrix. Hence
conceptually we may think that the time-dependent density matrix P (t) has already
been obtained as the solution of the von Neumann equation (1.5) on some time interval
[0, T ]. Similarly the wave function ψ(t) satisfying the Schro¨dinger dynamics is also
known. Then the relation
P (t)ϕ(t) = ϕ(t), ϕ(t) = ψ(t)c(t) (2.1)
is satisfied for any gauge choice. For simplicity we use the notation ϕ˙(t) = ∂tϕ(t), and
drop the explicit t-dependence in all quantities, as well as the P -dependence in the
Hamiltonian unless otherwise noted. Our goal is to find the time-dependent gauge
factor c(t) so that the rotated wave function ϕ(t) varies as slowly as possible. This
gives rise to the following minimization problem,
min
c(t)
‖ϕ˙(t)‖22
s.t. ϕ(t) = ψ(t)c(t), |c(t)| = 1.
(2.2)
In order to solve (2.2), note that P (t) is a projector, we split ϕ˙ into two orthogonal
components,
ϕ˙ = Pϕ˙+ (I − P )ϕ˙. (2.3)
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By taking the time derivative with respect to both sides of the first equation in
Eq. (2.1), we have
(I − P )ϕ˙ = P˙ϕ. (2.4)
Then
‖ϕ˙‖22 = ‖Pϕ˙‖22 + ‖(I − P )ϕ˙‖22
= ‖Pϕ˙‖22 + ‖P˙ϕ‖22
= ‖Pϕ˙‖22 + ‖P˙ψ‖22.
(2.5)
In the last equality, we have used that |c(t)| = 1. Note that the term ‖P˙ψ‖22 is
independent of the gauge choice, so ‖ϕ˙‖22 is minimized when
Pϕ˙ = 0. (2.6)
Therefore instead of writing down the minimizer of Eq. (2.2) directly, we define the
gauge implicitly through Eq. (2.6).
Let us write down an equation for ϕ(t) directly. Combining equations (2.4), (2.6),
(1.5) and (2.1), we have
ϕ˙ = P˙ϕ =
1
i
[H,P ]ϕ =
1
i
(Hϕ− ϕ(ϕ∗Hϕ)), (2.7)
or equivalently
i∂tϕ = Hϕ− ϕ(ϕ∗Hϕ). (2.8)
For reasons that will become clear shortly, we refer to this gauge choice as the
parallel transport gauge, and Eq. (2.8) as the parallel transport (PT) dynamics. Com-
paring with the Schro¨dinger dynamics, we find that the PT dynamics only introduces
one extra term ϕ(ϕ∗Hϕ). The right hand side of Eq. (2.8) takes the form of the
residual vector in the solution of eigenvalue problem of the form (1.6). Hence the PT
dynamics can be simply interpreted as the dynamics driven by the residuals. There-
fore we expect that the PT dynamics can be particularly advantageous in the near
adiabatic regime [18, 39], i.e. when ϕ is close to be the eigenstate of H, and all the
residual vectors are therefore small.
Now we provide an alternative interpretation of the gauge choice using the parallel
transport formulation associated with a family of projectors. For simplicity let us
assume H(t) is already discretized into a finite dimensional Hermitian matrix for each
t and so is P (t). Given the single parameter family of projectors {P (t)} defined on
some interval [0, T ], we define
A(t) = i[∂tP (t), P (t)]. (2.9)
It can be directly verified that A(t) is a Hermitian matrix for each t, and induces a
dynamics
i∂tT (t) = A(t)T (t), T (0) = I. (2.10)
T (t) is a unitary matrix for each t. T (t) is called the parallel transport evolution
operator (see e.g. [28, 9]). The connection between the parallel transport dynamics
and the parallel transport evolution operator is given in Proposition 1.
Proposition 1. Define ϕ(t) = T (t)ψ(0) where T (t) is the evolution operator
satisfying (2.10), and P (t) satisfies the von Neumann equation (1.5). Then P (t) =
ϕ(t)ϕ∗(t), and ϕ(t) satisfies the parallel transport dynamics (2.8).
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Proof. First we prove the following relation
P (t)T (t) = T (t)P (0) (2.11)
by showing that both sides solve the same initial value problem. Note that T (t)P (0)
satisfies a differential equation of the form (2.10) with the initial value T (0)P (0).
We would like to derive the differential equation P (t)T (t) satisfies. Taking the time
derivative on both sides of the identity P (t) = P 2(t), we yield two useful relations
P˙ = P˙P + PP˙ , P P˙P = 0. (2.12)
Then using Eq. (2.10),
i∂t(PT ) = iP˙T + iP [P˙ , P ]T = iP˙PT .
On the other hand,
A(PT ) = i(P˙PPT − PP˙PT ) = iP˙PT .
Therefore
i∂t(PT ) = A(PT ). (2.13)
Hence PT also satisfies an equation of the form (2.10). This proves Eq. (2.11) by
noticing further the shared initial condition P (0)T (0) = T (0)P (0).
Using Eq. (2.11), we have
P (t)ϕ(t) = P (t)T (t)ψ(0) = T (t)P (0)ψ(0) = T (t)ψ(0) = ϕ(t). (2.14)
Since T (t) is unitary, we have ‖ϕ(t)‖2 = 1 for all t. Hence
P (t) = ϕ(t)ϕ∗(t). (2.15)
The only thing left is to show that the gauge choice in ϕ(t) is indeed the parallel
transport gauge. Using Eq. (2.11) and (2.13), we have
i∂tϕ = i∂t(T ψ(0)) = i∂t(PT )ψ(0) = iP˙PT ψ(0) = HPϕ− PHPϕ. (2.16)
Here we have used the von Neumann equation
iP˙ = HP − PH.
Finally using Eq. (2.14) and (2.15), we have
i∂tϕ = Hϕ− ϕ(ϕ∗Hϕ),
which is precisely the parallel transport dynamics.
In order to see why the parallel transport gauge can be more advantageous, con-
sider again the time-independent example (1.6) in the introduction for the case N = 1.
We find that the right hand side of Eq. (2.8) vanishes, and the solution is simply
ϕ(t) = ϕ(0) = ψ(0)
for all t. This implies that the parallel transport gauge is c(t) = exp
(
+ iλ(0)t
)
that
perfectly cancels with the rotating factor in (1.7). Hence the PT dynamics yields the
6
(a) wave functions (b) Evolution of centers
Fig. 2.1: (a) Real parts of the wave functions at x0 = 25 with the Schro¨dinger gauge
and the PT gauge, respectively. (b) Centers of the wave functions. Parameters are
chosen to be T = 1,  = 0.005, and the reference solution is obtained from S-GL2 with
time step size h = 10−5.
slowest possible dynamics by completely eliminating the time-dependent phase factor,
and the time step for propagating the PT dynamics can be chosen to be arbitrarily
large as in the case of the von Neumann equation.
For a more complex example, consider a time-dependent nonlinear Schro¨dinger
equation in one dimension to be further illustrated in Section 5. Fig. 2.1 (a) shows
the evolution of the real part of the solution ψ(t) from the Schro¨dinger dynamics, and
that of ϕ(t) from the PT dynamics, respectively. We find that the trajectory of ϕ(t)
varies considerably slower than that of ψ(t), which allows us to use a much larger
time step for the simulation. Fig. 2.1 (b) measures the accuracy of the average of the
orbital center 〈x〉 (t), using simulation with the implicit midpoint rule, also known as
the Gauss-Legendre method of order 2 (GL2) scheme. We compare the performance
of the GL2 scheme with the Schro¨dinger gauge (S-GL2) and that with the PT gauge
(PT-GL2) with the same step size h = 0.004, and the reference solution is obtained
using a very small step size h = 10−5. We observe that the solution from PT-GL2
agrees very well with the reference solution, while the phase error of the solution from
S-GL2 becomes noticeable already after t = 0.2.
2.2. Hamiltonian structure. For simplicity let us consider the linear Schro¨dinger
equation, i.e. H(t, P ) ≡ H(t), and assume H(t) is a real symmetric matrix for all t.
It is well known that the Schro¨dinger dynamics is a Hamiltonian system [30, 31, 11].
More specifically, we separate the solution ψ into its real and imaginary parts as
ψ = q + ip. (2.17)
The `2-inner product associated with real quantities such as p, q are denoted by
(p, q) := pT q. We also introduce the canonically conjugate pair of variables (τ, E)
to eliminate the explicit dependence of H(t) on time [5, 11]. This gives the following
energy functional
E(τ, q, E, p) = 1
2
[
qTH(τ)q + pTH(τ)p
]
+ E. (2.18)
7
The Hamiltonian system corresponding to this energy functional is
∂tτ =
∂E
∂E
= 1,
∂tq =
∂E
∂p
=
1

H(τ)p,
∂tE = −∂E
∂τ
= − 1
2
[
qT
∂H(τ)
∂τ
q + pT
∂H(τ)
∂τ
p
]
,
∂tp = −∂E
∂q
= −1

H(τ)q.
(2.19)
Hence τ is simply the time variable, and −E is the usually defined energy of the system
up to a constant. By combining the equations for q, p we obtain the Schro¨dinger
dynamics for ψ.
Although the PT dynamics only differs from the Schro¨dinger dynamics by the
choice of the gauge, interestingly, the PT dynamics cannot be directly written as a
Hamiltonian system. To illustrate this, we first separate the real and imaginary parts
of ϕ as in (2.17), and the PT dynamics can be written as
∂tq =
1

(Hp− (qTHq + pTHp)p),
∂tp =
1

(−Hq + (qTHq + pTHp)q).
(2.20)
If this dynamics can be derived from some energy functional E , then
∂E
∂p
=
1

(Hp− (qTHq + pTHp)p),
∂E
∂q
=
1

(Hq − (qTHq + pTHp)q).
(2.21)
Straightforward computation reveals that ∂
2E
∂p∂q =
∂2E
∂q∂p is not true in general, and
hence the PT dynamics (2.8) cannot be a Hamiltonian system.
Fortunately, the PT dynamics can be slightly modified to become a Hamiltonian
system. Consider the following modified energy functional
E(τ, q, E, p) = 1
2
(qTH(τ)q + pTH(τ)p)(2− qT q − pT p) + E. (2.22)
The corresponding Hamiltonian equations are
∂tτ =
∂E
∂E
= 1,
∂tq =
∂E
∂p
=
1

[
H(τ)p(2− qT q − pT p)− (qTH(τ)q + pTH(τ)p)p] ,
∂tE = −∂E
∂τ
,
∂tp = −∂E
∂q
=
1

[−H(τ)q(2− qT q − pT p) + (qTH(τ)q + pTH(τ)p)q] .
(2.23)
Again τ is the same as t, and the conjugate variable E(t) satisfies
E(t) = − 1
2
(qTH(t)q + pTH(t)p)(2− qT q − pT p) + constant.
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Compared to the PT dynamics (2.20), we have an extra factor (2− qT q− pT p) in the
equations and the energy. Proposition 2 states that the solution to the PT dynam-
ics (2.20) is the same as the solution of the Hamiltonian system (2.23).
Proposition 2. If (τ, q, E, p) solves the Hamiltonian system (2.23) with normal-
ized initial value condition pT (0)p(0) + qT (0)q(0) = 1, then (q(t), p(t)) solves (2.20)
with the same initial value condition, and ϕ(t) = q(t) + ip(t) solves the PT dynam-
ics (2.8).
Proof. Comparing Eq. (2.23) with Eq. (2.20), we only need to show the identity
pT p+ qT q = 1
holds for all t. By computing
d
dt
(pT p+ qT q) =2(pT∂tp+ q
T∂tq)
=
1

(−2(2− qT q − pT p)pTHq + 2(qTHq + pTHp)pT q
+ 2(2− qT q − pT p)qTHp− 2(qTHq + pTHp)qT p) = 0,
we find that pT p + qT q is invariant during the propagation. Together with the nor-
malized initial condition, we complete the proof.
Proposition 2 suggests that the Hamiltonian form of the PT dynamics is
i∂tϕ = Hϕ(2− ϕ∗ϕ)− ϕ(ϕ∗Hϕ), (2.24)
which shares exactly the same solution with (2.8) using the condition ϕ∗ϕ = 1.
At the end of this part, we briefly discuss the Hamiltonian structure of the non-
linear Schro¨dinger equation and the associated PT dynamics. Let us consider the
discretized nonlinear Schro¨dinger equation (1.3), which can be reformulated as a
Hamiltonian system driven by the energy functional
E(τ, q, E, p) = 1
2
[
qTH0(τ)q + p
TH0(τ)p+
g
2
Tr((|q|2 + |p|2)2)
]
+ E. (2.25)
The PT dynamics corresponding to Eq. (1.3) can be written as
i∂tϕ = H0ϕ+ g|ϕ|2ϕ− ϕ(ϕ∗H0ϕ)− gϕ(ϕ∗|ϕ|2ϕ). (2.26)
Similar to the linear case, the PT dynamics itself cannot be reformulated as a Hamilto-
nian system in general, but can be slightly modified to become a Hamiltonian system.
More precisely, define the energy functional
E(τ, q, E, p) = 1
2
[
qTH0(τ)q + p
TH0(τ)p+ gTr((|q|2 + |p|2)2)
]
(2− qT q − pT p)
− g
4
Tr((|q|2 + |p|2)2) + E,
(2.27)
then the Hamiltonian system driven by this energy functional can be written as
i∂tϕ = (H0ϕ+ 2g|ϕ|2ϕ)(2− ϕ∗ϕ)− ϕ(ϕ∗H0ϕ)− gϕ(ϕ∗|ϕ|2ϕ)− g|ϕ|2ϕ. (2.28)
Again this equation shares the same solution with Eq. (2.26) using the condition
ϕ∗ϕ = 1.
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2.3. General case. The PT dynamics derived in the previous sections can be
directly generalized to Eq. (1.1) with N > 1. Define the transformed set of wave func-
tions Φ(t) = Ψ(t)U(t) = [ϕ1(t), . . . , ϕN (t)], where U(t) ∈ CN×N is a gauge matrix.
Following the same derivation in Section 2.1, we find that the parallel transport gauge
is given by the condition
P Φ˙ = 0. (2.29)
This gives rise to the following PT dynamics
i∂tΦ(t) = H(t, P (t))Φ(t)− Φ(t)[Φ∗(t)H(t, P (t))Φ(t)], P (t) = Φ(t)Φ∗(t). (2.30)
Again the PT dynamics is driven by the residual vectors as in eigenvalue problems.
In addition, the Hamiltonian structure is also preserved for the PT dynamics.
For simplicity let us consider the linear Hamiltonian H(t). We separate the set of PT
wave functions Φ into real and imaginary parts as
Φ(t) = q(t) + ip(t).
Define the energy functional
E(τ, q, E, p) = 1
2
Tr
(
(qTH(τ)q + pTH(τ)p)(2IN − qT q− pT p)
)
+ E. (2.31)
The associated Hamiltonian system is
∂tτ =
∂E
∂E
= 1,
∂tq =
∂E
∂p
=
1

(H(τ)p(2IN − qT q− pT p)− p(qTH(τ)q + pTH(τ)p)),
∂tE = −∂E
∂τ
,
∂tp = −∂E
∂q
=
1

(−H(τ)q(2IN − qT q− pT p) + q(qTH(τ)q + pTH(τ)p)).
(2.32)
Similar with the case when N = 1 (Proposition 2), we can show that
pT p + qT q = IN
provided the orthonormal initial value condition. Therefore the solution to the Hamil-
tonian system (2.32) can exactly form a set of solutions to the PT dynamics.
Due to the straightforward generalization as described above, unless otherwise
noted, we will focus on the case N = 1 for the rest of the paper.
3. Time discretization. When the spectral radius of the Hamiltonian is rel-
atively small and  ∼ O(1), explicit time integrators such as the 4th order Runge-
Kutta method (RK4) and the Strang splitting method can be very efficient, and can
be applied to both the Schro¨dinger dynamics and the PT dynamics. However, the
advantage of propagating the PT dynamics can become clearer when  becomes small
or when the spectral radius of H becomes very large, which is typical in e.g. TDDFT
calculations. In this scenario, all explicit time integrators must take a very small
time step, which may become very costly. It should be noted that in the Schro¨dinger
dynamics, the solution often oscillates rapidly on the time scale of  as indicated in
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Eq. (1.7). Standard implicit discretization schemes, such as the implicit midpoint rule
and the Crank-Nicolson scheme, aim at interpolating such rapidly moving curves by
low order polynomials. Therefore the time step must still be kept on the order of  to
meet the accuracy requirement, even though the numerical scheme itself may have a
large stability region or even A-stable [12].
On the other hand, as discussed in Section 2.1, the PT dynamics transforms the
fast oscillating wave function ψ(t) into a potentially slowly oscillating wave function
ϕ(t) (as in Fig. 2.1 (a)). This makes it feasible to approximate ϕ(t) using a low order
polynomial approximation. This statement will be further quantified by numerical
results in Section 5. Combined with an implicit time discretization scheme with a
large stability region, we may expect that the PT dynamics can be discretized with a
much larger time step than that in the Schro¨dinger dynamics.
The Hamiltonian structure of the PT dynamics further invites the usage of a sym-
plectic scheme for achieving long time accuracy and stability. The simplest symplectic
and implicit scheme is the implicit mid-point rule, also known as the Gauss-Legendre
method of order 2 (GL2). We use a uniform time discretization tn = nh, and h is the
time step size. With some abuse of notations, we denote by ϕ(tn) the exact solution
at tn, and ϕn the numerical approximation to ϕ(tn). Correspondingly we define
Pn = ϕnϕ
∗
n, Hn = H(tn, Pn).
It would also be helpful to define the effective nonlinear Hamiltonian He(t, ϕ) as
He = H(2− ϕ∗ϕ)− (ϕ∗Hϕ)I, for Eq. (2.24),
He = (H0 + 2g|ϕ|2)(2− ϕ∗ϕ)− (ϕ∗H0ϕ)I − g(ϕ∗|ϕ|2ϕ)I − g|ϕ|2, for Eq. (2.28).
Then the Hamiltonian equations (2.24) and (2.28) can be written in a uniform form
i∂tϕ = H
eϕ. (3.1)
The PT-Ham-GL2 discretization for discretizing the Hamiltonian equation (2.24)
and (2.28) therefore becomes
ϕn+1 = ϕn +
h
i
Hen+ 12
ϕ˜,
ϕ˜ =
1
2
(ϕn + ϕn+1),
(3.2)
Here ϕ˜ can be interpreted as the approximation to ϕ(tn+ 12 ) at the half time step, and
Hen+ 12
:= He(tn+ 12 , ϕ˜).
Note that the normalization condition ϕ˜∗ϕ˜ → 1 holds only in the limit h → 0, but
ϕ˜∗ϕ˜ 6= 1 in general. Eq. (3.2) is a set of nonlinear equations for ϕn+1, and need to be
solved iteratively. This can be viewed as a fixed point problem of the form
ϕ = F(ϕ),
where the mapping F is explicitly defined as
F(ϕ) = ϕn +
h
i
Hen+ 12
ϕ˜, ϕ˜ =
1
2
(ϕn + ϕ). (3.3)
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Assuming the fixed point exists and is unique, we may associate ϕn+1 with the fixed
point, and then move to the next time step. We may use any nonlinear equation
solving technique to solve such fixed point problem [23]. In this work, we use the
Anderson mixing [1] method, which is a simplified Broyden-type method widely used
in electronic structure calculations [26].
The PT-Ham-GL2 scheme can be simplified by directly applying the GL2 dis-
cretization to the PT dynamics (2.8) and (2.26), with the efficient Hamiltonians to
be defined as
He = H − (ϕ∗Hϕ)I, for Eq. (2.8),
He = H0 + g|ϕ|2 − (ϕ∗H0ϕ)I − g(ϕ∗|ϕ|2ϕ)I, for Eq. (2.26).
Again note that, unlike the continuous case, PT-GL2 is not equivalent to PT-Ham-
GL2 since ϕ˜∗ϕ˜ 6= 1 in general. Nevertheless, the norm of the numerical solutions
obtained by GL2 at the discretized time points tn are indeed conserved, which is
summarized in the following proposition.
Proposition 3. Suppose ϕn is the numerical solution obtained by applying GL2
to one of the following PT dynamics, (2.24), (2.28), (2.8) and (2.26). Assume that
I − h2iHen+ 12 is always invertible in each step, then ‖ϕn‖2 = ‖ϕ0‖2.
Proof. We consider the GL2 scheme (3.2) for the uniform form (3.1). It suffices
to prove that ‖ϕn+1‖2 = ‖ϕn‖2 for any n. We first substitute ϕ˜ by 12 (ϕn+ϕn+1) and
rewrite GL2 as (
I − h
2i
Hen+ 12
)
ϕn+1 =
(
I +
h
2i
Hen+ 12
)
ϕn.
Note that for all defined He, He∗ = He, then
ϕ∗n+1ϕn+1
=ϕ∗n
(
I +
h
2i
Hen+ 12
)∗(
I − h
2i
Hen+ 12
)∗−1(
I − h
2i
Hen+ 12
)−1(
I +
h
2i
Hen+ 12
)
ϕn
=ϕ∗n
(
I − h
2i
Hen+ 12
)(
I +
h
2i
Hen+ 12
)−1(
I − h
2i
Hen+ 12
)−1(
I +
h
2i
Hen+ 12
)
ϕn
=ϕ∗n
(
I − h
2i
Hen+ 12
)(
I − h
2i
Hen+ 12
)−1(
I +
h
2i
Hen+ 12
)−1(
I +
h
2i
Hen+ 12
)
ϕn
=ϕ∗nϕn,
where the second to the last line uses the fact that I − h2iHen+ 12 and I +
h
2iH
e
n+ 12
commute.
Similarly we may use other time-reversible (but not symplectic) schemes [11], such
as the trapezoidal rule discretization (known in this context as the Crank-Nicolson
method). So the PT-CN scheme becomes
ϕn+1 = ϕn +
h
2i
Henϕn +
h
2i
Hen+1ϕn+1, (3.4)
Here Hen = H
e(tn, ϕn), H
e
n+1 = H
e(tn+1, ϕn+1). In both PT-GL2 and PT-CN
schemes, we need to solve ϕn+1 with nonlinear equation solvers as before. Although
these schemes are not symplectic schemes and the 2-norm of the numerical solution
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by PT-CN is not strictly conserved as in PT-Ham-GL2, numerical results in Section 5
indicate that the performance of all the three schemes can be very comparable in
practice.
Following the discussion above, we may readily obtain the corresponding scheme
for N > 1 case, as well as higher order and symplectic time discretization schemes,
such as the Gauss-Legendre collocation methods [17] for the PT dynamics.
4. Analysis in the near adiabatic regime. In this section, we demonstrate
the advantage of the PT dynamics by analyzing the accuracy of the discretized PT
dynamics in the near adiabatic regime. Our main result is that for h ≤ O(), a proper
discretization of the PT dynamics gains one extra order of accuracy in  compared to
that of the Schro¨dinger dynamics.
We extend the quantum adiabatic theorem [22, 2, 38] to the PT dynamics, which
shows that the PT wave function ϕ(t) can be decomposed into a component of which
the oscillation is independent of  and the magnitude is O(1), and a component that
is highly oscillatory with O() magnitude. This leads to the desired result in terms of
the local truncation error. We then obtain the global error estimate from the standard
results of symplectic integrators due to the Hamiltonian structure of the dynamics.
Again, we restrict the scope of the theoretical analysis to the time-dependent
linear system with N = 1. While the generalization to the case N > 1 is straight-
forward, the analysis beyond the linear system can be considerably more difficult.
One important difficulty is the lack of the spectral theory and the corresponding adi-
abatic theorem for general nonlinear operators [37], which play important roles as
being shown in our proof, though progress has been made in recent years for certain
types of the nonlinear problems such as the Schro¨dinger equation with weak nonlin-
earity [37], and certain quantum-classical molecular dynamics (QCMD) models [4].
We remark that there has been recent progress [20] proving the adiabatic theorem un-
der a more general nonlinear setting. Extension of the work of [20] to the nonlinear
PT dynamics will be our future work.
We make the following assumptions through this section, which defines the near
adiabatic regime:
1. H : [0, T ] → Cd×d is a Hermitian-valued and smooth map. The norms
‖H(t)‖2 and ‖H(k)(t)‖2 for all the time derivatives are bounded independently
of  and t ∈ [0, T ].
2. There exists a continuous function λ(t) ∈ spec(H(t)) which is a simple eigen-
value of H(t) and stays separated from the rest of the spectrum, i.e. there
exists a positive constant ∆ such that
dist(λ(t), spec(H(t))\{λ(t)}) ≥ ∆, ∀t ∈ [0, T ]. (4.1)
3. The initial state ϕ(0) is the normalized eigenvector of H(0) associated with
the eigenvalue λ(0).
The assumption 1 ensures that the solutions of both the Schro¨dinger dynamics and
the PT dynamics are smooth with respect to t. The assumption 2 is called the gap
condition [38].
Before we continue, we would like to investigate a useful conclusion which can be
directly derived from the above assumptions. Let Q(t) denote the projector on the
eigenspace corresponding to λ(t). Q(t) can be expressed by the Riesz representation
of the projector as
Q(t) = − 1
2pii
∫
Γ(t)
R(z, t)dz (4.2)
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in which R(z, t) = (H(t) − z)−1 is the resolvent at time t and the complex contour
can be chosen as Γ(t) = {z ∈ C : |z − λ(t)| = ∆/2}. Note that the assumption 2
assures that such representation is well-defined and, together with assumption 1, Q(t)
is actually also a smooth bounded map, which is summarized in the following lemma.
Lemma 4. The norms of all time derivatives ‖Q(k)(t)‖ are bounded independently
of .
Proof. We follow the technique in [38]. The boundedness of Q(t) directly follows
from the Riesz representation (4.2) and the boundedness of R(z, t) over the contour
Γ(t). The contour Γ(t) depends on t. To avoid taking time derivatives over the
contour, note that the continuity of λ(t) implies that for any s ∈ [0, T ], there exists a
neighborhood B(s, δs) such that
|z − λ(t)| ≥ ∆/4, ∀t ∈ B(s, δs) ∩ [0, T ], z ∈ Γ(s).
By finding a finite cover
⋃n
j=1B(sj , δsj ) ⊃ [0, T ], for each t ∈ [0, T ], there exists a sj
such that t ∈ B(sj , δsj ) and we can rewrite Q(t) as
Q(t) = − 1
2pii
∫
Γ(sj)
R(z, t)dz. (4.3)
Such sj remains unchanged locally, hence
Q(k)(t) = − 1
2pii
∫
Γ(sj)
R(k)(z, t)dz.
The boundedness of Q(k)(t) can be directly assured by the boundedness of H(k)(t).
4.1. Adiabatic theorem. First let us define the adiabatic evolution ϕA(t) as
the solution to the following initial value problem
i∂tϕA = i[Q˙,Q]ϕA, ϕA(0) = ϕ(0). (4.4)
Since the matrix i[Q˙,Q] is Hermitian, ‖ϕA‖2 = 1 holds for all t. Following the
same proof of Eq. (2.14) in Proposition 1, we find that ϕA is an eigenvector of H(t)
corresponding to λ(t), i.e. Q(t)ϕA(t) = ϕA(t) holds for all t ∈ [0, T ].
In the near adiabatic regime, we may separate ϕ(t) into the smooth component ϕA
and a remainder term. This is called the adiabatic theorem and is given in Theorem 5.
Theorem 5. Let ϕ(t) follow the PT dynamics (2.8), and let ϕA(t) follow the
adiabatic evolution as defined in Eq. (4.4). Then the following decomposition
ϕ(t) = ϕA(t) + ϕR(t) (4.5)
holds up to time T = O(1). Furthermore, ϕR(t) is infinitely differentiable, and
‖ϕR(t)‖2 is bounded independently of .
Proof. The proof is organized according to the following three steps.
1. Define another adiabatic evolution ϕB , which satisfies an equation that re-
sembles the PT dynamics.
2. Prove the adiabatic decomposition with respect to ϕB , i.e. there exists an
infinitely differentiable function η(t) such that
ϕ(t) = ϕB(t) + η(t), ∀t ∈ [0, T ],
where ‖η(t)‖2 is bounded independently of .
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3. Prove that the difference between ϕB and ϕA is of O().
1. Define TB as the solution to the initial value problem
i∂tTB = (H − ϕ∗Hϕ+ i[Q˙,Q])TB , TB(0) = I, (4.6)
We define ϕB according to
ϕB(t) := TB(t)ϕ(0),
which solves the initial value problem
i∂tϕB = (H − ϕ∗Hϕ+ i[Q˙,Q])ϕB , ϕB(0) = ϕ(0). (4.7)
Since the matrix (H − ϕ∗Hϕ+ i[Q˙,Q]) is Hermitian, TB is a unitary evolution, and
ϕB is a normalized vector.
Next we show that ϕB(t) is an eigenvector of H(t) corresponding to λ(t), i.e.
Q(t)ϕB(t) = ϕB(t). (4.8)
This can be done by showing that QϕB and ϕB solve the same initial value problem.
By the Leibniz rule and Eq. (4.7), we have
∂t(QϕB) = Q˙ϕB +Qϕ˙B
= Q˙ϕB +Q[Q˙,Q]ϕB − i

Q(H − ϕ∗Hϕ)ϕB .
Use the identities similar to (2.12),
Q˙ = Q˙Q+QQ˙, QQ˙Q = 0, Q2 = Q,
we have
Q˙+Q[Q˙,Q] = Q˙Q+QQ˙+QQ˙Q−Q2Q˙
= Q˙Q = (Q˙Q−QQ˙)Q = [Q˙,Q]Q.
Hence
∂t(QϕB) = [Q˙,Q]QϕB − i

Q(H − ϕ∗Hϕ)ϕB .
Together with the identity QH = HQ, we have
∂t(QϕB) = [Q˙,Q]QϕB − i

(H − ϕ∗Hϕ)QϕB
= − i

(H − ϕ∗Hϕ+ i[Q˙,Q])(QϕB).
Furthermore, the initial condition satisfies Q(0)ϕB(0) = ϕB(0) = ϕ(0). Hence QϕB
solves the same initial value problem (4.7) as ϕB .
In summary, in step 1 we define another adiabatic evolution ϕB(t) which is also
an eigenstate of H(t) corresponding to λ(t) (Eq. (4.8)). Therefore, ϕA(t) and ϕB(t)
are both eigenstates of H(t) differing at most by a choice of gauge.
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2. Now we estimate the distance between ϕ(t) and ϕB(t). This can be done by
mimicking the standard proof of the adiabatic theorem [2] with some modifications.
By the definition of ϕB ,
‖ϕ(t)− ϕB(t)‖2 = ‖ϕ(t)− TB(t)ϕ(0)‖2 = ‖T −1B (t)ϕ(t)− ϕ(0)‖2.
Define w(t) = T −1B (t)ϕ(t), then
‖ϕ(t)− ϕB(t)‖2 = ‖w(t)− w(0)‖2 =
∥∥∥∥∫ t
0
w˙(s)ds
∥∥∥∥
2
. (4.9)
In order to estimate w˙, differentiate the equation TBw = ϕ and we get
w˙ = −T −1B [Q˙,Q]TBw. (4.10)
Note that if we define
X(t) = − 1
2pii
∫
Γ(sj)
R(z, t)Q˙(t)R(z, t)dz
where Γ(sj) and R(z, t) are defined in the proof of Lemma 4, then ‖X‖2 and ‖X˙‖2
are bounded independently of , and [2, 38]
[Q˙,Q] = [H,X].
Then
w˙ = −T −1B [H,X]TBw = −(T −1B H)XTBw + T −1B X(HTB)w. (4.11)
To compute the first part of Eq. (4.11), we first take the time derivative of the identity
I = T −1B TB and get
T −1B H = −i∂t(T −1B ) + (ϕ∗Hϕ)T −1B − iT −1B [Q˙,Q]. (4.12)
Then the first part of Eq. (4.11) can be rewritten as
−(T −1B H)XTBw = i∂t(T −1B )XTBw + iT −1B [Q˙,Q]XTBw − (ϕ∗Hϕ)T −1B XTBw.
(4.13)
To compute the second part of Eq. (4.11), rewrite Eq. (4.6) as
HTB = i ˙TB + (ϕ∗Hϕ)TB − i[Q˙,Q]TB , (4.14)
and then
T −1B X(HTB)w = iT −1B X ˙TBw − iT −1B X[Q˙,Q]TBw + (ϕ∗Hϕ)T −1B XTBw. (4.15)
Sum up Eq. (4.13) and (4.15), then Eq. (4.11) becomes
w˙ = i(∂t(T −1B )XTB + T −1B X ˙TB)w + iT −1B [[Q˙,Q], X]TBw. (4.16)
In Eq. (4.16), the second term of the right hand side is already of O(). Now we turn
to the first term to treat the derivatives ∂t(T −1B ) and ˙TB . By repeated usage of the
Leibniz rule, Eq. (4.16) becomes
w˙ = i∂t(T −1B XTB)w − iT −1B X˙TBw + iT −1B [[Q˙,Q], X]TBw
= i∂t(T −1B XTBw)− iT −1B XTBw˙ − iT −1B X˙TBw + iT −1B [[Q˙,Q], X]TBw
= i∂t(T −1B Xϕ) + iT −1B X[H,X]ϕ− iT −1B X˙ϕ+ iT −1B [[Q˙,Q], X]ϕ.
(4.17)
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In the last equation we use again Eq. (4.10). Substitute Eq. (4.17) back to Eq. (4.9),
we get
‖ϕ(t)− ϕB(t)‖2 = ‖
∫ t
0
w˙(s)ds‖2
≤ ‖(T −1B Xϕ)(t)− (T −1B Xϕ)(0)‖2
+ 
∥∥∥∥∫ t
0
(T −1B X[H,X]ϕ− T −1B X˙ϕ+ T −1B [[Q˙,Q], X]ϕ)ds∥∥∥∥
2
= O().
(4.18)
Therefore there exists η(t) such that
ϕ(t) = ϕB(t) + η(t), (4.19)
where ‖η(t)‖2 is bounded independently of . The differentiability of η(t) follows
directly from that of ϕ(t) and ϕB(t).
3. Comparing Eq. (4.19) with our goal, the only thing that we need to prove
is that the distance between ϕB and ϕA is also O(). Note that ϕA can be written
as [10]
ϕA(t) = T
[
exp
(∫ t
0
[Q˙(s), Q(s)]ds
)]
ϕA(0), (4.20)
where T is the time ordering operator due to the explicit time dependence of Q. Using
the power series representation, the time-ordered exponential is defined as
T
[
e
∫ t
0
A(s) ds
]
= I +
∫ t
0
A(s) ds+
1
2!
∫ t
0
∫ t
0
T[A(s1)A(s2)] ds1 ds2 + · · · , (4.21)
where the time-ordered product of two matrices T[A(s1)A(s2)] is given by
T[A(s1)A(s2)] =
{
A(s1)A(s2), s1 ≥ s2;
A(s2)A(s1), s1 < s2.
(4.22)
Using Duhamel’s principle, we have from Eq. (4.4) and (4.7)
ϕB(t) = ϕA(t)+
∫ t
0
T
[
exp
(∫ t
s
[Q˙(s′), Q(s′)]ds′
)]
· 1
i
(H(s)−ϕ∗(s)H(s)ϕ(s))ϕB(s)ds
(4.23)
By Eq. (4.8), (4.19), and the normalization condition of ϕ and ϕB ,
(H − ϕ∗Hϕ)ϕB = −λ(η∗ϕB + ϕ∗Bη)ϕB − 2(η∗Hη)ϕB
= −λ[(ϕB + η)∗(ϕB + η)− ϕ∗BϕB − 2η∗η]ϕB − 2(η∗Hη)ϕB
= 2λ(η∗η)ϕB − 2(η∗Hη)ϕB
= O(2).
(4.24)
Hence Eq. (4.23) implies
ϕB − ϕA = O(). (4.25)
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Therefore, ϕR := η+(ϕB−ϕA)/ is infinitely differentiable, and ‖ϕR(t)‖2 is bounded
independently of . This proves the decomposition of the solution to the PT dynamics
ϕ = ϕB + η = ϕB + ϕR − (ϕB − ϕA) = ϕA + ϕR. (4.26)
Theorem 5 gives a decomposition near the adiabatic regime with respect to the
PT wave function. As a corollary, we also have the adiabatic theorem with respect to
the projector.
Corollary 6. For the projector P (t), there exists an infinitely differentiable
matrix-valued function R(t) such that
P (t) = Q(t) + R(t) (4.27)
holds for all t up to T = O(1), where ‖R(t)‖2 is bounded independently of .
Proof. This follows directly from theorem 5
P = ϕϕ∗ = (ϕA + ϕR)(ϕA + ϕR)∗
= Q+ (ϕRϕ
∗
A + ϕAϕ
∗
R + ϕRϕ
∗
R).
(4.28)
Remark 7. The adiabatic theorem for the Schro¨dinger wave function ψ(t) has
been well established in the literature e.g. [22, 2, 38], where the decomposition takes
the form ψ = ψA + ψ˜R, and the adiabatic evolution ψA satisfies
i∂tψA = (H + i[Q˙,Q])ψA. (4.29)
We compare our result with previous well-established ones from two aspects. First,
there is an important difference between the PT eigenfunction ϕA, governed by Eq. (4.4),
and the standard one ψA, governed by Eq. (4.29). Although both ϕA and ψA are eigen-
functions of H(t), their phase factors are different, resulting in different oscillatory
behavior. More specifically, the standard wavefunction ψA oscillates on the scale of
O(−1) since (at least intuitively) Eq. (4.29) is just a small perturbation of the original
Schro¨dinger dynamics. The PT eigenfunction ϕA does not depend on , and thus os-
cillates on the scale of O(1). When projected to the eigenspace, the PT dynamics leads
to the optimal phase factor, and this verifies the effectiveness of the definition of PT
(to minimize unnecessary oscillations) and provides another theoretical explanation
of the performance shown in Fig. 2.1a. Second, our proof largely follows the existing
works of the adiabatic theorem [22, 2, 38]. Our main modification is to address the
special non-linear term in the PT dynamics, even though the original Schro¨dinger
dynamics is linear.
Remark 8. As mentioned at the end of step 1, ϕB is also an eigenstate, and
Eq. (4.19) indeed leads to another version of the adiabatic theorem, but with notable
differences from the decomposition in Theorem 5. First, the definition of ϕB still
relies on the information of ϕ, and thus is not a self-contained equation. Second, the
norms of the derivatives of ϕB still depend on  (more precisely one can prove that
‖ϕ(k)B ‖2 ∼ O(1/k−2) for k ≥ 3), which indicates that the gauge choice of ϕB is not
optimal either.
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4.2. Local truncation error. In this section, we show that after time dis-
cretization, the local truncation error of the discretized PT dynamics improves by
one order in terms of  compared to that of the discretized Schro¨dinger dynamics in
the near adiabatic regime. This is given in Lemma 9.
For simplicity we will focus on the numerical integrators in the classes of Runge-
Kutta methods and linear multistep methods, both of which are widely used for
simulating the Schro¨dinger equation. We will refer numerical integrator to either
a Runge-Kutta method or a linear multistep method in our context. Recall that a
numerical integrator with a given time step h, denoted by Ih, can be generally written
as
un+1 = Ih(un, · · · , un−l), (4.30)
for some integer l ≥ 0, and un is the numerical approximation to the true solution
u(tn). If Ih is of order k, then the local truncation error at step n+ 1, defined as
Ln+1 = Ih(u(tn), · · · , u(tn−l))− un+1,
should satisfy
‖Ln+1‖2 ≤ Chk+1‖u(k+1)(ξn+1)‖2,
for some ξn+1 ∈ [tn, tn+1]. When applied to the Schro¨dinger dynamics, the PT
dynamics, or the associated Hamiltonian form, we may identify u with ψ, ϕ, or the
equivalent (q, p) representation.
Lemma 9. Apply a numerical integrator of order k to the Schro¨dinger dynam-
ics or its Hamiltonian form (2.19). Then the local truncation error is bounded by
Chk+1/r up to the time T ∼ O(1), with r = k + 1 and C is a constant independent
of h and . The same result holds for the PT dynamics (2.8) or its corresponding
Hamiltonian form (2.23) with r = k.
Proof. It is sufficient to show that the derivatives satisfy ‖ψ(k+1)‖2 ≤ O(1/k+1),
and ‖ϕ(k+1)‖2 ≤ O(1/k) for any k ≥ 0. This can be proved by induction.
1. For ψ, the case k = 0 directly follows from Eq. (1.1). Assume the estimate
holds for all the integers smaller than k, differentiate the Schro¨dinger equation k times
and we get
ψ(k+1) =
1
i
k∑
j=0
(
k
j
)
H(k−j)ψ(j). (4.31)
By the induction and the assumption 1,
‖ψ(k+1)‖2 ≤ C

k∑
j=0
(
k
j
)
1
j
∼ O(−(k+1)). (4.32)
2. For ϕ, we first study the derivatives of P , and then use the PT condition (2.6)
to obtain the derivatives of ϕ.
By Corollary 6, the von Neumann equation (1.5) and the identity HQ = QH, the
first order derivative of P satisfies
‖P˙‖2 = 1

‖HP − PH‖2 = ‖HR−RH‖2 ≤ O(1).
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Furthermore, differentiate the von Neumann equation (1.5) k times, we get
P (k+1) =
1
i
k∑
j=0
(
k
j
)
[H(j), P (k−j)], (4.33)
from which we can show by induction that
‖P (k+1)‖2 ≤ O(−k). (4.34)
Now use the PT condition Pϕ˙ = 0, we find for k = 0,
ϕ˙ = ∂t(Pϕ) = P˙ϕ ≤ O(1). (4.35)
Furthermore,
ϕ(k+1) =
k∑
j=0
(
k
j
)
P (j+1)ϕ(k−j), (4.36)
from which we can prove by induction and Eq. (4.34) that
ϕ(k+1) ≤ O(−k). (4.37)
4.3. Global error. The analysis of the local truncation error directly extends to
the global error up to T ∼ O(), following the classical stability analysis. However, the
Lipschitz constants corresponding to the right hand side of the Schro¨dinger dynamics
and the PT dynamics are generally O(1/), which leads to an exponentially growing
factor exp(T/) in the global error bounds. Hence we cannot directly obtain the global
error estimate up to O(1) time.
However, if we adopt the Hamiltonian formulation of the dynamics and employ a
symplectic integrator, we can indeed obtain long time error estimates. This is stated
in Theorem 10, of which the proof directly follows from Lemma 9 and Theorem X.3.1
in [11].
Theorem 10. Apply a symplectic integrator of order k to the Hamiltonian system
(2.19) and (2.23), then there exist constants c, C, independent of h and , such that
for the time step h ≤ c, the numerical solutions up to the time T ∼ O(1) satisfy
‖(qn, pn)− (q(t), p(t))‖2 ≤ Ch
k
r
. (4.38)
Here r = k + 1 for the Schro¨dinger dynamics (2.19) and r = k for the PT dynamics
(2.23).
Remark 11. In Theorem X.3.1 in [11], all terms are bounded by O(1) terms
and there is no  dependence. In order to adapt its proof to the current situation,
we observe the key fact in Theorem X.3.1 in [11] that the global error of a symplectic
integrator accumulates linearly in time with no exponential growing factor. Therefore
the local truncation error which is O(hk+1/r) directly sums up linearly to the global
error of O(hk/r).
Remark 12. The nontrivial restriction on the time step size h ≤ c is because
Theorem X.3.1 in [11] holds only for sufficiently small time steps. In general, h must
be no larger than c/L where L is the Lipschitz constant of the right hand side of the
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Hamiltonian system, and is O(1/) in the singularly perturbed regime. Nonetheless,
numerical results in Section 5 indicate that the PT dynamics may admit a considerably
larger time step in practice.
Remark 13. When a symplectic integrator is used, Theorem 10 is directly appli-
cable to the Schro¨dinger dynamics. However, the PT dynamics (2.8) and the Hamil-
tonian system (2.23) share the same exact solution, but lead to different numerical
schemes even when the same integrator is used. Despite such difference, numerical
results in Section 5 indicate that the symplectic integrators, and even certain non-
symplectic schemes, can still perform very well in the PT dynamics (2.8).
Remark 14. Theorem 10 also indicates that the PT dynamics is relatively more
effective when combined with low order methods. For instance, if we would like
to achieve some desired accuracy δ (assuming δ is sufficiently small), then for the
Schro¨dinger dynamics, we should choose the time step size to be
h ∼ O(δ 1k 1+ 1k ).
For the PT dynamics, we should choose
h ∼ O(δ 1k ).
From this perspective, the gain of the PT dynamics is less significant when k is large.
5. Numerical results. In this section we study the effectiveness of the PT
dynamics using three examples. The first one is a toy example, which is a linear
Schro¨dinger equation in C2. This example gives a clear illustration of the performance
of different numerical methods near and beyond the adiabatic regime. The second
example is a nonlinear Schro¨dinger equation in a one-dimensional space, where we
also compare the computational cost between the propagation of the Schro¨dinger
dynamics and the PT dynamics. In the end we study the electron dynamics of a
benzene molecule driven by an ultrashort laser pulse described by the time-dependent
density functional theory (TDDFT).
The test programs in the first two examples are written in MATLAB. We imple-
ment the PT dynamics for TDDFT in the PWDFT code, which performs planewave
based electronic structure calculations. PWDFT is a self-contained module in the
massively parallel DGDFT (Discontinuous Galerkin Density Functional Theory) soft-
ware package written in MPI and C++ [25, 15]. All calculations are carried out using
the BRC High Performance Computing service. Each node consists of two Intel Xeon
10-core Ivy Bridge processors (20 cores per node) and 64 gigabyte (GB) of memory.
We use the Anderson mixing for solving all the nonlinear fixed point problems, includ-
ing those in the PT dynamics, the nonlinear Schro¨dinger equation, and the TDDFT
calculations. Here no preconditioner is used for the first two examples. We use a
shifted Laplace preconditioner for the TDDFT example, which can be implemented
efficiently in the planewave basis set using the fast Fourier transform.
5.1. A toy example. First we present a linear example, in which H(t) is chosen
to be
H(t) =
(
t− t0 δ
δ −(t− t0)
)
. (5.1)
Here H(t) has the eigenvalues λ1,2(t) = ∓
√
(t− t0)2 + δ2, where δ > 0 ensures the
gap condition and controls the size of the gap. When δ is large, the dynamics stays
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(a) δ = 1 (b) δ = 0.02
Fig. 5.1: Eigenvalues of H(t) in the toy example with t0 = 0.5 and two choices of δ.
closer to the adiabatic regime, while the dynamics can go beyond the adiabatic regime
with a smaller δ (see Fig. 5.1). The initial value is always chosen to be the normalized
eigenvector of H(0) corresponding to λ1(0) = −
√
t20 + δ
2. We propagate the wave
functions up to T = 1. For the choices of the parameters in the Anderson Mixing in
propagating PT dynamics, the step length α = 1, the mixing dimension is 20, and
the tolerance is 10−8.
5.1.1. Near adiabatic regime. First we consider the near adiabatic case with
δ = 1. We compare the following numerical methods:
• S-RK4: fourth order Runge-Kutta method (RK4) applied to the Schro¨dinger
equation (1.1)
• PT-RK4: fourth order Runge-Kutta method (RK4) applied to the PT dy-
namics (2.8)
• S-GL2: implicit midpoint rule (GL2) applied to the Schro¨dinger equation (1.1)
• PT-Ham-GL2: implicit midpoint rule (GL2) applied to the PT Hamiltonian
system (2.23)
• PT-GL2: implicit midpoint rule (GL2) applied to the PT dynamics (2.8)
• PT-CN: trapezoidal rule (or the Crank-Nicolson method, CN) applied to the
PT dynamics (2.8)
Fig. 5.2 compares the performance of different methods for this toy example. The
numerical error is computed by
e(h, ) = max
n s.t. nh∈[0,T ]
‖un − u(tn)‖2
where u denotes ψ for the Schro¨dinger dynamics, ϕ for the PT dynamics and (q, p)
for the Hamiltonian systems, respectively.
We first consider the explicit numerical methods. Fig. 5.2a and 5.2b give a com-
parison between S-RK4 and PT-RK4. Not surprisingly, as an explicit method, RK4 is
numerically unstable for large time steps under both cases, and achieves fourth order
convergence for small time steps. Furthermore, when h is small enough, e(h, ) of the
PT dynamics is smaller than that of the Schro¨dinger dynamics. Fig. 5.3a presents a
study on how e(h, ) depends on , which reveals that by propagating the PT dynam-
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(a)  = 0.01 (b)  = 0.002
(c)  = 0.01 (d)  = 0.002
Fig. 5.2: Numerical errors of different numerical methods in the near adiabatic regime
of the toy example. (a)(b) compare S-RK4 and PT-RK4 for  = 0.01, 0.002, respec-
tively. (c)(d) compare S-GL2 and PT-Ham-GL2 for  = 0.01, 0.002, respectively.
ics we gain one extra order of accuracy in terms of . This agrees with the theoretical
results in Section 4.
Next we test GL2 as an example of implicit symplectic methods applied to the
Hamiltonian systems. Fig. 5.2c compares the numerical performances of S-GL2 and
PT-Ham-GL2. For small h, we observe a smaller error using the PT formulation,
i.e. e(h, ) of S-GL2 is O(h2/3) and e(h, ) of PT-Ham-GL2 is O(h2/2) (see Fig. 5.3b
for a study on the  dependence). This verifies the estimate in Theorem 10. Despite
that GL2 is a numerically stable scheme with a large time step, the step size of S-GL2
is constrained by the requirement of the accuracy, while the step size of PT-Ham-GL2
can be chosen to be considerably larger.
More specifically, let us define the “turning point” hT to be the largest time step
size when a scheme starts to converge. Numerically for second order schemes the
turning point can be computed as
hT = arg max
{
h ∈ [h1, h2] : ∂(log e)
∂(log h)
> 1
}
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(a) (b)
Fig. 5.3: Relationship between the asymptotic errors and  in the near adiabatic
regime of the toy example. Here we fix the time step size to be h = 10−4 for both
(a)(b).
(a) (b)
Fig. 5.4: (a) Relationship between the turning points and  in S-GL2 and PT-Ham-
GL2 in the near adiabatic regime of the toy example. (b) Relationship between the
magnitude of the plateau of the numerical error and  in PT-Ham-GL2.
where [h1, h2] is a suitable interval containing the convergence interval of interests.
In Fig. 5.2c we mark the turning points in S-GL2 and PT-Ham-GL2, and study their
dependence on  in Fig. 5.4a. For S-GL2, the convergence starts at hT = O(3/2).
For PT-Ham-GL2, a two-stage convergence behavior is observed. As h decreases,
the scheme first starts to converge with second order at a relatively large time step
hT1 = O(1/2). This first stage ends at h = O() when e(h, ) reaches a plateau with
its magnitude being O() (see Fig. 5.4b). Then the second-stage convergence starts
at hT2 = O(3/2).
In the end we compare the schemes PT-Ham-GL2, PT-GL2 and PT-CN. Although
we only justified the behavior of the global error for PT-Ham-GL2, numerical results
in Fig. 5.5a and 5.5b indicate that there is no essential difference among these methods
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(a)  = 0.01 (b)  = 0.002
Fig. 5.5: Performance of PT-Ham-GL2, PT-GL2 and PT-CN in the near adiabatic
regime of the toy example.
in practice.
5.1.2. Beyond adiabatic regime. As the value of δ is reduced, the second
eigenstate corresponding to λ2 may contribute significantly to the wave function,
which leads to the violation of the adiabatic regime.
Fig. 5.6 investigates the Schro¨dinger wave function and the PT wave function
with  = 0.002, δ = 0.05. Fig. 5.6a and 5.6b compare the real parts of the Schro¨dinger
wave function and the PT wave function. When t < t0 = 0.5, the system stays close
to the adiabatic regime and the PT wave function is nearly flat. However, when
t > t0, the PT wave function starts to oscillate as well. Fig. 5.6c shows an orthogonal
decomposition of the PT wave function into two orthogonal eigenspaces. Fig. 5.6d
shows the evolution of the probability that the eigenstate corresponding to λ2(t) is
occupied, which can be computed as |c2|2 = |(ϕ(t), e2(t))|2 and e2(t) is the normalized
eigenstate of H(t) corresponding to λ2(t). These results confirm that the oscillatory
behavior originates from the excited state corresponding to λ2.
As discussed before, such oscillatory nature in the wave functions may increase
the computational difficulty and require a smaller time step even for the PT dy-
namics. Fig. (5.7) compares e(h, ) for S-GL2, PT-Ham-GL2, PT-GL2 and PT-CN
respectively. The results confirm that the PT dynamics is always more accurate than
the Schro¨dinger dynamics using the same step size, but the gain becomes smaller as
δ decreases.
5.2. Nonlinear Schro¨dinger equation in one dimension. Next we study
the performance of the PT dynamics in a singularly perturbed nonlinear Schro¨dinger
equation in one dimension.
i∂tψ(x, t) = −1
2
∂2xψ(x, t) + V (x, t)ψ(x, t) + g|ψ(x, t)|2ψ(x, t), x ∈ [0, L]
ψ(x, 0) = ψ0(x)
ψ(0, t) = ψ(L, t).
(5.2)
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(a) (b)
(c) (d)
Fig. 5.6: The Schro¨dinger and the PT wave functions beyond the adiabatic regime in
the toy example. In all sub-figures, parameters are chosen to be  = 0.002, δ = 0.05,
and the solutions are obtained by GL2 with the time step h = 10−6. (a)(b) show
the first and second entry of the real part of the Schro¨dinger wave function and the
PT wave function, respectively. (c) shows a decomposition of the PT wave function
into the two orthogonal eigenspaces (in the sub-figure we only present the real part
of the first entry). (d) shows the time evolution of the probability that the eigenstate
corresponding to λ2 is occupied.
We set L = 50, and the external potential is chosen to be a time-dependent Gaussian
function modeling a moving potential well (Fig. 5.8)
V (x, t) = − exp(−0.1(x−R(t))2) (5.3)
with a time-dependent center
R(t) = 25 + 1.5 exp(−25(t− 0.1)2) + exp(−25(t− 0.5)2). (5.4)
Note that R(t) varies on the O(1) time scale.
We use equidistant nodes xk = khx and the second-order finite difference scheme
for spacial discretization, and we fix hx = 0.025. Other parameters in this example
are chosen to be g = 2.5, T = 1,  = 0.0025. For the choices of the parameters in
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(a) δ = 0.07 (b) δ = 0.05
(c) δ = 0.03 (d) δ = 0.03
Fig. 5.7: Numerical errors of different numerical methods beyond the adiabatic regime
in the toy example. In all sub-figures  = 0.002. (a)(b)(c) compare the numerical
performances between S-GL2 and PT-Ham-GL2 for δ = 0.07, 0.05, 0.03, respectively.
(d) gives a comparison of PT-Ham-GL2, PT-GL2 and PT-CN with δ = 0.03.
the Anderson Mixing, the step length α = 1, the mixing dimension is 20, and the
tolerance is 10−8. Fig. 5.9 compares e(h, ) of S-GL2, PT-Ham-GL2, PT-GL2 and
PT-CN, and confirms the same numerical behavior as in the toy example.
Next we study the computational cost by comparing the total number of the
Anderson mixing steps versus the numerical error e(h, ) up to T = 1. Fig. 5.10 clearly
demonstrates that in order to achieve the same level of accuracy, all the methods
propagating the PT dynamics, including PT-Ham-GL2, PT-GL2 and PT-CN, are
much more efficient than S-GL2. This is valid across the entire range of the step sizes
under study.
5.3. Time-dependent density functional theory in three dimension. As
the last example, we demonstrate the performance of the PT dynamics for a ben-
zene molecule driven by an ultrashort laser pulse using the time-dependent density
functional theory (TDDFT). The TDDFT equations are
i∂tΨ(t) = H(t, P )Ψ(t), P (t) = Ψ(t)Ψ
∗(t), (5.5)
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(a) (b)
Fig. 5.8: External potential and the time-dependent center for the nonlinear
Schro¨dinger equation.
(a) (b)
Fig. 5.9: Numerical errors of different numerical methods in the example of the non-
linear Schro¨dinger equation. Parameters are chosen to be T = 1,  = 0.0025. (a)
compares S-GL2 and PT-Ham-GL2. (b) compares PT-Ham-GL2, PT-GL2 and PT-
CN.
and the corresponding PT-TDDFT equations are
i∂tΦ(t) = H(t, P )Φ(t)− Φ(t)Φ∗(t)H(t, P )Φ(t), P (t) = Φ(t)Φ∗(t). (5.6)
The number of wavefunctions N is 15 for benzene example. Compared to the setup
of singularly perturbed equations, here in the sense that the parameter  is formally
set to 1 in TDDFT equations. However, as will be seen later, the PT dynamics can
still result in significant computational advantage. The Hamiltonian takes the form
H(t, P ) = −1
2
∆ + Vext(r, t) + VPP(r) + VHxc[ρ(t)]. (5.7)
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Fig. 5.10: Total numbers of the Anderson mixing versus the numerical error.
Here VPP is the pseudopotential operator due to the electron-ion interaction, and we
use the Optimized Norm-Conserving Vanderbilt (ONCV) pseudopotential [14] with
a kinetic energy cutoff Ecut = 30 Hartree. After spatial discretization, VPP becomes
a matrix independent of the time t and the density matrix P . VHxc is the sum of
the Hartree and exchange-correlation potentials. We use the Perdew-Burke-Ernzerhof
(PBE) [33] exchange correlation potential that depends on the electron density ρ(t) =
diag[P (t)]. The external potential Vext(r, t) = r · E(t) is given by a time-dependent
electric field
E(t) = kˆEmax exp
[
− (t− t0)
2
2a2
]
sin[ω(t− t0)], (5.8)
where kˆ is a unit vector defining the polarization of the electric field. The parame-
ters a, t0, Emax, ω define the width, the initial position of the center, the maximum
amplitude of the Gaussian envelope, and the frequency of the laser, respectively. In
practice ω and a are often determined by the wavelength λ and the full width at half
maximum (FWHM) pulse width [35], i.e. λω = 2pic and FWHM = 2a
√
2 log 2, where
c is the speed of the light. In this example, the peak electric field Emax is 1.0 eV/A˚,
occurring at t0 = 15.0 fs. The FWHM pulse width is 6.0 fs, and the polarization
of the laser field is aligned along the x axis (the benzene molecule is in x-y plane,
see Fig. 5.11a). We consider one relatively slow laser with wavelength 800 nm, and
another faster laser with wavelength 250 nm, respectively (Fig. 5.11). The electron
dynamics for the first laser is in the near adiabatic regime, where the system stays
near the ground state after the active time interval of the laser, while the second laser
drives electrons to excited states. We implement S-RK4 and PT-CN in the PWDFT
package, and propagate TDDFT to T = 30.0 fs. For the parameters in the Anderson
mixing, the step length α is 0.2, the mixing dimension is 10, and the tolerance is 10−6.
We measure the accuracy using the dipole moment D(t) := Tr[rP (t)], as well as the
energy difference E(t)− E(0) along the trajectory.
Figure 5.12 shows the numerical results for the 800 nm laser using S-RK4 with a
step size 0.0005 fs and PT-CN with a step size 0.05 fs. In this case, the system stays
near the ground state after the active time interval of the laser. After 25.0 fs, the total
energy for S-RK4 only increases by 2.00× 10−4 eV, and hence we may use the results
from S-RK4 as our benchmark. We remark that S-RK4 becomes unstable at large
time step sizes. Even when increasing the time step to be 0.001 fs, S-RK4 blows up
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(a)
(b) (c)
Fig. 5.11: (a) The benzene molecule. The direction of the external electric field is
along the x-axis. This figure is generated by VMD package [16]. (b)(c) The intensity
of the electric field. The peak electric field Emax is 1.0 eV/A˚, occurring at t0 = 15.0
fs, and the FWHM pulse width is 6.0 fs. The wavelength is 800 nm in (b), and 250
nm in (c).
within 100 time steps. We observe that PT-CN agrees perfectly with S-RK4 in terms
of the dipole moment along the x direction, and the total energy difference. After
25.0 fs, the total energy is nearly constant and only slightly increases by 2.44× 10−4
eV compared to that of the initial state.
Since the computational cost of TDDFT calculations is mainly dominated by the
cost of applying the Hamiltonian matrix to wave functions, we measure the numerical
efficiency using the number of such matrix-vector multiplications. Although PT-CN
requires more matrix-vector multiplications in each time step, the total number of
matrix-vector multiplications is still significantly reduced due to the larger time step
size, and PT-CN usually achieves a significant speedup. More specifically, in this
case, during the time interval for which the laser is active (from 5.5 fs to 24.5 fs),
the average number of matrix-vector multiplications in each PT-CN time step is 12.6,
and the total number of matrix-vector multiplications in the simulation is 4798. On
the other hand, the number of matrix-vector multiplications in each S-RK4 time step
is 4, and the total number of matrix-vector multiplications during this period using
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(a) (b)
Fig. 5.12: (a) Dipole moment along the x-direction and (b) total energy difference
with the 800 nm laser.
time step 0.0005 fs is 152000. Hence the overall speedup of PT-CN over RK4 is 31.7.
Figure 5.13 shows the numerical results for the 250 nm laser. In this case, the laser
carries more energy and hence a significant amount of electrons can reach the excited
states. According to the S-RK4 benchmark, the total energy of the system increases
by 0.5260 eV after 25.0 fs. Furthermore, the dipole moment along the x direction
oscillates more strongly due to the excitation. PT-CN needs to adopt a smaller time
step size 0.005 fs, and still gives a very good approximation to the electron dynamics
compared to S-RK4, For the dipole moment, PT-CN results match very well with S-
RK4 benchmark during (Fig. 5.13b) and after (Fig. 5.13c and 5.13d) the active time
interval of the laser. The total energy obtained by PT-CN matches very well with
that in S-RK4 benchmark during the active interval and stays at a constant level with
an average increase of 0.5340 eV by the end of the simulation (Fig. 5.13e and 5.13f).
In this case, PT-CN slightly overestimates the total energy after the laser’s action by
7.96× 10−3 eV.
For the computational costs within the period from 5.5 fs to 24.5 fs, the total
number of matrix-vector multiplications is still 152000 for S-RK4. The average num-
ber of matrix-vector multiplications in each PT-CN time step is 7.5 due to the reduced
step size, and the total number of matrix-vector multiplications is 28610. Therefore
in this case PT-CN achieves 5.3 times speedup over S-RK4.
We remark that even the electron dynamics is beyond the adiabatic regime, PT-
CN can still be stable with a larger time step. Table 5.1 measures the accuracy of
PT-CN with h = 0.005 fs, 0.0065 fs, 0.0075 fs, 0.01 fs and 0.02 fs, respectively. We find
that the number of matrix-vector multiplications systematically reduces as the step
size increases. When the step size is 0.02 fs, the speed up over S-RK4 is 12.6, and this
is at the expense of overestimating the energy by 0.0672 eV after the active interval
of the laser. Hence one can use PT-CN to quickly study the electron dynamics with
a large time step, while this is not possible using an explicit scheme like S-RK4.
6. Conclusion. Quantum dynamics can be equivalently written in terms of the
Schro¨dinger equation for the wave function, and the von Neumann equation for the
density matrix. However, the Schro¨dinger dynamics may require a very small time step
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Method h (fs) AEI (eV) AOE (eV) MVM Speedup
S-RK4 0.0005 0.5260 / 152000 /
PT-CN 0.005 0.5340 0.0080 28610 5.3
PT-CN 0.0065 0.5347 0.0087 22649 6.7
PT-CN 0.0075 0.5362 0.0102 21943 6.9
PT-CN 0.01 0.5435 0.0175 15817 9.6
PT-CN 0.02 0.5932 0.0672 12110 12.6
Table 5.1: Accuracy and efficiency of PT-CN for the electron dynamics with the 250
nm laser compared to S-RK4. The accuracy is measured using the average energy
increase (AEI) after 25.0 fs and the average overestimated energy (AOE) after 25.0
fs. The efficiency is measured using the total number of matrix-vector multiplications
(MVM) during the time interval from 5.5 fs to 24.5 fs, and the computational speedup.
in numerical simulation due to the non-optimal gauge choice. In this paper, we propose
to close this gap by identifying the optimal gauge choice, which is obtained from the
parallel transport formulation. The solution of the resulting parallel transport (PT)
dynamics can be significantly less oscillatory to that of the Schro¨dinger dynamics,
especially in the near adiabatic regime. The PT dynamics is suitable to be combined
with implicit time integrators, which allows the usage of large time steps even when
the spectral radius of the Hamiltonian is large, and/or when  is small. Although our
global error analysis only applies to the Hamiltonian form of the PT dynamics with
symplectic integrators and a relatively small time step, our numerical results indicate
that the PT dynamics can be effectively discretized with more general numerical
schemes and with much larger time steps. The mathematical understanding of the
behavior with a large time step is our future work. Combining the PT dynamics with
numerical schemes other than the Runge-Kutta methods and the linear multistep
methods, as well as more detailed numerical studies of the PT dynamics for the time-
dependent density functional theory calculations are also under progress.
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Fig. 5.13: (a) Dipole moment along the x-direction and (e) total energy difference
with the 250 nm laser, with zoom-in views provided in (b)(c)(d)(f).
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