Abstract The increasing number of television channels, on-demand services and online content, is expected to contribute to a better quality of experience for a costumer of such a service. However, the lack of efficient methods for finding the right content, adapted to personal interests, may lead to a progressive loss of clients. In such a scenario, recommendation systems are seen as a tool that can fill this gap and contribute to the loyalty of users. Multimedia content, namely films and television programmes are usually described using a set of metadata elements that include the title, a genre, the date of production, and the list of directors and actors. This paper provides a deep study on how the use of different metadata elements can contribute to increase the quality of the recommendations suggested. The analysis is conducted using Netflix and Movielens datasets and aspects such as the granularity of the descriptions, the accuracy metric used and the sparsity of the data are taken into account. Comparisons with collaborative approaches are also presented.
which require the user to spend too much time searching for potentially interesting content. In this scenario, recommendation systems stand out as a possible solution to assist a watcher on the selection of the content that best fits his/her preferences.
In recent years, recommender systems (RS) have been used in quite different areas of application, including e-commerce (e.g. amazon), news and television services. In the context of multimedia services, Netflix, 1 Hulu 2 and even IMDB 3 have their own recommendation systems. These recommendation systems can take into account different aspects including information on the program itself, viewers' profiles and past shown interests or simply program popularity. Designing an accurate RS requires, as a first implementation decision, analysing the available data and deciding which parameters to be used given that they can affect the list of recommendations: can the recommendation of a film based on their actors be more effective than the recommended programs based on genre?; Programs described in more detail can provide more accurate recommendations?
Although work such as the one presented in [16, 18, 41] has already discussed the thematic of performance and accuracy of recommendations algorithms, their main focus is on collaborative algorithms. Evaluation of content-based algorithms and how metadata elements may affect the results of TV RS has been little explored.
In this paper we compare the performance of collaborative and content-based algorithms using different metadata elements. The impact of using, independently, information on the genre, list of actors or directors or a more complete set of elements, on the quality and accuracy of the recommendation is analysed. Netflix and Movielens datasets are used to evaluate the performance of the different approaches in respect to accuracy metrics that include Mean Average Error (MAE) and Precision.
Given that there is no universal metadata scheme and that granularity of the different elements varies from application to application, it is also important to measure how these differences can influence the quality of the results. Based on this assumption, the paper also provides results on how the use of different levels of sub-elements affects the quality of the RS.
Simulations have been run using different content-based algorithms and several partitions approaches of the main Netflix and Movielens datasets. The main results show that the conclusions of our work can be generalised and are not influenced by these issues.
Related work
Recommender systems are systems with the ability of providing suggestions or directing a person to a service, product or content, that has a potential of interest among a number of different alternatives [12, 39] . Examples can be found in different domains including book (Amazon 4 ), music (Pandora, 5 Last.fm 6 ), video (Youtube 7 ) and product recommendation (eBay 8 ). Although the first recommendation systems date from the late 70's, only in the early '90s the first commercial applications of this type of systems were deployed [2] .
In the multimedia domain, Netflix, a commercial service providing access to movies and TV shows, presents predicted ratings for every displayed movie in order to assist the user deciding on the service to rent. Movilens 9 [32] , a free, non-commercial, tool also provides services in the area of movie recommendations.
Television service providers have also demonstrated interest in enhancing their traditional programme guides and over the years several applications have emerged. The PTV project (Intelligent Personalized TV Guides) [15] was one of the first implementations in this area and is a reference to other solutions that came later.
A more sophisticated approach has been considered in [21] , where not only historical information (e.g. ratings or gender preferences) is used but also information that can change in each access to the system (e.g. mood). The recommending mechanism is based on some user characteristics such as Activities, Interests, Moods, Experiences, and Demographic information (AIMED). Based on the idea that very often several people share the same living room and watch television at the same time, the work in [50] takes into account not a single user profile but handles a set of profiles in order to consider a group of people watching TV together.
Recommender systems are usually classified according to the approach that is used to find information that may fit the user's interest. The most popular recommendation approaches are [1] : (1) content-based filtering, (2) collaborative filtering and (3) hybrid.
Content-based systems try to recommend items that are similar to the ones that the user has demonstrate interest in the past. The similarity between the content is measured, in most cases, through the analysis of information that describes the contents, such as a film genre or the author of a book. The description of user's interests is obtained from information provided by the user himself, or alternatively by automatically creating his profile based on past actions.
Content-based systems can be built on text-based information about the items (keywords, title, genre, etc.) or on extracted features from the multimedia items. NewsWeeder [29] , a content-based recommendation system for news on the Web, is an example of this type of RS: if the user demonstrates a preference for news related to sports, the system will recommend other news with sports content.
In collaborative algorithms, recommendations are based on the analysis of the similarity between users and performance is usually highly influenced by the number of active users in the system. GroupLens [38] was one of the first systems to adopt such algorithms. After reading netnews articles, users assign them numeric ratings which are later used to enable correlating users whose ratings are most similar and to predict how well users will like new articles, based on ratings from similar users.
Collaborative algorithms enjoyed a surge of interest with the Netflix Prize competition [8] . Among the most popular approaches, the nearest neighbour methods on either users, items or both, and methods using matrix factorization (MF) [27, 37] can be found. In fact, the Netflix Prize competition showed that advanced matrix factorization methods can be particularly helpful to improve the predictive accuracy of recommender systems. According to the recent progress in Collaborative Filtering (CF) techniques, current CF algorithms are primarily based on Neighbourhood Based Models (NBM) [10, 25] and MF with some variations [26, 52, 53] , as the work presented in [51] where factors that can influence rating-such as mood, environment and time of day-are considered.
Content and Collaborative based algorithms are known to have advantages and disadvantages which Table 1 tries to summarize. By combining two or more recommendation techniques, hybrid approaches [12, 28] try to improve system performance by reducing the disadvantages of each technique used individually.
The implementation of any of these approaches requires gathering information concerning the satisfaction of the users regarding the watched items. Two different approaches have been proposed: a classification range is defined and users are required to explicitly input their degree of enjoyment, or the system implicitly infers user's preferences by monitoring his activity while using the service. In our previous work [44] we developed a web based recommender system that helps the user navigating on broadcasted and online television content. In this system the user profile is constructed using information collected both explicitly and implicitly. Explicit information corresponds to classifications given to watched programs (1 to 5). The user can however decide voluntarily not to assign any classification to a program and, in such a case, the system automatically ascertains the amount of time that he remains watching a program. This time is converted into a quantitative classification ranging from 1 to 5 and assumed as the rating that the user would have given to that program.
Recent work tries also to consider additional information in order to improve RS results. Contextual information [19, 22, 23, 35, 40] and social relations [14, 24, 45, 48, 49] , that can be obtained e.g. from sensors in mobile devices and from social networks, have been used as further inputs to RS algorithms. This has been applied for different purposes, including tag recommendation systems used to improve metadata describing resources in the Internet [14, 30, 47] .
Although a lot of effort has been put on developing new algorithms and using additional information for RS, most of the work has been concentrated on CF and the way metadata elements affect the performance in CB approaches has been rarely explored. Some relevant work on this topic can be found in [31, 34, 36, 44] . Lommatzsch [31] compares different approaches for aggregating semantic movie knowledge and discusses the gain of combining different metadata attributes. In [36] , the authors investigate the value of movie metadata compared to movie ratings in regards to predictive power. They show that by using collected movie metadata, prediction performance for the implemented methods is comparable to CF and can be used to predict preferences on new movies. The integration of semantic and emotion information along with the ratings is analysed in [34] . Performance of these CF models is tested using different combinations of the features spaces, including movie metadata, for different training datasets constructed from the original Movielens data. Symeonidis [44] developed a feature-weighted user profile to disclose the duality between users and features. The main objective is to exploit the correlation between users and semantic features that should reveal the real reason of users' rating behaviour. The developed approach is compared against well-known CF and CB, considering different metadata, and a hybrid algorithm with a real dataset. • Cheap: resource consumption for computation is low. Light: non-personalized service is possible without the user preference profile.
• Diversity: it can deal with any kind of content.
• Serendipity: it provides items with dissimilar content with those experienced in the past.
Disadvantages
• Shallow: only a very shallow analysis of certain kinds of content can be supplied.
• Over-specialization: the user is restricted to seeing items similar to those already experienced.
• Sparsity: the lack of user preference data causes a performance decline, and makes it difficult to find nearest-neighbours for users with peculiar taste.
• Scalability: increase of user preference data leads to a performance improvement, but much more resources are consumed.
The work presented in this paper adds new considerations in the area of CB approaches for movie recommendation and complements the previously published work. For validation purpose, we conducted simulations using two distinct datasets, namely, Movielens and Netflix. This allows result's generalizability, by confirming the achievements in independent samples, which was not provided in previously related work. Furthermore, given that metadata attributes can contain different levels of granularity (e.g. for the Netflix dataset, the movie genre is described in much more detail), and that results could be affected by this, rather than by the metadata element by itself, we also conduct different experiments that enable eliminating this hypothesis. The impact of the datasets sparsity is also deeply evaluated and, as a result, it's quite likely that the results presented in our study can be generalized to all datasets and metadata schemas within the field of movies and multimedia programs.
Finally, we also examine how many of top-N recommended items are the same for each of the studied cases. For example, suppose an algorithm that uses directors and another that uses genre to make recommendations and have the same performance. Will they both recommend the same items at top-10?
Recommendation approaches
Two recommenders, that implement collaborative-based and content-based approaches, were implemented based on the work described in [1, 42] . This enables comparing performances and to investigate if content-based systems can approach or even outperform the collaborative algorithm. Given that the aim of this work is to thoroughly analyse the use of metadata in CB algorithms, rather than comparing the performance of CF approaches, tests were run using a standard implementation based on the nearest neighbour for the CF algorithm and two implementations of CB systems, namely a nearest neighbour and a genre learning process. The next sections briefly describe each of the algorithms.
Nearest neighbour collaborative algorithm
The main objective of the user-to-user collaborative filtering technique is to estimate the rating that a user u would assign to a particular item i based on ratings assigned to that same item by other users having a profile similar to the user u under consideration. Being R(u′,i) the rating that user u′ (similar to user u) gave to item i, the rating to be calculated, represented by R(u,i), is given by:
N(u), the set of users considered similar to user u (user neighbours), can range from one to all users in the dataset. Limiting the size to some specific number (e.g. two) will determine how many similar users will be used in the computation of the rating prediction R(u,i).
The similarity between two users, sim(u,u′), can be calculated using different metrics. In our implementation, the cosine similarity was used:
Content-based algorithms
In order to try generalising the results for different CB approaches, simulations using two different algorithms presented in the literature were conducted. The next sections briefly describe each of the methods.
Nearest neighbour content-based
Content-based approaches estimate the similarity between items, using metadata information that describes them. In our work, different distance measures were used in the simulations, depending on the metadata element under consideration. When comparing words' sequences where the order is not relevant, the cosine distance was used. One example is the analysis of the genre of a movie, where {Romance,Comedy} is considered alike to {Comedy,Romance}.
For other metadata attributes, as the list of actors or directors, in which the order may have some relevance, the Inverse Rank Measure was used. This metric calculates the similarity between two sequences taking into account the order of the elements and assigning different weights depending on the position of each element, according to the following expressions [4] :
where Z is the set of the overlapping elements, σ 1 (i) is the rank of document i in the first set and σ 2 (i) is its rank in the second set (both ranks are defined for elements belonging to Z). In addition, S is the set of documents that appear in the first list but not in the second, while T is the set of elements that appear in the second list, but not in the first [5] ; k 1 and k 2 are the number of elements of each set.
This measure is normalized as follows:
where maxN
For the example in Table 2 , this metric results in a value of 0.31 for the pair Movie 1/Movie 2 and of 0.62 for Movie 1/Movie 3 as illustrated below for the first case:
Although Movie 2 has two mutual actors with Movie 1 (A and B), while Movie 3 only shares actor A with Movie 1, this is in a more prominent position. Thus, Movie 3 is considered, by the Inverse Rank Measure, to be more similar to Movie 1 since they have the same main actor.
The final similarity between the items under analysis is obtained by weighting, with different factors (p a ), the individual values obtained for each of the attributes considered (such as genre, actors and directors) as presented in (6) .
Being i' an item similar to item i (not yet rated), sim(i,i′) the similarity between items, and R(u,i′) the rating that the user u assigned to i', the rating that user u will give to item i, is given by:
Genre learning technique
Items are often grouped into one or more categories such as genres or actors of movies and TV programs, or authors of books. In attribute-based prediction techniques, each attribute has an importance weight that can vary per user. Based on this importance weights' predictions can be generated. GenreLMS [42] learns how interested a user is in the genre, actors, directors or other attributes assigned to items and calculates a prediction using a linear function over different attributes (Eq. (8)).
For each attribute a the algorithm learns a weight w a indicating the relative importance of each attribute to the user, whereas w 0 is a constant value for the user. The extent (percentage) to which attribute a belongs to the item, is indicated by x a , with:
Learning weights for each attribute takes place the moment a user rates an item. The learning algorithm uses the basic least Mean Square Method [33] (originating the name LMS used for this technique). With LMS, each weight is updated using the difference between the actual rate R, provided by the user, and the predicted rate P:
here μ is a constant moderator determining the rate in which weights are updated.
Metrics for performance evaluation
Several metrics have been proposed to evaluate the performance of recommenders [7, 13, 17, 20, 46] . One of the most commonly used approaches is the Mean Absolute Error (MAE) that calculates the difference between the classification predicted by the system and the real rating assigned by the user to this same item, providing and estimation of the average error associated to recommendations (Eq. (10)).
Although MAE is widely used due to its simplicity, it may not be appropriate for evaluating the quality of the top N recommendations [11, 20] as performance analysis should focus on the list of recommendations provided to the users (the top N items with the highest potential).
When not interested in the exact prediction value, but only in finding out if the active user will like or not the current item, classification accuracy metrics can be used. Widely used in binary classification systems, this metrics try to estimate whether the like/dislike estimated classification, matches the real user tastes rather than to analyse the exact value of the prediction. This approach may also be used in n-nary classification systems, by using an appropriate threshold that converts the results to a two level system. For instance, for a rating scale in the range 0 to 5, classifications above 4 could be considered as a like and below as a dislike.
To evaluate how well a recommendation list match the user's preferences, precision is commonly used [15, 20] Two classes of recommendations-good and bad [20] -are then defined as illustrated in Table 3 .
The Precision of a set of recommendations indicates the correct classification percentage and is given by:
Examples of application of precision are presented in [6, 9] or [41] .
Datasets

Datasets characterization and enhancement
Two datasets were used in the evaluation of the results presented in this paper: the Movielens 10 M and the Netflix Prize datasets. Movielens 10 M 10 uses a rating scale in the range [1…5] and contains 10,000,054 ratings to 10,681 movies by 71,567 users. Each user rated at least 20 items and the average number of rating per user is 143.
Netflix dataset contains program ratings assigned by the costumers of the on-demand Internet streaming service. This dataset is composed of 100,480,507 ratings that 480,189 users gave to 17,770 movies. The rating scale adopted is also in the range of [1…5] and all the users rated at least 1 movie. The average number of ratings per user is 35.
These datasets have been previously used for comparing the performance of collaborative based recommendation systems. However, given that the purpose of the work presented in this papers is to analyse the impact of metadata in the construction of recommendation algorithms, additional information had to be added since these datasets only contain the classifications given by users to the programs, and do not have program description attributes (genres, actors and directors). Figure 1 illustrates the process used for enhancing these two datasets. Metadata elements available from the Netflix 11 and IMDB 12 APIs were extracted and used to complement the initial available data. Given that two different data sources were used, some discrepancies can be noticed, for example, in the list and number of genres used to describe a film. Table 4 presents the number of available genres, together with some examples that illustrate the differences between each of the datasets considered. Besides the considerable difference in the number of available genres (26 genres for describing programs in IMDB compared with 270 for Netflix), programs from Netflix are described with much more detail. For the class of horror programs, for example, IMDB provides only one possibility while Netflix allows horror films to be subcategorized using 3 genres.
Given these differences, a third dataset based on Netflix original ratings but enhanced with IMDB metadata was built. This enables conducting tests and comparing results that better illustrate the influence of the different metadata standards in the results of recommendation algorithms.
Datasets partitioning approaches
Since the datasets contain a large set of ratings (a few millions) a dataset resizing was done to reduce computational costs. This process took into account some factors directly related to the aspects under consideration in this work. Given that content-based filtering will be an 10 important component in this study, for each dataset, only programs whose actors and directors are present in at least two programs were selected. For example, if the actor Harrison Ford, the central actor of the movie Indiana Jones does not appear in at least two more films, Indiana Jones movie is eliminated. After this initial filtering, and still with the objective of reducing the size of the dataset, two alternative approaches were used: (i) based on the number of ratings given by users to programs; (ii) according to a pre-defined test time used as the border between historical information and future ratings to be predicted. For approach (i), the top 3,000 users, that is, the ones that contributed with more ratings, were selected. These 3,000 users were further split into three groups (first three rows in Table 5 ), according to the percentage of ratings. To further study the impact of sparsity in the results, a highly sparse dataset was constructed considering the 3,000 users with less ratings in each of the dataset. Table 5 summarises the main characteristics of the sub-datasets used.
This approach for partition a dataset to allow reducing the costs of experimentation have been used in other published work [40] . However, it does not accurately represent the actual behaviour of a real world recommendation system: at a given time, recommendations should only use historical/known information from the past. Taking this aspect into account, an even cheaper alternative to split large datasets is to define a date to be considered as the border between past and future [40] : if a particular user rated a program on January 1, recommendation algorithms can only compare this program with programs that user rated before the day specified.
For our tests, the borderline was defined as the 1st of January 2005 and, as result, the original dataset was divided in two parts: (a) a list of programs for which available ratings date for after 2005 and for which we will try to make recommendations; and (b) programmes that were rated before 2005 and from which we will considerer the attributes (ratings and metadata) to make recommendations. The characterization of each of the datasets obtained is presented in Table 6 .
Simulations and results
The main objective of the present work was to analyse the influence of some parameters in the recommendation process. For that, a set of simulations was conducted in order to enable:
& Comparing collaborative and content-based algorithms' performance; The tests were conducted for both the modified Netflix and Movielens datasets as described in Section 5. Figure 2 summarizes the metadata schema used in the simulations.
Impact of metadata attributes in algorithms' performance
To evaluate the performance of the collaborative and content-based algorithms two metrics were used: MAE and Precision. MAE measures how close the predicted results are to the user's real ratings and considers all the predictions made by the system for each user, while precision measures the ability of the algorithms to only recommend what is relevant. Since metrics as Precision are optimised to evaluate the top-N recommendation list, the top 10 recommendations were considered for calculating this evaluation parameter.
Figures 3 and 4 depict the MAE and Precision results on the Netflix and Movielens subdataset partitioned according to approach (i) described in Section 5.2.
One of the conclusions that can be drawn from the results presented is that using the information on directors rather than the, commonly considered relevant, genre and list of actors, enables a better performance of content-based algorithms. Moreover, the impact on using a more complete set of metadata (All: Actors+Directors+Genre) does not contribute to decrease MAE and may only slightly contribute to increase the precision. This observation is relevant since by using only one metadata element (the directors) the algorithm becomes less computationally expensive.
When comparing the two approaches for evaluating the performance of the algorithms, it is important to notice that the metric used can have some influence when comparing contentbased and collaborative filtering: while the collaborative algorithm achieves a better performance for the Top-10 precision, the prediction error based on MAE is smaller for the contentdirector-based approach.
One of the aspects that this study proposed to analyse was how the sparsity of the dataset (small number of ratings or large number of new items) would affect the results. Results in Figs. 3 and 4 show similar behaviour independently of the dataset partition considered. However, given that these sub-datasets were constructed based on the users with more rated movies, which makes sub-datasets quite similar, tests using a sub-dataset with high sparsity (ml_s and nflx_s datasets in Table 5 ) were performed. As expected and illustrated in Fig. 5 , some decrease of the collaborative algorithm's performance for both tested datasets is noticed. The most relevant conclusion is, however, that CB approach based on the directors' information significantly outperforms the CF algorithm and is not negatively influenced by the sparsity. This conclusion provides important guidelines to deal with the cold start problem and to enable new items to be recommended.
Considering the Netflix and Movielens sub-dataset partitioned according to approach (ii), the results obtained were close to the ones achieved before as shown in Fig. 6 . This confirms that the main conclusions are not influenced by the way the test dataset is constructed (either using the entire user profile history or just knowing his past preferences). Figure 7 provides additional results that enable evaluating the impact of all the possible combinations of two metadata elements. The results show that, by combining metadata information, performance can be improved for the less relevant attributes (e.g. genre). However, directors individually still outperform all the combinations. This conclusion is rather important due to the fact that using additional information results in more computational costs that are not converted into performance gain.
In order to further study the influence of the different metadata elements in content-based RS, additional tests using a different algorithm (GenreLMS) were made. For the results depicted in (Fig. 8) we considered an optimal update moderator value (μ) calculated for each of the simulations.
The immediate conclusion that could be drawn from the pictures is that the GenreLMS algorithm is not noticeably affected by the metadata used. This might be regarded as a different behaviour when compared to the previous results. However, given that the execution time of this algorithm is highly affected by the number of attributes used, these results should be carefully analysed. Considering the Netflix results, one can conclude that by using all the metadata attributes, the results are slightly improved. However, given that this improvement is achieved at the expense of a great execution time and that the difference in performance towards using the directors' information is almost unnoticeable, the best attribute to be used can still be considered the director. As a similar analysis can be done for the Movielens dataset, the final conclusion is still that the directors attribute provide the best information to be used in CB algorithms.
Impact of the genre granularity on algorithms' performance
Although quite a lot of effort has been put on the standardization of a multimedia description schema, different solutions coming from different organizations and having different levels of details were published. Not only public metadata schemas like TV-Anytime, MPEG-7 or SMPTE are available, but private solutions customized to fulfil individual requirements such as the ones used by Netflix and IMDB are also used. The list of available genres or the use of a main genre and a set of sub-genres illustrates how differently a programme can be described. Table 7 exemplifies how the same content is described in IMDB and Netflix.
In order to analyse how this difference would affect the results, a new dataset was assembled: for the Netflix dataset, genre has been replaced by the genre of the IMDB database. New tests were performed for the nearest neighbour content-based algorithm using all metadata attributes and using the gender only.
Figures 9 and 10 compare the results obtained for the original and modified Netflix datasets. It is clear that the increase in the number of genres used to describe content enables better results, showing how the granularity of the metadata schema can influence the quality of the recommendation in content-based approaches.
Sameness of the top-N results
Besides the influence of metadata on the quality of the recommendations and how the metric used to compare algorithms can provide different views of the problem, another question arises. Do the approaches that have better performance, recommend the same programs? For example, given that content-based algorithm performs well both when using all the metadata elements and the directors individually, will they recommend the same programs? Tables 8 and 9 compare the collaborative and content-based approaches by examining how many of the top-10 and top-20 recommended items are the same for one of the case studies presented in this paper (Netflix dataset, partitioned by the number of ratings per usersubdataset 50 %). The colours in the tables point out the greater similarities achieved for each of the pairs of approaches (e.g. the greater similarity obtained for the collaborative method was obtained with the Directors' based approach-1.91; thus, the intersection of the collaborative line with the director's column is marked in blue). Tables 10 and 11 It is also interesting to notice that although the approaches based on all the metadata and on the directors only showed similar performances, they share only 4.02 of the items recommended for the Top20 list of the Movielens dataset (Table 11 ).
Conclusions
The work presented in this paper provides a deep evaluation on how content-based recommendation algorithms can be influenced by the metadata information used in the domain of movies and television programs description. Different datasets and metrics were used in order to validate the results and to guarantee that they were not influenced by the dataset used rather than by the metadata itself.
The results presented in this paper demonstrate that although the collaborative algorithm usually performs better, improvements can be achieved in the content-based approach by using the adequate metadata information, making the results quite similar. This may contribute to make the content-based algorithm a good alternative when e.g. computational cost is too high to implement the collaborative method or the information available in the service is sparse and does not enable finding the best neighbours.
The combination of different metadata elements provides usually better results when compared with metadata used separately. In addition, the greater the number of metadata attributes used in combination, the better is the performance. However, an exception occurs in the case of the directors used individually and this finding may help decrease computation time while maintaining the same quality.
The better performance achieved by using information on the directors may be likely explained by the fact that users do not usually guide their interests by generic programs attributes (such as genre) but mainly by a quality perception that is not explicit in the descriptive content. This may be intuitively read from the dataset contents where, for example, films directed by James Cameran always have good ratings (above 7) while actors, even with a good reputation, may participate in movies with fairly inconsistent ratings. This leads to the conclusion that a film director can provide specific information on the potential quality of a movie that cannot be described with another set of metadata elements. The importance of this attribute is even clearer when looking at findings resulting from very sparse datasets: although all the other algorithms suffered a significant decrease in performance, using the directors metadata enable still guaranteeing good recommendations. This conclusion is relevant when dealing with recent systems with small history information.
Additionally, the results show that the granularity used (e.g. in the genre) has an impact in the quality of the recommendations. This observation can help media asset managers on choosing a more adequate content description schema.
Furthermore it was noticed that the list of items originated by each of the different approaches, have little in common. This fact illustrates the potential of using hybrid approaches to guarantee the diversity of the recommendations.
Future work includes the analysis of other perspectives on the evaluation of recommendation lists such as the novelty and diversity of the results.
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