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Re´sume´
Aujourd’hui, chacun d’entre nous est connecte´ en permanence a` Internet pour communiquer, partager des fichiers,
photos, musiques, s’informer, consommer, et ce de manie`re transparente. Cette facilite´ apparente cache une re´alite´,
tous les services auxquels nous acce´dons instantane´ment tournent en continu sur des ordinateurs regroupe´s dans des
centres de donne´es de´die´s, de taille gigantesque, nomme´es aussi data-centers. La consommation d’e´nergie occasionne´e
est source de pollution a` travers les e´missions de CO2 dues a` la production d’e´lectricite´. Ainsi, dans cet article, nous
e´voquons d’abord les infrastructures actuelles des data-centers et leurs strate´gies d’optimisation e´nerge´tique, puis les
de´monstrateurs d’inte´gration des e´nergies vertes. Enfin, le projet finance´ par l’Agence Nationale de la Recherche, DATA-
ZERO (www.datazero.org), auquel nous participons, est de´crit. Son but est d’e´tudier comment un data-center peut eˆtre
alimente´ exclusivement par des e´nergies renouvelables avec optimisation de son dimensionnement, de l’ordonnancement
des calcul et de l’engagement des sources.
Mots Cle´s : Optimisation e´nerge´tique, Optimisation de ressources, Data-centers, Cloud, E´nergie renouvelable, Green
Computing, E´missions CO2.
1 Introduction
Aujourd’hui, si nous avons la possibilite´ d’acce´der a`
notre boite aux lettres e´lectronique depuis notre te´le´phone,
qui n’a pas la capacite´ a` contenir tous nos messages, cela
signifie que ces messages sont stocke´s quelque part sur un
disque dur accessible a` tout instant. Il est en est de meˆme
pour toutes les donne´es que nous consultons sans nous
poser de question. En effet, il existe de nombreuses infra-
structures mate´rielles qui rec¸oivent nos requeˆtes et nous
mettent a` disposition les contenus auxquels nous souhai-
tons acce´der. Il en est de meˆme pour nos donne´es. Cela
suppose e´galement des infrastructures re´seaux complexes
pour acheminer l’information et ge´rer tous les proble`mes
de contention. Ces dispositifs qui e´taient majoritairement
de´ploye´s au niveau des ressources des entreprises il y a
encore quelques anne´es sont maintenant regroupe´s aujour-
d’hui dans ce que nous appelons des data-centers.
L’agence de l’environnement et de la maˆıtrise de
l’e´nergie a de´clare´ que l’envoi d’un mail avec une pie`ce
jointe revient au couˆt de fonctionnement d’une ampoule
basse consommation de forte puissance pendant 1 heure.
Et comme chaque jour, 10 milliards de mails sont envoye´s
a` travers le monde, cela correspond en moyenne a` 50
GWh, soit la production e´lectrique de 15 centrales
nucle´aires fonctionnant pendant une heure [18]. Ainsi,
les data-centers consomment e´norme´ment d’e´nergie.
Les estimations pour l’anne´e 2010 indiquent qu’ils
consomment environ 1,5% de l’e´lectricite´ totale utilise´e
dans le monde [11] avec la moitie´ de la consommation
totale attribue´e au refroidissement car les ressources des
data-centers produisent de grandes quantite´s de chaleur.
Pour re´duire cette e´norme consommation e´lectrique,
l’une des initiatives est de mettre au point des mesures effi-
caces pour re´duire a` la fois les besoins en matie`re de calcul
et de refroidissement. En ce sens, Kant [10] envisageait une
e´volution des data-centers physiques prive´s vers des infra-
structures externalise´es, virtualise´es et ge´ographiquement
distribue´es fournissant le meˆme niveau de controˆle et d’iso-
lement que les infrastructures existantes. De meˆme, Uddin
et al. [20] ont propose´ une ligne directrice pour les ges-
tionnaires de data-center afin de concevoir et de mettre
en œuvre correctement la virtualisation dans les data-
centers. Certaines de ces strate´gies visent des mesures
telles que la re´duction des achats fre´quents de mate´riels,
la re´duction des couˆts d’e´nergie et de refroidissement, la
consolidation de la charge de travail et la re´duction des
serveurs physiques. En outre, ils ont souligne´ l’impor-
tance de la mise en œuvre de me´triques vertes et ont
propose´ une me´thodologie pour choisir des mesures ap-
proprie´es pour mesurer les performances des data-centers
en termes d’efficacite´ e´nerge´tique, d’e´conomies, d’initia-
tives vertes et d’e´missions de CO2. Les grandes entreprises
investissent e´galement dans cette direction. Par exemple,
Apple a construit une centrale solaire de 40 MW pour
son data-center en Caroline du Nord [1]. McGraw-Hill a
re´cemment comple´te´ une matrice solaire de 14 MW pour
son data-center [14].
L’article est organise´ de la manie`re suivante. Nous
pre´sentons dans un premier temps (paragraphe 2) les
diffe´rents projets de recherches dont l’objet e´tait l’e´tude
de la proble´matique e´nerge´tique des data-centers. Dans un
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deuxie`me temps (paragraphe 3), nous de´crivons les propo-
sitions d’ame´lioration dans ce domaine apporte´es par ces
projets. Le paragraphe 4 introduit le projet ANR DATA-
ZERO sur lequel nous travaillons.
2 Aperc¸u sur les data-centers
Un data-center se pre´sente comme une structure ou
un ensemble de structures abritant des e´quipements
he´bergeant les syste`mes d’information d’entreprises ou
de collectivite´s, des serveurs, des baies de stockage et
des outils de te´le´communications. Les requeˆtes adresse´es
a` un data-center sont de diffe´rentes natures qui vont
de la consultation d’information au de´clenchement de
traitement plus ou moins important comme les traite-
ments journaliers ou des traitements de calcul type SaaS.
Pour cela, ces centres maintiennent un haut niveau de
disponibilite´ et de se´curite´.
2.1 Distribution du syste`me e´lectrique
Le syste`me de distribution d’e´nergie du data-center
est l’e´quipement charge´ de fournir l’e´nergie e´lectrique
aux charges du syste`me (e´quipements informatiques et
me´caniques). E´tant donne´ que le re´seau public peut avoir
des micro coupures ou des pannes plus longues qui peuvent
causer le dysfonctionnement du data-center, il est essen-
tiel d’assurer une alimentation approprie´e. Cet e´quipement
doit ainsi re´pondre a` la qualite´ d’e´nergie demande´e et a`
la se´curite´ d’approvisionnement. La figure 1 montre un
sche´ma de l’infrastructure d’alimentation d’un data-center
standard.
En cas de pannes majeures du re´seau public, il existe un
ge´ne´rateur diesel de secours. L’onduleur, qui peut utiliser
diffe´rentes technologies de stockage comme des batteries,
permet d’attendre le de´marrage des ge´ne´rateurs diesel. En-
fin, les unite´s de distribution de l’alimentation (PDU) et
les unite´s d’alimentation (PSU) sont responsables de la dis-
tribution et de l’adaptation de la puissance des serveurs.
Le syste`me de distribution d’e´nergie est diffe´rent
pour chaque type de data-center en tenant compte des
spe´cificite´s de l’installation. Cependant, il peut eˆtre classe´
en quatre cate´gories principales ou  niveaux  (tier en
anglais). D’une manie`re ge´ne´rale, le niveau I correspond
a` la structure de base et comporte des composantes de
capacite´ et des voies de distribution non redondantes.
Le niveau II est assez semblable au niveau I, incluant
les redondances dans les composants de capacite´, mais
pas dans les chemins de distribution de l’alimentation.
Les niveaux III et IV pre´sentent des redondances a` la
fois en termes de composantes de capacite´ et de voies
de distribution. Le niveau IV est la seule infrastructure
tole´rante a` toutes les pannes de sorte que toute de´faillance
d’un composant n’aura pas d’impact sur le mate´riel
informatique [19].
La figure 2 pre´sente une illustration de la topologie
e´lectrique pour le syste`me de distribution d’e´nergie pour
le niveau I.
Dans cette structure, l’alimentation est normalement
transmise en courant alternatif triphase´ (AC). Cepen-
dant, comme les ordinateurs sont alimente´s en courant
continu (DC), ils sont e´quipe´s d’un redresseur e´lectronique
Figure 1 – Distribution du syste`me e´lectrique d’un data-
center(source : [7])
(convertisseur AC/DC). Il est e´galement possible de no-
ter que seules les charges critiques sont connecte´es a` la
sortie de l’onduleur pour e´viter tout affaissement transi-
toire en cas de panne secteur tant que le ge´ne´rateur diesel
n’a pas demarre´. De plus, cette figure illustre la topolo-
gie e´lectrique du syste`me de distribution d’e´nergie pour le
niveau III. Notons que les principales diffe´rences entre le
niveau I (ou II) et le niveau III est le niveau des redon-
dances dans le syste`me. Dans le niveau III, les composants
de capacite´ conside`rent le niveau de redondance nume´ro 1
pour e´viter la de´connexion des charges informatiques en
cas de de´faillance d’un composant. Ainsi, les redondances
sont prises en compte par les onduleurs ainsi que les asso-
ciations moteur/ge´ne´rateur (M/G). De plus, la connexion
au re´seau est renforce´e en doublant les liens re´seaux avec
l’exte´rieur et le nombre de ge´ne´rateurs diesel de secours.
En conse´quence, les charges informatiques peuvent eˆtre ali-
mente´es par deux sources d’alimentation inde´pendantes.
3 Optimisation des data-centers
L’industrie et les chercheurs e´tudient actuellement
de nombreuses me´thodes pour re´duire l’e´nergie utilise´e
dans les data-centers. Ils se sont surtout inte´resse´s aux
e´conomies d’e´nergie a` re´aliser pour le refroidissement.
Patterson [15] a examine´ l’empreinte e´nerge´tique comple`te
d’un data-center ainsi que l’impact qu’une tempe´rature
ambiante accrue aurait sur chaque composant de l’in-
frastructure. Cette analyse indique qu’il existe une
tempe´rature optimale pour le fonctionnement de chaque
data-center. Ses recherches ont ainsi augmente´ le seuil de
tempe´rature admissible.
En outre, les chercheurs Zhang et al. [23] e´tudient
d’autres concepts pour augmenter l’efficacite´ e´nerge´tique
dans le syste`me de refroidissement en utilisant un flux d’air
variable (free cooling en anglais).
D’autres chercheurs e´tudient de nouvelles mesures lie´es
a` l’alimentation e´lectrique. Certains d’entre eux disposent
d’une documentation disponible et ont des re´sultats bien
connus, comme dans le cas de Urgaonkar et al. [21] qui
ont utilise´ l’UPS (uninterruptible power supply) comme
e´le´ment de stockage e´lectrique combine´ a` des algorithmes
de charge de travail afin de re´duire les couˆts de´coulant
de l’utilisation des onduleurs ou l’utilisation des sources
d’e´nergies renouvelables (SER) pour minimiser le couˆt
d’exploitation d’un data-center. En outre, les responsables
des data-centers devraient utiliser les composants les plus
e´conomiques afin de re´duire la consommation d’e´nergie et
le couˆt ope´rationnel de ses installations.
Le dernier domaine ou` la socie´te´ de centre de donne´es
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Figure 2 – Sche´ma de la distribution e´lectrique des data-centers : niveau I et niveau III respectivement (source : [7])
fait de gros efforts pour optimiser ou augmenter l’effi-
cacite´ e´nerge´tique est la gestion de la charge de travail
de donne´es, ou` des techniques bien connues telles que la
consolidation et l’he´te´roge´ne´ite´ permettent de re´aliser des
e´conomies d’e´nergie conside´rables. De nos jours, les ef-
forts visant a` ame´liorer la gestion de la charge de tra-
vail de donne´es combinent les techniques commente´es avec
les caracte´ristiques de l’infrastructure afin d’obtenir le
maximum de be´ne´fices souhaite´s. En tant que politique
comple´mentaire, les data-centers qui fonctionnent en par-
tie avec des e´nergies renouvelables peuvent planifier leur
charge de travail (si possible) en fonction de la disponibi-
lite´ de telles e´nergies [6, 12].
4 Mise en œuvre des ressources renouvelables
Re´cemment, les chercheurs portent plus d’inte´reˆt pour
l’utilisation des e´nergies renouvelables pour fournir une
partie de la consommation globale d’e´nergie des data-
centers. Cependant, alors que les e´nergies renouvelables
sont disponibles par intermittence, la demande des data-
centers doit eˆtre satisfaite, meˆme lorsque l’e´nergie verte
n’est pas disponible.
Un syste`me de transfert de puissance ge`re en toute
se´curite´ les sources d’e´nergie en isolant l’e´lectricite´ de
diffe´rentes sources et en s’assurant que le data-center
rec¸oive suffisamment de puissance. Stewart et Shen [17]
ont de´crit un programme de recherche pour la gestion
des e´nergies renouvelables dans les data-centers, concluant
que prendre en compte la charge des taˆches des data-
centers permet de re´duire encore leur de´pendance a` l’e´gard
des e´nergies non renouvelables. Malkama¨ki et Ovaska [13]
ont e´tudie´ l’e´nergie solaire et le potentiel de refroidisse-
ment dans les data-centers europe´ens. Ils ont aussi mis
en e´vidence les relations de base entre l’e´nergie solaire, la
tempe´rature de l’air et les besoins ulte´rieurs de refroidis-
sement. Malheureusement, les endroits ou` le potentiel de
production d’e´nergie solaire est e´leve´ sont moins favorables
au refroidissement en raison de sa tempe´rature ambiante
e´leve´e. Arlit et al. [2] ont introduit une me´thode pour ex-
ploiter un data-center avec de l’e´nergie renouvelable qui
minimise la de´pendance a` la puissance du re´seau tout en
minimisant le couˆt d’investissement. Ils y parviennent en
inte´grant la demande des data-centers et la disponibilite´
des ressources pendant leur exploitation. Ils ont conc¸u et
ge´re´ la charge du data-center afin d’utiliser les e´nergies re-
nouvelables sur site, principalement avec des PV, et ainsi
compenser entie`rement l’utilisation d’e´nergie non renouve-
lable du re´seau. Plus pre´cise´ment, ils ont de´crit comment
combiner l’utilisation des e´nergies renouvelables avec la
planification dynamique de la charge de travail informa-
tique et les techniques de gestion inte´gre´es pour ame´liorer
l’utilisation globale du data-center, tout en permettant a`
la demande d’eˆtre adapte´es en fonction de la disponibilite´
des ressources.
Pour re´duire la consommation et recycler l’e´nergie ther-
mique autrement gaspille´e, de nombreux chercheurs ont
e´tudie´ l’introduction de technologies diffe´rentes pour les
data-centers. L’une d’entre elles est la Coge´ne´ration de
chaleur et d’e´lectricite´ (CHP) qui pour rendre le data-
center plus rentable et e´nerge´tiquement efficace. L’utilisa-
tion de cette technologie re´pond a` l’ensemble des besoins
e´nerge´tiques des data-centers, avec des unite´s d’absorp-
tion utilise´es pour re´cupe´rer la chaleur de´charge´e par un
moteur thermique ou une pile a` combustible. En outre,
une application plus large de la coge´ne´ration re´duirait la
demande d’e´lectricite´ des centrales et re´duirait la conges-
tion des infrastructures de transport et de distribution
d’e´lectricite´ [4]. Guizzi et al.. [8] ont pre´sente´ une analyse
comparative entre un data-center conventionnel en utili-
sant une coge´ne´ration pour produire de l’e´lectricite´ couple´e
avec une machine d’absorption pour fournir du froid. Plus
tard, Guizzi et Manno [9] ont discute´ de l’e´valuation
e´conomique et e´nerge´tique d’un syste`me de coge´ne´ration,
pour un data-center adapte´ a` une charge IT de 100 kW,
base´ sur un reformeur a` vapeur a` membrane de gaz natu-
rel produisant un flux d’hydroge`ne pur pour la production
d’e´lectricite´ dans une membrane e´lectrolyte polyme`re pile
a` combustible. La chaleur a e´te´ re´cupe´re´e a` la fois de l’unite´
de reformage et de la pile a` combustible afin de re´pondre
aux besoins d’un immeuble de bureaux situe´ a` proximite´.
Les simulations ont de´montre´ que 47% de re´duction des
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couˆts pourraient eˆtre atteints lorsque l’e´nergie thermique
provenant du syste`me de coge´ne´ration serait re´cupe´re´e. En
outre, le syste`me innovant de gestion de l’e´nergie peut
e´galement offrir des e´conomies substantielles d’un point
de vue environnemental. Ebay [22] a re´cemment commute´
un data-center dans l’Utah entie`rement alimente´ par des
piles a` combustible de 6 MW alimente´es par du gaz natu-
rel reforme´. Il est a` noter que ce type d’approvisionnement
e´nerge´tique rend l’infrastructure plus fiable vis a` vis des
pannes du re´seau.
Meˆme si l’utilisation des e´nergies renouvelables sur place
dans les data-centers re´els est encore a` un stade pre´coce,
certaines entreprises ont mis en œuvre diffe´rentes solutions
d’e´nergie verte dans leur portefeuille. La mise en œuvre de
l’e´nergie solaire dans les data-centers n’a pas e´te´ large-
ment utilise´e, car il faut une tre`s grande surface de pan-
neaux photo-volta¨ıques pour produire meˆme une fraction
de l’e´nergie requise par ces infrastructures de haute den-
site´ e´nerge´tique. Ne´anmoins, il existe de´ja` des installations
re´ussies. Des panneaux solaires de 100 kW occupant 730
m2 sont situe´s sur le toit du data-center sur le campus
d’Emerson dans le Missouri. De la meˆme fac¸on et pour
tester le potentiel d’utilisation de l’e´nergie solaire photo-
volta¨ıque pour les data-centers, Intel a installe´ 10 kW
d’e´lectricite´ dans un data-center au Nouveau-Mexique et
Goiri et al. [5] a de´veloppe´ Parasol, un prototype de data-
center vert qui comprend un petit conteneur, un ensemble
de panneaux solaires, un bloc de batterie e´lectrique et des
convertisseurs. De meˆme, des chercheurs de l’Universite´ du
Massachusetts ont construit Blink [16], un cluster de cartes
me`res d’ordinateurs portables alimente´ par deux micro-
e´oliennes et deux panneaux solaires. Un petit data-center
en Illinois est devenu le premier data-center a` 100% e´olien
aux E´tats-Unis en passant ses besoins e´nerge´tiques quoti-
diens avec une e´olienne de 500 kW [3].
DATAZERO est un projet finance´ par l’ANR, qui vise a`
concevoir un centres de calcul en s’appuyant sur les tech-
nologies les plus re´centes en termes de sources d’e´nergie
renouvelables, d’e´quipements e´lectriques, de serveurs in-
formatiques et de syste`mes de gestion du cloud. Ce pro-
jet vise a` re´duire de fac¸on spectaculaire la consommation
d’e´nergie des futurs data-centers en utilisant les sources
renouvelables suivantes : les cellules photo-volta¨ıques, les
e´oliennes, les piles a` combustibles.
5 Le projet ANR DATAZERO
Dans DATAZERO, la question adresse´e est la fac¸on de
ge´rer l’e´lectricite´ et les flux de services afin de fournir
des services aux clients de manie`re robuste et efficace au
sein de data-centers fonctionnant avec plusieurs sources
d’e´nergie. Pour re´pondre a` cette question, nous avons iden-
tifie´ sept enjeux scientifiques :
1. Faire co¨ıncider les contraintes de demande et d’enve-
loppe sur les plans e´lectriques et informatiques.
2. Dimensionner correctement l’e´quipement.
3. Controˆler de fac¸on optimale les convertisseurs
e´lectriques.
4. Planifier et ge´rer la charge informatique.
5. Prendre en compte la gestion thermique.
6. E´tudier la complexite´ du proble`me d’optimisation
7. De´velopper un outil de simulation.
Les principaux objectifs de DATAZERO sont des data-
centers de taille moyenne (jusqu’a` 1000 m2 et environ
1 MW) ou` la charge informatique peut eˆtre ge´re´e via Vir-
tualisation ou Cloud orchestrator couramment rencontre´s
dans les entreprises et les institutions publiques.
L’exe´cution de ces diffe´rents travaux se fera en collabo-
ration entre les diffe´rents partenaires : les laboratoires LA-
PLACE (Toulouse), FCLAB (Belfort), IRIT (Toulouse),
FEMTO-ST (Besanc¸on) et la socie´te´ EATON (Grenoble).
6 Conclusion
La croissance de la demande des data-centers au cours
des dernie`res anne´es a entraˆıne´ une augmentation de leur
puissance et donc de leur consommation e´lectrique.
L’impact de ces infrastructures sur le plan e´nerge´tique
mondiale n’est donc pas sans valeur. Ainsi, de nombreux
chercheurs se sont concentre´s sur le de´veloppement de
connaissances, d’outils et de normes syste´matiques afin de
re´duire la consommation des data-centers et d’inte´grer les
e´nergies renouvelables dans leur portefeuille e´nerge´tique.
Re´cemment, plusieurs me´triques ont e´te´ introduites par
les organismes de standardisation et de professionnels et
les e´tablissements de recherche pour e´valuer l’efficacite´
e´nerge´tique dans les data-centers. Cependant, il est cru-
cial de de´velopper une me´thodologie et des normes com-
munes pour un calcul approprie´ des coefficients d’efficacite´
e´nerge´tique les plus pertinents. Au fur et a` mesure que les
technologies de l’information continuent d’ame´liorer leurs
vitesses de calcul et leurs capacite´s anne´e apre`s anne´e, elles
consomment davantage d’e´nergie et la dissipation de cha-
leur dans les data-centers continue d’augmenter.
Tous ces phe´nome`nes ne sont pas bien caracte´rise´s et
donc d’autres efforts doivent eˆtre faits, par exemple pour
caracte´riser le potentiel de re´utilisation de la chaleur a`
diffe´rentes tempe´ratures de travail et de refroidissement
en fonction de la fiabilite´ de l’e´quipement informatique,
ou de mieux e´tudier l’alimentation des data-center par
des e´nergies renouvelables. Toutefois, en raison de la na-
ture complexe et spe´cifique du syste`me de ces mode`les et
des difficulte´s a` obtenir des variables d’entre´e, les princi-
paux de´fis sont maintenant de de´velopper des mode`les ef-
ficaces capables d’estimer dynamiquement la consomma-
tion d’e´nergie et les flux de masse dans les data-centers
afin d’ame´liorer leur caracte´risation et leur conception. En
outre, l’introduction de strate´gies d’efficacite´ e´nerge´tique
dans le portefeuille de data-center pourrait e´viter les effets
ne´gatifs sur le climat.
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