Abstract-To increase the ability of brain-machine interfaces (BMIs) to control advanced prostheses such as the modular prosthetic limb (MPL), we are developing a novel system: the Hybrid Augmented Reality Multimodal Operation Neural Integration Environment (HARMONIE). This system utilizes hybrid input, supervisory control, and intelligent robotics to allow users to identify an object (via eye tracking and computer vision) and initiate (via brain-control) a semi-autonomous reach-grasp-and-drop of the object by the MPL. Sequential iterations of HARMONIE were tested in two pilot subjects implanted with electrocorticographic (ECoG) and depth electrodes within motor areas. The subjects performed the complex task in 71.4% (20/28) and 67.7% (21/31) of trials after minimal training. Balanced accuracy for detecting movements was 91.1% and 92.9%, significantly greater than chance accuracies (p < 0.05). After BMI-based initiation, the MPL completed the entire task 100% (one object) and 70% 
I. INTRODUCTION
C URRENT brain-machine interfaces (BMIs) lack widespread clinical use due to their inability to provide paralyzed patients with reliable control of prosthetic devices to perform everyday tasks. The more than 100 000 Americans with complete quadriplegia [1] suffer a loss of autonomy that affects their general quality of life and the general health care with lifetime costs near five million dollars [2] . Surveys of patients with motor disabilities reinforce the limited state of functional rehabilitation that BMIs and other assistive technologies currently provide [3] . These studies show that patients who use assistive technology are most dissatisfied with their manipulation ability and they rank restoration of their ability to perform activities of daily living as highly important for future devices.
The shortcomings of current BMIs are no longer due to a lack of robotic ability. The modular prosthetic limb (MPL) developed by the Johns Hopkins University Applied Physics Laboratory (JHU/APL) is an upper limb neuroprosthetic with 17 controllable degrees-of-freedom (DOF) capable of performing a full range of activities of daily living [4] . While these capabilities are far greater than those offered by traditional prosthetics, they have not yet been fully utilized in a BMI. This is due, in part, to the current training paradigm of mapping independent DOFs to neural activity generated during volitional or imagined movements. Groups using this training paradigm have demonstrated multi-dimensional control in humans implanted with invasive multi-electrode arrays, electrocorticography (ECoG), and depth electrodes [5] - [12] . While recent work demonstrating 7-DOF neural control with microelectrode arrays (MEAs) [6] is impressive, this still represents a Fig. 1 . HARMONIE combined BMI system block diagram. Components of the HARMONIE BMI system work together to allow the patient to perform a complex automated motor task. A patient implanted with iEEG electrodes is able to use eye tracking to visually select an object that has been segmented by computer vision. Patient initiates the task via their iEEG-BMI input. Task initiation and object information are used to control the MPL to perform the task. fraction of potential robotic capabilities and requires sustained selective attention and mental effort by the patient to exert the low-level control necessary for performing basic tasks.
Limitations of current BMI technology have led researchers to develop novel methods of controlling robotic actuators. Three strategies have been explored to fully utilize robotic ability: hybrid BMIs, supervisory control, and intelligent robotics [13] . Hybrid BMIs combine a traditional input signal from the brain with an additional signal, which can also be from the brain (e.g., combining electroencephalography (EEG)-based SSVEP and P300 potentials for BMI) or from physiological signals such as electromyography (EMG) or electrooculography (EOG) [14] - [18] . Input from other assistive devices, such as eye tracking, can also be incorporated into a hybrid BMI design to make use of intuitive input controls [19] - [21] . One of the major benefits of hybrid BMIs is their ability to limit the number of BMI false positives since errors from two distinct sources would be needed to lead to a misclassification [15] . In the context of assistive motor BMIs, limiting the number of false positives is essential to real world applications where inadvertent task initiation could lead to an undesired time-intensive robotic motor action.
Supervisory control allows sharing of control between a human patient and a robotic actuator, with varying degrees of robot autonomy traded with the patient [22] - [33] . Current BMI research has largely focused on low-level (i.e., direct manipulation or process oriented) strategies where each DOF is continuously controlled, requiring sustained attention from the patient [6] - [9] . On the other hand, semi-autonomous strategies allow patients to concentrate on high-level (i.e., goal-oriented) control while allowing an intelligent robotic controller to calculate and execute the prosthetic limb's low-level kinematics [21] , [26] , [34] - [36] . Some studies have shown that high-level control schemes can be used to make BMI tasks quicker and more accurate [37] , [38] . Intelligent robotics technology incorporates sensors to provide feedback from the patient's environment to the robot, for example, recognizing objects in a workspace, planning obstacle avoidance, and optimizing pathways [19] , [39] , [40] .
The Hybrid Augmented Reality Multimodal Operation Neural Integration Environment (HARMONIE) system reported herein utilizes an intelligent semi-autonomous hybrid control strategy to allow patients to perform functional tasks via brain control (Fig. 1) . Computer vision is used to detect objects in 3-D space, while eye tracking allows the patient to select one of these objects to be acted upon by the MPL (Fig. 2) . Intracranial EEG (iEEG) signal changes correlated with the patient's natural reaching movements are used to initiate a sequential reach-grasp-and-drop of an object by the MPL. The HARMONIE assistive rehabilitation robotic system is being developed to allow patients to use natural eye movements and motor intention in a hybrid BMI to control a semi-autonomous robotic limb. In this paper, we report results from a pilot study of the HARMONIE system in two human subjects undergoing intracranial recordings for epilepsy surgery. Results obtained during testing of the system in the first subject led to improvements of the system prior to subsequent testing in the second subject. Subject 1 used the system to perform the reach-grasp-and-drop task with just one object, while Subject 2 used it to perform the task with three objects. 
II. METHODS

A. Subject Info
Two subjects were implanted with subdural ECoG arrays and/or penetrating depth electrodes (Adtech; Racine, WI, USA) for recording seizures prior to surgical resection to treat medically resistant epilepsy with placement based on clinical needs. The ECoG electrodes had a 2.3-mm-diameter exposed recording surface with 10-mm inter-electrode (center-to-center) spacing. The depth electrodes had eight 2.41-mm length (6.5-mm center-to-center spacing) platinum contacts. A macro-micro depth electrode had eight macroelectrodes contacts with 1.57-mm length platinum contacts (5-mm center-to-center spacing), as well as four microelectrodes interposed between each of the five most distal contacts.
Our first subject, Subject 1, was a 42-year-old right-handed female with a lesion in her left anterior cingulate gyrus. She was implanted with ECoG electrodes including a double-sided 2 8 interhemispheric grid over her left mesial frontal cortex in the interhemispheric fissure [ Fig. 3(b) ], as well as three 1 8 electrode strips over her left dorsolateral prefrontal cortex, extending to the Sylvain fissure. Our second subject, Subject 2, was a 30-year-old right-handed male who had previously undergone partial resection of his right post-central gyrus and superior parietal lobule. He was implanted with seven depth electrodes (one being a macro-micro depth electrode) placed medially in his right hemisphere from anterior to posterior from the pre-motor area back into the motor cortex in pre-central gyrus, as well as sensory areas in post-central gyrus and parietal lobe [ Fig. 3(d) ]. Neuronavigation, via the Cranial Navigation Application (BrainLab; Westchester, IL, USA), was used during placement of the depth electrodes. The patient also had a 1 8 ECoG strip placed over motor and sensory cortices laterally.
Both patients gave informed consent for testing to be done according to a protocol approved by the Institutional Review Board of the Johns Hopkins Medical Institutions. Electrode locations were confirmed by volumetric co-registration of the subject's pre-implantation MRI with their post-surgical CT using the BioImage Suite [41] 
B. Neural Signal Acquisition
A 128-channel NeuroPort system (BlackRock Microsystems; Salt Lake City, UT, USA) was used for iEEG signal acquisition in parallel with clinical long-term EEG monitoring. During training, the NeuroPort system used a sampling rate of 30 KHz with an analog third-order Butterworth anti-aliasing filter with cutoffs of 0.3 and 7500 Hz. The NeuroPort system applied a digital low-pass filter with a 250 Hz cutoff (fourth-order Butterworth) and downsampled data to 1 kHz for streaming over UDP to an experimental computer. Any channels with substantial noise or artifacts, as identified by a clinical neurophysiologist by visual inspection, were excluded from subsequent analyses.
C. Training
The subjects performed reaching and grasping movements (30 each for Subject 1, 50 each for Subject 2) with their right (Subject 1) or left (Subject 2) arms, contralateral to their implants. The subjects were instructed to loosely hold a pneumatic squeeze bulb while resting their hand on a home plate sensor in their lap. When a sound clip instructing "Reach" was played, the subjects reached forward and pushed a target button before returning to the home plate. When the "Grasp" auditory cue was played, the subjects tightly grasped the squeeze bulb. Cues were presented pseudo-randomly. Signals from the audio cue, home plate, target button, and pneumatic air pressure sensor were fed into the analog ports of the NeuroPort system for synchronized recording with the iEEG signals. Subject 2 went through training twice, once for functional localization and a second session after which the BMI model was trained.
D. Functional Localization and Neural Signal Analysis
Electrodes that displayed significant task-related high gamma modulation for reach-related activity were identified using a custom analysis script in MATLAB (Mathworks; Natick, MA, USA). The Hilbert transform was calculated on common average referenced (CAR) iEEG data in 128 ms windows (112 ms overlap); this signal was binned in the time domain by averaging 16 adjacent samples at 1000 Hz for an effective time resolution of 16 ms. The Hilbert transform was augmented with a multiplication of the frequency spectrum by a flat-top Gaussian spanning 70-110 Hz to yield an estimate of the high gamma analytic amplitude.
A baseline distribution of high gamma amplitudes was created for each channel by pooling amplitude measurements from the 1024 ms prior to the audio cue. For each channel, separate distributions were created for each time bin after the audio cue. Significant modulations of high gamma amplitude at each channel were found by applying a two-sample t test between each post-stimulus distribution (i.e., one for each time and channel pair) and the baseline distribution. A significance threshold of alpha was used, with corrections for multiple comparisons carried out using the false discovery rate (FDR) correction within each channel. Significant modulations were plotted on a channel versus time raster and also on the patient's brain reconstruction to visually determine which electrode locations displayed the greatest task-related activity [ Fig. 3 (a) and (c)].
E. BMI Model Training
The results from the aforementioned reaching trial analyses were used to select the electrodes and temporal windows to be used for training the BMI model. The electrodes were selected using a system optimized for rapid event-related feature extraction and statistical testing in order to capture complete spatial-temporal maps of cortical activation. These methods were not optimal for the real-time control of the HARMONIE system. Instead, the Burg algorithm was used to estimate the spectral power of the recorded iEEG signal with a sixteenth-order autoregressive model [42] ; an estimate of the high gamma logpower was obtained for each window by computing the mean of the log-transformed spectral power in bins between 72.5 and 110 Hz for each electrode. This frequency band was chosen to capture high gamma modulation while avoiding 60 and 120 Hz noise.
Distributions of high gamma log-power during the active (i.e., "related to moving") and baseline periods were built using 400 ms windows spaced every 100 ms. For Subject 1, windows centered at times between 1800 ms and 1200 ms before onset of the audio cue were used as model inputs representing baseline. The active distribution was built from the 600 ms surrounding (i.e., 300 ms before to 300 ms after) the onset of movement, as detected by the release of the home-plate. This time period was chosen as it displayed robust high-gamma activation during preliminary analysis of the training data used to train the decoder. For Subject 2, the baseline distribution was built from windows whose centers fell in the 1024 ms prior to the audio cue of each trial. The active distribution was built from windows whose centers were between movement onset and movement offset, as detected by the home plate. This change in the baseline and active distributions used was implemented to increase consistency with our functional localization methods (see Section II-D). For Subject 2 only, the trained reach classifier was also augmented with additional "baseline" points from periods where only grasping movements were being made, in an attempt to isolate features responsible for reaching only.
The high gamma log-power distributions during baseline and active periods were then used as signal features to train a binary linear discriminant analysis (LDA) classifier, which was employed online to detect reaching movements. In Subject 2, transition probabilities were modulated heuristically to help the time course of classifications approach that of the true movements. This was done a priori (before the testing sessions), with values of 0.95 for the probability of staying at rest if currently at rest (0.05 for entering an active period), and 0.8 for the probability of remaining active if currently active (0.2 for returning to rest).
F. Testing Paradigm
A video monitor mounted with a portable Tobii PCEye (Tobii Technology; Stockholm, Sweden) eye tracking sensor was placed in front of each subject (Fig. 2 ). This monitor displayed video from a workspace adjacent to the subject that consisted of objects (one ball for Subject 1, three for Subject 2) placed on a table positioned in front of the MPL and computer vision system. Subjects were able to control, via eye tracking, a cursor displayed on the monitor in order to select objects in the video. For Subject 1, the reach trials were not cued and the subject decided when to initiate reach movements after the ball was placed in the workspace. For Subject 2, trials were cued by the experimenter. The experimenter would wait for Subject 2 to focus on a home area of the screen before indicating which of the three colored balls he should select. At the onset of each trial, the subject was instructed to visually fixate on the ball displayed on the monitor and then perform a reach toward the ball on the monitor (though it was possible to reach without proper fixation). When neural signals of reaching, concurrent to visual fixation, were detected, the MPL initiated a complex sequence of actions consisting of reaching, grasping, picking up, moving, and dropping the ball under computer vision guidance. Subject 1 had two blocks of online testing while Subject 2 had one block.
Performance of the HARMONIE system was determined, in part, by video analysis of the testing session. Trials were deemed successful if the patient performed a reaching movement that subsequently initiated the MPL's motor task (see Online BMI Testing for timing). Additionally, Subject 2 had to select the correct ball from three possibilities for the trial to be considered a success. For Subject 1, each distinct reaching movement toward the monitor by the patient was counted as a separate trial since she was not cued.
G. Computer Vision and Eye Tracking
Computer vision and eye tracking were used for identification and selection of targets in the workspace for MPL action. For computer vision, a Kinect (Microsoft; Redmond, WA, USA) infrared range sensor system array was used to capture 3-D point cloud depth data and RGB video from the subject's workspace (Fig. 2) . The Kinect was placed on a base stand above the MPL, approximating the location of the human head relative to the right upper limb. The Kinect also captured RGB video of the workspace to be viewed by the subject on the computer monitor. The Kinect streamed, via USB 2.0, to a Linux computer running the Robot Operating System (ROS) Fuerte platform (Willow Garage; Menlo Park, CA, USA) (Fig. 1) .
Computer vision was used to segment spherical objects. The Point Cloud Library (PCL) was primarily used for 3-D processing [43] . A pass-through filter was first applied to remove 3-D points outside of the workspace of the MPL. Secondly, a sample consensus algorithm was used to find and segment the largest planar surface in the scene corresponding to the tabletop. A Euclidean clustering extraction algorithm was applied to the 3-D points on the tabletop to assign groups of points to an object in an unsupervised fashion [44] . A sample consensus algorithm was then applied to each of the objects to determine if the object corresponded to a sphere or cylinder. The output from this classification also included geometric properties of the object, including the radius and orientation. These object properties assisted in selecting optimal grasp types for interacting with the object. The RGB video and object parameters (shape and position relative to the MPL) identified by the ROS system were streamed over UDP from the Linux machine to a computer controlling the monitor in front of the subject.
The RGB video from the Kinect was displayed on the monitor in front of the subject utilizing a MATLAB graphical user interface (GUI). Spherical objects successfully identified through segmentation of the point cloud were outlined in the RGB visualization on the monitor by a light grey circle. The Tobii PCEye eye tracker mounted at the base of the monitor allowed the user to control the mouse cursor on the monitor with their gaze position alone.
Visual feedback was provided to the patient through the GUI to indicate successful eye tracking and iEEG-based initiation by changing the color of the highlighting circle surrounding the segmented object. When the eye-tracker-controlled cursor was not over the object, the circle outlining the object was grey. For Subject 1, when the cursor was within a distance of twice the object's radius from its center, the circle changed to red to indicate successful fixation. This feedback was modified for Subject 2 due to possible overlap of extending the radius with multiple objects in the workspace. For Subject 2, when the cursor was within the actual radius of the object, the circle changed from grey to blue to indicate successful fixation.
If an intended reach signal was detected by iEEG while the circle was fixated upon, the system entered the MPL actuation state and the circle turned green (for both subjects). Upon entering the actuation state the MPL began its action sequence to grasp, pick up, move the selected object, and drop it into a container. Upon completion of the action sequence, the MPL returned to its home position. For Subject 1, the monitor froze on the display frame during the MPL action while for Subject 2 it constantly streamed video of the MPL action. If an intended reach was detected from the iEEG and the subject's gaze was not yet over an object, the subject had 2 s to look at an object before the command was ignored.
We performed offline testing of the computer vision module after system improvements were made for Subject 2. We recorded 200 video frames with different types of objects while varying the number and placement of the objects in the workspace. We investigated the number of frames each object was identified in, as well as the variability in their measured sizes and positions. This was done in addition to tracking computer vision errors during online testing.
H. Modular Prosthetic Limb
The MPL is an anthropomorphic robotic limb with 17 controllable DOF and 26 articulating DOF [4] . The MPL software architecture and control system allows for high-level commands, e.g., those translated from neural signals [5] , to actuate a coordinated sequence of movements [45] . Endpoint control (EP) and reduced order control (ROC) commands allow developers to specify 3-D hand end-point positions, velocities, and grasp patterns. The sequence of EP and ROC commands given can be determined by the shape and position of the objects in the workspace. A Jacobian-based algorithm is then employed to find the inverse-kinematics needed to execute the specified motor task.
A right-handed MPL was attached on the right side of the same stand and base used to mount the Kinect (Fig. 2) . This corresponded to the limb controlled by the contralateral (leftsided) supplementary motor area recorded with ECoG for Subject 1. The right-handed MPL was ipsilateral to the patient's right-sided implant in Subject 2; therefore the arm was positioned facing the subject in such a way to mirror his left hand. The same object was used repeatedly for Subject 1 while several objects of varying consistency and texture were used with Subject 2.
The object position and shape derived from computer vision and selected with eye tracking were translated into MPL EP and ROC commands (Fig. 1) . These commands were sent to the MPL controller and inverse kinematics were used to determine MPL motion commands. The object used with Subject 1 was placed on a pedestal (small roll of tape) to stabilize and elevate the ball to help the MPL pick it up (similar to [6] ) while no pedestals were used with the multiple objects for Subject 2.
The path-planning module calculated the final hand position, orientation, and grasp type based on the object type and orientation in the workspace. Standard inverse kinematic techniques [46] were then used to calculate target joint angles for the arm and wrist to achieve the target hand position and orientation, with the additional degree of freedom in the arm used to minimize the elbow position. Additional waypoints were added to the target trajectory to control the direction of approach, and their joint angle representations were also estimated using inverse kinematics. The target waypoints, converted to joint space, were used to generate and stream more continuous intermediate joint commands to the MPL via linear interpolation.
I. Online BMI Testing
The HARMONIE system was tested online with the patient two days (Subject 1) and one day (Subject 2) after the training session with the patient. For online BMI control, signals were streamed and processed and the high gamma activation in the selected electrodes was calculated with the same parameters as the training data. High gamma log-power calculations were done as in the training set on 400 ms windows in real time with a median time of 12 ms between iterations for Subject 1 and 31 ms for Subject 2. Each power calculation was used as an input to the LDA classifier constructed from the training data. To reduce spurious classifications, the LDA model had to return a positive classification for each time point within a 500 ms window. Once a movement was detected, the system was flagged for 2 s to initiate a reach if an object was visually selected in this timeframe and the MPL was not already moving. Classifications by the LDA then resumed after these 2 s, and the arm could be flagged to move again once another 500 ms of data was collected and processed.
Offline analysis of the HARMONIE system was performed by synchronizing the recorded NeuroPort data and clinical monitoring video. To assess the sensitivity and specificity of the BMI movement detection, active and baseline periods based on movement off of the home plate (i.e., reach onset) were analyzed. Trials in which the system predicted a movement between 500 ms before and 3000 ms after the subject's hand left the home plate were denoted as a true positive [ Fig. 4(a) ]. This time window was selected to reflect pre-cue activity and the median reach duration observed in the training set (Fig. 4) . The movement prediction sensitivity was defined as the percent of trials detected as true positives. Movement of the MPL was initiated immediately upon an iEEG movement detection; the true positive window was used only for offline accuracy analysis.
The true negative rate was found by looking at a baseline period of 3500 ms (i.e., equal in duration to the active period) ending 500 ms before movement onset. If no classifications were made during the baseline period, it was counted as a true negative. The percent of baseline periods which were counted as true negatives was then defined as the movement prediction specificity. Baseline periods were excluded from consideration if the subject moved within 1000 ms before the baseline began. We then verified that none of the remaining baselines had a movement classification within 2500 ms before its start. This was done since a classification event would cause the system to pause detection for 2 s, in addition to the 500 ms of positive classifications required for a detection.
The false positive rate was determined by analyzing all periods of time during testing where the subject's arms were at rest for at least one minute. This included time during which the MPL was moving and the subject interacted with experimenters. The false positive rate was calculated as the total number of movement classifications during the rest blocks divided by the total duration of the rest blocks.
III. RESULTS
The HARMONIE system allowed both subjects to perform complex object manipulations with the MPL using only eye gaze and iEEG signals corresponding to natural reaching movements (Supplemental Video 1). Subject 2 was able to choose among three balls to successfully power the HARMONIE with improvement in task completion time (Supplemental Video 2).
Control of movement initiation was activated by contralateral reaches but not by an ipsilateral reach when tested with Subject 1 (Supplemental Video 3).
A. Online Global Evaluation
The subjects attempted 28 self-paced trials (Subject 1) and 31 cued trials (Subject 2) over the course of an hour long testing session (for each subject). Individual trials were deemed global system successes if combined eye-tracking and reach initiated the MPL to complete the entire reach-grasp-and-drop task with one ball (Subject 1) or three balls (Subject 2).
For Subject 1, the testing session was divided into two blocks: a block of 18 reaches where the subject's movements were recorded via the home plate, and a block of 10 reaches with no home plate recordings. Trials of the BMI system initiated by movement toward the monitor were successful during the first block in 14 of the 18 attempts (77.8% system success rate). The success rate of the system decreased to 20 of 28 (71.4%) attempts by the subject when trials from the second block were added. For the 28 trials, four of the eight system failures were traced to failure to classify the iEEG signal, and three of the errors were traced back to eye tracking. Identification of false positives in the second block was not possible due to a lack of movement timing information from the home plate (it was not in use). In one case, the patient attempted an identical reach with her ipsilateral arm (neurologically inappropriate for implant site) and failed to trigger the system. The patient subsequently reached with her contralateral arm and successfully triggered the HARMONIE system.
For Subject 2, 21 of the 31 trials led to successful completion of the entire system (67.7% system success rate). Of the 10 global system failures, nine were traced back to failure of the MPL and computer vision system to pick up the ball. Failure of one trial was traced back to an inability classify movement from the iEEG signal. The patient had trouble remaining in the visual home area after being cued to ball type but before the "Go" cue was given. For the 11 trials in which he adequately waited for the cue and the data could be synced, there was a median 3.55 s delay between cue and system initiation.
B. iEEG-Based Decoding Evaluation
Initiation of movement was determined by the iEEG portion of the hybrid BMI using an LDA decoding model based on a training session two days prior to the testing session for Subject 1 and one day prior for Subject 2. During the training session, three electrodes located over the supplementary motor area (SMA) of Subject 1 [ Fig. 3(b) ] showed robust high gamma activation for a substantial duration near the onset of reaches. Subject 2 also demonstrated similar patterns of activity in four contacts in three depth electrodes located within hand motor and sensory cortices, as well as the inferior parietal lobe [ Fig.  3(d) ]. Only trials where the subject's movement was adequately recorded via the home plate were used for iEEG analysis.
For Subject 1, of the 18 trials considered, 16 were detected by the system, resulting in a movement prediction sensitivity of 88.9% [ Fig. 4(a) ]. 15 of these trials had baselines uncontaminated by previous movements. A false positive classification was made during one of these baselines, yielding a specificity of 93.3%. Therefore, the balanced accuracy of the iEEG-based movement prediction module (i.e., the mean of the specificity and sensitivity, see Online BMI Testing) was 91.1%. We then calculated the chance prediction accuracy while accounting for the pacing of our movement predictions. We shuffled the intervals between movement predictions 10 000 times and computed the balanced accuracies on these shuffled predictions with trial timing held constant. The 95th percentile of these shuffled accuracies was chosen as the significance threshold. The shuffled dataset had a median accuracy of 51.7% and a significance threshold of 61.1%. Therefore, the original balanced classification accuracy of 91.1% was significantly higher than chance . In trials where the movement was accurately predicted, the median latency of the prediction relative to the detection of their movement onset was 200 ms. In order to quantify the rate of false positives made by the iEEG module, we identified nine contiguous blocks of time where the subject rested their arms for at least one minute. During the 13.2 min of rest time, the iEEG module made 14 false positive classifications, resulting in an average rate of 1.06 iEEG-only based false positives per minute.
For Subject 2, 28 of the 31 trials were considered, with three dropped due to technical failure of the home plate. Of the 28 trials considered, 24 were detected by the system, resulting in a movement prediction sensitivity of 85.7%. The baseline intervals were uncontaminated by previous movements in 27 of the 28 trials. No false positive classifications were made during these baseline intervals, yielding a specificity of 100%. This yielded a balanced accuracy of 92.9%, significant with a threshold shuffled accuracy of 57.1% and a median shuffled accuracy of 51.4%. The median time between movements and their iEEG prediction was 273 ms. The false positive rates 
C. Computer Vision and Eye Tracking
During online testing, the computer vision reliably segmented spheres (one object for Subject 1, three for Subject 2) with radii of 4.7 centimeters (cm) throughout a workspace measuring 66 45 cm. When computer vision was tested offline with the ball used for Subject 1, the ball was correctly identified in all 200 recorded frames. The range of predictions of the ball's radius ranged between 4.51 and 4.60 cm. The object's 3-D position varied at most by 0.14 cm.
We also investigated how closely two objects could be positioned next to each other. We found that two tennis balls with radii of 3.35 cm could be reliably detected (both objects accurately detected in 196/200 frames) when separated by just 2.5 cm. Their detected radii varied between 3.52 and 3.99 cm and their positions varied by at most 0.17 cm.
The computer vision reliably detected a large number of objects simultaneously. When three tennis balls were well spaced in the workspace (21.59-24.28 cm between each object as measured by the system; similar to the set up for Subject 2), the system accurately detected all the objects in 196/200 frames. When eight objects of various size and material were placed in the workspace, the system simultaneously detected all eight of the objects in 192/200 frames [ Fig. 5(a) ]. Of the objects tested, the system detected balls of radii ranging 3.35-12 cm.
Subject 1 used eye tracking to select the objects with a moderate amount of difficulty. To minimize subject eye strain, the minimal selectable area for hovering the cursor to perform a selection was doubled from the original radius size. For Subject 1, three of the seven total system errors were due to eye tracking difficulties causing the object to not be selected.
Subject 2 demonstrated robust control over the eye tracking system (without subsequent improvements). He was able to visually select the correct ball (indicated by color) out of three objects 100% of the time. No global system errors were attributed to the eye tracking in this subject. For the 13 trials in which the subject maintained fixation within the home area until the go cue was given, the subject was consistently able to select the correct object within approximately 1-2 s of the cue.
D. Modular Prosthetic Limb Control
Once initiated by the combined iEEG and eye control-based BMI, the MPL performed the complex reach-grasp-and-drop task 100% of the time for Subject 1 and 70% of the time for Subject 2. As mentioned above, Subject 2 used three balls with varying textures and, unlike Subject 1, the objects were not placed on pedestals. For Subject 1, the mean time from task initiation to ball drop was 22.3 s with a range not appreciable at our monitor's frame rate (less than 0.1 s). Improvements to the MPL control system trajectory planning algorithms led to shorter completion times for Subject 2, with a mean completion time of approximately 12.2 s and a similar range of less than 0.1 s (an improvement of 45.3%).
IV. DISCUSSION
The present study demonstrates that the final version of the HARMONIE system reliably and accurately combined eye tracking, computer vision, iEEG BMI, and advanced robotics cohesively to perform complex interactions between the MPL and a real object in cued and uncued trials. To our knowledge, this is the first demonstration of a semi-autonomous hybrid BMI system using intracranial signals from humans. The success of this demonstration is due to the combination of supervisory control, hybrid BMI, and intelligent robotics.
The HARMONIE system uses a supervisory control strategy to allow patients to perform a complex motor task with the MPL. Supervisory control strategies range from high-level (goal oriented) control to low-level (direct manipulation or process oriented) control. We focused on the patient's intention to initiate the task (high-level) with a reach. The HARMONIE system performed well using supervisory control and successfully performed the complex motor task 71.4% and 67.7% of the time in two subjects. The median iEEG movement detection delays were only 200 ms and 273 ms. An important benefit of highlevel control is that once initiated, the robotic actuator can proceed autonomously, thus freeing the patient from the sustained attention necessary to continuously control the many DOF of the MPL during a complex motor task.
In the online demonstration, the HARMONIE system was able to integrate information from both the patient and environment to successfully determine the unique path the MPL took for each trial. The robotic limb performed the entire complex task 100% (Subject 1) and 70% (Subject 2) of the time after initiation with a mean completion time of 22.3 s and 12.2 s respectively, both with a range of less than 0.1 s. The decrease in MPL success for the second subject may be attributed to more challenging and realistic conditions, i.e., adding two additional objects and not using a pedestal to elevate and stabilize the objects. The semi-autonomous control framework enabled rapid implementation of modular improvements. For example, improvements in MPL movement transitions resulted in a reduction in completion time during subsequent testing with Subject 2 to 12.2 s, a 45.3% improvement (Supplemental Video 2). Our results demonstrate how high-level control enables the patient to complete a complex motor task with semi-autonomous components (the MPL) thereby freeing the patient to concentrate on other matters while the highly reliably prosthetic performs the action.
High-level control stands in contrast to low-level control, or direct manipulation. Work done in humans has demonstrated high-DOF control of robotic actuators with intracortical MEAs [6] , [8] . While this strategy requires sustained attention by the patient, the degree of control is generalizable to multiple tasks. Recent work done with MEAs implanted in a paralyzed patient demonstrated control of the MPL to complete a task similar to our experimental setup of reaching to a spherical object and placing it [6] . In the Collinger et al. study, the average time to task completion was 15.4 s (quicker than our Subject 1, slower than Subject 2). However, the range of completion times was 18.4 s for their direct control, while ours was less than 0.1 s (a benefit of the robotic control in semi-autonomous planning). The ability of the patient implanted with an MEA to use the same BMI approach for several other tasks demonstrates the generalizability of direct manipulation. However, one of the main benefits of mixed supervisory and shared control systems is the flexibility by which they can incorporate both high-level and low-level control. Future development of the HARMONIE system is expected to incorporate both levels of control into its system architecture. This will allow patients to choose when to directly manipulate an object versus choosing high-level control with less cognitive burden. High-level control can also be used in this scenario to immediately provide a patient with provisional BMI control of common, functionally useful tasks while they engage in training with the BMI to achieve and maintain direct manipulation.
In addition to supervisory control strategies, the use of a hybrid BMI is integral to the success of the HARMONIE system. Two goals of hybrid BMIs are to decrease the number of false positives and to utilize a second input signal for natural control that complements the primary input modality. Implementing assistive BMIs in the real world requires minimizing the number of false positives since each false positive can initiate complex and long tasks. The hybrid portion of the HARMONIE system prevented the acceptable [15] (but still high) baseline iEEG-based false positives from Subjects 1 and 2 (1.06 and 0.2 false positives a minute, respectively) from initiating the system. Only one iEEG-BMI false positive led to a full system initiation once eye-tracking was added to the hybrid BMI. This reduction in false positives is an important benefit of the hybrid BMI approach and of importance when implementing BMIs in real world situations.
An important consideration when using hybrid BMIs is the choice of primary and secondary input modalities. The primary input modality should be a brain signal that can be reliably measured and classified. Our study illustrates the ease and stability of using an iEEG-based BMI since our subjects trained only once with a limited number of trials. Similar to other recent ECoG-based BMI work [7] , we were able to use the same model reliably (91.1% and 92.9% balanced accuracy, compared with chance) one and two days later, respectively, indicating stability of the ECoG and depth electrode signals over time. This is in contrast to MEA studies where retraining occurs daily to account for unit dropout over time [6] , [8] , therefore requiring subsequent recalibration of the BMI system [6] . A possible solution, mentioned above, is to combine MEA and iEEG recording modalities. In this setup, a stable iEEG signal could be decoded for high-level control whenever the MEA-based BMI requires retraining.
One possible drawback of the study is the use of actual, instead of imagined, reaching movements by the patient. Several EEG-based combined assistive systems use combinations of SSVEP, P300 or repetitive, arbitrarily-mapped motor imagery to power their BMIs [16] , [35] , [36] , [39] . While these modalities have been demonstrated to work with paralyzed patients, they can be associated with cognitive fatigue and eye strain [47] , [48] . Also, relative to paralyzed patients, patients with intact motor function have decreased neural activity during motor imagery [49] , [50] , perhaps due to the need to inhibit movement of the native limb. We believe the actual reaches performed by our patients served as a reasonably good analogue for paralyzed patients attempting to move. We focused on movement-induced iEEG responses in the supplementary motor area (Subject 1) and motor and pre-motor cortices (Subject 2), making it highly unlikely that our BMI was reliant on sensory feedback that would not be present in the intended patient population. Future studies could focus on pre-movement activation as another means of controlling for sensory interference in active movements [51] . Further research must be done to quantify the accuracy of iEEG motor intention-based BMIs in appropriate patient populations to control the HARMONIE system.
The purpose of secondary inputs into a hybrid BMI is to complement the primary brain-derived signal. Our study corroborates recent reports showing that the combination of eye tracking with brain control in a hybrid BMI approach improves upon traditional eye tracking assistive devices [15] , [16] . Using eye tracking as part of the physiological hybrid BMI leverages patients' natural ability to use eye gaze to indicate the location of an object relative to the patient. However, eye tracking is also subject to false positives that can interfere with everyday use. Indeed, this is an important motivation for using iEEG and not eye-tracking or P-300-based object selection alone. When visual fixation is used alone, there is a risk of the "Midas Touch" problem, in which fixation on an object (without intent to manipulate it) inadvertently triggers its selection and manipulation [15] . Traditional eye tracking systems have used dwell times for object selection, but users have indicated a preference for BMI object selection [19] . The eye tracking, object recognition, and motor BMI-LDA based selection solution that we used addresses the false positive "Midas Touch" problem. Our patients demonstrated adequate control of the eye tracking system with three and zero of the total system errors due to a lack of object fixation before reach initiation. Subject 2 demonstrated robust control of the eye tracking, selecting from the correct of three objects in 100% of trials within approximately 1-2 s of the cue being given. Subject 1 may have had more difficulty with the eye tracking due to her use of glasses and light eye color. Our 71.4% and 67.7% global system success rate is similar to other hybrid BMI and eye control studies that demonstrated 74.5% correct selection [20] and demonstrate the patients' natural control of the eye tracking and BMI selection scheme.
The hybrid BMI was able to perform a complex motor task with the aid of intelligent robotics. Objects were identified from a segmented point cloud using computer vision [21] , [52] , [53] and acted upon by the MPL. Each successful trial required the HARMONIE system to integrate the object's endpoint position and shape determined by computer vision into a sequence of low-level command necessary to reach, grasp, and drop. Testing with Subject 1 was done with one object while testing with Subject 2 used three objects, with offline testing demonstrating capability of up to eight objects [ Fig. 5(a) ]. One to three objects could be segmented in 196/200 frames that only decreased to 192/200 frames when eight objects of various sizes (range of 3.35-12 cm) were added. A reliable and robust computer vision system further reduces the possibility of false positives by limiting selectable objects in the workspace to only those that should or could be acted upon (as opposed to every object on a monitor). While these results demonstrate the capability of the HARMONIE system, more robust computer vision is needed for the HARMONIE system to perform in the real world, outside of carefully controlled laboratory settings [ Fig. 5(b) ]. Future work incorporating a second Kinect or other IR depth sensors could allow for more robust identification of a wider variety of objects.
The present study offers a proof of principle of the HAR-MONIE system, a first time demonstration of a semi-autonomous, iEEG-based, hybrid BMI in human patients. The unique combination of these modalities allowed two patients to intuitively control a complex motor task consisting of reaching, grasping, and dropping an object. Future work will focus on testing the system in a larger pool of patients, both healthy and paralyzed. Modular improvements in the system are expected to achieve quicker and more reliable control.
A major limitation of our pilot system is that the current HARMONIE system shares only a limited amount of control with the user via eye tracking and iEEG. Currently, the system is semi-autonomous and once the iEEG initiation step is completed, the MPL proceeds autonomously with the task. Future work will aim to incorporate true shared control as demonstrated in wheelchair guidance [33] and in a continuous manner [28] , building on previous efforts from our team demonstrating online control of continuous reach and grasp of the MPL [5] .
In its current form other simple communication interfaces, such as eye tracking alone or P300 or SSVEP-based EEG systems, could initiate the system as well. However, the demonstration of a working system using iEEG is integral to future development. For example, it has been shown that three dimensions of continuous control can be decoded from iEEG [54] . Incorporating this kind of control into our intelligent robotic system will eventually allow for useful continuous shared control of the robotic tasks, allowing the user to control the progression of the arm forward and back through a trajectory constantly updated from information from the environment. Continuous monitoring of error-related neural responses found in iEEG signals could also be used to modify or reset arm positions as necessary [55] .
Elucidating a larger repertoire of neural responses will allow for a wider variety of high-level commands to be implemented, leading to a greater number of functional tasks that can be performed with objects. The current system could also be modified to allow the user to select the desired location to place the object by using eye tracking to indicate location and iEEG initiation to begin the placement. As with reaching and grasping in the current system, it is likely that a hybrid combination of iEEG and eye-tracking will provide users with a high degree of flexible yet accurate control over object manipulation and task execution.
The HARMONIE system, using the aforementioned and future improvements in relevant technologies, will allow patients to achieve useful and reliable control of an advanced multi-DOF powered robotic upper limb without extensive training and with minimal cognitive load.
