Abstract-Adaptive turbo-trellis-coded modulation (TTCM)-aided asymmetric distributed source coding (DSC) is proposed, where two correlated sources are transmitted to a destination node. The first source sequence is TTCM encoded and is further compressed before it is transmitted through a Rayleigh fading channel, whereas the second source signal is assumed to be perfectly decoded and, hence, to be flawlessly shown at the destination for exploitation as side information for improving the decoding performance of the first source. The proposed scheme is capable of reliable communications within 0.80 dB of the Slepian-Wolf/Shannon (SW/S) theoretical limit at a bit error rate (BER) of 10 −5 . Furthermore, its encoder is capable of accommodating time-variant short-term correlation between the two sources.
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I. INTRODUCTION

D
ISTRIBUTED source coding (DSC) [1] refers to the problem of compressing several physically separated, but correlated sources, where the receiver can perform joint decoding of both encoded signals. The schematic of asymmetric DSC [2] is shown in Fig. 1 , where source sequence {b 1 } is compressed before its transmission, whereas the correlated source signal {b 2 } is assumed to be available at the decoder but not at the source {b 1 }. More explicitly, the encoder has to compress {b 1 } without knowing {b 2 }, yet the decoder is capable of exploiting the knowledge of {b 2 } for recovering {b 1 
}.
More explicitly, the Slepian-Wolf (SW) [3] coding theorem specifies the achievable rate regions of the compressed correlated sources {b 1 } and {b 2 } for transmission to a joint decoder as R 1 ≥ H(b 1 |b 2 ), R 2 ≥ H(b 2 |b 1 ), and R 1 + R 2 ≥ H(b 1 , b 2 ) , where H(b 1 |b 2 ) and H(b 1 , b 2 ) denote the conditional entropy and joint entropy, respectively. Remarkably, this bound is identical, regardless whether joint encoding or joint decoding is used, i.e., regardless of where the joint processing takes place. This is quite convenient for exploiting the correlation of sources, which are distant from each other with the aid of joint processing at the receiver. This would facilitate for example the efficient joint decoding of correlated camera-phone-video sequences at the base station, namely, sequences, which portray the same scene from different angles.
This promising theoretical result has led to an increasing interest in a variety of applications, such as sensor networks [1] , robust wireless video transmission [4] , and compression of secure biometric data [5] , where exchanging information between source nodes is not possible or not practical. Applying DSC techniques in wireless sensor networks, for example, has led to a new processing paradigm, where the potential computational complexity has been moved from the batterylimited sources to the central decoder connected to the mains supply.
As a consequence, the critical power constraint, which directly predetermines the life span of the wireless node, is fulfilled [1] . The first practical DSC technique was proposed in [6] , where both sources {b 1 } and {b 2 } are assumed to be emitting equiprobable codewords, but they exhibit a difference because {b 2 } is known only to the joint decoder but not to the encoder of {b 1 }. Naturally, this assumption does not preclude that the codewords of {b 2 } actually received from a remote source, but they must be first perfectly recovered in isolation before they may be used by the joint decoder for recovering {b 1 }. Then, the codewords of both sources are grouped in cosets, where the members of each coset are separated by the maximum possible Hamming distance. Given {b 2 } at the receiver, it is sufficient to transmit the index of the specific coset hosting the codewords of {b 1 }. The decoder then estimates the transmitted codeword by choosing the one that is closest to the side information constituted by {b 2 } of a given coset in terms of the Hamming distance.
The idea of using channel coding techniques 1 has enabled practical solutions to be developed. Practical Slepian-Wolf schemes using turbo codes (TCs) were proposed for example in [2] , [8] , and [9] , whereas low-density parity-check (LDPC) codes were considered in [10] - [12] . However, finding the best code for approaching the Slepian-Wolf/Shannon (SW/S) limit was not considered in [2] , [8] , and [9] . Later, a so-called "super" TC was proposed in [13] , aiming for approaching the SW/S limit, when communicating over additive white Gaussian noise (AWGN) channels. However, the scheme proposed in [13] for an AWGN channel suffers from an error floor when communicating over Rayleigh fading channels that makes the system less suitable for wireless applications. A modified LDPC code was proposed in [14] for mitigating the error floor, but nonetheless, a high error floor persists when the correlation between the sources is low. A joint turbo equalizer and decoder scheme was proposed for asymmetric DSC in [15] , whereas an iterative joint turbo equalizer and decoder scheme was conceived for transmission over a multipath Rayleigh fading multiple-access channel in [16] . Both schemes have achieved a near-SW/S performance, albeit at high joint decoding complexity. More specifically, 35 iterations were invoked between the decoder components in [15] , whereas as many as 350 iterations were required in [16] for attaining a near-SW/S performance. By contrast, we only invoke eight turbo iterations in our TTCM decoder, where both constituent decoders have comparable complexity [17] .
Furthermore, in practice, the short-term correlation among the sources might be time variant; hence, adaptive-rate schemes have to be considered, where the code rate is controlled via a feedback channel. More specifically, if the bit error rate (BER) evaluated after decoding exceeds a given threshold, more syndromes (or parity bits if parity puncturing is used) will be requested from the transmitter. A pair of innovative adaptive-rate LDPC schemes was proposed in [18] , whereas adaptive-rate TCs were designed in [19] . In [18] , the encoder stored the syndromes and incrementally transmitted them to the receiver, when the decoder failed to find the legitimate codeword. Both papers considered an asymmetric DSC structure based on the puncturing of the syndrome generated by the channel encoders, while stipulating the idealized simplifying assumption of modeling the channel as the parallel combination of a perfect channel and a binary symmetric channel (BSC). More advanced adaptive-rate schemes considered the employment of a polar code [20] or efficient particle-based beliefpropagation-aided decoding [21] and density-evolution-based decoding techniques [18] .
Against this background, we propose a novel bandwidthefficient turbo-trellis-coded modulation (TTCM) scheme, which combines the functions of coding and modulation for conceiving a new DSCs system. TTCM [22] has a structure similar to that of the family of binary TCs, where two identical parallel-concatenated TCM schemes rather than conventional codes are employed as component codes. The classic TTCM design was outlined in [22] , which is based on the search for the best TCM component codes using the so-called "punctured" minimal distance criterion, to approach the capacity of the AWGN channel. The TTCM code advocated was designed to improve the attainable throughput by considering the design of error-correcting code and modulation where the parity bits are absorbed in without any bandwidth expansion by increasing the number of bits per modulated symbol. By contrast, all separated channel codes, such as turbo or LDPC codes, impose a bandwidth expansion, which is proportional to the code rate. Furthermore, a novel adaptive-rate mechanism is conceived for increasing the system's effective throughput, while ensuring an infinitesimally low BER. Hence, our new contributions are as follows.
• We propose a uniquely amalgamated DSC and TTCM (DSTTCM) scheme for SW coding, which is capable of attaining a near-SW/S performance for a wide range of source correlation values. Our new scheme exhibits no error floor, 2 despite its low complexity. Furthermore, a carefully constructed modified symbol-based maximum a posteriori (MAP) algorithm is conceived for exploiting the side information available at the decoder. Additionally, we eliminate the aforementioned idealized simplifying assumptions exploited in the prior literature [18] , [19] , [23] , and consider more realistic uncorrelated Rayleigh fading channels and BSCs.
• Furthermore, adaptive DSTTCM (A-DSTTCM) is proposed for accommodating the near-instantaneously timevarying nature of the wireless channel and the short-term correlation fluctuations among the sources. More explicitly, the system adapts its parameters according to both the channel quality and the correlation ρ of the sources, 3 while maintaining a given target BER. The remainder of this paper is organized as follows. The proposed system model is described in Section II. The proposed scheme is designed in Section III. Section IV discusses our results. Finally, our conclusions are offered in Section V.
II. SYSTEM MODEL
The asymmetric DSC scenario in Fig. 1 was considered here, where sequence {b 2 } is transmitted at the rate of R 2 = H(b 2 ), which is typically referred to as "side information" in most contributions [2] , [8] ; again, however, it can be also interpreted as another desired source signal, which was perfectly recovered. Sequence {b 2 } can be also transmitted through an independent Rayleigh-fading channel, in which case, a similar encoder structure to that of the first source {b 1 } has to be implemented. The problem in this scenario may be considered a symmetric DSC one. Symmetric DSC compression was discussed, for example, in [13] , [14] , and [16] , but due to space limitations, it is beyond the scope of this paper.
Furthermore, crossover probability p e used for modeling correlation parameter ρ may be assumed to be the overall probability of error, which is denoted as p e 1 and p e 2 . More explicitly, the error between the two sources is denoted by p e 1 and p e 2 which characterizes the transmission error between the second source and the destination. Thus, in this scenario, the overall error obeys p e ≤ p e 1 + p e 2 . The correlated sequence {b 1 } is then compressed for approaching the Slepian-Wolf bound to a rate of R 1 = H(b 1 |b 2 ) to achieve the overall rate of H(b 1 , b 2 ). Typically, the BSC is used for modeling the correlation between the two source sequences {b 1 
where N is the length of each source block.
For example, when {b 1 } and {b 2 } have a correlation of ρ = 0.9 given the perfect knowledge of {b 2 }, {b 1 } may be interpreted as the output signal of BSC, which was contaminated by the bit-flipping error events occurring with a probability of p e . Source sequence {b 1 } is generated by an equiprobable binary symmetric independent identically distributed (i.i.d.) source, whereas {b 2 } can be defined as b
where ⊕ is the modulo-2 addition operation, and e i is an independent binary random variable assuming the logical value of 1 with a crossover probability of p e and of 0 with a probability of (1 − p e ). Both the random variables of b i 1 and b i 2 in the pair of bit streams {b 1 } and {b 2 } may be assumed to be i.i.d. for the bit index i; hence, both sources emit equiprobable [16] bits. Consequently, the entropy of each source is unity, which yields conditional entropy of
where H(p e ) = p e log 2 (1/p e ) + (1 − p e ) log 2 (1/1 − p e ) is the entropy of the binary random variable, and e i is used for parametrizing the side information. Therefore, the achievable SW rate region is given by the following three inequalities [16] :
Let us now embark on the design of a joint source-channel (JSC) decoding scheme for minimizing the signal-to-noise power ratio (SNR) required for approaching the SW/S bound, while maintaining reliable communications. More explicitly, let us define SNR = R 1 · E b /N 0 , where E b /N 0 denotes the energy per bit to noise power spectral density.
A. Encoder
The block diagram of the proposed A-DSTTM scheme considered for transmitting correlated sources is shown in Fig. 2 , where L(·) denotes the log-likelihood ratios (LLRs) of the bits. As shown in Fig. 2 , the input sequence {b 1 } is fed into a TTCM encoder, which has a coding rate of R cm = m/m + 1 and invokes a 2 m+1 -level modulation scheme. The TTCMencoded bits are then punctured at a rate of R p . The resultant bit sequence {c 1 } is then mapped to the corresponding modulated symbols {x 1 } before their transmission over an uncorrelated Rayleigh fading channel. The second bit sequence {b 2 } will be converted to the LLRs L(b 2 ) = L e , which is then will be exploited as side information. This conversion is necessary because the joint decoder is a soft-decision-based one. These LLRs are characterized by the aforementioned crossover probability p e and can be estimated as
We assume that these LLRs are available at the destination and to be exploited by the joint decoder, whereas p e can be estimated at the decoder using (11) .
As an example, we use a rate R cm = 1/2 TTCM encoder relying on a puncturer of rate R p = 2/1, which punctures one bit out of two encoded bits. We assume that all the systematic bits are punctured, whereas all the parity bits are transmitted to the decoder. Hence, the overall code rate is R 1 = R cm · R p = 1. However, the parity bit sequence may be also further punctured to achieve an increased compression ratio. The resultant bits are then mapped to binary phase-shift keying (BPSK) symbols, i.e., the modulation mode has been changed from quadrature phase-shift keying (QPSK) to BPSK (QPSK/BPSK). Thus, the corresponding effective throughput is given by η = R 1 · log 2 (2) = 1 bits per symbol (BPS). Then, the modulated symbol sequence {x 1 } is transmitted over an uncorrelated Rayleigh fading channel, and the received symbol y 1 is given by s represent the symbol interleaver and deinterleaver, respectively, whereas Γ and Γ −1 denote the relevant symbol-to-LLR and LLR-to-symbol probability conversion.
where h is the fading coefficient of the channel, and n is the AWGN having a variance of N 0 /2 per dimension. The shortterm average received SNR is given by
where x 1 represents the modulated symbols of source {b 1 } after puncturing. Furthermore, we have E{|x 1 | 2 } = 1, and the SNR of γ r = 10 log 10 (|h| 2 /N 0 )[dB] is estimated for each received block. Note that {b 2 } is related to {b 1 } according to b
2 ⊕ e i , as detailed in Section II. Diverse effective throughputs may be derived by changing R cm and R p ; hence, the proposed scheme exhibits substantial flexibility. In our A-DSTTCM scheme, the following modes are chosen at the encoder to ensure that BER < 10 −5 :
• No transmission;
• DSTTCM-QPSK/BPSK; • DSTTCM-8PSK/QPSK; • DSTTCM-16-quadrature amplitude modulation (QAM)/ 8PSK; • DSTTCM-32QAM/16QAM. Thus, the effective throughput of our adaptive system assumes the values of η = {0, 1, 2, 3, 4} BPS.
B. Joint Source-Channel Decoder
Our JSC-decoding-aided DSTTCM scheme is shown in Fig. 3 . Both TCM decoders invoke the symbol-based MAP algorithm [17] operating in the logarithmic domain. The TCM decoders are labeled with the round-bracketed indexes, whereas the notation P , A, and E denote the logarithmic probabilities of the a posteriori, a priori, and extrinsic information, respectively, where L e = L(b 2 |b 1 ). The 2 (m+1) -ary P probabilities associated with a specific (m + 1)-bit TTCM-coded symbol {c 1 } are fed into the TTCM MAP decoder. A pair of signal components is generated by the constituent TCM decoders [17] ; specifically, the extrinsic probability E is generated by each of the TCM decoders, whereas the a priori probability A is gleaned by each TCM decoder from the other one. Furthermore, as shown in Fig. 3 , the additional extrinsic probability E 2 extracted from the side information {b 2 } is also added to the a priori probability A, yielding
Each of the constituent TCM blocks in Fig. 3 calculates the a posteriori probabilities using the forward and backward recursion methods. 4 Upon recalling (4), we are now in the position to formulate the channel's transition metric as
Then, both the backward and forward recursion methods of [17] are invoked for calculating β i−1 (s) and α i (s) as follows:
where max * represents the Jacobian logarithm [17] evaluating all variables in the logarithmic domain, with (s, s) denoting the transitions emerging from the previous states to the present state s. 
III. RATE REGION DESIGN AND ANALYSIS
The achieved rate region experienced in a noisy channel for both sources is given by [13] , [16] :
where C 1 = E{log 2 (1 + γ 1 )} and C 2 = E{log 2 (1 + γ 2 )} denote the ergodic channel capacities between each of the sources and the destination, whereas γ 1 and γ 2 denote the corresponding received SNRs. In our asymmetric system, we assume that {b 2 } is transmitted at R 2 = H(b 2 ) = 1, whereas we aim for compressing {b 1 } to its minimum rate, namely, to R 1 = H(b 1 |b 2 ). Then, based on (9), the effective throughput of our scheme for the {b 1 } link can be expressed as η SW = R 1 · H(b 1 |b 2 ), whereas the SW/S bound is calculated as [15] 
where C 1 represents the ergodic capacity of the uncorrelated Rayleigh fading channel. First we characterize the BER performance of our DSTTCM-QPSK/BPSK scheme employing a range of correlations ρ = {0.4, 0.6, 0.8, 0.86}. We opted for using 1/2-rate TTCM for encoding a block of N S = 12 000 symbols, resulting in N b = 24 000 bits before we remove all of the systematic bits from the TTCM-coded sequence with the aid of puncturing. The BER versus SNR performance of the proposed system is shown in Fig. 4 . Note that the SNR can be calculated in decibels as SNR(dB) = E b /N 0 (dB) + 10 log(R 1 ). The minimum SNR Γ lim required for approaching the SW/S bound can be inferred in Fig. 5 , which shows both the continuous-input-continuousoutput memoryless channel's (CCMC) capacity and the corresponding BPSK-based discrete-input-continuous-output memoryless channel's (DCMC) capacity curve. For example, when aiming for a target throughput of η SW = 0.366 BPS for our DSTTCM-QPSK/BPSK scheme, the DCMC curve indi- Fig. 5 . DCMC and CCMC capacity curves, where the curves were computed based on [24] .
cates the requirement of a minimum SNR of Γ lim = −4 dB, as shown in Fig. 5 . Note that Γ lim is represented with the aid of vertical lines in Fig. 4 .
As expected, the proposed scheme benefits from the side information constituted by {b 2 } while compressing the source sequence {b 1 }. Note in Fig. 4 that all DSC schemes outperform the conventional TTCM-QPSK benchmark scheme dispensing with joint decoding, which is labeled by the diamond markers, regardless of the correlation ρ, except for the very low correlation scenario 5 of ρ = 0.4. More explicitly, at a BER = 10 −5 , the proposed DSC has an SNR gain of 7.3, 6.2, and 3 dB for ρ = 0.86, ρ = 0.8, and ρ = 0.6, respectively. However, as expected, with a low correlation value, the proposed scheme has an SNR loss of 1.3 dB, namely, when we have ρ = 0.4. Again, this is not unexpected because, for ρ < 0.5, the sources may be deemed to be uncorrelated; hence, they in fact provide misinformation misleading the joint decoder. It may be readily observed in Fig. 4 that, at BER = 10 −5 , the scheme having ρ = 0.86 has the minimum distance with respect to the SW/S limit, i.e., we have Γ − Γ lim = (−3.4) − (−4) = 0.6 dB, whereas the scheme associated with ρ = 0.4 has a distance of 1.7 dB from the limit.
The effect of the number of iterations between the TCM decoders in Fig. 3 I, on the overall DSTTCM-QPSK/BPSK scheme's performance, is shown in Fig. 6 . It can be observed that doubling the number of iterations from I = 2 to I = 4 will improve the scheme's performance by 1.5 dB, whereas doubling the complexity further will only enhance the system's performance by 0.5 dB. However, doubling the complexity beyond I = 8 would not provide any further gain at the cost of increasing the decoding complexity; hence, we invoke eight iterations in our decoder.
The SW theoretical bound and the achievable rates obtained for the proposed DSTTCM-QPSK/BPSK schemes are shown, respectively, in Fig. 7 . The rates achieved correspond to a BER of 10 −5 , and on average, the system's throughput is only 0.088 bits away from the bound shown in Fig. 4 . Table I summarized the performance of the proposed scheme. 
IV. SIMULATION RESULTS
Our proposed design has also been extended to higher order modulation modes to conceive an adaptive scheme. Fig. 8 shows the BER performance of the different DSTTCM modes for ρ = 0.9 and ρ = 0.8 associated with crossover probabilities Fig. 8 . BER versus SNR performance of the different TTCM modes, when using a block length of N S = 12 000 symbols for ρ = 0.9 and ρ = 0.8 for transmission over uncorrelated Rayleigh fading channels. Fig. 9 . Flowchart of the adaptive scheme.
of p e = 0.05 and p e = 0.1, respectively, while using a block length of N S = 12 000 symbols for all the modulation modes. A total of 10 000 blocks have been used in our simulations. The performance of the higher order modulation schemes shown in Fig. 8 suggests that the A-DSTTCM is readily applicable to SW coding. In each mode, we puncture the least significant bit of each coded symbol, which results in puncturing rates of R p = {2/1, 3/2, 4/3, 5/4} for QPSK/BPSK, 8PSK/QPSK, 16QAM/8PSK, and 32QAM/16QAM, respectively. By comparing Figs. 4 and 8, observe that, as expected, the "QPSK/BPSK" scheme outperforms its counterparts in terms of its BER performance since it has a lower throughput.
The flowchart in Fig. 9 shows the adaptation process, where the current frame F i will be transmitted first by the highest order 32QAM/16QAM modulation mode. Then, the crossover probability p e , which controls the correlation parameter of ρ = 1 − 2p e , is estimated as [13] 
As few as three iterations are sufficient for estimating the correlation parameter sufficiently accurately. Next, the nearinstantaneous SNR γ r is calculated using the following:
Then, the decoder will compare the estimated probabilityp e to the prestored lookup table. The aim of this table is to reduce the overall complexity of the adaptation process. As shown in the flowchart, if p e is not found in the table, the decoder will estimate the BER of the received block, where the BER is estimated after decoding by comparing the source sequence bits {b 1 } with the decoded bits {b 1 }. Provided that the estimated BER is below 10 −5 , the corresponding SNR γ r , which are indicated by the vertical arrows in Fig. 8 will be saved in the lookup table as the threshold of γ th = γ r + 1 (dB). Note that the additional 1 dB and the three iterations used will reassure that the performance of the adaptive scheme will remain below a BER of 10 −5 . However, when we have BER < 10 −5 or γ r < γ th , a feedback acknowledgement will be transmitted to the transmitter that triggers a reduction of the transmission mode index/throughput. We opt to start with a higher rate mode to reduce the number of feedback requests. 6 Hence, the overall complexity and time required for performing this adaptive rate adjustment process has been reduced.
Furthermore, the probability density function (pdf) of each DSTTCM mode versus the average SNR is shown in Fig. 10 , along with the related BPS curves recorded for different correlation of ρ = {0.8, 0.6, 0.4, 0.2}, respectively. Naturally, the choice of the specific DSTTCM modes is governed by the particular near-instantaneous SNR experienced by the individual transmission frames at any specific average SNR value in Fig. 10 . The adaptive scheme maintains BER < 10 −5 . It is shown in Fig. 10 that, as the SNR increases, the higher order DSTTCM modes are activated more often than the lower rate ones. Consequently, the effective BPS throughput increases smoothly with the SNR. It may be also observed from the figure that, in the presence of a high correlation between the two sources, such as ρ = 0.8, the no transmission mode has effectively disappeared. However, for low correlations, the scheme requires a higher SNR for achieving a nonzero throughput. The adaptive procedure operated as follows. First, the BER of each received block is estimated. If we have BER < 10 −5 , then a higher order modulation mode will be requested for the next block.
V. CONCLUSION
In this paper, we have proposed a novel DSTTCM scheme for a SW-distributed coding system. The proposed system outperformed the benchmark scheme dispensing with joint decoding for a wide range of crossover probabilities. A modified symbolbased MAP was proposed for exploiting the side information available. The theoretical SW/S bounds were estimated, and the proposed scheme was shown to operate within 0.7 dB from it, for ρ = 0.86 at a BER of 10 −5 . Our proposed scheme operates within 0.088 bits of the maximum achievable rate limit on average, which matches the best result reported in the literature for similar systems while considering a realistic Rayleigh fading channel model. Furthermore, a bandwidthefficient practical adaptive scheme was proposed based on a range of adaptive modem modes for transmitting correlated signals over uncorrelated Rayleigh fading channels. The transmitter adapts its coding and modulation modes according to both the short-term channel conditions and to the crossover probabilities for ensuring that the BER remains below 10 His current research interests include joint source/ channel coding and distributed source coding.
