"Never underestimate a theorem that counts something!" -or so says J. Fraleigh in his classic text [2] . Indeed, in [1] and [4] , the authors derive Fermat's (little), Lucas's and Wilson's theorems, among other results, all from a single combinatorial lemma. This lemma can be derived by applying Burnside's theorem to an action by a cyclic group of prime order. In this note, we generalize this lemma by applying Burnside's theorem to the corresponding action by an arbitrary finite cyclic group. We revisit the constructions in [1] and [4] and derive three divisibility theorems for which the aforementioned classical theorems are, respectively, the cases of a prime divisor. Throughout, n and p denote positive integers with p prime and Z n denotes the cyclic group of integers under addition modulo n.
Group Actions and Burnside's Theorem By an action of a group G on a set X, we mean a homomorphism G → Aut(X) where Aut(X) denotes the group of permutations of X. We write gx for the image of x ∈ X under the permutation X → X induced by g ∈ G. For each x ∈ X, let Gx = {gx | g ∈ G} denote the orbit of x in X and for each g ∈ G, let X g = {x ∈ X | gx = x} denote the set of points fixed by g. If both G and X are finite, Burnside's theorem states that the number of distinct orbits is given by
is the greatest common divisor of g and n. Each such g has order n/d and there are ϕ(n/d) such elements. This observation, together with Burnside's theorem, gives us the following lemma from which we will derive all of our results in the sequel.
Lemma 1 If X is a finite set and Z n → Aut(X) is a group action, then the number of orbits is
When n = p is prime, Lemma 1 reduces to |X| ≡ |X 1 | (mod p), and this is the combinatorial lemma in [1] and [4] .
A Generalization of Fermat's (little) Theorem
If a is a positive integer and A = {1, . . . , a}, then Z n acts on the product X = A n by cyclically permuting the coordinates of elements x ∈ X. If g ∈ Z n has order n/d then each of the coordinates of x ∈ X has n/d distinct images under all powers of g so that g fixes a d elements of X. Applying Lemma 1 gives our first theorem.
Theorem 1 For any two positive integers a and n,
Corollary 1 (Fermat's theorem) For any positive integer a, a p ≡ a (mod p).
Theorem 1 has appeared numerous times in the literature [3, 5, 6] . If a = 1, then obviously the number of orbits is also equal to 1 and hence, as a bonus, we recover the well known identity d|n ϕ(d) = n.
Wilson's Theorem In this section, we revisit an action used in [1] (in the prime case) and derive a generalization of Wilson's theorem. Let X be the set of all cycles of length n in the symmetric group Aut({1, . . . , n}). Then |X| = (n − 1)! and the action of Z n on X is defined by g(a 1 , . . . , a n ) = (a 1 + g, . . . , a n + g),
where the addition in each position is done modulo n. Let d be a divisor of n, g ∈ Z n be an element of order n/d, and let 0, a 2 , . . . , a d ∈ Z n be a complete set of representatives for the set of cosets
where the multiplication is done modulo n. There are ϕ(n/d) choices for g, (n/d) d−1 choices for the elements a 2 , . . . , a d and (d − 1)! ways to order them so that the number of cycles of the form (1) is given by
Example 1 Let n = 12, d = 4, g = 8, a 2 = 9, a 3 = 6 and a 4 = 3. Then the cycle π defined above is π = (0, 9, 6, 3, 8, 5, 2, 11, 4, 1, 10, 7).
The reader can verify that π is a fixed point only for the elements in the subgroup 4 of Z 12 . The cycle π is 1 of 324 = 2 · 3 3 · 3! 12-cycles fixed by the elements in the subgroup 4 .
Let π = π(g, a 2 , . . . , a d ). Since g has order n/d, we have d = kg for some 1 ≤ k ≤ (n/d) − 1. It is then easy to see that dπ is obtained from π by cyclically permuting the entries in each position kd spaces to the left, hence π ∈ X d . On the other hand, if π = (a 1 , . . . , a n ) ∈ X d where a 1 = 0 and a k+1 = d, then dπ is obtained from π by cyclically permuting the entries k spaces to the left. It follows that k ∈ Z n has order n/d so that d = uk for some u ∈ Z n . Therefore subtracting d from each entry in π a total of u times is equivalent to moving each entry right d spaces. Since a 1 = 0, this implies a jd+1 = jud for all j = 0, . . . (n/d) − 1. Therefore the order of ud is n/d so that a 2 ∈ ud and, by similar reasoning, a jd+2 = a 2 + jud for all j = 0, . . . (n/d) − 1 exhausting the coset a 2 + ud . Continuing, we see that a 2 , . . . , a d represent distinct cosets in Z n / d and π = π (ud, a 2 , . . . , a d ) has the form (1). We have shown
! so that an application of Lemma 1 gives our second divisibility theorem.
Lucas's Theorem In this final section, we reanalyze an action used in [4] (in the prime case) to derive a generalization of Lucas's theorem (see Corollary 3 below). Let m, r ≥ 0 and use the division algorithm to write m = M n + m 0 and r = Rn + r 0 with 0 ≤ m 0 , r 0 < n. For 1 ≤ k ≤ n, let
and note easily that f ∈ Aut(A). Clearly f n is the identity map so that the map 1 → f gives an action Z n → Aut(X). Moreover, an element C ∈ X is fixed by g ∈ Z n of order n/d if and only if for all 1 ≤ k ≤ d, π 2 (C k ) = π 2 (C lg+k ) for l = 0, . . . , (n/d)−1 where π 2 is projection onto the second coordinate. Therefore 
