Information Retrieval (IR) test collections are growing larger, and relevance data constructed through pooling are suspected of becoming more and more incomplete and biased. Several studies have used IR evaluation metrics specifically designed to handle this problem, but most of them have only examined the metrics under incomplete but unbiased conditions, using random samples of the original relevance data. This paper examines nine metrics in more realistic settings, by reducing the number of pooled systems and the number of pooled documents. Even though previous studies have shown that metrics based on a condensed list, obtained by removing all unjudged documents from the original ranked list, are effective for handling very incomplete but unbiased relevance data, we show that these results do not hold when the relevance data are biased towards particular systems or towards the top of the pools. More specifically, we show that the condensed-list versions of Average Precision, Qmeasure and normalised Discounted Cumulative Gain, which we denote as AP , Q and nDCG , are not necessarily superior to the original metrics for handling biases. Nevertheless, AP and Q are generally superior to bpref, Rank-Biased Precision and its condensed-list version even in the presence of biases.
Introduction
Information Retrieval (IR) test collections are growing larger, and relevance data constructed through pooling 3), 16) are suspected of becoming more and more incomplete and biased 2), 5) . Relevance data are incomplete if some relevant documents exist among the unjudged documents in the test collection. Furthermore, incomplete relevance data are biased if they represent some limited aspects of the complete set of relevant documents. For example, if the number of pooled systems is small, the resultant test collection may overestimate these systems and underestimate systems that did not contribute to the pool, since these new systems are likely to retrieve relevant documents that are outside the set of known †1 NewsWatch, Inc. relevant documents. We will refer to this phenomenon as system bias 15) . Bias may also be caused by shallow pools: If only documents at the very top of submitted ranked lists are judged, the resultant relevance data may contain relevant documents that are very easy to retrieve, but not those that are difficult to retrieve. For example, Buckley, et al. 3) report that the TREC 2005 HARD/Robust test collection is biased towards documents that contain topic title words due to shallow pools. We will refer to this phenomenon as pool depth bias 14) .
The objective of this paper is to examine the robustness of IR effectiveness metrics in the presence of system bias and pool depth bias, with an emphasis on metrics that can handle graded relevance. Several researchers have proposed evaluation metrics specifically for handling the incompleteness of relevance data, but most of them have only examined the metrics under incomplete but unbiased conditions, using random samples of the original relevance data 1),2),11),16), 22) . While random sampling may mimic a situation where the number of judged documents is extremely small compared to the entire document collection, it does not address the problems due to system bias and pool depth bias. Therefore, this paper examines metrics in more realistic settings, by reducing the number of pooled systems and the number of pooled documents.
The main contributions of this paper are as follows. First, we examine as many as nine metrics for handling system bias and pool depth bias in test collections. The metrics examined are: Average Precision (AP), Q-measure (Q) 13) , normalised Discounted Cumulative Gain (nDCG) 7) , Rank-Biased Precision (RBP) 10) , binary preference (bpref) 2) , AP , Q , nDCG and RBP . The latter four metrics are AP, Q, nDCG and RBP applied to a condensed list, obtained by removing all unjudged documents from the original ranked list 11), 16) . Thus, just like bpref, these four metrics assume that retrieved unjudged documents are nonexistent, while traditional metrics assume that the unjudged documents are nonrelevant. Even though previous studies have shown that condensed-list metrics are effective for handling very incomplete but unbiased relevance data 11), 16) , we show that they are not necessarily superior to the original metrics in the presence of system bias or pool depth bias. This discrepancy suggests that the results reported in previous studies that used random sampling should be interpreted with caution. Second, our extensive experiments cover two independent evaluation efforts, TREC and NTCIR 9) , and utilise their graded relevance data. This is in contrast to most existing studies that are limited to TREC data and binary-relevance metrics 1),2), 22) . Since our results are consistent across all of our data sets, we believe that our findings are general. Our main findings are: ( 1 ) Condensed-list metrics overestimate systems that did not contribute to the pool while traditional metrics underestimate them, and the overestimation is larger than the underestimation. ( 2 ) When runs from a single team or a few teams are used for forming the relevance data, AP , Q , nDCG are not necessarily superior to AP, Q and nDCG in terms of discriminative power, i.e., the overall ability to detect pairwise statistical significance 12) . ( 3 ) Similarly, when shallow pools are used for forming relevance data, AP , Q , nDCG are not necessarily superior to AP, Q and nDCG. ( 4 ) Nevertheless, in the presence of system bias or pool depth bias, AP and Q are generally more discriminative than bpref, RBP and RBP . Finding ( 1 ) substantially generalises that by Büttcher, et al. 5) , who analysed a TREC Terabyte data set and observed that "Where AP underestimates the performance of a [new] system, bpref overestimates it."
The remainder of this paper is organised as follows. Section 2 discusses previous work, and Section 3 formally defines the nine metrics considered in this study. Section 4 describes the graded-relevance data and runs from TREC and NTCIR which we use for comparing the metrics. Sections 5 and 6 examine the robustness of our metrics to system bias by reducing the number of runs used to form the relevance data. Section 7 examines the robustness of our metrics to pool depth bias by reducing the number of pooled documents. Finally, Section 8 concludes this paper.
Related Work
A decade ago, Zobel 23) examined the effect of pool depth and that of leaving out one run for forming the TREC relevance data. As TREC test collections at that time, i.e., TRECs 3-5, were based on binary relevance, he used binary-relevance metrics such as 11-point average precision. Subsequently, TREC adopted his leave-one-out methodology for validating their test collections, but chose to leave out one participating team at a time since each team usually contributes multiple runs to a pool 3) . The present study also includes leave-one-team-out experiments as well as "take-one-team" experiments which rely on runs from a single team to form the relevance data. Sanderson and Joho 18) have examined a "take-one-run" approach, but they considered AP only, using data from TRECs 5-8. The present study compares nine metrics, and our analysis covers recent TREC and NTCIR data.
Most existing studies that compared metrics for evaluation with incomplete data used random sampling from the original relevance data 1),2),11),16), 22) . For example, Yilmaz and Aslam 22) used this approach to evaluate their proposed metrics, including Induced AP which is exactly what we call AP , and Inferred AP which aims to estimate the true value of AP. An exception is the work by Büttcher, et al. 5) which included leave-one-team-out experiments to address the system bias issue. Their experiments covered a condensed-list version of precision at document cut-off 20 and RankEff 1) . However, precision is an unreliable metric 13) , and RankEff is in fact as unreliable as bpref by definition 15) .
Among the studies that used random sampling, Sakai 11) compared condensedlist metrics such as AP , Q , nDCG and bpref along with traditional metrics, using data sets from NTCIR. Sakai and Kando 16) repeated the experiments using graded-relevance data from TREC and NTCIR, and added RBP to their candidate metrics; they did not examine RBP . The study showed that, under very incomplete but unbiased conditions, AP , Q , nDCG are superior to AP, Q, nDCG, bpref and RBP. In contrast, the present study shows that AP , Q , nDCG are not necessarily superior to AP, Q, nDCG in the presence of system bias or pool depth bias.
Let L denote a relevance level, and let gain(L) denote the gain value for retrieving a judged L-relevant document. We follow the NTCIR tradition and let L ∈ {S, A, B} 9) . As for the TREC graded relevance data, we treat "highly relevant" documents as S-relevant and "relevant" documents as B-relevant. We let gain(S) = 3, gain(A) = 2 and gain(B) = 1 hereafter as Q and nDCG are robust to the choice of gain values 13) .
Let g(r) = gain(L) if the document at rank r is L-relevant and g(r) = 0 otherwise, i.e., if the document at rank r is either judged nonrelevant or unjudged. The cumulative gain at rank r is given by cg(r) = 1≤i≤r g(i). Consider an ideal ranked list of documents, which satisfies g(r) > 0 for 1 ≤ r ≤ R and g(r) ≤ g(r − 1) for r > 1. For NTCIR, listing up all S-, A-and B-relevant documents in this order produces an ideal ranked output. Let cg I (r) denote the cumulative gain of the ideal list. Q is defined as:
where β is a parameter for reflecting the persistence of the user. Clearly, β = 0 reduces Q to AP; we let β = 1 throughout this paper. Sakai and Robertson 17) have recently discussed a user model for AP and Qmeasure.
For a given logarithm base a, let the discounted gain at Rank r be dg(r) = g(r)/ log a (r) for r > a and dg(r) = g(r) for r ≤ a. Similarly, let dg I (r) denote the discounted gain for an ideal ranked list. nDCG at document cut-off l is defined as:
Throughout this paper, we let l = 1000 as it is known that small document cutoffs hurt the stability of nDCG 13) . This original definition of nDCG is "buggy" in that a relevant document retrieved at rank 1 and one retrieved at rank a receive the same credit. We adhere to the original nDCG but let a = 2 to alleviate the effect of the bug. Other versions of nDCG are described elsewhere 4), 8) .
Let H denote the highest relevance level across all topics. In all of our experiments, H = S. Let p be the persistence parameter that represents the fixed probability that the user moves from a document at rank r to rank (r + 1). RBP is defined as:
Moffat and Zobel 10) explored p = 0.5, 0.8, 0.95, and Sakai and Kando 16) showed that p = 0.95 is the best choice among these three values in terms of system ranking stability and discriminative power. Hence we use p = 0.95 thoughout this paper. RBP is different from the other metrics considered in this paper in that it totally disregards recall. Sakai and Kando 16) have pointed out some weaknesses of this metric. Sakai 11) showed that a family of metrics, which are existing metrics applied to a condensed list of documents obtained by removing all unjudged documents from the original list, are simpler and better solutions than bpref. Bpref itself can be expressed as a metric based on a condensed list. Let r denote the rank of a judged document in a condensed list, whose rank in the original list was r(≥ r ). Let N denote the number of judged nonrelevant documents. For any topic such that R ≤ N , bpref reduces to bpref R:
Bpref and Other Condensed-List Metrics
In fact, R ≤ N holds for every topic used in our experiments, and therefore bpref is always bpref R. Whereas, for any topic such that R ≥ N , bpref reduces to bpref N :
The only essential difference between bpref and AP applied to a condensed list, which we call AP , is that bpref lacks the top-heaviness property of AP. That is, bpref is more insensitive to change in top ranked documents than AP 11), 16) . Note that, from Eq. (1), AP can be expressed as:
Condensed-list versions of Q, nDCG and RBP will be denoted by Q , nDCG and RBP . Thus this paper considers four metrics (AP, Q, nDCG and RBP) plus five condensed-list metrics (AP , Q , nDCG , RBP and bpref). Among these, AP, AP and bpref cannot handle graded relevance. Table 1 provides some statistics of the TREC and NTCIR data we used for evaluating the nine metrics. The "TREC03" and "TREC04" data are from the TREC 2003 and 2004 robust track 19) , and the "NTCIR-6J" (Japanese) and "NTCIR-6C" (Chinese) data are from the NTCIR-6 CLIR task 9) . The NTCIR-6J and NTCIR-6C data contain a few teams that did not contribute any monolingual runs, which we have excluded from our analysis. Hence we considered only ten teams for both NTCIR-6J and NTCIR-6C.
Data
Consider a particular topic. Let t denote a participating team, and let D t denote the set of documents contributed to the pool by this team. For TREC03, for example, D t is the union of the top 125 documents of each run submitted by t. The set of unique contributions by t is defined as Table 2 shows the participating teams that we used, along with the number of runs submitted and average unique contributions/relevant documents. For example, Table 2 (c) shows that "NICT" contributed 229.7 documents per topic and 8 relevant documents per topic on average, and that this was achieved by 
That is, unique contributions from t are removed from the original relevance data, so that t can be treated as a "new" team. In Section 6, we go to the other extreme and replace J with D t . That is, runs from a single team are used for forming the relevance data. In these "take-one-team" experiments, the teams labelled with a " †" in Table 2 failed to contribute a relevant document (i.e., D rel t = φ) for at least one topic, and were therefore excluded from our analysis. In addition, we chose three teams from each data set to conduct "take-three-teams" experiments, by replacing J with ∪ t∈T D t , where T is the set of chosen teams. As indicated by " * "'s in Table 2 , we chose three "ordinary" teams: ones with the smallest number of unique contributions. Table 3 Performance change and rank change when a run is evaluated using that team's leave-one-team-out relevance data (NTCIR-6J). A "+" indicates that a run is overestimated; a "−" indicates that it is underestimated. Rank changes are indicated in bold: For example, "6↑5" means going up from rank 6 to rank 5. Note that the rows represent different relevance data.
For our pool depth bias experiments which we shall report in Section 7, we formed "shallow pool" relevance data by taking the top pd ∈ {50, 10, 1} documents from every run for each data set.
To examine the effect of system bias and pool depth bias in terms of discriminative power and system ranking stability as measured by Kendall's rank correlation between two rankings based on two different relevance data sets 21) , we randomly selected one monolingual run per team for each data set. For example, for the NTCIR-6J data, we randomly selected ten monolingual runs, each representing a team. Table 3 shows, for each t from NTCIR-6J, how a selected monolingual run from t is affected when the original relevance data J is replaced by J − U t . For
System Bias: Leave One Team Out
Information and Media Technologies 4(2): 547-557 (2009) reprinted from: Journal of Information Processing 17: 156-166 (2009) © Information Processing Society of Japan example, when a run from "BRKLY" is evaluated using nDCG with this team's leave-one-team-out relevance data, the run's score goes down by 0.27% (from .5895 to .5879), and its rank among the 10 selected runs goes down from rank 6 to rank 8. In contrast, when a run from "HUM" is evaluated using nDCG with this team's leave-one-team-out relevance data, the run's score goes up by 0.59% (from .5980 to .6015), and its rank a goes up from rank 6 to rank 5. It can be observed that, according to condensed-list metrics, i.e., AP , Q , nDCG , RBP and bpref, the scores and the ranks tend to go up with the use of each leave-one-teamout relevance data, while, according to traditional metrics, i.e., AP, Q, nDCG and RBP, the scores and the ranks tend to go down. Moreover, the percentage increase of the condensed-list metrics tend to be higher than the percentage decrease of the traditional metrics. The trends are similar for TREC03, TREC04 and NTCIR-6C, but the tables are omitted due to space limitations. Hence, our first observation is that condensed-list metrics overestimate new systems while traditional metrics underestimate them, and that the overestimation tends to be larger than the underestimation. A new run contains many unjudged documents. Table 4 Performance change and rank change when a run is evaluated using that team's take-one-team relevance data (NTCIR-6J). A "+" indicates that a run is overestimated; a "−" indicates that it is underestimated. Rank changes are indicated in bold. Note that the rows represent different relevance data. Therefore, condensing its ranked list may move up the ranks of retrieved relevant documents dramatically. This is why condensed-list metrics, including bpref, overestimate new systems.
AP

System Bias: Take One Team
The leave-one-team-out experiments replaced J with J − U t . We now discuss a more extreme case of system bias, by replacing J with D t , the contributions from a single team. As we have explained in Section 4, we also form relevance data using contributions from three teams with the smallest number of unique contributions. Table 4 summarises our take-one-team results for NTCIR-6J in a way similar to Table 3 . Thus, for each team t, the table shows how a particular monolingual run from t (the same run we used for the leave-one-team-out experiments) is affected when the original relevance data J is replaced by D t . For example, when a run from "BRKLY" is evaluated using Q with this team's contributions only, the run goes down from rank 4 to rank 8. In contrast, when the same run is evaluated using Q with this team's contributions only, it goes up from rank 7 to rank 4. It can be observed that, if a single team t is used for forming the relevance data, the run score for t goes up for all metrics (except for RBP and RBP ); however, while traditional metrics overestimate the rank of a run from t, condensed-list metrics understimate it. Condensed-list metrics underestimate the rank of a run from t because all the other runs from t ( = t) are substantially overestimated : These other runs are "new" to the take-one-team relevance data of t, and we have already observed in Section 5 that condensed-list metrics overestimate new runs. As for RBP and RBP , replacing J with D t does not substantially affect the run score for t, because this merely turns some relevant documents below the pool depth within that run, i.e., those that belong to J − D t , into nonrelevant documents. The stability of scores for RBP and RBP reflects the fact that they totally disregard recall, and not necessarily that they are superior: Note that the ranks according to RBP and RBP are altered just like the other metrics. Similar results for TREC03, TREC04 and NTCIR-6C are omitted due to space limitations. Table 5 compares, for each data set and metric, the ranking of the aforementioned selected runs based on the original relevance data and that based on a take-one-team / take-three-teams relevance data. The similarity between two rankings is quantified using Kendall's rank correlation, which would be 1 if the two rankings are identical and −1 if the two rankings are the exact inverse of each other. The rank correlation values for the take-one-team relevance data have been averaged across teams. It can be observed that the correlation values are generally very high. That is, it is possible to replace the original relevance data with one that is based on a single team (or three teams) and still maintain a similar system ranking. As mentioned in Section 2, this generalises a finding by Sanderson and Joho 18) who considered only AP and binary-relevance TREC data. However, obtaining a system ranking that is similar to the full relevance data is not sufficient for sound evaluation: We later show that strong system bias can introduce much noise in statistical significance tests.
Our main criterion for comparing metrics is Sakai's discriminative power 12) . Let C be the set of all run pairs that are being considered. For a given significance level α, let C * (⊆ C) be the set of run pairs with a statistically significant performance difference in terms of a given metric according to a two-sided, paired bootstrap hypothesis test 6) . Then discriminative power is defined as |C * |/|C|: It means how often a metric manages to detect a statistically significant difference for a given probability of Type I Error. Although |C * |/|C| can also be defined using a significance test other than the bootstrap test, one of the advantages of Sakai's method is that it can also estimate the minimum performance difference required to achieve statistical significance. More details can be found elsewhere 12) .
Suppose that C * was obtained using a given metric and the original relevance data. Now, let C * denote the set of pairs of runs with a statistically significant difference in terms of the same metric but with a different relevance data set. Assuming that the results based on the original relevance data are the ground truth, we can quantify the discrepancy between C * and C * by reporting the number of misses |C * − C * | and that of false alarms |C * − C * |. Table 6 and Table 7 summarise the results of our discriminative power experiments using α = 0.05 with the take-one-team and take-three-teams relevance data. For example, given the TREC03 full relevance data, Q detects a statistically significant difference at α = 0.05 for 80 run pairs out of 120 (66.7%), and this is the highest discriminative power achieved across all metrics, as indicated in bold. Moreover, given the 50 topics of TREC03, the performance difference required to reach significance is around 0.07 in Q. Whereas, the TREC03 take-Information and Media Technologies 4(2): 547-557 (2009) reprinted from: Journal of Information Processing 17: 156-166 (2009) © Information Processing Society of Japan three-teams relevance data superficially raises the discriminative power of Q to 68.3%, but this is due to 2 misses and 4 false alarms. The corresponding discriminative power of Q, averaged across the 12 take-one-team relevance data, is 67.6%. According to these tables, take-one-team relevance data generally yield more misses and false alarms than take-three-teams relevance data. Hence we observe that, even though take-one-team relevance data may produce a system ranking that is very similar to that produced by the original relevance data, pooling runs from several teams is better than pooling runs from a single team for obtaining reliable conclusions based on statistical significance tests. The focus of this study, however, is on the comparison of different metrics under the same condition, and not on how many and what kind of teams are required to obtain reliable conclusions.
The tables also show that AP, Q and nDCG are generally more discriminative than AP , Q and nDCG , respectively, even with take-one-team or take-threeteams relevance data. For example, for TREC03, the discriminative power of Q averaged over 12 take-one-team relevance data is 67.6% while the corresponding value for Q is only 59.0%, even though the number of misses and that of false alarms are more or less comparable. Thus, condensed-list metrics are not necessarily superior to traditional metrics when the relevance data are heavily biased towards one team or a few teams. On the other hand, even with take-threeteams and take-one-team relevance data, it can be observed that AP and Q are Information and Media Technologies 4(2): 547-557 (2009) reprinted from: Journal of Information Processing 17: 156-166 (2009) © Information Processing Society of Japan generally more discriminative than bpref, RBP and RBP .
Pool Depth Bias
We finally examine the effect of pool depth bias on IR metrics. As mentioned in Section 4, we examined pool depths 50,10 and 1. Table 8 shows the Kendall's rank correlation values between the original ranking and a shallow-pool ranking. For example, when the original relevance data of TREC03 is replaced by that formed with a pool depth of 1, the rank correlation between the original system ranking and the new system ranking both according to AP is .717. It can be observed that reducing the pool depth does hurt the system ranking, but the differences across metrics are not clear from this table. Table 9 and Table 10 compare the robustness of metrics to pool depth bias in terms of discriminative power. For example, using the pool-depth-50 relevance data of TREC03, Q is the most discriminative among the nine metrics, and its discriminative power is 66.7%, which is the same as that using the full relevance data (pool-depth-125). Since there are no misses and false alarms in this case, the pool-depth-50 relevance data and the full relevance data yield identical significance test results in terms of Q. Furthermore, Q maintains relatively high discriminative power even with shallow pools. More generally, however, the discriminative power of metrics goes down as the pool depth is reduced, and the number of misses and false alarms increases. Moreover, it can be observed that, in the presence of pool depth bias, AP , Q and nDCG are not necessarily superior to AP, Q and nDCG in terms of discriminative power. For example, at pool depth 10 for TREC03, the discriminative power of Q is 68.3% (with seven missses and nine false alarms), while that of Q is only 58.3% (with seven misses and six false alarms). Nevertheless, it can be observed that AP and Q are generally more discriminative than bpref, RBP and RBP in the presence of pool depth bias.
Conclusions and Future Work
Several recent studies discussed the effect of incomplete relevance data in retrieval evaluation using random samples of the original relevance data 1),2),11),16), 22) . They discussed neither system bias nor pool depth bias. However, in reality, relevance data formed through pooling are never a random sample of the full relevance data. In light of this, we examined the effect of system bias and that of pool depth bias on IR metrics. Even though previous studies 11), 16) showed that AP , Q and nDCG are effective for handling very incomplete but unbiased data, we showed that they are not necessarily effective in the presence of these biases. Using data from both TREC and NTCIR, we first showed that condensed-list metrics overestimate new systems while traditional metrics underestimate them, and that the overestimation tends to be larger than the underestimation. We then showed that, when relevance data are heavily biased towards a single team or a few teams, AP , Q and nDCG are not necessarily superior to AP, Q and nDCG in terms of discriminative power. Moreover, we showed that AP , Q and nDCG are not advantageous in the presence of pool depth bias either. Hence previous studies that used random sampling should be interpreted with caution. Nevertheless, AP and Q are generally more discriminative than bpref, RBP and RBP in the presence of system bias and pool depth bias. Hence we maintain that AP and Q are better solutions than bpref, RBP and RBP to the problem of incompleteness and bias.
Traditional metrics assume that retrieved unjudged documents are nonrelevant, while condensed-list metrics, including bpref, assume that they are nonexistent. In essence, the present study showed that the latter assumption is no better than the former when the number of pooled systems or the number of pooled documents is small. In our future work, we would like to couple efficient and reliable test construction methods with reliable graded-relevance metrics. We also plan to establish quantitative criteria for choosing good evaluation metrics: Although discriminative power is probably one important criterion, there are probably other aspects that need to be examined, including the ability to predict the system ranking according to an intuitive metric such as precision-at-ten, given a set of new topics 20) .
