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する．これらの現実的な応用においては，試行錯誤を
伴う意思決定による行動が行われる限り，迅速な対応
が期待できないだけでなく，人命に関わる可能性もあ
る．そのような観点から，強化学習の長所を保ちつつ，
現実的により利用しやすい，強化学習をベースとする
手法が要求されている．そこで我々は，学習エージェン
ト自身が設定目標を達成するために本来備えておくべ
き基礎知識を階層化意思決定法（AnalyticHierarchy
Process,AHP）で設計し，その基礎知識をＡＨＰ器と
して従来の強化学習エージェントへ導入するＡＨＰ強
化学習を提案している6)．
ＡＨＰ器は，エージェントが認識した環境の状態か
らＡＨＰ器が必要な`情報を取り出し，意思決定に利用
している．よって，エージェントが認識できる視野の
広さにより，ＡＨＰ器の性能に違いが生じてくること
が予想される．そこで本研究では，ＡＨＰ強化学習の
視野の広さの違いによる学習性能の検討を行う．対象
問題として，これまでマルチエージェント強化学習の
研究で対象とされてきた単一タスクの問題（例：追跡
問題6)）ではなく，現実問題において多く存在する複
数タスクの問題'2)を対象とし，複数タスク問題とし
てレスキュー問題を使用する．
1．まえがき
1995年に発生した阪神淡路大震災は，想像を絶する
大災害であったため，被災者の救助活動は困難を極め
た．このような災害現場において，人間の代わりに迅速
に被災者の救助活動を行うことができる，複数の自律ロ
ボットによるマルチエージェントシステム（Multiagent
System）’の実現が強く求められている'5)．マルチエー
ジェントシステムがおかれる環境として想定されるの
は，自律ロボットの活躍が期待される災害現場のよう
に，大規模で複雑（動的･未知）な環境である場合が多
い．しかし，そのような環境に適応できるマルチエー
ジェントを設計することは非常に困難である．なぜな
らば,設計者が予め起こりうる全ての状況を予測し，知
識をプログラム化して，エージェントに与えておくこと
は事実上不可能だからである．よって，各エージェント
が自身の経験を通してタスクを達成する方法を学習で
きる機能を備えていることが望ましいといえる．その
ような学習機能として，設計者が目標達成時に与える
報酬の設定をするだけで,エージェントが自律的に環境
との相互作用を通して，報酬を最大にする適応行動を
獲得していく強化学習(ReinfbrcementLearning)5,14）
による機械学習アプローチが注目を集めている2,6,11）
強化学習は，上述したような動的かつ不確実性を含
む環境への対応が期待されているが，環境に対する情
報を全く待たず，報酬だけを手がかりに学習を行うた
め，多くの学習時間を余儀なくされる場合が多い．そ
のため，現在のところ，実問題への応用や実際的な場
面における利用において十分に対応できるとは言い難
いそのような学習の状況を踏まえると，特定の目標
を達成するために迅速な対応が要求される応用（e９．，
サッカーゲーム）や，安全性や確実性が求められるよ
うな応用（e9.,交通信号制御）では多くの問題を誘発
2．強化学習
2.1枠組み
強化学習エージェントは，環境の状態を認識し，そ
れに対してエージェントが可能な行動群の中から行動
を－つ選択して実行する．この状態認識と行動を繰り
返した結果，目標状態に達したとき，環境から報酬が
与えられる．エージェントは報酬をもたらす行動を優
先するように環境への適応を目指す．
2.2ProfitSharing 
本研究では，強化学習手法として，マルチエージェ
ント環境において有効とされている')ProfitSharing
を用いる．ProfitSharingは，報酬に至るまでのエピ
ソードにおける状態ｓと実際に行った行動αの対から
’複数の自律エージェントが相互に作用しあいながら問題を解決
するシステムをマルチエージェントシステムという．また，エージェ
ントとは，行動を行うことによって，自分がおかれている環境に対
して影響を与えることのできる自律的主体を指す13)．
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Fig.２本の選定に関する階層構造の一例２次元格子状環境Fig.１ 
エージェントの視界（Fig.１網掛け）は、×ｍで与
え，その視界内に存在する他のエージェント，救急車，
被災者，障害物，障壁を認識することができる．レス
キュー問題では，被災者を探し抱えたとき，被災者を
救急車に運び込んだとき副目標達成となる．そして，
すべての被災者を救急車に運び込んだとき主目標達成
となる．主目標を達成するまでを１エピソードとする．
なるルール系列を記憶しておき，報酬が得られたとき
にそれまでの系列上のルールを一括して強化する学習
方法である．ルール系列は次式を用いて強化する．
ｕ）(s`,｡`)←⑩(s`,α`)＋ノ(Ｂｉ）（１）
ノ(γ,j)＝βｗ－ｄｒ （２） 
ここで,ｕ'(鋤,α`)はエピソード系列上のi番目のルー
ルの重み，ノは強化関数，ｒは報酬値，β(o≦β≦1）
は報酬割引率，Ｗはエピソードの最大長である．
2.3ルーレット選択
本研究で使用するエージェントの行動選択法は，
ProfitSharingの学習過程において，経験的に良い性
能を示すことが知られている')ルーレット選択法を
使用する．ルーレット選択法は，ある状態８におい
て，各行動の重みTU(Ｍ`)を全ての行動の重みの合計
Ｚ⑩(Ｍｔ)で割り，確率Ｐ(ａｔ'８)を求め，その確率に
より行動を決定する方法である．
Ｐ(qtls)＝uj(Ｍ`)/Ｚ⑩(８，｡`）（３） 
4．階層化意思決定法
ある問題を解決するために，我々人間が行う意思決定
は主観的な観点にもとづいてなされる場合が多い階
層化意思決定法（AnalyticHierarchyProcess,ＡＨＰ）
は，問題を解決するための代替案がいくつか与えられ，
それらの代替案の中から一つを選択する際に主観的な
評価に頼らざるを得ない状況において利用される手法
である．オペレーションズリサーチの分野などを中心
として，さまざまなタイプのＡＨＰやその発展法が精
力的に研究されているが，本論文で扱うＡＨＰの構造
は典型的なものである．
典型的なＡＨＰの処理の流れについて述べる．ＡＨＰ
は,（１）対象とする意思決定の問題を階層構造に分解
する．一般に階層構造は，問題を「目的（goal)」「評
価基準（criteria)」「代替案（alternatives)」の関係で
捉えることで構築される．問題の「目的」と「代替案」
は予め与えられる．「評価基準」は各要素間の一対比較
の際に相対的な重み付けを行うための評価の基準であ
り，より複雑な評価基準を複数の階層を用いることで
構築する場合もある．（２）各階層の要素間の一対比較
にもとづき一対比較表を作成し重み付けを行う．それ
らの重み付けにもとづき，（３）階層全体の重み付けを
行うことで，各代替案の重要度を算出し，「目的」に対
する代替案の優先度を定量的に決定する．
例として，三つの本（BookLBook2，Book3）の
中からどの本を買うべきかを選定する問題について
考える．この例の場合，目的はどの本を買うかという
｢本の選定」となり，代替案は三つの本である「Bookl」
｢Book2」「Book3」が与えられる．評価基準として「値
段」や「文学性」，「思想性」を挙げたとすると，その
階層構造はＦｉｇ２のようになる．
3．レスキュー問題
レスキュー問題とは，エージェントがある環境中に
存在するすべての被災者を救急車に運び込むことを目
標とする問題である．この問題には，被災者を探し抱
えて，抱えた被災者を救急車に運び込むという連鎖的
な複数のタスクが存在する．以下，本研究で利用する
レスキュー問題の設定に関して記述する．
Fig.１に示す、×、の２次元格子状の環境を設定し，
格子の外枠を障壁とする．この環境に救急車Ｍm6個
を左上端に固定配置，被災者jVb個をランダム配置し，
エージェントJVA個すべての初期位置を救急車と同じ
マスとする．各エージェント心(j＝1,...,1VA)は同
時に行動し，上下左右に１マス進むまたは停止の行動
を選択することができる．エージェントは，被災者の
マスと同じマスになったとき，被災者を抱えることが
できる．また，救急車のマスと同じマスになったとき，
抱えている被災者を救急車に運びこむことができる．
エージェントが行動した単位時間を１ステップとする．
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Tnble3「値段」に関する一対比較表の一例ｍｂｌｅｌ「値段」に関する主観的判断による＿対比較表の＿例
値段BooklBook2Book３幾何平均ＣＭ重みRｕ直段ＢｏｏｋｌＢｍｋ２Book３
Tbble4目的及び各評価項目に対する一対比較表
（a）目的に対する一対比較表
Ｔｈｂｌｅ２ＡＨＰにおける一対比較値
一対比較値
目的 重み山
(b)各評価項目に対する一対比較表
例えば，人間の主観的判断により「値段」の評価基
準で各本を評価した場合にｎＵｂｌｅｌに示す結果が得ら
れたとする．ここでは,「安い」という評価が評価値と
しては高く，「高い」という評価が評価値としては低い
とする．しかしながら，このような暖昧な表現では各
本の評価を数量化することは困難である．そこでＡＨＰ
では，暖昧な表現をIbUble2に示すような整数値（一
対比較値）に置き換える．ＩＥｂｌｅｌの「やや安い」の
場合は３，「非常に安い」の場合は７，というように置
き換える．これにより，TbUblelはｎｂｌｅ３のように
なる．同様に，すべての評価基準にもとづいてそれぞ
れの一対比較表を作成する（本例では,「値段」の他に
｢文学性」「思想性」の一対比較表ができる）．さらに
評価基準（｢値段」「文学性」「思想性｣）の間の一対比
較も行う．この場合は１つ上の階層の要素（本例では，
｢本の選定｣）に関して一対比較表を作成する．
一対比較表を作成する際，次の２点に注意する必要
がある．１つ目は対角要素を１にすること，２つ目は，
要素ｉからみた要素ｊの一対比較値をＵｉｊとする場合，
その対角要素の値は1/Udjとすることである．よって，
一対比較表の対角線より上の評価を定めることによっ
て対角線より下の評価が可能になり，一対比較表が作
成される．
作成された一対比較表から各項目の重みを計算す
る方法として幾何平均法がよく知られている．幾何
平均法は各項目の行を幾何平均し，重みは幾何平均
値の合計が１になるように正規化することで得られ
る．つまり，一対比較表のｉ行目の幾何平均値ＧＭを
《/571~〒57Z=~ｱ75戻により算出する．ここで，０`j(i,ｊｅ
{1,…,A})はj行j列にある各要素の比較値である．各
幾何平均値の和…＝Ｚ塁,ＣＭを求め,ｉ行目の
重みuノーＧＭ/sumをそれぞれ算出する．
Ｉｎｂｌｅ３の場合，各行の幾何平均はBookl:2.76,
Book2:0.48,Book3:0.75となり，幾何平均の和は
3.99となる．この和で各行の幾何平均値を割ると
Bookl:0.69,Book2:0.12,Book3:0.19が求められ，値
段の場合ではBooklが最も好ましいことが示される．
上述したように，この操作をすべての評価基準につい
て行い，さらにどの評価項目が重視されるかの判断も
同様の操作を行うことで導き，最終的にどの代替案を
選定すべきかの判断を下す．
最終的な代替案の重みは，代替案が有する重みと目
的に対する各評価項目の重みを掛け合わせ，それらを
加算することで求められる．以下では，Booklを例に
とり，問題に対する最終的な重みの算出手順を示す.各
項目ごとに判断を行った結果，ＩＥｂｌｅ４が得られたと
する．そこでnble4の(a)から目的に対する重みと，
(b)からBooklの各評価項目に対する重みを用いると，
0.1428×0.6908＋04286×0.0976＋0.4286×0.1350＝ 
0.1923となり，この値がBooklの最終的な重みとなる．
このような処理をBook２，Book３ともに行うとｎｂｌｅ
５が得られる．よって，ｎＬｂｌｅ５の結果からBook3を
選択することが適切であると判断を下させる．このよ
うにＡＨＰでは，主観的な判断にもとづき，すべての
代替案に対して重視すべきその比重を数量化できる．
従って，例えばBook3が在庫切れなどであれば，次に
重みの高いBook2を選択することが適切であると判
断できる．このような処理をエージェントに組み込む
ことで，エージェントは各状況に応じてより適切とな
り得る判断・行動を可能にすることが期待できる．
5．ＡＨＰ強化学習
5.1ＡＨＰを用いるエージェントモデル
ＡＨＰ強化学習エージェントは，従来のエージェント
モデルの学習器に，基礎知識であるＡＨＰ器を併用す
るように加えたものである．ＡＨＰ器を導入したエー
ジェントのモデルをFig.３に示す．
ＡＨＰ器は，学習エージェント自身が設定目標を達
Ｂｏｏｋｌ B o ２ Book３ 重み⑩
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Fig.４レスキユー問題に対するＡＨＰの階層構造
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Fig.５レスキュー問題におけるエージェントの視界状困
ン卜，障壁の位置情報を，環境の状態として認識
する．エージェントが被災者や救急車に近づくた
めには，被災者や救急車の位置に関する情報が必
要であるため，認識した被災者や救急車の位置情
報を利用して，ＡＨＰ器の重みを更新する．
ＡＨＰ器は，エージェントを中心とする視野内
において被災者，または救急車がどの場所に存在
しているか（上・右上・右・右下・下・左下・左・
左上）に応じ，代替案であるエージェントの行動
(上．下・左･右・停止）を評価する．Fig.５はエー
ジェントの視野に関する図であり，エージェント
から見て被災者が右上にいる場合の例である．
各エピソードの初期設定として，一対比較表の
すべての値をTbUble2に示した「同程度重要」の１
にセットする（IHble6)．その後の各ステップで
は一対比較表は次のように更新される．エピソー
ドのあるステップにおいて，例えば，エージェン
トから見た被災者の位置が右上である場合，現在
の一対比較表で蓄えられている一対比較値を段階
的に更新することにより代替案の右と上の重みの
情報が増加するようにする．ここで「段階的」と
は，Ｔｈｂｌｅ２に示した整数値にしたがい，例えば
一対比較値が１である場合，１段階上げて３に更
新することを指す．また，評価を下げる場合も同
様に，ある一対比較値が９である場合は，１段階
下げて７に更新する．なお，一対比較表で利用さ
れる上限の値はｎＵｂｌｅ２にしたがい９とし，下限
値はその９の逆数1/９とする．このような数値の
範囲を採ることで，一対比較表から算出される重
みの秩序性が保たれる．Ｉｎｂｌｅ７は，エージェン
トから見た被災者の位置が右上であった場合に，
IHble6から新たに更新される一対比較表である.
このように，ＡＨＰ器では，エージェントが観
測する環境の各状態に基づいて，所定の規定の下
で一対比較表の値が段階的に更新され，代替案の
重みを算出する．
Ｆｉｇ３ＡＨＰ強化学習エージェントモデル
成するために本来備えておくべき基礎知識として設計
され，状態認識器から与えられる情報に基づき，より
適切な行動が優先されるように候補となる行動群を重
み付けする．ＡＨＰにより算出される重みと学習器の
重みは，ある割合で合成され，行動選択器に送られる．
エージェントは，合成された重みにもとづいてルーレッ
ト選択法により行動選択し，できるだけ適切な行動を
出力することで環境との相互作用を通して学習する．
5.2ＡＨＰ器の設計
上述したレスキュー問題における基礎知識をＡＨＰ
で設計する際に，ＡＨＰ器の設計に必要となる事項で
ある階層構造，代替案の重み付け，行動評価の増減の
方針について記述する．
１．階層構造
レスキュー問題におけるエージェントは，被災
者を探し抱えるタスクと，抱えた被災者を救急車
に運び込むという２つのタスクを行う．被災者を
探し抱えるためには，必ず被災者のところに行か
なければならない．また，抱えた被災者を救急車
に運びこむためには，必ず救急車のところに行か
なければならない．したがって，エージェントに
とって必要な基礎知識は,｢被災者を抱えていない
ときに，被災者に近づく」知識と，｢被災者を抱え
ているときに，救急車に近づく」知識である．こ
れらの知識をＡＨＰの階層構造で表すと，Ｆｉｇ４の
ようになる．
２．代替案の重み付け
上述した本の選定の例では，IbLble2に示す一
対比較評価から人間の主観的判断に応じて値を選
択し，一対比較表を作成したが，提案法ではその
判断をシンプルに捉え，その作成を「段階的」な
更新規定により自動化する．
エージェントは，救急車，被災者，他のエージェ
重みｕノ
Bookl 
Book2 
Book3 
０．１９２４ 
０．３２６４ 
０．４８１２ 
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得られる代替案の各行動の重みを用いてルーレット選
択法により行動の選択も可能になる．
提案モデルでは，あくまでも，人間が与えた基礎知
識にしたがい階層構造化されたＡＨＰ器により，エー
ジェント自身が確率的な意思決定のもとで行動できる．
よって，ＡＨＰ器による確率的な意思決定は，その行動
自体が常に支配されるのでなく，人間が期待しなかっ
た振舞いを実現する可能性が残されている．例えば，
nble7を例にとると，被災者が右上にいる時でさえ，
各行動の重みは，「右」「上」だけが与えられるのでは
なく，右と上以外の行動も重みとして与えられるため，
ルーレット選択法により，右と上以外の行動が選択さ
れることもある．このことからＡＨＰ器は，さまざま
な状況に応じてより適切となり得る行動を選択されや
すくし，適切でない可能性が高い行動が選択されにく
くなるように機能する．
5.3ＡＨＰ器と学習器の重みの合成
ＡＨＰ強化学習エージェントは，２章で示したProfit
Sharingにより学習を行う学習器とＡＨＰ器の合成さ
れた重みを用いて行動選択を行っている．そのため，
｢基礎知識利用」か「学習による知識利用」かのジレン
マが発生する．本論文では，ＡＨＰ器と学習器の各行
動の重みを合成する方法として，「合成比減衰法」を用
いる．合成比減衰法は，学習の初期段階では，良い性
能とはいえない学習器の重みの利用を控え，ＡＨＰ器
の重みを重視し，学習が進むにつれて，ＡＨＰ器の重
みの利用を徐々に減衰させることにより，最終的には
学習器のみの重みを利用する方法である．強化学習に
おいて，基礎知識に伴う行動の重みの利用が学習の長
期に及ぶと，学習自体に悪影響を与えると共に，最終
的に得られる学習の性能を阻害する．合成比減衰法は，
知識の導入に伴う学習への悪影響を抑制する方法であ
ることが報告されている6)．
ＡＨＰ器と学習器の重みは下式のように合成する．
ＴＷｓ＝ｒａｔｅ･ＡＨＰＷｓ＋(l-mte)ＬＭＷｓ 
ここで，ｒａｔｅ(Ｏ≦ｒａｔｅ≦１)は合成比，ＴＷｓは最終
的に行動選択器に送られる各行動の重み，ＡＨＰＷ８は
ＡＨＰ器から得られる各行動の重み，ＬＭＷ８は学習器
からの各行動の重みを表す．ただし，合成の計算を行
う前にＡＨＰＷｓおよびＬＭＷ８ともに行動群の合計
がそれぞれ１になるようにする．
また，合成比減衰法は次式によって合成比ｒａｔｅを減
衰させる．
ｒａｔｅ＝α・「ａｔｅ
ここで，α(o≦α二１)は減衰率であり，減衰は１エピ
ソードごとに行う．なお，合成比ｒａｔｅと減衰率αの
TEble6一対比較表の初期設定
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3.行動評価の増減の方針
上述したように，一対比較表は各状態に応じて自
動的に更新される．その自動的な更新に伴い，想
定される状況の変化パターンに応じて，エージェ
ントの各行動評価の増減の方針を決定する必要が
ある．その方針を次に示す．
。[エピソードの初期状態］
エピソードの初期では,｢被災者に近づく」知識を
使用する．視野内に被災者がいる場合は，被災者
に近づく行動の評価を１段階上げ，近づかない行
動の評価は１段階下げる．関係のない行動の評価
は変更をしない．視野内に被災者がいない場合は，
判断がつかないので各行動の評価は変更しない
.[被災者を抱えた場合］
ＡＨＰ器をｎＬｂｌｅ６で示すように初期設定の状態
にして，「救急車に近づく」知識を使用する．
。[被災者を救急車に運びこんだ場合］
ＡＨＰ器をＴａｂｌｅ６で示すように初期設定の状態
にして，「被災者に近づく」知識を使用する．
.[エピソードの途中で被災者，あるいは救急車が
見える状態から見えない状態になった場合］
今までに蓄積されてきた一対比較の判断がつきづ
らくなるため，高い評価（｢同程度重要」よりも
高い評価を指す）は１段階下げ，低い評価（｢同
程度重要」よりも低い評価を指す）は１段階上げ
ることで，各行動の評価を「同程度重要」の一対
比較値（１）に近づけるようにする…
ＡＨＰ器での代替案の重みは，基礎知識にもとづく
エージェントの行動の重みの量として扱うことができ，
エピソードの各ステップにおいてエージェントが観測
する状態によって刻々と変化する．よって，ＡＨＰ器か
ら得られる各行動の重みの役割は学習器の場合と似て
いる．このことから，エージェントは，たとえ学習器
からの重みを利用しない場合であっても，ＡＨＰ器で
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Ｆｉｇ６減衰率αの違いによる合成比の減衰の比較
設定値によりさまざまな学習のバリエーションが可能
となる．従来の強化学習エージェントはｒａｔｅ＝Ｏお
よびα＝Ｏとすることで実現できる．また，ＡＨＰ器
からの重みのみを利用（つまり，全エピソードにおい
て学習による知識を全く利用せず，基礎知識のみを利
用）する場合は，ｒａｔｅ＝１およびα＝１とすることで
可能である．
なお，上述した減衰率αの違いによる合成比減衰の
傾向はＦｉｇ６のようになる．例えば減衰率α＝0.999
の曲線では，ＡＨＰ器の重みを利用する割合が約6000
エピソード付近へ向けて徐々に低くなり，それに反し
て学習器の重みを利用する割合が徐々に増加する．そ
れ以降は学習器の重みだけが利用され，従来の強化学
習アルゴリズムと同等の処理になる．
o２ｍＯＯＯ②ｍｍＧｍｍＯｍｍＯ100000 
エピソード関ｈ
Fig.７学習器のみを利用する方法の
視野の広さの違いによる結果の比較
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Fig.８学習器のみを利用する方法の
視野の広さの違いによる認識した状態数の比較画
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6．実験
３章で記述したレスキュー問題を対象に，ＡＨＰ強化
学習の視野の広さの違いによる学習性能を検討するた
めに，以下に示す３つの実験を行う．
・学習器のみを利用する従来の方法（主目標達成時
に報酬を与える）MethodAと，ＡＨＰ器のみ（基
礎知識のみ）を利用する方法で，視野の広さが学
習器とＡＨＰ器にどのような影響を与えるか観察
する．
●合成比減衰法によるＡＨＰ強化学習が視野の広さ
の違いから学習性能に受ける影響，減衰率の違い
により生じる学習性能の差を観察する．
・複数タスク問題に対して副目標達成時に報酬を与
えることで，従来法よりも高速な学習を実現した
手法'2)MethodBにＡＨＰを導入した方法で視野
の広さの違いによる学習性能の検討を行う．
6.1設定パラメータ
レスキュー問題の設定は，環境のサイズ、＝１５，救
急車の数Ｍmb＝１，被災者の数Ｍ＝４，エージェ
ントの数１VＡ＝２とする．また，エージェントの視界
、×ｍのｍをDepthと表す．ProfitSharingでは，
Ｏ釦0000⑭、００600000800000100000
エピソード爵ｈ
Ｆｉｇ９ＡＨＰ器のみを利用する方法の
視野の広さの違いによる結果の比較
初期のルール重みを0.1,報酬割引率β＝0.9,報酬
７－１．０とする．学習回数は1000000エピソードとす
る．ただし，以降に示すグラフ中で線が途中で切れてい
るものは，その時点でメモリ不足となり終了したこと
を表す．MethodX+AHP(ｒａｔｅ,α)は合成比rate，減
衰率αのＡＨＰを用いたMethodXを表すものとする．
6.2視野の広さが学習器とＡＨＰ器に与える影響
Fig.７に従来法MethodA，Fig.９にＡＨＰ器のみを利
用する方法ＡＨＰ（1.0,1.0）の，視野の広さDepthを
3,5,7と変えたときの実験結果を示す．また，Fig.８に
MethodAとAHP(1.0,1.0)の，エージェントが認識し
た環境の状態の数をプロットした図を示す．Fig.７よ
り，学習器のみを利用するMethodAでは，同じ設定
のレスキュー問題に対して，視野の最も小さいDepth3
がDepth5や７よりも良好な結果を示している．これ
は，Fig.８に示すように，視野が大きいほどエージェン
トが認識する環境の状態の組合せの数（状態数）が多
くなり，学習に時間を費やしているため，Depth5や７
は収束が遅くなり，学習性能の低下を招いたと考えら
.： 
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ステップ数
れる．特に，Depth7では，状態数が膨大になり，収束
する前にメモリ不足となっている．
Fig.９より，ＡＨＰ器のみを利用するAHP(1.0,1.0）
では，視野が広いほど学習の性能が良くなっているこ
とがわかる．これは，視野の広いほうが被災者や救急
車の位置を速く特定しやすく，被災者や救急車が見え
ないという状態が減少したためと考えられる．
以上の実験結果より，ＡＨＰ器は，視野が広いほど，
自分が置かれている環境の状態を把握しやすくなるた
め，学習の性能が上がることがわかる．しかし，学習
器は，視野が広いほど，認識する状態の数が膨大にな
るため，学習に時間を費やし，性能が下がることがわ
かる．
6.3ＡＨＰ強化学習の視野の広さの違いによる学習性能
Fig.１０，１１，１２に，MethodAにＡＨＰ器を導入し
たＡＨＰ強化学習MethodA＋AHP(ｒａｔｅ,α)のDepth
を3,5,7と変えたときの実験結果をそれぞれ示す．そ
れぞれの図では，学習の初期と後期の傾向がわかるよ
う，ｚ軸のスケールを変えてプロットした２つの図を
載せている．
Fig.１０より，学習の初期５００エピソードあたり
まではMethodA＋AHP(10,0.9）とMethodA＋
AHP(1.0,0.99）がMethodAよりも高速に学習を行
っていることが観測できる．その後，MethodA＋
AHP(1.0,0.9）とMethodA＋AHP(1.0,0.99)は，合
成比の減衰によって，学習器のみ使用するようになる
ことから，MethodAと同程度の学習性能を示してい
る．減衰率が0.999以下のＡＨＰ強化学習は基礎知識
を多用したことで，学習性能が悪くなったと考えられ
る．よって，Depth3では，基礎知識が有効に働く段
階は，学習の非常に早い段階であるといえる．Depth3
では，視野が小さいためにＡＨＰの性能があまり発揮
できないことと，状態数が少ないために比較的早く学
習が行えることから，ＡＨＰを使用する期間は短いほ
うが良いといえる．
Fig.１１より，MethodA＋ＡＨＰ（1.0,0.99），
MethodA＋ＡＨＰ（L0,0999)，MethodA＋ＡＨＰ 
(1.0,09999)は，学習初期の合成比が大きいときには，
MethodAよりも良い性能を示したが，基礎知識を利
用する割合の減少とともに，MethodAと同程度または
MethodAよりも悪い性能を示している．これは，基
礎知識を利用することで学習の性能が上がっていたが，
膨大な状態の数により，学習が完全に進行していない
ときに，基礎知識を利用する割合が小さくなったため，
基礎知識を利用しないMethodAと同程度またはそれ
以下になったと考えられる．
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ステップ数
Depthが７のときは状態数の多さがより顕著にわ
かる実験結果となっている．Fig.１２より，MethodA
＋ＡＨＰ（1.0,09），MethodA＋ＡＨＰ（10,099）， 
MethodA＋ＡＨＰ（1.0,0999)，MethodA＋ＡＨＰ 
(1.0,09999)は,基礎知識を利用する割合が大きいとき
には，それぞれMethodAと比べてはるかによい性能
を示したにも関釧わらず，学習器のみを利用するように
なった時点で，それぞれMethodAと同程度まで学習
の性能が落ちている．MethodA＋ＡＨＰ(1.0,09999）
のグラフも基礎知識を使用する割合が小さくなると，
性能が少し下がり，グラフが湾曲したように見える．
以上の実験結果より，ＡＨＰ強化学習では，Depth3
のように視野が狭い場合，ＡＨＰ器を導入することで，
基礎知識を利用して，学習初期の収束を速めることが
可能であるが，視野が広い場合，ＡＨＰ器自体の性能
がよくても，膨大な状態数を学習する時間を必要とす
るため，学習に時間を費やすことがわかる．
6.4MethodBに対する視野の広さの違いによるＡＨＰ
強化学習の学習性能
Fig.１３，１４，１５に，副目標達成時に報酬を与える方法
であるMethodBに対して，MethodAに対する実験と
同様に，視野の広さDepthを3,5,7と変えたときの実験
結果をそれぞれ示す．MethodBの結果は，Depth3,5,7
すべての実験結果において，MethodAとほぼ同様の
傾向を示している．また，複数タスク問題に対して副
目標達成時に報酬を与えることで高速な学習を実現
したMethodBは，本実験においても，同じ減衰率の
MethodAとMethodBを比較した場合，MethodBの
方が良い性能を示していることが観測できる．Fig.12,
15のDepth7の実験結果を比較すると，MethodAと
MethodBの性能の差がよくわかる．また，MethodB
は複数タスク問題に対してMethodAよりも高速な学
習が可能であるため，学習初期においてMethodBと
AHP強化学習の性能の差があまり大きくないものも
ある．例えば，Fig.１０の実験結果では，MethodAと
MethodA＋ＡＨＰ(L0,0.9)の初期の性能の差はよくわ
かるが,Fig.10の実験結果では,MethodBとMethodB
＋ＡＨＰ(1.0,09）の初期の性能の差はほとんどないこ
とがわかる．
以上の実験結果より，Depthを3,5,7と変えたとき
のMethodBの傾向は，MethodAとほぼ同じような傾
向を示すといえる．また，MethodBはMethodAより
も，高速な学習が可能であるが，視野が広い場合には，
膨大な状態数の影響で，MethodAと同じく学習に時
間を費やすといえる．
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7．むすび
強化学習は，現実問題のような動的かつ不確実性を
含む環境において，エージェントが有効に対応できる
手法として期待されている．しかし，環境に対する情報
を全く持たず，報酬だけを手がかりに学習を行うため，
多くの学習時間を余儀なくされる場合が多く，現在の
ところ，実問題への応用や実際的な場面における利用
において十分に対応できるとは言い難い．そのような
問題に対処するため，我々は，学習エージェント自身が
設定目標を達成するために本来備えておくべき基礎知
識を階層化意思決定法（AnalyticHierarchyProcess，
AHP）で設計し，ＡＨＰ器として従来の強化学習エー
ジェントへ導入するＡＨＰ強化学習を提案している．本
研究では，現実問題において多く存在する，複数タス
クの問題を対象に，ＡＨＰ強化学習の視野の広さの違
いによる学習`性能の検討を行った．その結果，視野が
狭い場合には，ＡＨＰ強化学習の性能を発揮できるが，
視野が広い場合には，膨大な状態数の影響を受けて，
学習に時間を費やすことを確認した．
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Performance Comparison of AHP Reinforcement Learning 
by Difference of Depth of Recognition 
Mayumi OHTA, Kengo KATAYAMA*, Hideo MINAMIHARA* 
and Hiroyuki NARIHISA* 
Graduate School of Engineering, 
^Department of Information and Computer Engineering, Faculty of Engineering, 
Okayama University of Science 
1-1 Ridai-cho, Okayama 700-0005, Japan 
(Received October 1, 2007; accepted November 2, 2007) 
Reinforcement Learning (RL) is a promising technique for creating agents that can be applied to real world 
problems. The most important features of RL are trial-and-error search and delayed reward. Thus, agents 
randomly act in the early learning state. However, such random actions are impractical for real world problems. 
Therefore, a design of practical reinforcement learning that can be learned in high speed has been desired. 
Prom this point of view, we have designed primary knowledge that humans intrinsically have in a process until 
a goal state is attained by using Analytic Hierarchy Process (AHP), and shown AHP Reinforcement Learning 
that integrates the primary knowledge as AHP module into standard RL algorithms. 
The AHP module picks out necessary information from states of environment that agent recognized, and 
makes use of it in decision making such that agent has suitable actions. Therefore, the performance difference 
by depths that agent can recognize is expected. In this paper, we investigate the learning performance of the 
AHP-RL by the depth for the multi-task problem that exists much in real world. 
Keywords: reinforcement learning; multi-agent; rescue problem; analytic hierarchy process. 
