Fundamental questions in aquatic ecosystems start with phytoplankton because of their role in structuring ecosystems and in the global carbon cycle. Although carbon is generally the currency of interest, separating phytoplankton carbon from total particulate organic carbon is not generally feasible. For this reason, phytoplankton biomass is typically described by the concentration of the Chlorophyll a (Chl a) pigment, which plays a fundamental role in photosynthesis and is both unique to and ubiquitous in phytoplankton. The Chl a molecule is optically interesting in that it has two distinct absorption peaks that bracket the visible spectrum, each of which has shorter wavelength harmonics. The molecule also fluoresces. Thus, Chl concentration can be quantified in vitro by its absorption coefficient (UNESCO 1966; Strickland and Parsons 1968) , and then, via a calibrated fluorometer, by its fluorescence intensity (HolmHansen et al. 1965; Lorenzen 1966) . In vivo or in situ Chl a concentration has been estimated from in situ calibrated fluorometers for over 40 y (Lorenzen 1966) and much of our understanding about phytoplankton in their environment comes from fluorometric observations (e.g., Cullen 1982). And while the relationship between fluorescence and extracted Chl concentration does vary (Marra and Langdon 1993; Marra 1997) , robust up-to-date laboratory calibration coupled with in situ vicarious calibration reduces the variability, yielding decades of observations of phytoplankton distributions in natural systems, measured on time and space scales relevant to physiological and physical processes (Dickey 1991 
Fundamental questions in aquatic ecosystems start with phytoplankton because of their role in structuring ecosystems and in the global carbon cycle. Although carbon is generally the currency of interest, separating phytoplankton carbon from total particulate organic carbon is not generally feasible. For this reason, phytoplankton biomass is typically described by the concentration of the Chlorophyll a (Chl a) pigment, which plays a fundamental role in photosynthesis and is both unique to and ubiquitous in phytoplankton. The Chl a molecule is optically interesting in that it has two distinct absorption peaks that bracket the visible spectrum, each of which has shorter wavelength harmonics. The molecule also fluoresces. Thus, Chl concentration can be quantified in vitro by its absorption coefficient (UNESCO 1966; Strickland and Parsons 1968) , and then, via a calibrated fluorometer, by its fluorescence intensity (HolmHansen et al. 1965; Lorenzen 1966) . In vivo or in situ Chl a concentration has been estimated from in situ calibrated fluorometers for over 40 y (Lorenzen 1966 ) and much of our understanding about phytoplankton in their environment comes from fluorometric observations (e.g., Cullen 1982) . And while the relationship between fluorescence and extracted Chl concentration does vary (Marra and Langdon 1993; Marra 1997) , robust up-to-date laboratory calibration coupled with in situ vicarious calibration reduces the variability, yielding decades of observations of phytoplankton distributions in natural systems, measured on time and space scales relevant to physiological and physical processes (Dickey 1991) .
Recent advances in both sensors and platforms have broadened the capability for such observations, and yet there is still significant uncertainty in quantifying extracted Chl concentrations from in vivo fluorescence. The sources of variability include sensor design (sensitivity, response, kinetics, excitation, and emission wavebands; Neale et al. 1989) ; energy absorption and distribution in the cell; pigment packaging and pigment composition. Variability is observed as a function of species composition, relative pigment composition, cell size, nutrient status, growth phase, photoacclimation, and incident irradiance to name a few. Thus without ancillary information, the estimation of Chl concentration from in situ fluorescence, which would include contributions from phaeophytin as well (Cullen 1982; Marra and Langdon 1993) , is within a factor of two at best and can be upwards of a factor of ten.
In this article, we report on a multispectral approach to eliminate or reduce the sources of uncertainty, yielding Chl concentration estimates with < 10% uncertainty, and additionally provide estimates of phytoplankton community composition as defined by pigment-based taxonomy.
Materials and procedures
The BBFL2 and 3X1M are two types of in situ optical sensors in the ECO Triplet class (WET Labs) that consist of multiple excitation and/or emission pairs. Each sensor has three light emitting diodes (LED) that provide excitation energy in a narrow waveband, and photodiode detectors to measure either the fluorescence or backscattering signal. The excitation beam enters the water at approximately 55°-60° from the optical head and the fluoresced light is received at an acceptance angle of approximately 140° (for backscattering the centroid angle is about 120°). An interference filter is used to reject scattered excitation light (or in the case of backscattering, fluoresced light; WETLabs ECO Users Guide). The ECO BBFL2 used in this study has three paired emitters and detectors to measure backscattering (660 nm), chromophoric, or colored dissolved organic matter fluorescence (CDOM; excitation at 370 nm, emission at 460 nm) and phycoerythrin fluorescence (PE, a pigment found in some cyanobacteria and cryptomonads; excitation at 540 nm, emission at 570 nm). The ECO 3X1M fluorometer was custom-designed to quantify the concentration and composition of light-harvesting algal pigments. It measures Chl fluorescence at 695 nm resulting from three excitation LEDs at 435 nm, 470 nm, and 532 nm. Excitation wavelengths were selected to provide isolation of the in vivo Chl a fluorescence intensity resulting from direct Chl a excitation (435 nm) and from energy transfer from the accessory Chlorophylls, carotenoids, and phycobilipigments. The exact selection of the LEDs was, in part, dependent upon industry standards (e.g., availability, standardization, power).
ECO Triplet measurements in the lab were collected using WET Labs software; data were collected in a 30-s burst sampling mode at 1 Hz resolution. To avoid errors associated with sensor warm-up, the initial 5 s of data were discarded. The median and standard deviation from each of these "burst" samples were calculated. Systematic sensor responses were determined, including dark current readings (instrumental blank), environmental blanks (Cullen and Davis 2003) , temperature dependence, and calibration with dilution series of monospecific cultures. The sensors were then deployed in natural waters to investigate the capabilities for determining algal biomass and composition in situ.
The general approach for determining a calibration is to perform a standard curve (i.e., measure the response to a dilution series of the calibrating constituent). The linear regression would be of the form:
where Y is the measured fluorescence response in digital counts (DC) for digital sensors or volts (V) for analog sensors. From this point onward, we will refer to digital sensors with digital count units. M is the slope of the response (DC (mg m ), and B is the intercept of the relationship (DC). In the absence of a blank signal, the intercept would be the dark current offset, DC dark , the signal measured by the sensor in the absence of media (generally measured by placing black electrical tape over the excitation and emission windows). M is the calibration coefficient or calibration response, so that the calibrated value of any sample can then be determined from
The exact determinations of DC dark and M are not trivial, and care is necessary to remove unwanted signals from the observations to achieve accurate results in C. Treatment of the blank is considered in the Background fluorescence characterization section.
Sensor characterization-The BBFL2 was provided with factory calibrations; the 3X1M was custom ordered and did not have a factory calibration against which to compare to our calibrations. Although both instruments were provided with factory measured dark current readings, we compared methods to determine the dark offset and instrument drift, as well as environmental factors that can affect measured fluorescence, such as temperature and background fluorescence. We investigated species-specific responses by characterizing the calibrations for different phytoplankton species grown under a range of growth conditions.
Temperature characterization-The natural systems in which these sensors were deployed were freshwater lakes that undergo large variations in water temperature. The optical properties of water itself are temperature-dependent (e.g., Morel 1974; Pegau et al. 1997 ) and must be included in the calibration procedure. In addition, diode detectors are known to be temperature-dependent (Roesler and Boss 2008) , although temperature compensation is a recent improvement. Temperature calibrations were performed on all sensors. The optical faces were coated with a layer of black electrical tape, and measurements were taken in a non-reflective black bucket filled with filtered Milli-Q water. A Neslab/Endocal RTE-100 unit controlled the temperature over the range 1-30°C at 5°C increments. A Hanna digital thermometer was used to verify the water temperature with 0.1°C resolution. The instruments were submerged and allowed to equilibrate at each temperature for 3 min to replicate thermal equilibrium.
Background fluorescence characterization-Inland and coastal waters often contain very high concentrations of CDOM that was thought to impact Chl retrieval (Roesler et al. 2006) . CDOM has strong fluorophores (e.g., Coble 2007 ) that may impact the retrieval of pigment fluorescence by absorbing the excitation energy, absorbing the emission energy, and/or contributing fluoresced energy to the detector (i.e., through spectral leakage or the fluorescence tail). Freshwater samples were collected from four environmentally distinct locations in Maine: China Lake (a large, colored lake), Pickerel Pond (a small, clear pond), Sunkhaze Stream (which flows through Sunkhaze bog and contains very high concentrations of CDOM), and the Piscataquis River (which contains high amounts of agricultural runoff). Samples were filtered through glass fiber filters (Whatmann GF/F, nominal pore size 0.7 µm) to remove particulates (note that this filter was selected to obtain closure with the particles captured on the filter for Chl analysis). Sensor response was characterized for a 1:2 stepwise dilution of each sample over a 6-fold range over the detection range for each instrument. Observations were taken in both a 12-L nonreflective black bucket and a 1-L glass beaker to investigate potential effects due to differences in optical and physical path length. Milli-Q water was used as the reference material and as the diluent. Filtrate absorption was measured with a Cary 3E UV-Vis Spectrophotometer in 1-cm cuvettes in dual beam mode over the spectral range 250 nm to 900 nm (Bricaud et al. 1986; Roesler et al. 1989; Belzile et al. 2006) , referenced to Milli-Q water.
Algal pigment calibrations-The Chl a calibration factors for the 3X1M and the BBFL2 PE fluorometers were quantified using 13 monospecific fresh and marine algal cultures grown under a range of conditions (Table 1) . Each culture was grown under high and low growth irradiance and four of the cultures (C. gracilis, A. carterae, D. tertiolecta, and A. falcatus) were also used to investigate the variation in calibration factors resulting from growth phase.
Phytoplankton cultures were obtained from the ProvasoliGuillard National Center for Culture of Marine Phytoplankton (CCMP, Boothbay Harbor, USA) and University of Texas Culture Collection of Algae (UTEX, Austin, USA). Thirteen species of freshwater and marine phytoplankton were selected to encompass major pigment-based taxonomic groups, a range of cell sizes, and representative species common to freshwater environments in Maine. Batch cultures were maintained at 20°C and grown under a 12:12 days-night cycle illuminated by cool white fluorescent bulbs. Irradiance was measured using a LICOR quantum sensor. Each species was grown at two irradiances, 50 and 270 µmol photon m -2 s -1 for eukaryotes and 10 and 50 µmol photon m -2 s -1 for the cyanobacteria, henceforth referred to as "low" and "high" growth irradiance (L and H, respectively) . Freshwater species were grown in DY-V media and marine species were grown in f/2 media obtained from CCMP (Andersen 2005) . Cultures were acclimated to their growth irradiances in a semi-continuous batch mode for more than ten generations. Growth rates were determined from observations of in vivo fluorescence measured at the same time each day with a Turner 10-AU bench top fluorometer (Andersen 2005 Dilution calibrations-Two 3X1M triplet sensors were calibrated by quantifying the fluorescence response in the set of monospecific cultures grown in batch under controlled high (H) or low (L) light conditions. Fluorescence response was measured over a two order of magnitude dilution series (approximately 0.5 to 50 mg Chl m -3 in six to eight dilutions). This number was experiment-specific and depended on how many 1:2 dilutions were needed to reach the sensor's sensitivity threshold. Triplet readings were performed in a 1-L glass beaker set on a black cloth in a dim room. Cultures were given half an hour to adapt to the room's light after being removed from the growth chamber, to avoid the effects of rapid photosystem changes such as the xanthophyll cycle (Lutz et al. 2001) . Dilutions were performed with Milli-Q water or 0.2 µm-filtered seawater, appropriate to the specific culture medium. BBFL2 measurements were taken for the first dilution of all cultures and on the full dilution series for the 3 species of cyanobacteria to calibrate the phycoerythrin channel.
Triplicate samples of each dilution were collected for fluorometric Chl analysis (Yentsch and Menzel 1963; Holm-Hansen et al. 1965) . Phytoplankton absorption was determined spectrophotometrically (Cary 3e UV-VIS) over the wavelength range 250 nm to 900 nm using the quantitative filter technique (Mitchell 1990 ) as modified by Roesler (1998) . Methanol extraction was used to remove the contribution by non-algal particles (Kishino et al. 1985) . When samples could not be immediately analyzed, filters were stored in liquid nitrogen.
Growth calibrations-The effect of growth phase on the fluorescence to extracted Chl ratio was studied by comparing these dilution calibrations with measurements taken while the cultures were actively growing from inoculation to harvest phases. 3X1M fluorometer measurements were taken daily during the growth of the A. carterae, C. gracilis, and D. tertiolecta (H) and (L) cultures. The typical range in Chl concentration was 1 to 25 mg/m 3 over a 6-d growth experiment. Duplicate samples were collected for fluorometric Chl analysis, and the volume removed was replaced with fresh media (and accounted for in the determination of growth rates).
In situ deployment-The WET Labs 3X1M and BBFL2 sensors were deployed in China Lake for nearly 5 months (four deployments) to investigate natural variability in phytoplankton concentration and composition. China Lake serves as a domestic water source for the surrounding towns of China and Vassalboro. It has a surface area of approximately 16 km 2 , with an average depth of 8.5 m and a maximum depth of 25.9 m. The lake is very colored and has a tendency for eutrophication (PEARL 2007) .
The sensors were deployed 1 m below the surface, attached to an anchored stainless steel frame suspended by a buoy. Water depth was approximately 3.5 m. The sensors were aligned vertically facing downwards to avoid direct solar contamination. The sensors were controlled and powered by a WET Labs DH4 data handler and 2 ECO battery packs. Data were collected every 15 min for 15 s at a 1 Hz data rate. Ancillary analyses were performed on discrete water samples when the sensor was retrieved for maintenance and included triplicate extracted Chl concentration and spectrophotometric dissolved and particulate absorption. In between deployments, the data were downloaded, the sensor was cleaned, and pure water calibrations performed to track the drift in the instruments.
Assessment
Sensor variability Dark counts. Dark current digital counts (DC dark ) were tracked to characterize sensor drift and to accurately subtract the instrumental offset from sample observations. Sensor electronics that measure digital counts read greater-than-zero even in the absence of fluorescing material, and this offset must be subtracted from DC sample (Eq. 2). No unequivocal protocol for measuring DC dark has been established, so we investigated readings resulting from a range of scenarios used by various laboratories: the optical face taped and untaped in air (aimed across a dimly lit room away from walls), Milli-Q water, and 0.2-µm filtered seawater (FSW) from Boothbay Harbor, Maine. Over the 3-y study, the 3X1M and BBFL2 were found to be stable without a significant drift in the median readings; however there were significant differences between the methods of measuring the dark counts (Table 2) . Dark counts were lowest and most consistent using the configurations of the following: taped in MQ, taped in FSW, and taped and untaped air readings. Untaped readings in air were higher than taped readings in water, regardless of water purity. Immersed untaped readings were always higher due to fluorescence in the diluent (see CDOM impacts below). Immersion of untaped sensors in Milli-Q yielded values 10% higher in the 435 nm channel, 14% higher in the 470 nm, and 15% in the 532 nm channels. Immersion of untaped sensors in filtered seawater yielded values 12% higher in digital counts than taped filtered seawater in the 435 nm excitation channel, approximately 34% higher in the 470 nm and 14% higher in the 532 nm.
Temperature impact on DC dark . Media temperature increased the DC dark digital counts of the 3X1M by approximately 0.45, 0.31, and 0.36 (DC (°C) -1 ), respectively for the 435 nm, 470 nm, and 532 nm excitation channels. There was no temperature impact on DC dark for the BBFL2 phycoerythrin sensor and the CDOM fluorometer below 25ºC, but the impact was ~0.20 (DC (°C)
) on the backscattering channel. Temperature can have a significant effect on estimates of biomass. Our 3X1M biomass calibrations were done at approximately 24°C. Seasonally, the in situ temperatures can be nearly 25°C colder; consequently, if uncorrected the 3X1M would underestimate Chl by nearly ten counts for the 435 nm channel, which could lead to an underestimation of the in situ Chl concentration of up to 0.5 mg Chl m -3 . Although this difference in concentration may not be important during a bloom, it can be equivalent to the wintertime Chl value and thus yield a 100% error, likewise for cold waters with low standing stock such as temperate or polar ocean waters.
Comparing different versions of the 3X1M. To investigate differences between different serial numbers of the same instrument, two 3X1M sensors were used in characterization experiments. The 3X1M-001 (SN001) and 3X1M-003 (SN003) both demonstrated linear calibrations relating fluorescence to biomass. Both 3X1M sensor calibrations shared similarities in grouping of algal classes, and similar amounts of error due to differences in pigmentation and physiology. However, each sensor had unique calibrations due to differences in factorydetermined gain settings. In particular, the 532 nm excitation channel in SN003 had a much lower dynamic range than the SN001. While the 3X1M-001 detected an approximate 5-fold range of fluorescence for typical cultures, the 3X1M-003 only detected a doubling. The ratios of the SN003/SN001 slopes were 1.44 ± 0.10, 0.93 ± 0.07, and 0.15 ± 0.03 for the three channels. These differences between sensors of the same model and their factory calibrations demonstrate the importance of performing robust calibrations for each sensor and not relying on "out of the box" factory calibrations.
Pigment variability Absorption. Pigment absorption characteristics varied between and within phytoplankton taxonomic lineages, although the similarities of species within lineages were pronounced (Fig. 1) . The spectral shape of the absorption coeffi- ) exhibited even larger variation due primarily to the high values and significant within group-variability exhibited by the Cyanophytes (Fig. 1B) .
Changes in fluorescence due to changes in Chl concentration. Typical individual calibrations ranges spanned approximately a 6-fold range of digital counts and a 100-fold range of Chl concentration to characterize both the lower detection limit of the sensor (~0.5 mg Chl m > 0.92 for 532 nm); standard error in the slope calculation was generally < 10%). The 435 nm channel displayed the largest absolute range in fluorescence followed by the 470 nm, then the 532 nm channels. These differences are due in part to the optical characteristics of the phytoplankton (i.e., ranges in both absorption and fluorescence yield at each channel; Fig. 1 ) and in part due to sensor characteristics (in particular the different gain setting for each LED). There was a 6-fold increase from the minimum slope measured at the 435 nm channel to the maximum slope, and the range for the 470 and 532 nm channels was 10-fold and 40-fold, respectively (Fig. 2) .
Variability between species. The Chl calibration response slopes were grouped taxonomically into phytoplankton of green lineage, red lineage, and cyanobacteria (Falkowski et al. 2004; Falkowski and Raven 2007 , noting that these are evolutionary distinctions), with each pigment class sorted in ascending magnitude of slope (Fig. 2) for the 435 nm excitation channel. There was overlap in the response between groups but some patterns emerge within and between the pigment groups. The green lineage and red lineage phytoplankton had a similar range in response slopes in the 435 nm and 470 nm excitation channels. The cyanobacteria had much lower response slopes with the exception of the low light acclimated Anabaena sp., and the groups were very distinct at the 532 nm channel. Within each lineage grouping, phytoplankton of the same species had similar response slopes regardless of irradiance acclimation. The median slope values for all species, and each of the 3 taxonomic groupings was calculated (Table 3) . Chlorophytes had the highest median slope for the 435 nm channel but the lowest for the 532 nm. Cyanobacteria had the lowest median slopes for the 435 and 470 nm channels, but the highest slope for the 532 nm. Differences in slope between a species grown at different light levels could be distinguished statistically, but growth irradiance impacted the slope approximately the same amount that growth phase did (13%, 13%, 2% versus 12%, 13%, 5% on average, for 440 nm, 470 nm and 532 nm), for all species excluding the cyanophytes. These ranges were certainly less than those observed between species. For the cyanophytes, the greater than order of magnitude range in slope in response to growth irradiance was due to Anabaena sp. In total, approx- imately 71% of the percent difference between slopes was explained by species (pigment composition) differences, 12% explained by relative intracellular pigment concentrations (growth irradiance), and 17% by growth phase.
Pigment ratios. Absorption spectra scaled to the red absorption peak at 676 nm were averaged by pigment class (Fig. 1A.) . Each pigment class has a unique spectral shape, dominated by its respective pigment compliment. Superimposed on this figure are vertical bars showing the location of the 3X1M excitation channels. While all phytoplankton have strong absorption at 435 nm due to the Soret Chl absorption peak, the relative magnitude of that absorption to the other channels varies greatly. Green phytoplankton lack significant carotenoid concentrations thus have very low absorption at 532 nm whereas Cyanophytes have very strong absorption there due to phycobilipigments. The large variability observed within the red lineage is due to the phycobilipigment-containing groups (e.g., Rhodomonas sp.). Within each pigment class, a broad range in individual absorption spectra was observed associated with diverse pigment complements (Fig.  1C) . Whereas there are a few species with exceptional pigmentation (e.g., the absorption spectra of Crysophyceae and Cryptophyceae), there is a dominant spectral shape associated with pigmentation, particularly between the three excitation channels.
Fluorescence responses measured by the 3X1M and corrected for dark counts were used to compute the average fluorescence ratios for each culture. Error associated with individual ratios was less than 5%, except in green lineage cultures grown at high light. Each pigment lineage was statistically unique for the 435 nm/532 nm and 470 nm/532 nm ratios. Statistical uniqueness was determined with an ANOVA, post hoc Tukey's Significance Difference Test, P < 0.05. The medians for each pigment group ratio are given in Table 4 . The 435 nm/470 nm ratio was the most similar for all species, with differences of 5% to 11% between pigment group medians. Fluorescence ratios for the 470 nm/532 nm and 435 nm/532 nm channels were very distinguishable between and within pigment lineages, particularly the 470 nm/532 nm. Cyanophytes had the lowest median ratios for these channels, the red lineage ratios were almost nine times higher, and the green lineage ratios were a factor of two greater than the red.
Differences in pigment ratios broken down by taxonomic class are shown in Fig. 3 . Although it is difficult to discern statistically significant differences between taxonomic groups using the 435 nm/470 nm ratio, there are significant differences using the other two ratios. Cyanophyceae and Chlorophyceae stand out respectively at the low and high end of these ratio ranges. Within the red lineage, however, each class is statistically separable using the combination of the three excitation ratios.
Environmental variability CDOM and environmental blank readings. Whereas the instrument background signal is removed via the dark reading, other fluorescence signatures arise in the environment that are not associated with Chl fluorescence. These signals constitute the environmental blank (Cullen and Davis 2003) . These background signals can be quite large, particularly for waters rich in CDOM, which was found to "contaminate" the 695 nm emission detection resulting from all three of the 3X1M excitation channels (and subsequently has been found in Chl fluorometers from other manufacturers, as well, as it is not an instrumental problem but a natural signal). The intensity of the apparent Chl fluorescence emission by CDOM increases linearly with CDOM concentration (determined by both BBFL2-measured CDOM fluorescence and spectrophotometric CDOM absorption), and decreased with excitation wavelength (Fig. 4) , consistent with an exponential decrease in the absorption of the excitation wavelength. The linear relationship between BBFL2 F CDOM and 3X1M F Chl was significant for each excitation (r 2 values of 0.99, 0.99, 0.97 respectively, n = 19). The water used in the CDOM calibration experiment came from four environmentally distinct locations
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In situ phytoplankton composition 701 Table 4 . Median ± standard deviation Chl fluorescence ratios measured by the 3X1M and grouped by pigment lineage. Dark current offsets were removed, and temperature and CDOM corrections were applied to each reading prior to ratio calculation. Roesler et al. 2006) , there was a uniform relationship between the BBFL2 CDOM fluorometer and the fluorescence emission measured by the 3X1M. Therefore, the composition of the CDOM is not important for these corrections, just the fluorescence intensity.
Channel ratios
CDOM fluorescence "contaminated" all three excitation channels, and although the effects decreased at longer wavelength excitations, due to exponentially decreasing absorption, they were significant for all channels. Correcting for CDOM is extremely important when interpreting in situ data, particularly if working in inland or coastal waters; otherwise Chl is likely to be overestimated (Roesler et al. 2006 ). For example, many digital fluorometers excite at 470 nm. Several natural samples collected through inland Maine waters and filtered to remove particles, yielded on the order 50 counts in the 3X1M 470 nm excitation channel (after dark corrections applied; undiluted readings in Fig. 4 ). This order of fluores-
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In situ phytoplankton composition 702 , whereas coastal Chl concentrations often range from 1-5 mg Chl m -3 . In the extreme case of the highly colored water from Sunkhaze bog, 290 digital counts in the 3X1M 470 nm channel were due to the CDOM fluorescence. Depending on which calibration was used, Chl would be overestimated by 2.7-22.3 mg Chl m -3 ! In situ application. The 3X1M and BBFL2 were deployed in China Lake over the course of three seasons over two calendar years to collect observations of the fall and spring phytoplankton growth seasons, respectively (Table 5 ). Daily median ratios of 3X1M fluorescence in the different channels were calculated (Fig. 5) . These ratios were used to determine phytoplankton composition (Fig. 3) and the appropriate calibration slope for that pigment class (Fig. 2) . The median calibrations for the cyanophyte and red lineage were averaged during the period between October and November where Fig. 5b suggests a mixed composition and Fig. 5A indicates there are cyanophytes present.
Changes in biomass were observed as 3X1M F Chl estimates and extracted Chl from water samples (Fig. 6) . The percent difference between F Chl using the median calibration slope and extracted Chl was ~60%, and values of 30% were typical. Correcting for temperature and CDOM fluorescence improved the relationship overall, however, only when a pigment specific calibration was applied to the CDOM-and temperature-corrected fluorescence (470 nm excitation), did the percent differences between estimated and measured decrease to < 30% for all observation and were typically valued at ~6% (Fig. 7) .
Discussion
The detection of phytoplankton biomass via in situ Chl fluorescence observations is subject to variations induced by sensor design, phytoplankton concentration, composition and physiology, and environmental conditions. The interpretation of the fluorescence signal, because it is a relative measurement and does not have geophysical units in the absence of calibration, directly depends upon the magnitude of variations in fluorescence per Chl yield, which are, in turn, impacted by phytoplankton concentration, composition, and physiology induced by environmental conditions. So in many aspects, the factors impacting the detection of Chl fluorescence and the factors impacting the interpretation of Chl fluorescence are the same. In this article, we investigated the factors impacting the detection of Chl fluorescence to provide some quantification on the sources of variability and on the confidence for in situ deployment of Chl fluorometers, and with
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In situ phytoplankton composition 703 the goal to provide insight for the interpretation of the in situ Chl fluorescence as a proxy for phytoplankton biomass. Sensor variability-Assessing the behavior of the instrumental dark current, DC dark , is critical for tracking instrument drift and for quantifying both the instrumental noise and the signal to noise ratio, all of which need to be corrected (e.g., Roesler and Boss 2008) . For tracking drift, we found the best choice was untaped measurements made in air (in a dark room with no reflections.) Air values reliably yielded consistent median values, and it was unnecessary to use tape because there were negligible differences between taped and untaped air values. Submerged in water, carefully taped sensors yield consistent and low values, however using tape poses several risks. If light leaks around or through the tape then the measurements will be too high. Also, applying tape can be messy and occasionally leaves residue on the sensor face. While water sources can be dirty or have differences due to scattering depending on the container they are measured in, optical measurements made in air are minimally affected by scattering and have much less variability.
Untaped readings made in optically pure water have a separate purpose. They are used to assess impacts of biofouling that can occur on even short deployments. Taking a postrecovery reading immediately following retrieval and then after cleaning provides the biofouling signal, which can then be used to post-correct deployment observations (Roesler and Boss 2008) . We have found, however, that measurements made in ultra-pure water can result in variability in the blank reading caused by electronic instability. We find a small amount of conductance in the water, even the amount found in clean tap water, solves this problem (McGrath and Roesler unpubl. data) .
Calibration regression offset-The calibration slopes calculated through regression can be applied to any environment as these characterize the quantitative sensor response; however the calculated intercept is influenced by the solution that was used in the dilution experiment. The regression intercept represents the fluorescence response of the particular experiment's diluent, which is not necessarily representative of field or even other lab conditions. Even clear-filtered seawater, freshwater, or culture media can contain CDOM or other materials that influence the measured blank reading and the calculated regression intercept. Consequently, the regression intercept should not be used as a DC dark nor should a regression be calculated by correcting for blanks and forced through a zero intercept. Additionally, when performing standard curve dilution series for calibration, the diluent optical properties should be the same as those in the dissolved fraction of the starting culture. Otherwise, the fluorescence blank of each dilution will be different, and the resulting calibration slope will be biased.
In situ phytoplankton composition 704 Calibration suggestions-Due to CDOM and other sources of contamination, calibration dilution series should ideally be made with a filtrate that closely matches what the phytoplankton culture grew in, i.e., the culture filtrate. Additionally, the temperature of culture and the diluent should be the same (and measured directly in any case). These steps obviate the need to correct for differences in potential CDOM and temperatures responses between the culture filtrate and the diluent, for example, by using a BBFL2 CDOM sensor paired with your fluorometer. We found < 2% differences in slope between calibrations corrected and uncorrected for CDOM effects, however these differences could vary depending on the diluent that is used and the required sensitivity for low Chl conditions.
Pigment variability-In vivo fluorescence measurements of phytoplankton are affected by several sources of variability, including biomass concentration and differences in pigment composition between and within species (Sathyendranath et al. 1987) . These sources of variability can be identified and quantified to improve estimates of biomass. The first source of variability is concentration. Phytoplankton photosynthetic pigments increase proportionately with biomass for a healthy culture in balanced growth, if all environmental factors are held constant (Cullen 1990 ). This relationship is one reason Chl is a robust proxy for phytoplankton biomass. Under similar conditions, in vivo Chl fluorescence is linearly related to in vitro Chl concentration. Therefore the slope is defined by the ratio of the detected fluorescence response and Chl concentration with units (DC [mg Chl m -3 ] -1 ) ( Table 3) . Such calibrations can be used to convert digital counts into Chl concentration estimates. Although extracted Chl concentration and fluorescence are conserved, once the pigment is packaged in a cell, the relationship is no longer conserved due to (1) packaging effects on the intracellular pigment concentration (Morel and Bricaud 1981; Kirk 1994) , which "shade" pigment molecules from detection, thereby decreasing the apparent fluorescence efficiency of each Chl molecule; (2) pigment composition in which accessory pigments contribute to absorbed excitation energy, thereby increasing apparent Chl fluorescence efficiency (Poryvkina et al. 2000) ; (3) photochemical and non-photochemical quenching of fluorescence (Marra and Langdon 1993) . These factors are impacted by phytoplankton composition and environmental acclimation as well as physiological response. Unsurprisingly, Chl concentration is predicted most accurately when the calibration regime that closely matches the measured phytoplankton is selected. Calibration slopes at all wavelengths can estimate biomass with approximately 5% to 10% error if the matching calibration is selected.
A useful aspect of fluorometers is that they measure in vivo fluorescence, which is often a more accurate representation of the effective Chl concentration (and therefore cell carbon biomass) than chemically measured in vitro Chl ("extracted Chl"). Phytoplankton pigment packaging sometimes causes in vitro Chl and in vivo Chl fluorescence measurements of the same sample to yield different biomass estimates. Ratios of extracted-Chl to in vivo-fluorometrically-measured-Chl can vary by up to 10 times over small spatial and temporal scales. A large part of this variability occurs because phytoplankton are able to adjust their pigments on time scales of minutes to days (Cullen and Lewis 1988) . Phytoplankton photoadapt to low light levels by producing more Chl and accessory pigments, while decreasing pigments in higher light. While these changes negligibly affect cell biomass, recall that Chl is used as a proxy for biomass. Consequently, these types of pigmentation changes alter the Chl-biomass ratio and affect the accuracy of biomass calculations. As the amount of Chl increases per cell, the fluorescence yield per Chl a decreases as chloroplasts become less efficient. Because these changes in Chl are inversely related to fluorescence yield, the ratio of biomass to calibrated in vivo Chl varies much less than the ratio of biomass to in vitro Chl. Thus, in situ estimates of biomass based upon fluorescence will necessarily be less variable. So whereas in vivo fluorescence measurements do not always match extracted Chl values, they are more representative of biomass, particularly when spatial and temporal patterns and gradients are examined.
For each species/growth condition, there was a specific calibration slope for each of the excitation channels because of the unique Chl a to accessory pigment ratio (generally corresponding to the 435 nm/470 nm or 435 nm/532 nm ratios). In theory, any of the three calibrated channels can be used to calculate Chl concentration; however the 435 nm channel corresponds to the Chl a absorption peak and had the smallest relative range in slope, followed closely by the 470 nm channel. The "all cultures" slope listed was the best first-order estimate of the Chl concentration for waters of unknown phytoplankton composition. Fluorescence ratios between the 3X1M excitation channels can be used to estimate pigment ratios, and hence phytoplankton composition, thereby allowing us to select a more specific calibration. This selection is accomplished by comparing the fluorescence ratios from a sample to the average determined for each pigment lineage (Table 4) ; this approach is most effective when a particular pigment group is dominant. However, the "all cultures" is still a good first-order estimate and can typically estimate biomass within a factor of 2. It is noteworthy that the diatoms used in this experiment have calibration slopes very close to the median slope of all cultures and to the median of the red lineage. What this suggests is that using one of the diatoms for a calibration standard curve will yield a robust slope for general purposes. This is particularly true for single excitation fluorometers.
The second order of variability is due to differences in pigment composition between species. All phytoplankton contain Chl a, however accessory pigments (e.g., Chls b and c, carotenoids and phycobilipigments) vary dramatically with taxonomy (e.g., Sathyendranath et al. 1987) . Because Chl a and each accessory pigment contribute differently to each excitation channel wavelength, each species has a unique slope for each channel. Similarities in pigmentation of species belonging to the same algal classes allow their slopes to be grouped together. Chlorophytes had the greatest median slopes at the 435 nm excitation channel due to their relatively high intracellular concentration of Chl a, but the smallest slopes at 532 nm because they have no accessory pigments at that wavelength. Cyanobacteria had high slopes at 532 nm because their phycobilipigments have peak absorption closest to that excitation channel. Optically, the phycobilipigmentcontaining classes of the red lineage (e.g., Cryptophyceae, Fig.  3 ) group better with the Cyanophyte pigment group than other phytoplankton in their lineage.
The magnitude of light absorption by photosynthetic pigments is the source of energy for Chl a fluorescence. Thus the differences in Chl a fluorescence response at the three excitation wavelengths provides a quantitative estimate of the relative photosynthetic absorption at those wavelengths (because each is essentially scaled to the same Chl a concentration and thus between species they are comparable too). Spectral similarities between groups are easily visualized in Fig. 1A and give a preview of the range in response slopes (Fig. 2) whereas Fig.  1B shows the spectral variations that were used as the basis for species discrimination. The 532 nm channel exhibits the most variability in pigment absorption, so it is not surprising that the ratios including it are most sensitive to species.
In total, approximately 71% of the percent difference between slopes was explained by species (pigment composition) differences, 17% by growth phase, and 12% by relative intracellular pigment concentrations (growth irradiance). The variance attributed to irradiance and growth phase was less than the 95% confidence intervals, except with particular species where there were large pigment differences with irradiance: A. carterae, A. falcatus, and Anabaena sp. Differences in pigmentation between species had a much larger impact on fluorescence than did irradiance. Whereas differences in slope between different types of phytoplankton were discernable, for most species differences due to irradiance were not. Variations in slope as a function of growth phase was not discernable except when the extremes (lag and log phases) in unbalanced growth conditions were included and broad 95% confidence limits on slope were observed.
Fluorometers come with a variety of excitation and emission wavelengths. Most fluorometers are standard equipped with a 470 nm LED, and some with lamp/filter combinations that yield an excitation peak at 440 nm. The trend is toward low power, small size, and high energy LEDs, and because of industry standards, the 470 nm channel is generally preferred. Even though 470 nm is not strictly the peak Chl a absorption wavelength, the energy transfer between the pigments absorbing at 470 nm and Chl a fluorescence is robust enough that this channel can be used effectively in lieu of a channel at the Soret peak. This channel shift does, however, necessitate calibration with living cultures, because extracted Chl does not absorb at 470 nm.
We observed different calibration slopes for these two channels due to differences in sensor gain settings and due to differences in phytoplankton absorption and fluorescence quantum yield. However, the pattern in the calibration slopes between the two channels as a function of species is similar (Fig. 2) , yielding a relatively invariant ratio (Table 4, Fig. 1C) . Although the work presented in this paper is specific to the LED-type of sensor, the principles discussed here apply to all types of sensors.
Having a fluorometer with three wavelengths (such as the 3X1M) is valuable because it provides information about phytoplankton community composition, but also improves Chl concentration estimates because the calibration can be tailored to the species composition. Whereas both growth phase and growth irradiance impart statistically significant impacts on fluorescence yield, pigmentation differences between species were responsible for greater variations in fluorescence yield (Fig. 1C) . Without information on ratios or some other way of discerning species, one is limited to using a single calibration (i.e., if you simply have a single excitation fluorometer). Selecting an appropriate calibration based on ratio estimates of pigment-based taxonomic composition greatly improves biomass estimates (Fig. 6 and Fig. 7) .
Environmental variability-Phytoplankton biomass estimates from in situ fluorescence were greatly improved when corrected for temperature and CDOM fluorescence, with a pigment-specific calibration applied to best match the pigment ratios. While Chl estimates over this time period using only a single-excitation fluorometer are within a factor of 2-3 of extracted Chl measurements, our multi excitation fluorometer was able to resolve community composition on time scales of days and weeks. The ratios from in situ measurements in China Lake from May to June 2007 suggest a community of red lineage phytoplankton; cyanobacteria dominated in the late fall and transitioned toward a mixture of cyanobacteria and red lineage phytoplankton in mid-October 2006. This species succession matches the pattern of spring dominance by Bacillariophyceae followed by Cyanophyceae dominance observed since 1995 by the Kennebec Water District's microscope observations using a Sedgwick Rafter (Kennebec Water District 2005) . By using our estimates of phytoplankton composition to apply pigment specific calibrations, biomass estimates were accurate within approximately 10%.
In conclusion, it is important to correct for the effects of temperature and CDOM on fluorometers, especially if they will be used for in situ measurements. Corrections vary with each sensor and each channel on each sensor, so it is important to perform sensor-specific calibrations after receiving them from the manufacturer, even if they are shipped with calibration corrections. To correct for temperature, fluorometers should be paired with a thermistor and a temperature calibration should be performed before deployments. To correct for CDOM, a fluorome-ter measuring CDOM should be paired with the Chl fluorometer. The final equation for determining Chl is shown by the sequence of equations in Table 6 , where the sample digital counts at each channel are corrected for (1) the difference between the in situ and calibration temperatures times the temperature dependence established in the laboratory for that channel and (2) the digital counts associated with CDOM fluorescence determined with a CDOM fluorometer corrected for dark (and temperature if necessary) and the CDOM response slope established in the laboratory (Fig. 4) . Finally, the fluorescence ratios are calculated from the corrected observations to determine the phytoplankton composition (Table 4 ) and the appropriate Slope ratio value (Fig. 2) . Finally, the CorrDC sample is divided by the ratio-dependent calibration slope that best matches the phytoplankton composition. Applying all of these corrections ensures that biomass is predicted as accurately as possible. Application of this approach is generalized for any multispectral Chl a fluorometer once the fluorescence response has been established using a diverse set of species/growth conditions. The critical steps are quantifying the fluorescence response (which is particularly sensor dependent), the variations in the Chl-specific fluorescence (which is large determined by natural variations), the temperature response (sensor-specific), and the response to CDOM fluorescence (sensor dependent but the impact will be environmentally determined). When using a series of sensor of the same model, the full set of species calibrations need only be performed on one sensor to determine the response and natural variations; this sensor then becomes the "gold standard" against which additional sensors can be cocalibrated using a single species to determine instrument-specific response. A transfer function from this one species can be used to compute the fluorescence responses for the complete set, thereby obtaining an instrument-specific table of slopes and ratios akin to those found in Fig. 2 . 
