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Abstract
The basic sequence of a homogeneous ideal I ⊂ R = k[x1, . . . , xr] defining
an Artinian graded ring A = R/I not having the weak Lefschetz property has
the property that the first term of the last part is less than the last term of the
penultimate part. For a general linear form ℓ in x1, . . . , xr, this fact affects in
a certain way the behavior of the r − 1 square matrices in k[ℓ] which represent
the multiplications of the elements of A by x1, . . . , xr−1 through a minimal free
presentation of A over k[ℓ]. Taking advantage of it, we consider some modules
over an algebra generated over k[ℓ] by the square matrices mentioned above. In
this manner, for the case r = 3, we prove that an Artinian Gorenstein graded ring
A = k[x1, x2, x3]/I has the weak Lefschetz property if char(k) = 0 and the number
of the minimal generators of 0 :A ℓ over k[x1, x2, x3] is two.
Introduction
From the viewpoint of standard free resolutions (see [2, Section 3]), homogeneous ideals
defining curves in P3 and homogeneous ideals in a polynomial ring k[x1, x2, x3] defining
Artinian graded rings can be treated in the same manner to a certain extent. We have
recently found a way to apply the method developed in [5] to the study of the weak
Lefschetz property for Artinian Gorenstein graded rings.
In [5] the structure of the standard free resolutions itself was the main theme and the
results were expressed in terms of basic sequences (see [3, Section 2], [4, Section 1] or [2,
Section 1] for the definition of basic sequence). In this paper we examine the behavior of
a ring not having the weak Lefschetz property by analyzing a part of its structure which
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is affected by the basic sequence of its defining ideal. In contrast to [5], our arguments
are carried out in a way that does not depend too much on computations of the relation
matrices appearing in the standard free resolutions, though most of our ideas stem out of
observations of them. In that manner we can prove that an Artinian Gorenstein graded
ring A := k[x1, x2, x3]/I has the weak Lefschetz property if char(k) = 0 and the number
of the minimal generators of 0 :A ℓ over k[x1, x2, x3] is two for a general linear form
ℓ (see Theorem 5.11). Our results include the case of height three Artinian complete
intersections treated in [7, Theorem 2.3] and the case where min{ l | [I]l 6= 0 } = 2
treated in [9, Corollary 3.2].
Let us explain the main points shortly. Let R := k[x1, . . . , xr] be a polynomial ring
over an infinite field k and I a homogeneous ideal in R such that A := R/I is an Artinian
graded ring. We assume that x1, . . . , xr are chosen sufficiently generally. In our proof,
we consider a minimal free resolution
0 −→ F
Φ
−−→ L
π
−−→ A −→ 0 (1)
of A over R⋆ := k[xr] with homogeneous homomorphisms Φ and π of degree zero,
where F :=
⊕mr
i=1R
⋆(−nri ), L :=
⊕mr
i=1R
⋆(κi), (n
r
1, . . . , n
r
mr) is the last part of the basic
sequence (a;n21, . . . , n
2
a; · · · ;n
r
1, . . . , n
r
mr) of I (see [3, Section 2]), and κ1, . . . , κmr is a
nondecreasing sequence of integers. For each 1 ≤ j ≤ r − 1, let Xj be a matrix with
components in R⋆ giving a homogeneous linear map Xj : L(−1) −→ L of degree zero
which represents the linear map ×xj : A(−1) −→ A over R
⋆. Then L and Im(Φ) are
modules over the R⋆ algebra R⋆[X1, . . . , Xr−1] generated by X1, . . . , Xr−1. We see that
A has the weak Lefschetz property if and only if nrmr ≥ n
r−1
mr−1
by Lemma 4.6 and that
something special happens to the R⋆[X1, . . . , Xr−1] module L by Theorem 2.1 if n
r
mr <
nr−1mr−1 . In the case where A is Gorenstein of dimension zero, char(k) = 0, r = 3, and the
number of the minimal generators of 0 :A ℓ over R is two, we are led to a contradiction
by the above two facts if A does not have the weak Lefschetz property, estimating the
length of a certain submodule of Homk(A/x3A, k) = Ext
2
R/(x3)
(A/x3A,R/(x3))(−2) in
two ways, one by using (1) tensored with R/(x3) and the other by using the minimal
free resolution of A/x3A over R/(x3). See Theorem 5.11 for the detail.
This paper is organized as follows.
In the first two sections, we consider an R module E which is finitely generated over
R⋆ := k[xρ+1, . . . , xr] (1 ≤ ρ < r) with focus on the degrees of its minimal generators
over R⋆. Let
· · · −→ F
Φ
−−→ L
π
−−→ E −→ 0
be a minimal free resolution of E over R⋆, where F :=
⊕Q′
i=1R
⋆(−κ′i), L :=
⊕Q
i=1R
⋆(κi),
and κ1, . . . , κQ and κ
′
1, . . . , κ
′
Q′ are nondecreasing sequences of integers. Let furtherXj be
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a matrix with components in R⋆ giving a homogeneous linear map Xj : L(−1) −→ L of
degree zero representing the linear map ×xj : E(−1) −→ E over R
⋆ for each 1 ≤ j ≤ ρ.
Under this setting, we can apply the method developed in [5, Section 3], which makes
use of the fact that the above sequences of integers do not vary when a small change of
variables x1, . . . , xr is performed. One of our major results here is Theorem 2.1 which
says that, for every p satisfying κp < κp+1, we have W
ν [Im(Φ)]≤−κp ⊂ Np for all ν ≥ 0,
where W := X1 +
∑ρ
j=2 sjXj (s2, . . . , sρ ∈ k), [Im(Φ)]≤−κp :=
∑
d≤−κp
[Im(Φ)]d, and Np
denotes the submodule of L consisting of all of its elements whose first p components
are zero. This theorem and the results derived from it play crucial roles in the whole
paper.
The basic sequence of a module is the sequence of the degrees, lined up in a certain
rule, of generators forming a Weierstrass basis of the given module with respect to
sufficiently general x1, . . . , xr (see [3, Section 2]). It is therefore natural that Weierstrass
bases appear in our argument frequently. But, in some cases the conditions imposed on
a Weierstrass basis are too restrictive. For this reason, we will use in this paper a basis
satisfying relaxed conditions, which we shall call a pseudo Weierstrass basis. Section
three is devoted to a description of its fundamental properties.
In section four some results on the exact sequences (1) for Artinian Gorenstein
graded rings are described in detail. At the same time we look into the structure of
the R⋆[X1, . . . , Xr−1] modules L and Im(Φ) a little.
The main theorem of this paper is proved in section five (see Theorem 5.11). There,
we work over an Artinian Gorenstein graded ring A = R/I such that r = 3 and the
number of the minimal generators of 0 :A x3 over R is two, assuming char(k) = 0. We
first investigate the properties of the minimal free resolution of I+(x3)/(x3) over R/(x3)
and that of I over R. Then, combining the results obtained in section four, we reach
our goal.
In the final section, the basic sequence of a complete intersection of three homoge-
neous polynomials is described.
§1. A property coming from invariance under small homoge-
neous transformations of variables
The principal idea of the arguments of this section has already been presented in [5,
Section 3] for studying a special case. We will enhance it to a more general formulation
with some modifications.
Throughout this paper, let y1, . . . , yr denote indeterminates over an infinite field k,
R the polynomial ring k[y1, . . . , yr], m the maximal ideal (y1, . . . , yr), γij (1 ≤ i ≤ r, 1 ≤
j ≤ r) elements of k such that the matrix Γ := (γij) is invertible, and x1, . . . , xr elements
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of R satisfying yi =
∑r
j=1 γjixj (1 ≤ i ≤ r). Given a matrix Ξ in R, the set consisting
of all the linear combinations of the columns of Ξ over a ring Ring will be denoted by
ImRing(Ξ). For modules E, E ′ and E ′′, the symbol ⊕ will be used in the following two
senses : (i) E ′ ⊕ E ′′ = { (e′, e′′) | e′ ∈ E ′, e′′ ∈ E ′′ }, (ii) E ′ ⊂ E, E ′′ ⊂ E, E ′ ∩ E ′′ =
0, E ′ ⊕ E ′′ = { e′ + e′′ | e′ ∈ E ′, e′′ ∈ E ′′ } ⊂ E. Usually the context will make it
clear which it means. But in some cases, we will use another symbol ⊕ instead of ⊕ to
express the direct sum in the first sense. The (Q,Q) unit matrix will be denoted by 1Q
and MAT(R⋆) will denote the set of matrices with entries in R⋆.
Let κ1, . . . , κQ be a nondecreasing sequence of integers, ρ an integer with 1 ≤ ρ < r,
and Θj (1 ≤ j ≤ ρ) matrices giving homogeneous homomorphisms
Θj :
Q⊕
i=1
R(κi − 1) −→
Q⊕
i=1
R(κi)
of degree zero such that the components of Xi := xi1Q −Θi lie in R
⋆ := k[xρ+1, . . . , xr].
Suppose there are positive integers p, q with 1 ≤ p < Q, 1 ≤ q ≤ Q− p satisfying κp <
κp+1 and q = max{ i | κp+1 = · · · = κp+i, p+ i ≤ Q }. Take elements sj ∈ k (2 ≤ j ≤ ρ)
and put z1 := x1+
∑ρ
j=2 sjxj , W := X1+
∑ρ
j=2 sjXj, Ω := z11Q−W = Θ1+
∑ρ
j=2 sjΘj.
Let
Ω =:
[
C ′ C ′′ C ′′′
D′ D′′ D′′′
]
, U ′ :=
[
C ′′ C ′′′
D′′ D′′′
]
, U ′′ :=
[
C ′′
D′′
]
,
where the number of the rows of (C ′ C ′′ C ′′′) (resp. (D′ D′′ D′′′)) is p (resp. Q−p), and
the numbers of the columns of D′, D′′ and D′′′ are p, q and Q−p−q respectively. Notice
that for each row of U ′′ the degrees of its components are the same and that C ′′ is a
matrix whose components are zero or of degree zero in z1, xρ+1, . . . , xr. Besides, C
′′′ = 0
since the degrees its components must be negative. Choose V1 ∈ GL(q, k) so that the
columns of C ′′V1 different from zero are linearly independent over k.
Put
V2 :=


1p 0 0
0 V1 0
0 0 1Q−p−q

 and U := U ′ [V1 0
0 1Q−p−q
]
.
Observe that z1 appears in U only in the form cz1 with some c ∈ k. We may therefore
write
U = z1U1 + U0, (2)
where U1 (resp. U0) is a matrix with entries in k (resp. R
⋆). Let S denote the graded
module
⊕Q
i=1R(κi) and deg(v) the degree of an element v ∈ S. We will regard the
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columns of U as homogeneous elements of S. Note that the degrees of the first q
columns of U are the same and equal to −κp+1 + 1, while the degrees of the remaining
columns are smaller than that. Let b1, . . . , bm be all the columns of U of degree −κp+1+1
which do not vanish modulo (z1, xρ+1, . . . , xr), and denote the remaining columns of U
by a1, . . . , an, where n := Q−p−m. Actually, {b1, . . . , bm} consists of all the columns b
of U ′′V1 such that at least one of the first p components of b is an element of k different
from zero by the choice of V1. On the other hand, deg(ai) ≤ −κp+1 + 1 ≤ −κp for all
1 ≤ i ≤ n and the first p components of ai (1 ≤ i ≤ n) are zero. Notice that all the
columns of U of degree −κp+1 + 1 vanish modulo (z1, xρ+1, . . . , xr) when κp+1 > κp + 1.
In that case, m = 0 and n = Q− p. Let bi =:
t(b1i, . . . , bQi) and b
′′
i :=
t(b1i, . . . , bpi). The
components of b′′i lie in k and the vectors b
′′
1, . . . , b
′′
m are linearly independent over k by
the choice of V1.
We construct a matrix H whose columns are zν11 x
νρ+1
ρ+1 · · ·x
νr
r ai (ν1 +
∑r
j=ρ+1 νj +
deg(ai) = −κp, 1 ≤ i ≤ n, ν1, νρ+1, . . . , νr ≥ 0) arranged in a suitable order. Observe
that the first p rows of H are zero. Since Ω − z11Q ∈ MAT(R
⋆), we see U ′ −
[
0
z11Q−p
]
∈
MAT(R⋆), so that
V −12 U −
[
O
z11Q−p
]
∈ MAT(R⋆).
This implies that
Q⊕
i=1
R⋆[z1](κi) = Im
R⋆[z1](V −12 U)⊕
((
p⊕
i=1
R⋆[z1](κi)
)
⊕
(
Q⊕
i=p+1
R⋆(κi)
))
by [3, Lemma 1.1], where R⋆[z1] = k[z1, xρ+1, . . . , xr]. Multiplying both sides of the
above equality by V2 on the left, we get
Q⊕
i=1
R⋆[z1](κi) = Im
R⋆[z1](U)⊕
((
p⊕
i=1
R⋆[z1](κi)
)
⊕
(
Q⊕
i=p+1
R⋆(κi)
))
.
Moreover, since an element of [R⋆[z1](κi)]−κp is zero or lies in k for all 1 ≤ i ≤ p, we see[
Q⊕
i=1
R⋆[z1](κi)
]
−κp
=
[
ImR
⋆[z1](U)
]
−κp
⊕
[
Q⊕
i=1
R⋆(κi)
]
−κp
= 〈b1, . . . , bm, H〉 ⊕
[
Q⊕
i=1
R⋆(κi)
]
−κp
,
(3)
where 〈b1, . . . , bm, H〉 denotes the vector space over k spanned by b1, . . . , bm and the
columns of H . Note that 〈b1, . . . , bm, H〉 = 〈H〉 when κp+1 > κp + 1.
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We will denote a matrix Z with components in R by Z(x1, . . . , xr) when we want to
pay attention to the variables x1, . . . , xr. Let ξj (ρ+ 1 ≤ j ≤ r) be parameters over R.
For a matrix Z = Z(x1, . . . , xr) with components in R, let
Z˜ = Z˜(ξρ+1, . . . , ξr, x1, . . . , xr) : = Z(x1, . . . , xρ, xρ+1 + ξρ+1z1, . . . , xr + ξrz1)
and
Z¯ = Z¯(ξρ+1, . . . , ξr, x1, . . . , xρ) : = Z(x1, . . . , xρ, ξρ+1z1, . . . , ξrz1)
= Z˜(ξρ+1, . . . , ξr, x1, . . . , xρ, 0, . . . , 0).
Observe that
Z¯(xρ+1/z1, . . . , xr/z1, x1, . . . , xρ) = Z(x1, . . . , xr). (4)
Now we consider b1, . . . , bm and H . Notice that their components are polynomials in
z1, xρ+1, . . . , xr. With the notation above, the components of b˜1, . . . , b˜m and H˜ , therefore,
lie in k[z1, xρ+1, . . . , xr, ξρ+1, . . . , ξr] = R
⋆[z1] ⊗k k[ξρ+1, . . . , ξr]. Let T be the local ring
k[ξρ+1, . . . , ξr](ξρ+1,... ,ξr) and let 〈b˜1, . . . , b˜m, H˜〉T denote the submodule of[
Q⊕
i=1
R⋆[z1](κi)⊗k T
]
−κp
spanned over T by b˜1, . . . , b˜m and the columns of H˜ , where [S ⊗k T ]j = [S]j ⊗k T
for j ∈ Z. Note that 〈b˜1, . . . , b˜m, H˜〉T = 〈H˜〉T in the case κp+1 > κp + 1. Since
b˜i(0, . . . , 0, x1, . . . , xr) = bi (1 ≤ i ≤ m) and H˜(0, . . . , 0, x1, . . . , xr) = H , we find by (3)
that [
Q⊕
i=1
R⋆[z1](κi)⊗k T
]
−κp
= 〈b˜1, . . . , b˜m, H˜〉T ⊕
[
Q⊕
i=1
R⋆(κi)⊗k T
]
−κp
. (5)
Put
Np := 0
p ⊕
(
Q⊕
i=p+1
R⋆(κi)
)
⊂
(
Q⊕
i=1
R⋆(κi)
)
.
This is a module over R⋆ consisting of all the elements of
⊕Q
i=1R
⋆(κi) ⊂
⊕Q
i=1R(κi) = S
such that the first p components are zero. Let v be an element of
[
Np
]
−κp
. Note that
no variables x1, . . . , xρ appear in v although we write v = v(x1, . . . , xr). We have
v˜(ξρ+1, . . . , ξr, x1, . . . , xr)
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=
m∑
i=1
b˜i(ξρ+1, . . . , ξr, x1, . . . , xr)gˆi + H˜(ξρ+1, . . . , ξr, x1, . . . , xr) ·
t(fˆ1, . . . , fˆl)
+ w (6)
with gˆi, fˆi ∈ T and w ∈
[⊕Q
i=1R
⋆(κi)⊗k T
]
−κp
by (5), where l denotes the number of
the columns of H .
Lemma 1.1. Let v and w be as above. Suppose that w ≡ 0 (mod (xρ+1, . . . , xr)). Then
zν1v ∈ Im
R⋆[z1](a1, . . . , an)⊕Np
for all ν ≥ 0.
Proof. Since v ∈ [Np]−κp by hypotheses, the first p components of v˜ are zero. Besides,
since an element of [R⋆[z1](κi)⊗k T ]−κp is zero or lies in T for 1 ≤ i ≤ p, it follows from
the assumption w ≡ 0 (mod (xρ+1, . . . , xr)) that the first p components of w are also
zero. On the other hand, the vectors b˜′′i (1 ≤ i ≤ m) are linearly independent over T and
the first p components of the columns of H˜ are zero, since these properties are inherited
from b′′1, . . . , b
′′
m and H . Hence, gˆi = 0 for all 1 ≤ i ≤ m. In other words
v˜(ξρ+1, . . . , ξr, x1, . . . , xr) = H˜(ξρ+1, . . . , ξr, x1, . . . , xr) ·
t(fˆ1, . . . , fˆl) + w,
so that
v¯(ξρ+1, . . . , ξr, x1, . . . , xρ) = H¯(ξρ+1, . . . , ξr, x1, . . . , xρ) ·
t(fˆ1, . . . , fˆl).
Let ν ≥ 0 be an integer. Since the denominators of fˆi (1 ≤ i ≤ l) lies in k
∗+(ξρ+1, . . . , ξr),
there is a polynomial ψ0 ∈ (ξρ+1, . . . , ξr)
ν+1 such that ψi := (1 + ψ0)fˆi ∈ k[ξρ+1, . . . , ξr]
for all 1 ≤ i ≤ l. Hence
(1 + ψ0)z
ν
1 v¯(ξρ+1, . . . , ξr, x1, . . . , xρ) = z
ν
1 H¯(ξρ+1, . . . , ξr, x1, . . . , xρ) ·
t(ψ1, . . . , ψl).
Now substitute xj/z1 for ξj for all ρ+ 1 ≤ j ≤ r in this equality. We find by (4) that
(1 + ψ0(xρ+1/z1, . . . , xr/z1))z
ν
1v(xρ+1, . . . , xr)
= zν1H(x1, . . . , xr) ·
t(ψ1(xρ+1/z1, . . . , xr/z1), . . . , ψl(xρ+1/z1, . . . , xr/z1)). (7)
Write
ψj(xρ+1/z1, . . . , xr/z1) =
∑
µ≥0
ψjµ(xρ+1, . . . , xr)/z
µ
1
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for 0 ≤ j ≤ l, where ψjµ(xρ+1, . . . , xr) is a homogeneous polynomial in xρ+1, . . . , xr
of degree µ for each j, µ. Notice that ψ0µ = 0 for µ ≤ ν. Moreover, we can write
ai = z1ai1 + ai0 by (2), where ai1 (resp. ai0) is a column of U1 (resp. U0). Compare
terms with no factor z1 in the denominators in the above equality (7). Then, since
v ∈
⊕Q
i=1R
⋆(κi) and each column of H is of the form z
ν1
1 x
νρ+1
ρ+1 , . . . , x
νr
r ai, we find that
zν1v is the sum of a finite number of vectors of the forms
zν1+ν−µ1 x
νρ+1
ρ+1 , . . . , x
νr
r ψjµ(xρ+1, . . . , xr)ai
(deg(ai) + ν1 +
r∑
t=ρ+1
νt = −κp, νt ≥ 0 (t = 1, ρ+ 1, . . . , r),
ν1 + ν ≥ µ, 1 ≤ i ≤ n, 1 ≤ j ≤ l) and
x
νρ+1
ρ+1 , . . . , x
νr
r ψjν1+ν+1(xρ+1, . . . , xr)ai1
(deg(ai) + ν1 +
r∑
t=ρ+1
νt = −κp, νt ≥ 0 (t = 1, ρ+ 1, . . . , r),
1 ≤ i ≤ n, 1 ≤ j ≤ l).
Since the first p components of ai1 are zero for all 1 ≤ i ≤ n, our assertion holds.
Lemma 1.2. Assumption being the same as in Lemma 1.1, we have
W νv ∈ Np
for all ν ≥ 0.
Proof. For ν = 0, our assertion is trivial. Suppose ν > 0. Using the equality Ω =
z11Q −W , we see
zν1v = Ω
(
ν∑
i=1
zν−i1 W
i−1
)
v +W νv.
On the other hand, zν1v = ω1 +ω2 with ω1 ∈ Im
R⋆[z1](a1, . . . , an) ⊂ Im
R⋆[z1](Ω), ω2 ∈ Np
by Lemma 1.1. The vector ω2 −W
νv is therefore contained in ImR
⋆[z1](Ω). Since the
components of ω2 −W
νv are all contained in R⋆ and Ω is a square matrix such that
Ω = z11Q−W withW ∈ MAT(R
⋆), it follows that ω2−W
νv = 0. HenceW νv ∈ Np.
Remark 1.3. When κp+1 > κp + 1, the j-th column of W lies in Np for all j with
p+ 1 ≤ j ≤ Q. Hence W νNp ⊂ Np for all ν ≥ 0.
Lemma 1.4. With the notation above,
S =
ρ⊕
j=1
Imk[xj,... ,xr](Θj)⊕
Q⊕
i=1
R⋆(κi).
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Proof. By the same argument as that of the proof of [3, Lemma 1.1],
Q⊕
i=1
k[xj , . . . , xr](κi) = Im
k[xj ,... ,xr](Θj)⊕
Q⊕
i=1
k[xj+1, . . . , xr](κi)
for all 1 ≤ j ≤ ρ. Our assertion follows by repeated use of this formula.
Lemma 1.5. Let κi (1 ≤ i ≤ Q), Θj (1 ≤ j ≤ ρ), p, q, Np, ξj (ρ+1 ≤ j ≤ r), S and T
be as above. Let v1, . . . , vδ be homogeneous elements of
⊕Q
i=1R
⋆(κi) and v an element
of [Np]−κp ∩ Im
R⋆(v1, . . . , vδ). Suppose that the number of the homogeneous minimal
generators of
S/ ImR(Θ1, . . . , Θρ, v1, . . . , vδ)
over R⋆ of degree −κp is q
′ := max{ i | κp−i+1 = · · · = κp−1 = κp } and remains
unchanged for any small homogeneous transformation of variables x1, . . . , xr. Then, for
every sequence s2, . . . , sρ ∈ k, the element w of
[
Q⊕
i=1
R⋆(κi)⊗k T
]
−κp
defined by the equality (6) must be congruent to zero modulo (xρ+1, . . . , xr).
Proof. Let s2, . . . , sρ ∈ k, and let z1, Ω, U , bi (1 ≤ i ≤ m), and H be as above. We want
to consider the R⊗k k[ξρ+1, . . . , ξr]-module Coker
R⊗kk[ξρ+1,... ,ξr ](Θ˜1, . . . , Θ˜ρ, v˜1, . . . , v˜δ) as
a module over R⋆ ⊗k k[ξρ+1, . . . , ξr], where Θ˜i = Θ˜i(ξρ+1, . . . , ξr, x1, . . . , xr) (1 ≤ i ≤ ρ)
and v˜j = v˜j(ξρ+1, . . . , ξr, x1, . . . , xr) (1 ≤ j ≤ δ). We see
S = ImR(Θ1, . . . , Θρ) +
Q⊕
i=1
R⋆(κi)
by Lemma 1.4, so that
S ⊗k T = Im
R⊗kT (Θ˜1, . . . , Θ˜ρ) +
Q⊕
i=1
R⋆(κi)⊗k T.
Hence
(S ⊗k k[ξρ+1, . . . , ξr]ψ) / Im
R⊗kk[ξρ+1,... ,ξr]ψ(Θ˜1, . . . , Θ˜ρ, v˜1, . . . , v˜δ)
∼=
⊕Q
i=1R
⋆(κi)⊗k k[ξρ+1, . . . , ξr]ψ
(R⋆ ⊗k k[ξρ+1, . . . , ξr]ψ)E ′
(8)
WLP and basic sequences 10
over R⋆ ⊗k k[ξρ+1, . . . , ξr]ψ for some ψ ∈ k[ξρ+1, . . . , ξr]\(ξρ+1, . . . , ξr), where
E ′ := ImR⊗kk[ξρ+1,... ,ξr](Θ˜ρ+1, . . . , Θ˜r, v˜1, . . . , v˜δ)
∩
(
Q⊕
i=1
R⋆(κi)⊗k k[ξρ+1, . . . , ξr]
)
.
Let ei :=
t(0, . . . , 0,
i`
1, 0, . . . , 0) (1 ≤ i ≤ Q) denote the canonical bases of
⊕Q
i=1R
⋆(κi)⊗k
k[ξρ+1, . . . , ξr]. Then deg(ei) = −κp if and only if p − q
′ + 1 ≤ i ≤ p. Since the pa-
rameters ξρ+1, . . . , ξr correspond to a small homogeneous transformation of the variables
x1, . . . , xr, our hypothesis implies by (8) that the q
′ vectors ep−q′+1, . . . , ep must be lin-
early independent over k(p) when considered in(⊕Q
i=1R
⋆(κi)⊗k k[ξρ+1, . . . , ξr]ψ
(R⋆ ⊗k k[ξρ+1, . . . , ξr]ψ)E ′
)
⊗ k(p)
for all points p ∈ Spec(k[ξρ+1, . . . , ξr]) in a neighborhood of the origin ξρ+1 = · · · = ξr =
0. We find therefore that the first p components of any element of E ′ of degree −κp
must be zero. Let w be the element of
⊕Q
i=1R
⋆(κi) ⊗k T of degree −κp such that the
equality (6) holds. The vectors b˜i (1 ≤ i ≤ m) and the columns of H˜ are contained
in ImR⊗kT (Θ˜1, . . . , Θ˜ρ), and v˜ ∈ Im
R⊗kT (v˜1, . . . , v˜δ), so that w ∈ (R
⋆ ⊗k T )E
′. Hence
w ≡ 0 (mod (xρ+1, . . . , xr)).
§2. Matrices that represent operations of x1, . . . , xρ
Let E be a finitely generated graded module over R. Suppose that there is an integer ρ
satisfying 1 ≤ ρ < r such that E has a minimal free resolution of the form
−→
Q′⊕
i=1
R⋆(−κ′i)
Φ
−−→
Q⊕
i=1
R⋆(κi)
π
−−→ E −→ 0 (9)
over R⋆ = k[xρ+1, . . . , xr] with homogeneous homomorphisms Φ and π. We assume here
that the sequences κ1, . . . , κQ and κ
′
1, . . . , κ
′
Q′ are nondecreasing. Since E is a module
over R, for each 1 ≤ j ≤ ρ, there is a matrix Xj with components in R
⋆ giving a
homogeneous linear map
Xj :
Q⊕
i=1
R⋆(κi − 1) −→
Q⊕
i=1
R⋆(κi)
of degree zero which represents the linear map
×xj : E(−1) −→ E
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over R⋆.
Put Θj := xj1Q − Xj (1 ≤ j ≤ ρ). Then each matrix Θj gives a homogenous
homomorphism
Θj :
Q⊕
i=1
R(κi − 1) −→
Q⊕
i=1
R(κi)
of degree zero. In what follows, for the sake of simplicity, let S and L denote the
graded modules
⊕Q
i=1R(κi) and
⊕Q
i=1R
⋆(κi) respectively, and ei the canonical base
t(0, . . . , 0,
i`
1, 0, . . . , 0) of L ⊂ S for 1 ≤ i ≤ Q. We define a homogeneous linear map
πR : S −→ E over R of degree zero by setting πR(ei) = π(ei) for all 1 ≤ i ≤ Q. Notice
that πR(xjv) = xjπ
R(v) = xjπ(v) = π(Xjv) = π
R(Xjv) for all v ∈ L and 1 ≤ j ≤ ρ.
As in the previous section, suppose there are positive integers p, q with 1 ≤ p <
Q, 1 ≤ q ≤ Q− p satisfying κp < κp+1 and q = max{ i | κp+1 = · · · = κp+i, p+ i ≤ Q }.
Let sj (2 ≤ j ≤ ρ) be arbitrary elements of k, and define z1, W , Ω and Np in the same
way as before. Further we put
[E]≤κ˜ :=
∑
d≤κ˜
[E]d ⊂ E
for a graded module E and κ˜ ∈ Z.
Theorem 2.1. With the notation above, suppose that Γ is chosen sufficiently generally.
Then, W ν [Im(Φ)]≤−κp ⊂ Np for all ν ≥ 0.
Proof. Since each column of Θj lies in Ker(π
R) for every 1 ≤ j ≤ ρ, one sees that
ρ∑
j=1
Imk[xj,... ,xr](Θj) ⊂
ρ∑
j=1
ImR(Θj) ⊂ Ker(π
R).
By Lemma 1.4, therefore,
Ker(πR) =
ρ∑
j=1
Imk[xj ,... ,xr](Θj) + Ker(π
R) ∩ L =
ρ∑
j=1
Imk[xj,... ,xr](Θj) + Ker(π)
=
ρ∑
j=1
ImR(Θj) + Im(Φ) =
ρ∑
j=1
ImR(Θj) + Im
R(Φ).
Let ϕi denote the i-th column of Φ for 1 ≤ i ≤ Q
′. Then
E = S/ ImR(Θ1, . . . , Θρ, ϕ1, . . . , ϕQ′)
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by what we have seen. Now suppose that Γ is chosen sufficiently generally. The non-
decreasing sequences κ1, . . . , κQ and κ
′
1, . . . , κ
′
Q′ appearing in (9) do not change under
any small homogeneous transformation of the variables x1, . . . , xr. Let v be an arbitrary
element of [Im(Φ)]d for some d ≤ −κp. Since the resolution (9) is minimal over R
⋆,
no element of k∗ occurs in Φ. This means that x
−κp−d
r v ∈ [Np]−κp ∩ Im
R⋆(ϕ1, . . . , ϕQ′).
Hence x
−κp−d
r W νv = W νx
−κp−d
r v ⊂ Np for all ν ≥ 0 by Lemmas 1.2 and 1.5. Thus
W νv ⊂ Np for all ν ≥ 0. This proves our assertion.
For each 1 ≤ j ≤ ρ, one sees that Xj Im(Φ) ⊂ Im(Φ), since π(Xj Im(Φ)) =
xjπ(Im(Φ)) = 0. Namely, Im(Φ) is a submodule of L over the R
⋆ algebra
R⋆[X1, . . . , Xρ]. Varying s2, . . . , sρ, one can find something about R
⋆[X1, . . . , Xρ]v for
v ∈ L. But, it should be done carefully since R⋆[X1, . . . , Xρ] is not commutative in
general. In the following argument, we consider the columns of [Xi, Xj] = XiXj −XjXi
as elements of L. Let θijl denote the l-th column of [Xi, Xj ].
Lemma 2.2. Let the notation be as above.
(1) For every 1 ≤ l ≤ Q, we have θijl ∈ Im(Φ).
(2) The degree of θijl is −κl + 2 for each 1 ≤ l ≤ Q.
(3) [Xi, Xj]Np ⊂ R
⋆ [Im(Φ)]≤−κp + Im
R⋆(θijp+1, . . . , θijp+q).
Proof. Left to the readers.
Theorem 2.3. With the notation above, suppose that Γ is chosen sufficiently gener-
ally. Suppose further that char(k) = 0 and that θijp+1, . . . , θijp+q are contained in the
submodule R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp for all i, j with 1 ≤ i < j ≤ ρ. Then we have
R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp ⊂ Np.
Proof. We can write
W ν =
∑
ν1+···+νρ=ν,
νi≥0 (1≤i≤ρ)
sν22 · · · s
νρ
ρ ϑν1ν2...νρ,
where ϑν1ν2...νρ is the sum of monomials of the form Xi1Xi2 · · ·Xiν with #{ l | il = j } =
νj for all 1 ≤ j ≤ ρ. Since s2, . . . , sρ can be chosen arbitrarily, one sees by Lemma 2.1
that
ϑν1ν2...νρ [Im(Φ)]≤−κp ⊂ Np. (10)
To prove our assertion, it is enough to show that
Xi1Xi2 · · ·Xiν [Im(Φ)]≤−κp ⊂ Np (11)
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for all sequences i1, . . . , iν ∈ {1, . . . , ρ} (ν ≥ 0). The cases ν = 0, 1 follow directly from
Theorem 2.1. Before proceeding further, notice that
[Xi, Xj]Np ⊂ R
⋆ [Im(Φ)]≤−κp +
ρ∑
i=1
Xi [Im(Φ)]≤−κp (12)
by Lemma 2.2 and our hypothesis. Since [Im(Φ)]≤−κp ⊂ Np and 2XiXj = XiXj+XjXi+
[Xi, Xj ], the case ν = 2 follows from (10), (12) and the case ν = 1. For ν > 2 and for
each monomial Xi1Xi2 · · ·Xiν with #{ l | il = j } = νj for every 1 ≤ j ≤ ρ, we find that
ν!
ν1!ν2! · · · νρ!
Xi1Xi2 · · ·Xiν
∈ ϑν1ν2...νρ +
∑
1≤i<j≤ρ, µ≤ν−2,
1≤jl≤ρ (1≤l≤ν−2)
R⋆Xj1Xj2 · · ·Xjµ[Xi, Xj]Xjµ+1Xjµ+2 · · ·Xjν−2 ,
making repeated use of Xi′Xj′ = Xj′Xi′ + [Xi′ , Xj′]. Assuming that (11) is true for all
smaller values of ν, we see
ν!
ν1!ν2! · · · νρ!
Xi1Xi2 · · ·Xiνv
∈ ϑν1ν2...νρv +
∑
1≤i<j≤ρ, µ≤ν−2,
1≤jl≤ρ (1≤l≤µ)
R⋆Xj1Xj2 · · ·Xjµ[Xi, Xj]Np.
for all v ∈ [Im(Φ)]≤−κp. This, together with (12), leads us to our assertion by induction
on ν.
Corollary 2.4. Let the notation be as above and suppose that Γ is chosen sufficiently
generally. If char(k) = 0 and [Im(Φ)]−κp+1+2 ⊂ R
⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp, then
R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp ⊂ Np.
Proof. One has θijp+1, . . . , θijp+q ∈ [Im(Φ)]−κp+1+2 by (2) of Lemma 2.2.
Proposition 2.5. With the notation above, assume that ρ = r−1. Suppose that 0 :E xr
is generated over R by [0 :E xr]≤κ˜−1 for an integer κ˜. Then the following assertions
hold.
(1) Im(Φ) is generated over R⋆[X1, . . . , Xρ] by [Im(Φ)]≤κ˜.
(2) Suppose further that Γ is chosen sufficiently generally, that char(k) = 0, and that
κ˜ + κ1 ≤ 0. Let p be the largest among the integers i satisfying κ˜ + κi ≤ 0, 1 ≤ i ≤ Q.
Then Im(Φ) ⊂ Np and lR(E) =∞.
(3) (Corollary 3.11 (Socle Lemma) (ii) of [8]) If char(k) = 0, lR(E) < ∞ and Γ
is sufficiently general, we have κ˜ > max{ d | [E/xrE]d 6= 0 }.
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Proof. Put R¯⋆ := R⋆/xrR
⋆. When ρ = r− 1, the components of Φ lie in xrR
⋆. Besides,
π(v/xr) ∈ 0 :E xr for all v ∈ Im(Φ). Let φ denote the map from
⊕Q′
i=1 R¯
⋆(−κ′i + 1) =⊕Q′
i=1 k(−κ
′
i + 1) to 0 :E xr defined by φ(w¯) := π(Φ(w)/xr) for w¯ ∈
⊕Q′
i=1 k(−κ
′
i + 1),
where w ∈
⊕Q′
i=1 R¯
⋆(−κ′i+1) and w¯ = w (mod (xr)). It can be verified without difficulty
that φ is a homogeneous isomorphism of degree zero over k.
(1) It follows from the hypothesis that
ImR
⋆
(Φ/xr) ⊂ R
⋆[X1, . . . , Xρ]
[
ImR
⋆
(Φ/xr)
]
≤κ˜−1
+ Im(Φ),
in other words,
Im(Φ) ⊂ R⋆[X1, . . . , Xρ] [Im(Φ)]≤κ˜ + xr Im(Φ).
Hence Im(Φ) = R⋆[X1, . . . , Xρ] [Im(Φ)]≤κ˜.
(2) When p = Q, we have [Im(Φ)]≤κ˜ = 0, so that Im(Φ) = 0 = NQ by (1). Next
consider the case 1 ≤ p < Q. Since κ˜ ≤ −κp by hypothesis and (1) holds, Im(Φ) satisfies
the required conditions for the assertion of Corollary 2.4 to be true. Hence
Im(Φ) ⊂ R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp ⊂ Np.
In consequence, the map π restricted to
⊕p
i=1R
⋆(κi) is an injective homomorphism into
E, which implies that lR(E) =∞.
(3) Notice that −κ1 = max{ d | [E/xrE]d 6= 0 }. Our assertion follows from the
previous one.
§3. Pseudo Weierstrass basis
Throughout this section we work over a finitely generated graded module E over R. For
a subset E ′′ of E, let (xj, . . . , xr)E
′ denote the set xjE
′ + · · ·+ xrE
′ for 1 ≤ j ≤ r and
(xj , . . . , xr)E
′ := {0} for j = r + 1.
Definition 3.1. Let P = { eil | 1 ≤ i ≤ r + 1, 1 ≤ l ≤ mi } be a set of homogeneous
generators of E,
E〈i〉 :=
mi∑
l=1
k[xi, . . . , xr]e
i
l for all 1 ≤ i ≤ r + 1, and (13)
E[j] :=
r+1∑
i=j
E〈i〉 for all 1 ≤ j ≤ r + 1, (14)
where k[xi, . . . , xr] = k for i = r + 1 and
∑mi
l=1( ) = 0 if mi = 0. We call P a
pseudo Weierstrass basis of E with respect to x1, . . . , xr, when it satisfies the following
conditions.
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(i) The module k[xi, . . . , xr]e
i
l is free over k[xi, . . . , xr] for each pair i, l.
(ii) The sum (13) is direct over k[xi, . . . , xr].
(iii) The sum (14) is direct over k.
(iv) E = E[1].
(v) For every triple i′, j, l satisfying 1 ≤ i′ < j ≤ r + 1, 1 ≤ l ≤ mj , we have
xi′e
j
l ∈ (xj, . . . , xr)
(
j−1∑
i=1
E〈i〉
)
+ E[j]. (15)
A Weierstrass basis of E with respect to x1, . . . , xr defined in [3, Section 2] is au-
tomatically a pseudo Weierstrass basis of E with respect to x1, . . . , xr. In the above
definition, the condition (v) is a loosened form of the corresponding condition appearing
in the definition of Weierstrass basis.
Theorem 3.2. Suppose that the linear forms x1, . . . , xr form a reverse filter-regular E-
sequence (see [3, Definition 2.1]). Then there is a pseudo Weierstrass basis of E with
respect to x1, . . . , xr. In particular, there is a pseudo Weierstrass basis of E with respect
to x1, . . . , xr if Γ is chosen sufficiently generally.
Proof. See [3, Theorem 2.11].
Lemma 3.3. Let P = { eil | 1 ≤ i ≤ r+1, 1 ≤ l ≤ mi } be a pseudo Weierstrass basis of
E with respect to x1, . . . , xr. Put E˜ := E/(H
0
m
(E)+xrE) and let e˜
i
l := e
i
l (mod (H
0
m
(E)+
xrE)). Then { e˜
i
l | 1 ≤ i ≤ r, 1 ≤ l ≤ mi } is a pseudo Weierstrass basis of the R/(xr)-
module E˜ with respect to x1, . . . , xr−1.
Proof. Left to the readers. See [3, Lemma 2.4, (3)] in which the notation is a little bit
different from the present one.
Lemma 3.4. Suppose that Γ is sufficiently general and let P = { eil | 1 ≤ i ≤ r +
1, 1 ≤ l ≤ mi } be a pseudo Weierstrass basis of E with respect to x1, . . . , xr. Let
further (n¯1; . . . ; n¯r+1) be the basic sequence of E (see [3, Definition 2.13]). Then n¯i =
(deg(ei1), . . . , deg(e
i
mi
)) up to permutation for all 1 ≤ i ≤ r + 1.
Proof. By (v) of Definition 3.1, E〈r+1〉 = E[r+1] is a module over R. One sees therefore
that E〈r+1〉 ⊂ H0
m
(E) ⊂
⋃
t>0 0 :E x
t
r ⊂ E
〈r+1〉, that is E〈r+1〉 = H0
m
(E). This also
holds for a Weierstrass basis of E with respect to x1, . . . , xr by [3, (1) of Lemma 2.4].
Since { er+11 , . . . , e
r+1
mr+1
} forms a basis of the vector space H0
m
(E) over k, one finds
that n¯r+1 = (deg(er+11 ), . . . , deg(e
r+1
mr+1
)) up to permutation. Consider the module E˜ :=
E/(H0
m
(E) + xrE) over R/(xr). Then { e˜
i
l | 1 ≤ i ≤ r, 1 ≤ l ≤ mi } is a pseudo
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Weierstrass basis of E˜ with respect to x1, . . . , xr−1 by Lemma 3.3 and (n¯
1; . . . ; n¯r) is the
basic sequence of E˜ by Theorem 2.12 and Definition 2.13 of [3]. By induction we reach
our assertion.
Lemma 3.5. Let P = { eil | 1 ≤ i ≤ r + 1, 1 ≤ l ≤ mi } be a pseudo Weierstrass basis
of E with respect to x1, . . . , xr. Then,
RE[j+1] ⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉
)
+ E[j+1]. (16)
for every 1 ≤ j ≤ r.
Proof. Let us show our assertion by descending induction on j. We see by (v) of Defi-
nition 3.1 that E[r+1] is a submodule of E over R. This proves (16) for j = r. Suppose
that 1 ≤ j < r and that
RE[j+2] ⊂ (xj+2, . . . , xr)
(
j+1∑
i=1
E〈i〉
)
+ E[j+2]. (17)
Since E[j+1] = E〈j+1〉 + E[j+2], we find by (15) and (17) that
(x1, . . . , xr)E
〈j+1〉 ⊂ (xj+1, . . . , xr)E + k[xj+1, . . . , xr]E
[j+1]
⊂ (xj+1, . . . , xr)E + E
〈j+1〉 +RE[j+2]
⊂ (xj+1, . . . , xr)E + E
[j+1],
so that
(x1, . . . , xr)E
[j+1] ⊂ (xj+1, . . . , xr)E + E
[j+1]
by (17). Repeated use of this inclusion yields
RE[j+1] ⊂ (xj+1, . . . , xr)E + E
[j+1].
Since E = E[1], we see that (16) holds for j again by (17).
Lemma 3.6. Let P = { eil | 1 ≤ i ≤ r + 1, 1 ≤ l ≤ mi } be a pseudo Weierstrass
basis of E with respect to x1, . . . , xr and i0, l0 be integers with 1 ≤ i0 ≤ r, 1 ≤ l0 ≤ mi0.
Let further η be a homogeneous element of RE[i0+1] of degree deg(ei0l0 ). For each pair of
integers i, l with 1 ≤ i ≤ r, 1 ≤ l ≤ mi, put e
′i
l := e
i0
l0
+ η if (i, l) = (i0, l0) and e
′i
l := e
i
l
otherwise. Then P ′ := { e′il | 1 ≤ i ≤ r + 1, 1 ≤ l ≤ mi } is also a pseudo Weierstrass
basis of E with respect to x1, . . . , xr.
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Proof. Put
E〈i〉′ :=
mi∑
l=1
k[xi, . . . , xr]e
′i
l for 1 ≤ i ≤ r + 1 and E
[j]′ :=
r+1∑
i=j
E〈i〉′.
Claim 1. E[1]′ = E.
Proof of Claim 1. This claim can be proved by induction on r − i0. Consider first the
case i0 = r. Since E
[i0+1]′ = E[r+1] = H0
m
(E) is a module over R, Rη ∈ E[i0+1]′. Hence
E = E[1] ⊂ E[1]′ + Rη ⊂ E[1]′ + E[i0+1]′ = E[1]′ ⊂ E. Now suppose that r − i0 > 0 and
that our assertion is true for all smaller values of r − i0. Put E˜ := E/(H
0
m(E) + xrE)
and let η˜, e˜il and e˜
′i
l denote the elements of E˜ obtained from η, e
i
l and e
′i
l respectively
modulo H0
m
(E) + xrE. Put further
E˜〈i〉′ :=
mi∑
l=1
k[xi, . . . , xr−1]e˜
′i
l for 1 ≤ i ≤ r and E˜
[j]′ :=
r∑
i=j
E˜〈i〉′.
Then the set { e˜il | 1 ≤ i ≤ r, 1 ≤ l ≤ mi } is a pseudo Weierstrass basis of the module
E˜ over R/(xr) and η˜ ∈ (R/(xr))E˜
[i0+1]′. Since (r − 1)− i0 < r − i0, we have E˜ = E˜
[1]′
by our induction hypothesis. In other words, E = E[1]′ + xrE. Since xrE
[1]′ ⊂ E[1]′,
plugging the above equality into E on the right hand side successively, we see that
E = E[1]′ + xr(E
[1]′ + xrE)
= E[1]′ + x2rE = E
[1]′ + xνrE
for all ν > 0. Thus E[1]′ = E. ♦
Claim 2. For all 1 ≤ j ≤ r, we have
RE[j+1]′ ⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉′
)
+ E[j+1]′. (18)
Proof of Claim 2. Let the notation be as in the proof of Claim 1. We again show our
assertion by induction on r − i0. In the case r = i0, E
〈i〉′ = E〈i〉 and E[i]′ = E[i] for
1 ≤ i < r, E〈r〉 ⊂ E〈r〉′ +Rη, E〈r〉′ ⊂ E〈r〉 +Rη, and Rη ∈ E[i0+1]′ = E[r+1] = H0m(E). It
follows therefore that
RE[j+1]′ ⊂ RE[j+1] +Rη
⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉
)
+ E[j+1] + E[r+1]′
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⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉′
)
+ E[j+1]′ +Rη + E[r+1]′
⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉′
)
+ E[j+1]′
for all 1 ≤ j ≤ r. Suppose that r − i0 > 0 and that (18) holds for all smaller values of
r − i0. Then, since E = E
[1]′ and
(R/(xr))E˜
[j+1]′ ⊂ (xj+1, . . . , xr−1)
(
j∑
i=1
E˜〈i〉′
)
+ E˜[j+1]′
for all 1 ≤ j ≤ r − 1 by the induction hypothesis,
RE[j+1]′ ⊂ (xj+1, . . . , xr−1)
(
j∑
i=1
E〈i〉′
)
+ E[j+1]′ +H0
m
(E) + xrE
⊂ (xj+1, . . . , xr)
(
j∑
i=1
E〈i〉′
)
+ E[j+1]′
for all 1 ≤ j < r. Besides, the inclusion (18) is clear for j = r. ♦
Claim 3.
∑r+1
i=1
∑mi
l=1 g
i
le
′i
l = 0 with g
i
l ∈ k[xi, . . . , xr] for all i, l if and only if g
i
l = 0 for
all i, l.
Proof of Claim 3. By (i) – (iv) of Definition 3.1,
dimk([E]ν) =
r+1∑
i=1
mi∑
l=1
dimk([k[xi, . . . , xr]]ν−deg(ei
l
)) for all ν ∈ Z.
On the other hand,
dimk(
[
E[1]′
]
ν
) ≤
r+1∑
i=1
mi∑
l=1
dimk([k[xi, . . . , xr]]ν−deg(e′i
l
)) for all ν ∈ Z.
Moreover deg(e′il) = deg(e
i
l) for all i, l by the definition of e
′i
l. If there were a nontrivial
relation
∑r+1
i=1
∑mi
l=1 g
i
le
′i
l = 0 with g
i
l ∈ k[xi, . . . , xr] for all i, l, then dimk(
[
E[1]′
]
ν
) <
dimk([E]ν) for some ν ∈ Z. This contradicts Claim 1. Hence our assertion holds. ♦
The conditions (i) – (v) of Definition 3.1 are all satisfied by P ′ by Claims 1 – 3.
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§4. Gorenstein graded rings of dimension zero
In this section, we show how we can apply the results of section 2 to Gorenstein graded
rings.
Let I be a homogeneous ideal in R such that the graded ring A := R/I is of dimension
zero and let BR(I) = (a;n
2
1, . . . , n
2
a; · · · ;n
r
1, . . . , n
r
mr) be its basic sequence. Notice that
mr+1 = 0 and n¯
r+1 = ∅ since H0
m
(I) = 0. Assume that r ≥ 3 and that Γ is chosen
sufficiently generally. Put ρ := r − 1 and R⋆ := k[xr]. Let P = { f
i
l | 1 ≤ i ≤
r, 1 ≤ l ≤ mi } be a pseudo Weierstrass basis of I with respect to x1, . . . , xr, I
〈i〉 :=⊕mi
l=1 k[xi, . . . , xr]f
i
l (1 ≤ i ≤ r) (see the previous section), and I
′ :=
∑ρ
i=1 I
〈i〉. Note
that I =
∑r
i=1 I
〈i〉 = I ′ + I〈r〉 and that these sums are direct over R⋆. For the sake of
convenience, we put R¯ := R/(xr) = k[x1, . . . , xr−1], n := (x1, . . ., xr−1) ⊂ k[x1, . . . , xr−1],
R¯⋆ := R⋆/xrR
⋆, A¯ := A/xrA, I¯ := I + (xr)/(xr) ⊂ R¯ and I˜ := I/xrI. For an element
f ∈ I, put f˜ := f (mod xrI) ∈ I/xrI and f¯ := f (mod (xr)) ∈ I¯.
Lemma 4.1. With the notation above, R/I ′ is a finitely generated graded free module
over R⋆ of rank mr, I
〈r〉 ⊂ (xr), I
′ ∩ (xr) = xrI
′, and the ring A has a minimal free
resolution over R⋆ of the form
0 −→
mr⊕
i=1
R⋆(−nri )
Φ
−−→
mr⊕
i=1
R⋆(κi)
π
−−→ A −→ 0 (19)
with homogeneous homomorphisms Φ and π of degree zero. Here,
⊕mr
i=1R
⋆(κi) ∼= R/I
′
as R⋆-modules and the integers κ1, . . . , κmr satisfy κl ≤ κl+1 ≤ κl +1 for all 1 ≤ l < mr
and κmr = 0.
Proof. The exact sequence
0 −→ I −→ R −→ A −→ 0 (20)
induces an exact sequence
0 −→ TorR
⋆
1 (A, R¯
⋆)
ε′′′
−−−→ I/xrI
ε
−→ R/(xr) −→ A/xrA −→ 0. (21)
By Lemma 3.3, the set { f˜ il | 1 ≤ i ≤ r, 1 ≤ l ≤ mi } is a pseudo Weierstrass basis
of I/xrI with respect to x1, . . . , xr−1 and I
〈r〉/xrI
〈r〉 ∼=
⊕mr
l=1 kf˜
r
l = I
〈r〉 + xrI/xrI =
H0
n
(I/xrI) = Ker(ε) ∼= Tor
R⋆
1 (A, R¯
⋆). In particular, f rl ∈ (xr) for all 1 ≤ l ≤ mr. Hence
I〈r〉 ⊂ (xr). Moreover, I
′ ∩ (xr) ⊂ I
〈r〉 + xrI = I
〈r〉 + xrI
′ since I ′ ∩ (xr) (mod xrI) ⊂
Ker(ε). Hence I ′ ∩ (xr) = xrI
′. On the other hand, the exact sequence
0 −→ I〈r〉 = I/I ′ −→ R/I ′ −→ A −→ 0 (22)
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yields another exact sequence
0 −→ TorR
⋆
1 (R/I
′, R¯⋆) −→ TorR
⋆
1 (A, R¯
⋆)
ε′′
−−→ I〈r〉/xrI
〈r〉
−→ R/I ′ + (xr)
ε′
−−→ A/xrA −→ 0. (23)
One has the natural morphism over R⋆ from the complex (20) to (22), which induces
a morphism from (21) to (23). The map ε′′′ followed by the natural surjection from
I/xrI to I/xrI + I
′ = I〈r〉/xrI
〈r〉, therefore, coincides with ε′′. Since Im(ε′′′) = Ker(ε) =
I〈r〉 + xrI/xrI, it follows that Ker(ε
′′) = Ker(ε′′′) = 0. On the other hand, the map ε′
is an isomorphism since I〈r〉 ⊂ (xr) as we have already seen, so that ε
′′ is surjective.
In consequence, one finds that TorR
⋆
1 (R/I
′, R¯⋆) = 0. Hence R/I ′ is a finitely generated
graded free module over R⋆. Since lR⋆(A) <∞, the rank of R/I
′ over R⋆ coincides with
that of I〈r〉. The exact sequence (22) gives the desired minimal free resolution (19).
With no loss of generality, we can choose κ1, . . . , κmr so that they form a nondecreasing
sequence. Suppose κl0+1 > κl0 + 1 for some 1 ≤ l0 < mr. Then [R]1 [A]≤−κl0+1
⊂
[A]≤−κl0+1+1
⊂ R⋆ [A]≤−κl0+1
by (19). Hence R [A]≤−κl0+1
⊂ R⋆ [A]≤−κl0+1
6= A. Since 1 ∈
[A]0, the largest κmr must be 0. This means that 1 ∈ [A]≤−κl0+1
, therefore R [A]≤−κl0+1
=
A, which is a contradiction. Thus κl ≤ κl+1 ≤ κl + 1 for all 1 ≤ l < mr.
Lemma 4.2. With the notation above,
−κ1 = n
r−1
mr−1
− 1 = max{ d | [A/xrA]d 6= 0 }.
Proof. It follows from the exact sequence (21) that I¯ = Im(ε) ∼= I˜/H0n(I˜). Observe
that the basic sequences of I and I˜ are the same and that the basic sequence of I¯ is
(a;n21, . . . , n
2
a; · · · ;n
r−1
1 , . . . , n
r−1
mr−1
) (cf. [3, Lemma 2.4]). By Lemma 4.1 applied to A¯,
there is a minimal free resolution of A¯ over R⋆ of the form
0 −→
mr−1⊕
i=1
R⋆(−nr−1i ) −→
mr−1⊕
i=1
R⋆(κ˜i) −→ A¯ −→ 0,
so that min{ d |
[
Ext1R⋆(A¯, R
⋆)
]
d
6= 0 } = −nr−1mr−1 . In addition, Ext
1
R⋆(A¯, R
⋆) ∼=
Homk(A¯, k)(1) by duality. Hence min{ d |
[
Homk(A¯, k)
]
d
6= 0 } = −nr−1mr−1 + 1. On
the other hand, max{ d |
[
A¯
]
d
6= 0 } = −κ1 by (19). Thus −κ1 = −(−n
r−1
mr−1 +1), which
proves our assertion.
Lemma 4.3. With the notation of Lemma 4.1, let {e1, . . . , emr} be the canonical basis
of
⊕mr
i=1R
⋆(κi), and for each 1 ≤ i ≤ mr, let gˇi denote a homogeneous element of R
satisfying ei = gˇi (mod I
′) via the isomorphism
⊕mr
i=1R
⋆(κi) ∼= R/I
′. Denoting by ϕij
the (i, j)-component of Φ, put erl :=
∑mr
i=1 ϕilgˇi ∈ I. Then Pˇ := { f
i
l | 1 ≤ i ≤ r−1, 1 ≤
l ≤ mi }∪{e
r
l | 1 ≤ l ≤ mr } is a pseudo Weierstrass basis of I with respect to x1, . . . , xr.
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Proof. By its construction, Pˇ satisfies the conditions (i) – (iv) of Definition 3.1. On the
other hand erl ∈ I
〈r〉+xrI = xrI
′+I [r] by (21), since erl lies in I∩(xr), i.e. e
r
l (mod xrI) ∈
Ker(ε). Moreover, since I ′ ∩ (xr) = xrI
′ and since both {er1, . . . , e
r
mr} and {f
r
1 , . . . , f
r
mr}
modulo I ′ form free bases of I/I ′ over R⋆, it follows that f rl ∈
∑mr
i=1R
⋆eri + xrI
′. With
the use of these observations the verification of the condition (v) of Definition 3.1 can
now easily be carried out for Pˇ .
The next lemma will be used afterwards in Section 5.
Lemma 4.4. With the notation of Lemma 4.3, assume that f rl =
∑mr
i=1 ϕilgˇi for all
1 ≤ l ≤ mr from the first, namely P = Pˇ . Put P1 := P − { f
r
l | 1 ≤ l ≤ mr }. Suppose
further that there are f1, . . . , fs ∈ P1 satisfying the following two conditions.
(i) The polynomials f¯1, . . . , f¯s generate I¯ minimally over R¯.
(ii) P1 − {f1, . . . , fs} ⊂
∑s
i=1Rfi.
Let Xi (1 ≤ i ≤ ρ) be the matrices and θijl (1 ≤ l ≤ mr) the columns of [Xi, Xj]
mentioned in Section 2 associated with (19). If 1 ≤ l ≤ mr and
dimk([H
0
n
(I˜)/nH0
n
(I˜)]−κl+2) + dimk([I¯/nI¯]−κl+2) = dimk([I˜/nI˜]−κl+2), (24)
then θijl ∈
∑ρ
i=1Xi [Im(Φ)]−κl+1 + xr [Im(Φ)]−κl+1.
Proof. Let fs+1, . . . , fs+t be elements of { f
r
l | 1 ≤ l ≤ mr } such that f˜s+1, . . . , f˜s+t
minimally generate H0n (I˜) over R¯. Since there is an exact sequence
0 −→ H0n (I˜) −→ I˜ −→ I¯ −→ 0
by (21) and since the condition (i) holds, it follows that I˜ is generated by f˜1, . . . , f˜s+t
over R¯. Hence I ⊂ (f1, . . . , fs+t). Moreover
I〈r〉 ⊂
t∑
j=1
Rfs+j + xrI
〈r〉 + xrI
′ ⊂
t∑
j=1
Rfs+j + xr
s∑
i=1
Rfi,
since I ′ ⊂ (f1, . . . , fs) by the condition (ii). Now let φi,µν denote the (µ, ν)-component
of Xi. We have xj gˇl ∈
∑mr
ν=1 gˇνφj,νl + I
′ and xixj gˇl ∈
∑mr
µ=1
∑mr
ν=1 gˇµφi,µνφj,νl + RI
′.
Likewise, xjxigˇl ∈
∑mr
µ=1
∑mr
ν=1 gˇµφj,µνφi,νl +RI
′. After subtraction,
f := (gˇ1, . . . , gˇmr)θijl =
mr∑
µ=1
gˇµ
mr∑
ν=1
(φi,µνφj,νl − φj,µνφi,νl) ∈ RI
′ = (f1, . . . , fs).
On the other hand, θijl ∈ Im(Φ), so that f ∈ I
〈r〉. Thus we can write f =
∑s
i=1 hifi +∑t
j=1 h
′
jfj+s =
∑s
i=1 h
′′
i fi with homogeneous hi ∈ xrR and h
′
j , h
′′
i ∈ R. Notice that
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deg f = −κl +2. Our assumption (24) means that the elements of degree −κl+2 taken
from f˜1, . . . , f˜s+t are linearly independent over k when considered modulo nI˜. Since∑s
i=1(hi − h
′′
i )fi +
∑t
j=1 h
′
jfs+j = 0, we must have hi − h
′′
i and h
′
j lie in m for all i, j.
Moreover, RI〈r〉 = RI [r] ⊂ xrI
′ + I [r] = xrI
′ + I〈r〉 by Lemma 3.5 and RI ′ ⊂ I ′ + I〈r〉.
Hence
f ∈ xrRI
′ + (x1, . . . , xr)RI
〈r〉 ⊂ xrI
′ + (x1, . . . , xr)xrI
′ + (x1, . . . , xr)I
〈r〉
⊂ (x1, . . . , xr)I
〈r〉 + xrI
′
⊂ (gˇ1, . . . , gˇmr)
(
ρ∑
i=1
Xi Im(Φ) + xr Im(Φ)
)
+ I ′.
This implies our assertion.
Definition 4.5. A graded ring A has the weak Lefschetz property (WLP) if there is an
element ℓ ∈ [A]1 such that
×ℓ : [A]i −→ [A]i+1
has maximal rank for every i ∈ Z. A has the strong Lefschetz property (SLP) if there
is an element ℓ ∈ [A]1 such that
×ℓd : [A]i −→ [A]i+d
has maximal rank for every i ∈ Z and d ∈ N.
We are concerned only with WLP in this paper. In the case char(k) = 0, another
proof is available for the lemma below in [1, Proposition 3.4].
Lemma 4.6. The graded ring A has the WLP if and only if nr1 ≥ n
r−1
mr−1
.
Proof. Since max{ −κl | 1 ≤ l ≤ mr } = −κ1 and min{ n
r
l | 1 ≤ l ≤ mr } = n
r
1, the
map ×xr : [A]i −→ [A]i+1 is surjective for all i ≥ −κ1 and injective for all i < n
r
1 − 1
by Lemma 4.1. If nr1 ≥ r
r−1
mr−1
, then −κ1 = n
r−1
mr−1
− 1 ≤ nr1 − 1, it has therefore maximal
rank for all i ∈ Z, that is, A has the WLP. On the contrary, suppose that nr1 < r
r−1
mr−1
.
Then −κ1 ≥ n
r
1. Since κl ≤ κl+1 ≤ κl + 1 for all 1 ≤ l < mr and κmr = 0, there is an
l1 such that −κl1 = n
r
1. In this case the map ×xr : [A]nr
1
−1 −→ [A]nr
1
can neither be
surjective nor injective. Since the linear form xr is sufficiently general, this means that
A does not have the WLP.
Put socd(A) := max{ d | [A]d 6= 0 }.
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Lemma 4.7. With the notation above, suppose further that A is Gorenstein. Then,
socd(A) = nrmr − 1 and there is a minimal free resolution of A over R
⋆ of the form
0 −→
mr⊕
i=1
R⋆(−nri )
Φ
−−→
mr⊕
i=1
R⋆(−nrmr + n
r
i )
π
−−→ A −→ 0 (25)
with homogeneous homomorphisms Φ and π of degree zero.
Proof. By Lemma 4.1, one sees that Ext1R⋆(A,R
⋆) is a factor module of
⊕mr
l=1R
⋆(nrl ) by
its submodule contained in xr
⊕mr
l=1R
⋆(nrl ). This implies that
min{ d |
[
Ext1R⋆(A,R
⋆)
]
d
6= 0 } = −nrmr .
On the other hand,
min{ d | [Homk(A, k)]d 6= 0 } = − socd(A)
and ExtrR(A,R)(−r)
∼= Homk(A, k) ∼= Ext
1
R⋆(A,R
⋆)(−1). Hence socd(A) = nrmr − 1.
Since Ext1R⋆(A,R
⋆) ∼= Homk(A, k)(1) ∼= A(socd(A) + 1), it follows from the dual of
(19) over R⋆ that (κ1, . . . , κmr) = (− socd(A) − 1 + n
r
1, . . . ,− socd(A) − 1 + n
r
mr) =
(−nrmr + n
r
1, . . . ,−n
r
mr + n
r
mr). Thus one obtains the exact sequence (25).
Remark 4.8. In the case A is Gorenstein, one has 0 :A m ∼= k(− socd(A)) and
A(nrmr − 1)
∼= ExtrR(A,R)(−r)
∼= Ext1R⋆(A,R
⋆)(−1) ∼= Homk(A, k), (26)
as mentioned in the above proof. Moreover,
(0 :A xr)(socd(A)) = Homk(A¯, k) = Ext
r−1
R¯
(A¯, R¯)(−r + 1). (27)
Corollary 4.9. If A is Gorenstein,
nrmr − n
r
1 = n
r−1
mr−1 − 1 = max{ d | [A/xrA]d 6= 0 }.
Proof. Clear by Lemmas 4.2 and 4.7.
Let κ1, . . . , κmr , Φ and π be as in Lemma 4.1, and Xj (1 ≤ j ≤ ρ) be the matrices
as stated in Section 2. We identify Φ with the matrix representing itself. Put L :=⊕mr
i=1R
⋆(κi) and F :=
⊕mr
i=1R
⋆(−nri ). For each 1 ≤ i ≤ ρ, let Yi be a matrix in R
⋆
which gives a homogeneous homomorphism Yi : F (−1) −→ F satisfying XiΦ = ΦYi.
Since πXiΦ = xiπΦ = 0, such a Yi exists indeed for each i and is determined uniquely
by Xi and Φ. They make the following diagram commutative :
F (−1)
Φ
−−−→ L(−1)
π
−−−→ A(−1)
Yi
y yXi y×xi
F
Φ
−−−→ L
π
−−−→ A
. (28)
For a module M over R⋆, we will denote by M∨ the dual module HomR⋆(M,R
⋆).
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Remark 4.10. Suppose that A is Gorenstein.
(1) Since the dual of (25) gives a minimal free resolution of the R⋆-module A(nrmr)
∼=
Ext1R⋆(A,R
⋆) over R⋆, we may assume that Im(Φ) = ImR
⋆
(tΦ). Moreover, since the
isomorphism A(nrmr)
∼= Ext1R⋆(A,R
⋆) is also an isomorphism over R, the multiplication
by tYi of an element of F
∨ represents the multiplication by xi of the corresponding
element of A. We can therefore choose Xi, Yi (1 ≤ i ≤ ρ) and Φ so that every column
of tYi −Xi lies in Im(Φ). In particular,
tYi ≡ Xi (mod xrR
⋆).
(2) Without changing F and L, one can normalize Φ to a symmetric matrix such
that there is only one nonzero component in each row and column. But when that is
done, one may only be able to say that every column of C−1tYiC−Xi lies in Im(Φ) with
an invertible matrix C. Moreover, A has the strong Lefschetz property if and only if a
normal form of Φ mentioned above is a diagonal matrix.
The canonical basis of F (resp. L) over R⋆ will be denoted by {eF1 , . . . , e
F
mr} (resp.
{eL1 , . . . , e
L
mr}). Further, the canonical basis of L
∨ will be denoted by {eL∗1 , . . . , e
L∗
mr} in
a standard way. Given an integer u with 1 ≤ u ≤ mr, let
M1,u :=
u∑
l=1
R⋆[X1, . . . , Xρ]Φe
F
l ,
M2,u :=
u∑
l=1
R⋆[tX1, . . . ,
tXρ]e
L∗
l , M3,u :=
u∑
l=1
R⋆[Y1, . . . , Yρ]e
F
l .
Then, M1,u is a submodule of L over the R
⋆-algebra R⋆[X1, . . . , Xρ], M2,u a submodule
of L∨ over R⋆[tX1, . . . ,
tXρ], and M3,u a submodule of F over R
⋆[Y1, . . . , Yρ]. Notice that
R⋆[X1, . . . , Xρ]Φe
F
l = ΦR
⋆[Y1, . . . , Yρ]e
F
l for all 1 ≤ l ≤ mr by the commutativity of
(28).
Lemma 4.11. With the notation above, we have M1,u = ΦM3,u and rankR⋆(M1,u) =
rankR⋆(M3,u) for all 1 ≤ u ≤ mr.
Proof. Since Φ is a square matrix with det(Φ) 6= 0 by Lemma 4.1, our assertion follows
from the preceding observation.
Lemma 4.12. With the notation above, suppose that nr1 < n
r−1
mr−1
. Put p := max{ l | nr1+
κl ≤ 0, 1 ≤ l ≤ mr } and pˇ := max{ l | n
r
l + κp ≤ 0, 1 ≤ l ≤ mr }, and let
Np := 0
p ⊕
(⊕mr
i=p+1R
⋆(κi)
)
⊂ L be the R⋆ module as in Section 1. Suppose further
that R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp ⊂ Np. Then the following assertions hold, where ( , )
denotes the canonical pairing of L and L∨.
(1) M1,pˇ ⊂ Np.
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(2) (v, χ) = 0 for all v ∈M1,pˇ and χ ∈M2,p.
(3) Given integers u and u′ with 1 ≤ u ≤ p, 1 ≤ u′ ≤ pˇ, there is an injective
homomorphism ηu,u′ : M2,u −→ HomR⋆(L/M1,u′, R
⋆) over R⋆[tX1, . . . ,
tXρ] under which
the image of χ ∈ M2,u is the homomorphism ηu,u′(χ) defined by ηu,u′(χ)(v¯) = (v, χ) for
v¯ = v (mod M1,u′) ∈ L/M1,u′.
(4) rankR⋆(M1,pˇ) + rankR⋆(M2,p) ≤ rankR⋆(L) = mr.
Proof. Suppose nr1 < r
r−1
mr−1
. Then nr1 + κ1 = n
r
1 − n
r−1
mr−1
+ 1 ≤ 0 by Lemma 4.2, so that
p and pˇ exist. Let ϕi be the i-th column of Φ for 1 ≤ i ≤ mr. Since ϕ1 is different from
zero and its components lie in xrR
⋆, we see p < mr, κp < κp+1. Suppose further that
R⋆[X1, . . . , Xρ] [Im(Φ)]≤−κp ⊂ Np.
(1) For every 1 ≤ l ≤ pˇ, one has deg(ΦeFl ) = n
r
l ≤ −κp, in other words, Φe
F
l ∈
[Im(Φ)]≤−κp. Therefore R
⋆[X1, . . . , Xρ]Φe
F
l ∈ Np for every 1 ≤ l ≤ pˇ by our assumption.
Hence M1,pˇ ⊂ Np.
(2) Given v ∈ M1,pˇ and χ ∈ M2,p, (Xiv, χ) = (v,
tXiχ) for all 1 ≤ i ≤ ρ. It is
therefore enough to verify that (v, eL∗l ) = 0 for all v ∈ M1,pˇ and 1 ≤ l ≤ p. But this
holds since M1,pˇ ⊂ Np by (1).
(3) The assertion can be verified with the use of (2).
(4) By (3), we can consider the homomorphism ηp,pˇ : M2,p −→ HomR⋆(L/M1,pˇ, R
⋆).
Since ηp,pˇ is injective, rankR⋆(M2,p) ≤ rankR⋆(L/M1,pˇ) = rankR⋆(L) − rankR⋆(M1,pˇ),
which proves our assertion.
Next we consider the modules, the matrices and the homomorphisms which have
appeared so far modulo xr. Put R¯
⋆ := R⋆/xrR
⋆ = k, L¯ := L/xrL =
⊕mr
i=1 k(κi),
F¯ := F/xrF =
⊕mr
i=1 k(−n
r
i ), and L¯
∗ := L∨/xrL
∨ ∼= Homk(L, k). Denoting Xi (mod xr)
and Yi (mod xr) by X¯i and Y¯i respectively, let further
M¯2,u =
u∑
l=1
k[tX¯1, . . . ,
tX¯ρ]e¯
L∗
l ⊂ L¯
∗,
M¯3,u =
u∑
l=1
k[Y¯1, . . . , Y¯ρ]e¯
F
l ⊂ F¯
for 1 ≤ u ≤ mr. We have a commutative diagram
L¯(−1)
π¯
−−−→
∼
A¯(−1)yX¯i y×xi
L¯
π¯
−−−→
∼
A¯
.
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Besides,
L¯ ∼= A¯, F¯ ∼= TorR
⋆
1 (A, R¯
⋆) ∼= (0 :A xr)(−1), (29)
L¯∗ ∼= Homk(A¯, k) ∼= Ext
r−1
R¯
(A¯, R¯)(−r + 1), (30)
rankk(Ext
r−1
R¯
(A¯, R¯)) = mr. (31)
Furthermore, if A is Gorenstein,
M¯2,u ∼= M¯3,u(n
r
mr) for all 1 ≤ u ≤ mr (32)
by (1) of Remark 4.10.
Lemma 4.13. With the same assumption and notation as in Lemma 4.12, we have
rankk(M¯3,pˇ) + rankk(M¯2,p) ≤ mr.
Proof. Let w1, . . . , wδ be elements of M3,pˇ such that w¯1, . . . , w¯δ ∈ M¯3,pˇ are linearly in-
dependent over k with w¯i := wi (mod xr). Then w1, . . . , wδ are linearly independent
over R⋆, too. Since every element of M¯3,pˇ comes from that of M3,pˇ modulo xr, we see
rankk(M¯3,pˇ) ≤ rankR⋆(M3,pˇ). The same holds for M2,p and M¯2,p. Hence rankk(M¯3,pˇ) +
rankk(M¯2,p) ≤ rankR⋆(M3,pˇ) + rankR⋆(M2,p). On the other hand, rankR⋆(M1,pˇ) =
rankR⋆(M3,pˇ) by Lemma 4.11. Thus rankk(M¯3,pˇ) + rankk(M¯2,p) ≤ mr by (4) of Lemma
4.12.
Remark 4.14. Observe that π(ΦeFl /xr) ∈ 0 :A xr by the argument of the proof of
Proposition 2.5. Let p and pˇ be as in Lemma 4.12. Since R and A are commutative, we
find by Theorem 2.1 that Rπ(ΦeFl /xr) ⊂ π(Np) for all 1 ≤ l ≤ pˇ if char(k) = 0 and Γ is
sufficiently general.
Lemma 4.15. Let g1, . . . , gr ∈ R be homogeneous polynomials of degrees d1, . . . , dr
respectively which form an R-regular sequence and let I := (g1, . . . , gr) ⊂ R. Suppose
that Γ is chosen sufficiently generally.
(1) If char(k) = 0 and 2di < d1 + · · · + dr − r + 2 for all 1 ≤ i ≤ r, then I¯ :=
I+(xr)/(xr) ⊂ R¯ is minimally generated by g¯1, . . . , g¯r over R, where g¯i := gi (mod (xr)).
(2) If 2di ≥ d1 + · · ·+ dr − r + 2 for some 1 ≤ i ≤ r, then R/I has the WLP.
Proof. For the case r = 3, see [10], too. Now, let us prove (1) first. Suppose to the
contrary. Rearranging g1, . . . , gr if necessary, we may assume without loss of generality
that g¯r ∈ (g¯1, . . . , g¯r−1) for all sufficiently general Γ . Put A
′ := R/(g1, . . . , gr−1) and
A¯′ := A′/xrA
′. Then A¯ = A¯′. Since g¯1, . . . , g¯r−1 form an R¯-regular sequence, we see
0 :A xr ∼= Ext
r−1
R¯
(A¯, R¯)(−r+1− socd(A)) ∼= A¯′(−dr+1) by (27). The module 0 :A xr is
therefore generated over R by [0 :A xr]≤dr−1. On the other hand, socd(A¯) = socd(A¯
′) =
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d1 + · · · + dr−1 − (r − 1). Hence we must have dr > d1 + · · · + dr−1 − r + 1 by (3) of
Proposition 2.5, which contradicts our hypothesis.
To prove (2), we may assume with no loss of generality that 2dr ≥ d1 + · · · + dr −
r + 2, rearranging g1, . . . , gr if necessary. Let the notation be the same as above. Since
g1, . . . , gr−1, xr form an R-regular sequence, the R-module A
′ is a free module over R⋆,
so that there is a nondecreasing sequence κ1, . . . , κQ such that A
′ ∼=
⊕Q
i=1R
⋆(κi). Here,
−κ1 = socd(A¯
′) = d1 + · · ·+ dr−1 − (r − 1). We obtain a free resolution
0 −→
Q⊕
i=1
R⋆(−κ′i)
Φ
−−→
Q⊕
i=1
R⋆(κi) ∼= A
′ −→ A −→ 0 (33)
of A := R/I over R⋆ with another nondecreasing sequence κ′1, . . . , κ
′
Q′. Let gˆr denote
gr (mod (g1, . . . , gr−1)). Since Im(Φ) = Rgˆr, we have κ
′
1 = dr. Hence κ
′
1+κ1 = dr+κ1 ≥
1. This implies that the resolution (33) is minimal and that A has the WLP by the
argument of the proof of Lemma 4.6.
§5. The case where r = 3 and 0 :A x3 is minimally generated
by two elements
In this section, we consider homogeneous ideals I in R with r = 3 defining Gorenstein
graded rings R/I of dimension zero such that 0 :A x3 is minimally generated by two
elements. For our purpose, it is necessary to have information on free resolutions of I¯
over R¯ in relation with free resolutions of I over R. Let us begin with some general
properties.
Lemma 5.1. Let E be a finitely generated graded R-module of depthm(E) ≥ r − s + 1
(1 ≤ s ≤ r), R¯ := R/(xs, . . . , xr), m¯ := m/(xs, . . . , xr) and ER¯ := E/(xs, . . . , xr)E.
Let further λ¯′• : G¯
′
• −→ ER¯/H
0
m¯
(ER¯) and λ¯
′′
• : G¯
′′
• −→ H
0
m¯
(ER¯) be free resolutions of
ER¯/H
0
m¯
(ER¯) and H
0
m¯
(ER¯) respectively over R¯. Suppose that the linear forms xs, . . . , xr
form an E-regular sequence. Then, there is a free resolution λ• : G• −→ E of E having
the following properties.
(i) Gj = G
′
j ⊕G
′′
j for all j ≥ 0.
(ii) Let ̟′j : Gj −→ G
′
j and ̟
′′
j : Gj −→ G
′′
j be the natural projections and put
λ
(1)
j = ̟
′ ◦ λj |G′j , λ
(3)
j = ̟
′′ ◦ λj|G′j , λ
(2)
j = ̟
′ ◦ λj |G′′j , and λ
(4)
j = ̟
′′ ◦ λj|G′′j . Then
λ
(2)
j ≡ 0 (mod (xs, . . . , xr)) for all j ≥ 1.
(iii) (G¯′•, λ¯
′
•) = (G
′
• ⊗R R¯, λ
(1)
• ⊗R R¯) and (G¯
′′
•, λ¯
′′
•) = (G
′′
• ⊗R R¯, λ
(4)
• ⊗R R¯).
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(iv) The map λ
(3)
1 ⊗R R¯ represents the element of Ext
1
R¯(ER¯/H
0
m¯(ER¯), H
0
m¯(ER¯)) corre-
sponding to the extension ER¯ of H
0
m¯(ER¯) by ER¯/H
0
m¯(ER¯).
Proof. Since ER¯ lies in the middle of the exact sequence
0 −→ H0m¯(ER¯) −→ ER¯ −→ ER¯/H
0
m¯(ER¯) −→ 0, (34)
there is a free resolution λ¯• : G¯• −→ ER¯ of ER¯ such that
G¯j = G¯
′
j ⊕ G¯
′′
j , λ¯j =
(
λ¯′j 0
λ¯′′′j λ¯
′′
j
)
for all j ≥ 0.
Let G′j (resp. G
′′
j ) be the free R-module such that G
′
j ⊗R R¯ = G¯
′
j (resp. G
′′
j ⊗R R¯ = G¯
′′
j )
and Gj := G
′
j ⊕ G
′′
j . Since the sequence xs, . . . , xr is E-regular by hypothesis, one can
construct a free resolution λ• : G• −→ E satisfying all the conditions (ii) – (iv).
Given a module E over R, let #min(E) denote the number of the minimal generators
of E over R.
Corollary 5.2. Let I be a homogeneous ideal in R such that the graded ring A := R/I is
of dimension zero and let A¯ := A/xrA and I¯ := I+(xr)/(xr). Then #min(I) ≤ #min(I¯)+
#min(0 :A xr). If further A is Gorenstein, then #min(I) ≤ #min(I¯)+#min(Ext
r−1
R¯
(A¯, R¯)).
Proof. By (21), 0 :A xr ∼= Tor
R⋆
1 (A, R¯
⋆)(1) ∼= H0n (I˜)(1) and I˜/H
0
n
(I˜) ∼= I¯, where n :=
m/(xr) ⊂ R¯ and I˜ := I/xrI. Our assertion therefore follows from (34) and (27) since
#min(I) = #min(I˜).
In the rest of this section, unless otherwise specified, we assume that r = 3 and that
I is a homogeneous ideal in R defining a Gorenstein graded ring A := R/I of dimension
zero with the property #min(0 :A x3) = 2. Notice that the condition #min(0 :A x3) = 2
is equivalent to #min(I¯) = 3 by (27) in our case, where I¯ := I + (x3)/(x3) ⊂ R¯ :=
R/(x3) = k[x1, x2].
Example 5.3. There is indeed a Gorenstein graded ring with the property mentioned
above which is not a complete intersection. Put g1 := −y
5
1 , g2 := y
2
1y
3
2, g3 := y
3
1y
3
3 − y
6
2,
g4 := y
3
2y
4
3, g5 := −y
7
3, and I := (g1, g2, g3, g4, g5) ⊂ R = k[y1, y2, y3]. For each 1 ≤ i ≤ 5,
the polynomial gi is equal to the Pfaffian of Λ
(
i
i
)
up to sign, where
Λ =


0 0 0 y33 y
3
2
0 0 y43 y
3
2 y
3
1
0 −y43 0 y
2
1 0
−y33 −y
3
2 −y
2
1 0 0
−y32 −y
3
1 0 0 0


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and Λ
(
i
i
)
denotes the alternating matrix obtained from Λ by deleting its i-th row and
column. Hence the ring R/I is Gorenstein by [6, Theorem 2.1]. Let a and b be suffi-
ciently general elements of k, and put x3 := y3 + ay1 + by2, g¯i := gi(y1, y2,−ay1 − by2)
(1 ≤ i ≤ 5) and I¯ := (g¯1, g¯2, g¯3, g¯4, g¯5) ⊂ R¯ = R/(x3). By direct computations
one can verify that I¯ = (g¯1, g¯2, g¯3). Since J := (g1, g2, g3) ⊂ R is generated by the
maximal minors of
[
y33 y
3
2 y
2
1
y32 y
3
1 0
]
, one can compute dimk([J ]l) and dimk(
[
I¯
]
l
) for all
l ∈ Z and find that BR(J) = BR′(I¯) = (5; 5, 6, 6, 7, 7). Since deg(g4) = deg(g5) = 7,
it follows that n31 = 7 = n
2
5. Hence R/I has the WLP by Lemma 4.6. In fact
BR(I) = (5; 5, 6, 6, 7, 7; 7, 7, 8, 8, 8, 8, 9, 9, 9, 9, 9, 10, 10, 10, 10, 11, 11, 11, 12, 12, 13).
Lemma 5.4. Suppose that char(k) = 0, #min(0 :A x3) = 2, and that Γ is chosen
sufficiently generally. Let (a;n21, . . . , n
2
a;n
3
1, . . . , n
3
b) be the basic sequence of I. Then,
there are integers n, d1, d2, d3 with 0 < d1 ≤ d2 ≤ d3, d2 < n ≤ n
3
1 + 1, n ≤ n
2
a + 1 such
that I¯ has a minimal free resolution of the form
0 −→ R¯(−n)⊕ R¯(−n2a − 1)
Ψ
−−→ R¯(−d1)⊕ R¯(−d2)⊕ R¯(−d3) −→ I¯ −→ 0 (35)
over R¯.
Proof. The basic sequence of I¯ is (a;n21, . . . , n
2
a), so that I¯ has a free resolution of the
form
0 −→
a⊕
i=1
R¯(−n2i − 1) −→ R¯(−a)⊕
a⊕
i=1
R¯(−n2i ) −→ I¯ −→ 0 (36)
(see e.g. [2, pp. 10 – 13]). Since #min(I¯) = 3 by hypotheses, after elimination, the above
resolution reduces to the form (35), where d1 = a, d2 = n
2
1, d3 = n
2
i and n = n
2
j + 1 for
some i, j with 1 < i ≤ a, i − 1 ≤ j < a. It remains to show that n ≤ n31 + 1. Since
socd(A) = n3b − 1 and 0 :A x3
∼= Ext2R¯(A¯, R¯)(−2− socd(A)), it follow from (35) that the
module 0 :A x3 is generated by [0 :A x3]≤n3
b
+1−n over R. By (2) of Proposition 2.5 and
Lemma 4.7, we must have (n3b + 1− n + 1) + (−n
3
b + n
3
1) > 0. Hence n
3
1 + 1 ≥ n.
For a sequence B = (α; ν¯2; ν¯3) = (α; ν21 , . . . , ν
2
α; ν
3
1 , . . . , ν
3
β) of integers, put
hB(µ) :=
(
µ− α+ 2
2
)
+
+
α∑
l=1
(
µ− ν2l + 1
1
)
+
+
β∑
l=1
(
µ− ν3l
0
)
+
for µ ∈ Z, where(
µ
ν
)
+
:=
µ!
(µ− ν)!ν!
if µ ≥ ν ≥ 0 and
(
µ
ν
)
+
:= 0 otherwise.
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Given sequences B as above and B′ = (α′; ν¯ ′2; ν¯ ′3) = (α′; ν ′21, . . . , ν
′2
α′ ; ν
′3
1, . . . , ν
′3
β′), we
will write B ∼ B′ to mean that hB(µ) = hB′(µ) for all µ ∈ Z. We further define a
relation B
p
= B′ to mean that α = α′ and that ν¯i = ν¯ ′i up to permutation for i = 2, 3.
Given a sequence (lj1, . . . , ljij) (1 ≤ j ≤ m), we will denote by ((lj1, . . . , ljij)1≤j≤m) the
sequence (l11, . . . , l1i1 , l21, . . . , l2i2 , · · · , lm1, . . . , lmim).
Lemma 5.5. Let g1, g2 and g3 be homogeneous polynomials in R of degrees d1, d2 and
d3 (1 ≤ d1 ≤ d2 ≤ d3) respectively which form an R-regular sequence. Let further
I := (g1, g2, g3) ⊂ R be the homogeneous ideal generated by them. Then BR(I) ∼ B
0,
where
ν¯02 := (d2, d2 + 1, . . . , d2 + d1 − 1),
ν¯03 := ((d3 + j, d3 + 1 + j, . . . , d3 + d1 − 1 + j)0≤j≤d2−1)
and B0 := (d1; ν¯
02; ν¯03).
Proof. It follows from the minimal free resolution of I over R that
hBR(I)(µ) = dimk([I]µ)
=
(
µ− d1 + 2
2
)
+
+
(
µ− d2 + 2
2
)
+
+
(
µ− d3 + 2
2
)
+
−
(
µ− d1 − d2 + 2
2
)
+
−
(
µ− d2 − d3 + 2
2
)
+
−
(
µ− d3 − d1 + 2
2
)
+
+
(
µ− d1 − d2 − d3 + 2
2
)
+
(37)
=
(
µ− d1 + 2
2
)
+
+
d1−1∑
i=0
(
µ− d2 − i+ 1
1
)
+
+
d1−1∑
i=0
d2−1∑
j=0
(
µ− d3 − i− j
0
)
+
= hB0(µ)
for all µ ∈ Z. This implies our assertion.
For the sake of completeness, we will include a proof for the height three Artinian
complete intersection case in our argument of the main Theorem 5.11, so that we need
the following lemma which may follow from the results of [10] and [7].
Lemma 5.6. With the notation of Lemma 5.5, let (a;n21, . . . , n
2
a;n
3
1, . . . , n
3
b) be the basic
sequence of I and A := R/I. Let further n be the integer stated in Lemma 5.4. Suppose
that Γ is chosen sufficiently generally and that char(k) = 0.
(1) If d3 ≥ d1+ d2− 1, then BR(I)
p
= B0. In particular, n2a = d2+ d1− 1 ≤ d3 = n
3
1.
(2) If d3 < d1 + d2 − 1 and n
3
1 < n
2
a, then n
2
a + 1− n ≥ 2.
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Proof. Suppose first that d3 ≥ d1+ d2−1. Then A has the WLP by (1) of Lemma 4.15,
so that n31 ≥ n
2
a by Lemma 4.6. Since the smallest term of ν¯
03 is not less than the largest
term of ν¯02, we find by the equality hBR(I)(µ) = hB0(µ) (µ ∈ Z) that BR(I)
p
= B0.
Next assume that d3 < d1 + d2 − 1 and that n
3
1 < n
2
a. By Lemma 5.4, we have n ≤
n31+1 ≤ n
2
a < n
2
a+1, so that n
2
a+1−n ≥ 1. Since (36) reduces to (35) by eliminations, the
transpose of the matrix Ψ appearing in (35) must be of the form tΨ =
(
g¯11 g¯12 g¯13
g¯21 g¯22 g¯23
)
with (a) g¯13 = 0, deg(g¯23) = 1 or (b) deg(g¯23) ≥ 2. Let g¯i := gi (mod (x3)) ∈ R¯. In
the case (a), g¯1 = g¯23g¯12, g¯2 = g¯23g¯11 up to multiplication by a constant respectively.
But g¯1, g¯2 must be relatively prime, since the polynomials g1, g2, g3 form an R-regular
sequence and Γ is sufficiently general. Hence only the case (b) occurs. By (27) and (29),
b⊕
i=1
k(−n3i + 1)
∼= 0 :A x3 ∼= Homk(A¯, k)(−n
3
b + 1)
∼= Ext2R¯(A¯, R¯)(−n
3
b − 1), (38)
and n31 − 1 = n
3
b − n
2
a by Corollary 4.9. Now consider the case n
2
a + 1 − n = 1. First,
dimk([0 :A x3]n3
1
) = 3 by (38) and the form of Ψ . Secondly, n = n31 + 1 = n
2
a, so that
2n31 = n
3
b = d1 + d2 + d3 − 2. Observe that n
3
1 − 2 − di ≥ −2 (i = 1, 2, 3) and that
n31 − di − dj ≤ −2 (1 ≤ i < j ≤ 3). The map ×x3 : [A]n31−2 −→ [A]n31−1 is injective by
the argument of the proof of Lemma 4.6, [0 :A x3]n3
1
= [Homk(A¯, k)]−n3
1
+1 by (38), and(
µ+1
2
)
+
−
(
µ
2
)
+
= µ for all µ ≥ 0. Hence,
dimk([0 :A x3]n3
1
) = dimk([A¯]n3
1
−1) = dimk([A]n3
1
−1)− dimk([A]n3
1
−2)
= dimk([R]n3
1
−1)− dimk([R]n3
1
−2)− dimk([I]n3
1
−1) + dimk([I]n3
1
−2) = 2
by (37), which is a contradiction. Thus n2a + 1− n ≥ 2.
Lemma 5.7. Notation being as in Lemma 5.4, let further Φ, π, θijl and Xi be as in
Sections 2 and 4.
(1) If n31 < n
2
a, I = (g1, g2, g3) with homogeneous polynomials g1, g2 and g3 of degrees
d1, d2 and d3 (1 ≤ d1 ≤ d2 ≤ d3) respectively and d3 < d1 + d2 − 1, then [Im(Φ)]n3
1
+1 =∑2
i=1Xi [Im(Φ)]n3
1
+ x3 [Im(Φ)]n3
1
.
(2) If #min(I) 6= 3, then #min(I) = 5 and θ12l ∈
∑2
i=1Xi [Im(Φ)]n3
b
−n3
l
+1 +
x3 [Im(Φ)]n3
b
−n3
l
+1 for all 1 ≤ l ≤ b.
Proof. (1) We have n2a + 1 − n ≥ 2 by (2) of Lemma 5.6 and n
3
b − n
2
a = n
3
1 − 1 by
Corollary 4.9, so that [0 :A x3]n3
1
=
∑2
i=1 xi [0 :A x3]n3
1
−1 by (38). As in the proof of
Proposition 2.5, we see that
[
ImR
⋆
(Φ/xr)
]
n3
1
⊂
2∑
i=1
Xi
[
ImR
⋆
(Φ/xr)
]
n3
1
−1
+ [Im(Φ)]n3
1
,
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from which follows our assertion.
(2) Let {f 11 , f
2
1 , . . . , f
2
a , f
3
1 , . . . , f
3
b } be a pseudo Weierstrass basis of I with respect
to x1, x2, x3 and let λ¯
′
• : G¯
′
• −→ I˜/H
0
n
(I˜) = I¯ and λ¯′′• : G¯
′′
• −→ H
0
n
(I˜) be free resolutions
of I¯ and H0n (I˜) respectively over R¯ such that λ¯
′
0 = (f¯
1
1 f¯
2
1 . . . f¯
2
a), λ¯
′′
0 = (f˜
3
1 . . . f˜
3
b).
Here, we can choose λ¯′• so that there is no unit in the first row of λ¯
′
1. Then, there is
a free resolution λ• : G• −→ I of I having the properties stated in Lemma 5.1. Since
#min(I¯) = 3 by assumption, the rank of λ¯
′
1 (mod m¯) over k is a − 2. After a suitable
column transformation of λ1|G′
1
and a change of numbering of f 21 , . . . , f
2
a , if necessary,
the relations given by the columns of λ1|G′
1
are of the forms
h1if
1
1 +
2∑
j=1
hj+1 if
2
j +
b∑
l=1
hl+a+1 if
3
l = 0 (1 ≤ i ≤ 2),
h1if
1
1 +
2∑
j=1
hj+1 if
2
j + f
2
i +
b∑
l=1
hl+a+1 if
3
l = 0 (3 ≤ i ≤ a).
Put f ′2i := f
2
i +
∑b
l=1 hl+a+1 if
3
l for 3 ≤ i ≤ a, f1 := f
1
1 , f2 := f
2
1 and f3 := f
2
2 . Then
P := {f 11 , f
2
1 , f
2
2 , f
′2
3, . . . , f
′2
a, f
3
1 , . . . , f
3
b } is a pseudo Weierstrass basis of I with respect
to x1, x2, x3 by Lemma 3.6. We may further assume by Lemma 4.3 that f
3
l =
∑b
i=1 ϕilgˇi
for all 1 ≤ l ≤ b with the notation there. Now the sets P , P1 := P − {f
3
1 , . . . , f
3
b } and
the polynomials f1, f2, f3 satisfy the conditions (i) and (ii) required in Lemma 4.4. To
verify (24), recall the exact sequence
0 −→ H0n (I˜) −→ I˜ −→ I¯ −→ 0.
Since #min(I¯) = 3 by hypotheses, we see 3 ≤ #min(I˜) = #min(I) ≤ 3 + 2 = 5 by
Corollary 5.2. On the other hand, #min(I) must be odd since A is Gorenstein. Besides,
#min(I) 6= 3 again by hypotheses. Hence #min(I˜) = 5. This implies that the sequence
0 −→ H0
n
(I˜)/nH0
n
(I˜) −→ I˜/nI˜ −→ I¯/nI¯ −→ 0
is also exact. Hence the condition (24) holds and our assertion follows from Lemma
4.4.
From now on through the end of this section, let the notation and the assumption
be as in Lemma 5.4. Let further g¯1, g¯2 and g¯3 be homogeneous elements of I¯ with gi ∈ I
and deg(g¯i) = di (i = 1, 2, 3) giving a system of minimal generators of I¯. Taking the
dual of the minimal free resolution described in Lemma 5.4, we get an exact sequence
0 −→R¯(n2a + 1)/ Im
R¯(tΨ) ∩ R¯(n2a + 1)
ι
−→ Ext2R¯(A¯, R¯)
−→R¯(n)/(g¯11, g¯12, g¯13) −→ 0, (39)
where tΨ =
(
g¯11 g¯12 g¯13
g¯21 g¯22 g¯23
)
.
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Lemma 5.8. Suppose that n31 < n
2
a. If g¯1 and g¯2 form an R¯-regular sequence or g¯13 6= 0,
then
rankk(R¯(n
2
a + 1)/ Im
R¯(tΨ) ∩ R¯(n2a + 1)) > rankk(R¯(n)/(g¯11, g¯12, g¯13)).
Proof. Let
0 −→ R¯(−σ1)⊕ R¯(−σ2)
Ψ ′
−−→ R¯(d1 − n)⊕ R¯(d2 − n)⊕ R¯(d3 − n)
(g¯11,g¯12,g¯13)
−−−−−−−−→ R¯ −→ R¯/(g¯11, g¯12, g¯13) −→ 0
be a free resolution of R¯/(g¯11, g¯12, g¯13), where σ1 ≤ σ2 and
tΨ ′ =
(
g¯′11 g¯
′
12 g¯
′
13
g¯′21 g¯
′
22 g¯
′
23
)
.
If σ2 < n− d1, then σ1 < n− d1, deg(g¯
′
11) < 0, deg(g¯
′
21) < 0, and g¯
′
11 = g¯
′
21 = 0. But
rankΨ ′ = 2, so that g¯12 = g¯13 = 0. Since rankΨ = 2, this implies that g¯11 6= 0 and that
g¯1 = 0, which is impossible. If σ1 < n − d2, then g¯
′
11 = g¯
′
12 = 0, and g¯
′
13 6= 0, so that
g¯13 = 0 and g¯
′
13 must lie in k
∗. Consequently, tΨ =
(
g¯11 g¯12 0
g¯21 g¯22 g¯23
)
, and g¯1 = g¯23g¯12,
g¯2 = g¯23g¯11 and g¯3 = g¯11g¯22 − g¯12g¯21 up to multiplication by elements of k
∗. But that
cannot happen when g¯13 6= 0. In the case where (g¯1, g¯2) is a complete intersection, we
see g¯23 ∈ k
∗. Hence #min(I¯) must be two, contradicting our assumption.
The above observation implies that σ2 ≥ n − d1 and that σ1 ≥ n − d2. Put τi :=
σi + n
2
a + 1− n for i = 1, 2. We obtain an exact sequence of the form
0 −→ R¯(−τ1 − τ2)(n
2
a + 1) −→ (R¯(−τ1)⊕ R¯(−τ2))(n
2
a + 1)
(g¯21,g¯22,g¯23)Ψ ′
−−−−−−−−−→ R¯(n2a + 1) −→ R¯(n
2
a + 1)/ Im
R¯(tΨ) ∩ R¯(n2a + 1) −→ 0.
Since n2a > n
3
1 by our hypothesis, we see n
2
a + 1− n > 0 by Lemma 5.4. Hence
rankk(R¯(n
2
a + 1)/ Im
R¯(tΨ ) ∩ R¯(n2a + 1))
= τ1τ2 > σ1σ2 ≥ (n− d2)(n− d1) ≥ rankk(R¯(n)/(g¯11, g¯12, g¯13)),
as desired.
Lemma 5.9. Put d4 = n
3
1 and d5 = n
3
b − n + 2. If deg(gcd(g1, g2)) > 0 and g¯13 = 0,
there is a minimal free resolution of I over R of the form
0 −→ R(−n3b − 2) −→
5⊕
i=1
R(−n3b − 2 + di)
Λ
−−→
5⊕
i=1
R(−di)
λ0−−→ I −→ 0, (40)
where
Λ =


0 ∗ ∗ h3 h1
∗ 0 ∗ h4 h2
∗ ∗ 0 h5 0
−h3 −h4 −h5 0 0
−h1 −h2 0 0 0

 , (41)
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g1 = −h2h5, g2 = h1h5, g3 = h2h3−h1h4, h5 = gcd(g1, g2), and d1 ≤ d2 ≤ d3 ≤ d4 ≤ d5.
Proof. Suppose that deg(gcd(g1, g2)) > 0 and that g¯13 = 0. Then g1 = −h2 gcd(g1, g2)
and g2 = h1 gcd(g1, g2) with relatively prime homogeneous polynomials h1, h2 ∈ R of
positive degree. Since Γ is sufficiently general, h¯1 and h¯2 are also relatively prime. The
syzygy module
Syz1R¯(g¯1, g¯2) := { (h¯
′, h¯′′) ∈ R¯(−d1)⊕ R¯(−d2) | h¯
′g¯1 + h¯
′′g¯2 = 0 }
is therefore generated by (h¯1, h¯2). On the other hand, it is also generated by (g¯11, g¯12)
since g¯13 = 0 by our hypothesis. Hence (h¯1, h¯2) coincides with (g¯11, g¯12) up to multipli-
cation by a constant and deg(h¯i) = deg(g¯1i) for i = 1, 2. In consequence, deg(g1h1) =
deg(g2h2) = n. Besides, g¯23 = gcd(g¯1, g¯2) up to multiplication by a constant.
By what we have seen in the proof of Lemmas 4.1 and by (27),
b⊕
l=1
k(−n3l )
∼=
b⊕
l=1
kf˜ 3l = H
0
n (I˜)
∼= Ext2R¯(R¯/I¯, R¯)(−n
3
b − 2), (42)
since TorR
⋆
1 (A, R¯
⋆) ∼= (0 :A x3)(−1). By (35) and (42), H
0
n
(I˜) is generated minimally by
two elements. Let g4 and g5 be elements of I
〈3〉 with deg(g4) ≤ deg(g5) such that g˜4 and
g˜5 generate H
0
n(I˜) minimally over R¯. Here deg(g4) = n
3
1 and deg(g5) = n
3
b − n + 2 by
(42). Since deg(gcd(g1, g2)) > 0 by our hypothesis, #min(I) 6= 3. Hence #min(I) = 5 by
(2) of Lemma 5.7 and I is generated minimally by gi (1 ≤ i ≤ 5) over R. Notice that
d1 ≤ d2 ≤ deg(gi) for all i = 3, 4, 5 by Lemma 5.4. With the use of Lemma 5.1, we find
that there is a surjection
R(−n)⊕R(−n2a − 1)⊕
3⊕
j=1
R(−n31 − deg(g¯2j))։ Syz
1
R(I) := Ker
R(λ0).
Since deg(g¯2j) > 0 for all i = 1, 2, 3, we have n = min{ l |
[
Syz1R(I)
]
l
6= 0 } by Lemma
5.4.
On the other hand, since A is Gorenstein, there is a minimal free resolution of I of
the form
0 −→ R(−β) −→
5⊕
i=1
R(−β + αi)
Λ
−−→
5⊕
i=1
R(−αi) −→ I −→ 0 (43)
with an alternating matrix Λ, where 0 < α1 = d1 ≤ d2 = α2 ≤ · · · ≤ α5 (see [6,
Theorem 2.1]). Since t(h1, h2, 0, 0, 0) lies in
[
Syz1R(I)
]
n
, we may assume with no loss of
generality that Λ is of the form (41). Put g′1 := −h2h5, g
′
2 := h1h5, g
′
3 := h2h3 − h1h4
and J := (g′1, g
′
2, g
′
3). Then Pfaff(Λ
(
i
i
)
) equals g′i up to multiplication by a constant
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respectively for i = 1, 2, 3, where Λ
(
i
j
)
denotes the square matrix obtained from Λ by
deleting its i-th row and j-th column. Hence J ⊂ I. Notice that deg(g′i) = di for
i = 1, 2 and that deg(h5) = deg(g
′
1) − deg(h2) = d1 − deg(h2) = deg(gcd(g1, g2)) > 0.
If ht(J) ≤ 1, then there is an irreducible polynomial h′ dividing h5 such that (h1, h2)
and (h3, h4) (mod (h
′)) are linearly dependent over R/(h′). In this case, ht(I) cannot be
three since I is generated by Pfaff(Λ
(
i
i
)
) (1 ≤ i ≤ 5). Hence ht(J) = 2. In consequence,
ht(J¯) = 2 and Syz1R¯(J¯) is generated by
t(h¯1, h¯2, 0) and
t(h¯3, h¯4, h¯5), so that I¯ ∋ g¯
′
3 /∈
(g¯′1, g¯
′
2). If deg(g3) = d3 > α3 = deg(g¯
′
3), then (g¯
′
1, g¯
′
2) must coincide with (g¯1, g¯2), since
(g¯′1, g¯
′
2) ⊂ I¯ = (g¯1, g¯2, g¯3) and deg(g¯
′
i) = di (i = 1, 2). In addition, g¯
′
3 must be contained
in (g¯1, g¯2) = (g¯
′
1, g¯
′
2), which is a contradiction. This implies that α3 ≥ d3. But d3
coincides with some αi with i ≥ 3. Hence α3 = d3. Moreover α4 = deg(g4) = n
3
1 and
α5 = deg(g5) = n
3
b − n + 2. Since J¯ ⊂ I¯, deg(g¯
′
i) = di (i = 1, 2, 3), and J¯ is generated
minimally by g¯′1, g¯
′
2, g¯
′
3 over R¯, one sees that J¯ = I¯. One may therefore assume from the
first that g¯′i = g¯i, g
′
i = gi for i = 1, 2, 3. Finally, socd(A) = n
3
b − 1 = β − 3. Thus the
free resolution (43) is of the desired form (40).
Lemma 5.10. Suppose that deg(gcd(g1, g2)) > 0 and that g¯13 = 0. With the notation
of Lemma 5.9, put J := (g1, g2, g3) ⊂ I. Then R/J ∼=
⊕b
i=1R
⋆(−n3b + n
3
i ) and I/J
∼=
Ext2R(R/J,R)(− socd(A) − 3)
∼=
⊕b
i=1R
⋆(−n3i ) as R
⋆-modules, and as a minimal free
resolution of A over R⋆ of the form (25), we have
0 −→ Ext2R(R/J,R)(− socd(A)− 3)
Φ
−−→ R/J
π
−−→ A −→ 0, (44)
where π is the natural surjection from R/J to A = R/I and Φ is the map induced from
the embedding I/J →֒ R/J . Moreover X1X2 = X2X1 and Y1Y2 = Y2Y1 with the notation
of Section 4.
Proof. We have an exact sequence
0 −→ I/J
Φ
−−→ R/J
π
−−→ A −→ 0
over R with the natural surjection π and the embedding Φ. Since R/J is Cohen-
Macaulay with 0 :R/J x3 = 0, it is free over R
⋆. Hence I/J is also free over R⋆.
Moreover, since J¯ = (g¯1, g¯2, g¯3) = I¯, the homomorphism π ⊗ R¯
⋆ : R/J ⊗ R¯⋆ −→ A¯ is
an isomorphism. The image of Φ is therefore contained in x3(R/J) and the above free
resolution is minimal over R⋆. Since R/J is a module over R, the matrix Xj can be
chosen so that it represents the linear map ×xj : (R/J)(−1) −→ R/J over R
⋆. Hence
the relations X1X2 = X2X1 and Y1Y2 = Y2Y1 hold. Taking the dual over R
⋆ of the above
free resolution, we obtain the exact sequence
0 −→ (R/J)∨
tΦ
−−→ (I/J)∨ −→ Ext1R⋆(A,R
⋆) ∼= A(socd(A) + 1) −→ 0 (45)
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over R, where the structures of (R/J)∨, (I/J)∨ and Ext1R⋆(A,R
⋆) over R are induced
from those of R/J, I/J and A respectively in a standard way. Since A is generated by a
single element over R, so is (I/J)∨ by the minimal free resolution (45) over R⋆. On the
other hand, ann((I/J)∨) ⊂ ann((R/J)∨), since tΦ is injective. Besides, J ⊂ ann((I/J)∨)
and ann((R/J)∨) ⊂ ann((R/J)∨∨) = ann(R/J) = J . Hence ann((I/J)∨) = J , that is,
(I/J)∨ ∼= (R/J)(socd(A) + 1). In consequence,
I/J = (I/J)∨∨ ∼= Ext2R(R/J,R)(− socd(A)− 3),
which proves our assertion.
Theorem 5.11. Let I be a homogeneous ideal in R defining Gorenstein graded ring
A := R/I of dimension zero. Suppose that char(k) = 0. If r = 3 and #min(0 :A x3) ≤ 2,
then A has the WLP.
Proof. Assume that r = 3 and that Γ is chosen sufficiently generally. We have #min(I¯) ≥
2 since ht(I¯) = 2. Besides, the condition #min(0 :A x3) ≤ 2 is equivalent to #min(I¯) ≤ 3.
Let (a;n21, . . . , n
2
a;n
3
1, . . . , n
3
b) be the basic sequence of I. By Lemma 4.6, it is enough to
show that n31 ≥ n
2
a.
Case (i). Consider first the case #min(I¯) = 2. With the use of Corollary 5.2, we see
#min(I) = 3. As we have already seen in (1) of Lemma 5.6, n
3
1 ≥ n
2
a.
Now assume that #min(I¯) = 3 and let gi, g¯i, di and g¯ij be as stated just before
Lemma 5.8. We will show that we are led to a contradiction if n31 < n
2
a.
As in Section 4, put L :=
⊕b
i=1R
⋆(−n3b + n
3
i ), F :=
⊕b
i=1R
⋆(−n3i ), L¯ := L/x3L =⊕b
i=1 k(−n
3
b + n
3
i ), and F¯ := F/x3F =
⊕b
i=1 k(−n
3
i ), and denote the canonical basis
of L¯ (resp. F¯ ) by {e¯L1 , . . . , e¯
L
b } (resp. {e¯
F
1 , . . . , e¯
F
b }). Suppose that n
3
1 < n
2
a. Put
p := max{ i | n31−n
3
b+n
3
i ≤ 0, 1 ≤ i ≤ b } and pˇ := max{ i | n
3
i−n
3
b+n
3
p ≤ 0, 1 ≤ i ≤ b }.
Since n3b − n
3
1 = n
2
a − 1 by Corollary 4.9 and n
3
1 < n
2
a by our assumption, we have p ≥ 1
and pˇ ≥ 1. Besides p < b, since n31 > 0. Moreover, the sequence −n
3
b + n
3
i (1 ≤ i ≤ b)
ranges over all integers from −n3b+n
3
1 to 0 as stated in Lemma 4.1, therefore n
3
1 = n
3
b−n
3
p.
Put q := max{ j | n3p+1 = n
3
p+j, 1 ≤ j ≤ b− p }. For every p + 1 ≤ l ≤ p + q, we have
n3p < n
3
l , so that n
3
b − n
3
p ≥ n
3
b − n
3
l + 1. With the use of Lemma 5.7, we find that
[Im(Φ)]n3
b
−n3p+1+2
⊂ [Im(Φ)]≤n3
b
−n3p+1
⊂ R⋆[X1, X2] [Im(Φ)]≤n3
b
−n3p
or
θ12l ∈ R
⋆[X1, X2] [Im(Φ)]≤n3
b
−n3p
for all p+ 1 ≤ l ≤ p+ q.
Thus R⋆[X1, X2] [Im(Φ)]≤n3
1
= R⋆[X1, X2] [Im(Φ)]≤n3
b
−n3p
⊂ Np by Corollary 2.4 or The-
orem 2.3. Observe that the polynomials g¯1 and g¯2 form an R¯ regular sequence unless
deg(gcd(g1, g2)) > 0, since Γ is sufficiently general.
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Case (ii). Suppose that g¯1 and g¯2 form an R¯-regular sequence or that g¯13 6= 0. With
the help of (31), (39) and Lemma 5.8, we find that
b = rankk(Ext
2
R¯(A¯, R¯))
= rankk(R¯(n
2
a + 1)/ Im
R¯(tΨ ) ∩ R¯(n2a + 1)) + rankk(R¯(n)/(g¯11, g¯12, g¯13))
< 2 rankk(R¯(n
2
a + 1)/ Im
R¯(tΨ) ∩ R¯(n2a + 1)).
Let us consider M¯3,1 defined in Section 4. We have M¯3,1 = k[Y¯1, Y¯2]e¯
F
1 ⊂ F¯
∼= (0 :A
x3)(−1) ∼= Ext
2
R¯(A¯, R¯)(−n
3
b − 2). Recall that the multiplication by Y¯i corresponds to
that by xi for i = 1, 2. Let e 6= 0 be a homogeneous element of R¯(n
2
a + 1)/ Im
R¯(tΨ) ∩
R¯(n2a + 1) of degree −(n
2
a + 1) which generate this module over R¯. When considered
in Ext2R¯(A¯, R¯)(−n
3
b − 2), the element ι(e) (see (39)) is of the minimal degree since
−n > −(n2a + 1) by Lemma 5.4, with deg(ι(e)) = −(n
2
a + 1) + n
3
b + 2 = n
3
1 by Corollary
4.9. Hence M¯3,1 = R¯ · ι(e) ∼= R¯(n
2
a + 1)/ Im
R¯(tΨ) ∩ R¯(n2a + 1). On the other hand,
M¯3,1 ∼= M¯2,1 by (32), so that
2 rankk(M¯3,1) ≤ rankk(M¯3,pˇ) + rankk(M¯2,p) ≤ b
by Lemma 4.13, which is a contradiction.
Case (iii). Suppose that deg(gcd(g1, g2)) > 0 and that g¯13 = 0. Let J = (g1, g2, g3) =
(−h2h5, h1h5, h2h3 − h1h4) be as in Lemma 5.9. Since J has a minimal free resolution
0 −→
5⊕
i=4
R(−n3b − 2 + di)
Λ′
−−→
3⊕
i=1
R(−di) −→ J −→ 0
with Λ′ :=
[
h3 h1
h4 h2
h5 0
]
by (40) and since socd(A) = n3b − 1, there is an exact sequences
0 −→ (R/(h5, h2h3 − h1h4))(−d4)
−→ Ext2R(R/J,R)(− socd(A)− 3) −→ (R/(h1, h2))(−d5) −→ 0.
We consider M1,1, M2,1 and M3,1 with the use of (44). In this case, L = R/J , F =
Ext2R(R/J,R)(− socd(A)− 3), X1X2 = X2X1 and Y1Y2 = Y2Y1. The R
⋆-modules L, L∨
and F are therefore modules over R = R⋆[x1, x2] through the surjections R
⋆[x1, x2] ։
R⋆[X1, X2], R
⋆[x1, x2] ։ R
⋆[tX1,
tX2] and R
⋆[x1, x2] ։ R
⋆[Y1, Y2] respectively. So are
M1,1, M2,1 and M3,1. Since d5 = n
3
b − n + 2 > n
3
b − (n
2
a + 1) + 2 = n
3
1 = d4 by
Corollary 4.9 and Lemmas 5.4 and 5.9, we find that M3,1 ∼= (R/(h5, h2h3 − h1h4))(−d4)
over R. Since L∨ = (R/J)∨ ∼= Ext2R(R/J,R)(−2) = F (n
3
b) over R, we see M2,1
∼=
M3,1(n
3
b). On the other hand, since M1,1 = ΦM3,1 and Φ : F −→ L is injective, we have
(R/(h1, h2))(−d5) ∼= F/M3,1 →֒ L/M1,1. Notice that x
ν0
3 (L/M1,1) ⊂ Φ(F/M3,1) for some
ν0 > 0 since det(Φ) 6= 0. Hence (L/M1,1)
∨ →֒ (F/M3,1)
∨ ∼= (R/(h1, h2))
∨(d5). Moreover,
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there is an injective map η : M2,1 →֒ (L/M1,1)
∨ by Lemma 4.12 and Theorem 2.3. Since
(R/(h1, h2))
∨ ∼= Ext2R(R/(h1, h2), R)
∼= R/(h1, h2) up to shift in grading, we find in this
manner that there is an injective homomorphism η′ : R/(h5, h2h3−h1h4) −→ R/(h1, h2)
over R, forgetting shift of gradings. Since h1η
′(1) = h2η
′(1) = 0, it must hold that
h1, h2 ∈ (h5, h2h3 − h1h4). But, then, h1, h2 ∈ (h5). Since gcd(h1, h2) ∈ k
∗, the degree
of h5 must be zero, which contradicts our assumption that deg(gcd(g1, g2)) > 0.
§6. The basic sequence of a complete intersection of three ho-
mogeneous polynomials
Let g1, g2, g3 ∈ R := k[x1, x2, x3] be homogeneous polynomials of degrees d1, d2, d3 re-
spectively with 2 ≤ d1 ≤ d2 ≤ d3 which form an R-regular sequence and let I :=
(g1, g2, g3) ⊂ R. In this section, we give an explicit description of BR(I) for the case
d3 < d1 + d2 − 1. When d3 ≥ d1 + d2 − 1, we have BR(I)
p
= B0 as have already been
proved in (1) of Lemma 5.6.
Lemma 6.1. Let B = (α; ν21 , . . . , ν
2
α; ν
3
1 , . . . , ν
3
β) be a sequence of integers such that
ν2l = ν
3
l′ + 1 for some 1 ≤ l ≤ α, 1 ≤ l
′ ≤ β. Then
B ∼ (α; ν21 , . . . , ν
2
l−1, ν
3
l′, ν
2
l+1, . . . , ν
2
α; ν
3
1 , . . . , ν
3
l′−1, ν
3
l′+1, . . . , ν
3
β).
Proof. Our assertion follows from the equality(
µ− ν2l + 1
1
)
+
+
(
µ− ν3l′
0
)
+
=
(
µ− ν3l′
1
)
+
+
(
µ− ν3l′
0
)
+
=
(
µ− ν3l′ + 1
1
)
+
for all µ ∈ Z.
We will denote the sequence (l, l, . . . , l) (µ times) by lµ for l ∈ Z, µ ∈ N. When
d3 < d1 + d2 − 1 and d1 + d2 − d3 ≥ 2c with c ∈ N, we put
ν¯c2 := (d2, d2 + 1, . . . , d3 − 1, (d3)
2, (d3 + 1)
2, . . . , (d3 + c− 1)
2,
d3 + c, d3 + c+ 1, . . . , d2 + d1 − c− 1),
ν¯c3 := ((d2 + d1 − 1, d2 + d1, . . . , d3 + d1 − 1),
(d2 + d1 − 2, d2 + d1 − 1, . . . , d3 + d1),
(d2 + d1 − 3, d2 + d1 − 2, . . . , d3 + d1 + 1),
· · · ,
(d2 + d1 − c, d2 + d1 − c+ 1, . . . , d3 + d1 + c− 2),
((d3 + j, d3 + 1 + j, . . . , d3 + d1 − 1 + j))c≤j≤d2−1),
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and Bc := (d1; ν¯
c2; ν¯c3), where
ν¯c2 := ((d3)
2, (d3 + 1)
2, . . . , (d3 + c− 1)
2,
d3 + c, d3 + c+ 1, . . . , d3 + d1 − c− 1)
if d2 = d3. Note that c ≤ d2 − 1.
Lemma 6.2. Suppose that d3 < d1 + d2 − 1 and that d1 + d2 − d3 ≥ 2c with c ∈ N.
Then B0 ∼ Bc.
Proof. Since d3 < d1 + d2 − 1, the sequence (d3 + 1, d3 + 2, . . . , d2 + d1 − 1) (resp.
(d3, d3 + 1, . . . , d2 + d1 − 2)) is a subsequence of ν¯
02 (resp. ν¯03). Using Lemma 6.1
d2 + d1 − d3 − 1 times, we find that B
0 ∼ B1. If c ≥ 2, then d3 + 1 < d1 + d2 − 2,
so that we can repeat the same procedure as above to get B1 ∼ B2. Hence B0 ∼ B2.
Proceeding in this way, we obtain B0 ∼ Bc.
Theorem 6.3. Suppose that d3 < d1 + d2 − 1 and let c be the unique positive integer
such that 2c ≤ d1 + d2 − d3 ≤ 2c+ 1. Then BR(I)
p
= Bc.
Proof. The maximal term of ν¯c2 is d2+ d1− c− 1 and the minimal term of ν¯
c3 is d3+ c.
Their difference (d3 + c) − (d2 + d1 − c − 1) is not negative by the choice of c, so that
d2 + d1 − c − 1 ≤ d3 + c. As for BR(I), one has n
2
a ≤ n
3
1 by Lemma 4.6 and Theorem
5.11. On the other hand B0 ∼ Bc by Lemma 6.2 and BR(I) ∼ B
0 by Lemma 5.5. Hence
BR(I) ∼ B
c. Comparing hBR(I)(µ) and hBc(µ) (µ ∈ Z), one finds that BR(I)
p
= Bc.
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