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度と比べて 1/6.15～6.15 倍の範囲を取る確率が 90%であることが判明した．
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第 3 章でヒット数の有用性と応用例を示す．第 4 章で関連研究についてまとめ，第 5 章で















形態素として含む文書 d∈Dの個数である．本論文においては n 個の文書から成る文


















論じる．3. 1 においてヒット数を用いた研究やアプリケーションを紹介し，3. 2 において単
語統計の指標としてヒット数を用いることの利点をまとめる． 
3. 1 ヒット数を用いた研究・アプリケーション 
本節では，検索エンジンから得られるヒット数を用いた研究について例を挙げ，ヒット
数が様々な研究においてどのように用いられているかをまとめる． 
3. 1. 1 ヒット数を機械翻訳支援に用いた研究 
1999 年，Grefenstette[1]は，ヒット数を機械翻訳支援に利用する研究を行った．この研究





3. 1. 2 ヒット数を用いて同義語抽出を行なう研究 
2001 年，Turney[6]は検索エンジンを利用した同義語抽出手法 PMI-IR を提案した．Turney
は，TOEFL における問題に代表されるような，ある単語に対していくつかの同義語候補が
挙げられたとき，どの単語が最も同義語としてふさわしいかを判別する手法を提案してい









choicescore   (2. 1) 
をそれぞれ算出して，最もスコアの高い単語が同義語としてふさわしいとしている．こ


















検索クエリ“Q1 NEAR Q2”とは，単語 Q1と単語 Q2が近接している文書のみを取り出すク
エリである．また，式中の context とは，problem が含まれる文書中の一語を選出したもので
ある． 
3. 1. 1 ヒット数を用いてクエリ単語間の類似度を定義した研究 
2007 年，Cilibrasi ら[2]は検索エンジンのヒット数を利用した単語間の類似度 Google 
Similarity Distance を提案した．検索エンジンにおいて AND 検索を利用することで，単語間
の共起度を取得し，単語 x,y の類似度を次式のように定義している． 
 
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  (2. 3) 
ここで f(x)とは単語 x に対する Google 検索時のヒット数を表し，f(x,y)とはクエリ「x AND 
y」に対する Google のヒット数を表す．また N は任意の x に対して f(x)<N が成り立つよう
な自然数であるとしている． 
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ず 4. 1 において検索エンジンから得られるデータのみを用いてヒット数の信頼性を議論し




4. 1. 1 複数の検索エンジン間でのヒット数を比較した研究 
2008 年，Thewall[8]は Google，Yahoo!， Live Search の 3 つの検索エンジンによって得ら
れるヒット数と検索結果の比較実験を行った． 
Thewall はさまざまなヒット数をとる 2000 個のクエリを選出し，複数の検索エンジンに
よって得られるヒット数の相関を求めたところ，どの検索エンジンにおけるヒット数も高
い相関があるという結果を得た．しかしヒット数の絶対値を比較すると，Yahoo!，Google






4. 1. 2 各検索エンジンから得られるヒット数の正確性を比較し
た研究 
2009 年，Uyar[9]は，Google，Yahoo!， Live Search の 3 つの検索エンジンについてヒッ
ト数の正確性調査を行った．これら 3 つの検索エンジンは検索クエリに該当する Web ペー
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ジの上位 1000 件までを表示する．Uyar は，あるクエリに対する検索結果として取得した
Web ページ総数が 1000 件以下のとき，実際に取得した Web ページ数が正しいヒット数であ
るという仮定を行った上で，表示されるヒット数の正確性を調査した． 
Uyar は，実際に取得した Web ページ数が 1000 件以下のとき，取得された Web ページ数










ErrorofPercentage  (2. 5) 
Uyar は 1000 個のクエリについてエラー率を計算した．結果，エラー率が 10%以下とな
るヒット数は，Google では 78%，Yahoo では 48%，Bing では 23%であると判明し，Google
がもっとも正確なヒット数を返していると結論づけた． 
このように Uyar は，取得した Web ページ数が 1000 件以下のとき，実際に取得した Web
ページ数が正しいヒット数であるという仮定のもとにヒット数の評価を行なっている．し
かしこの手法では，1000 件以上のページが返されたときのヒット数の信頼性評価が不可能
であるという問題がある．5. 1. 2 にて論じるように，検索エンジンは高速化のためにインデ
ックスを削減しており[17]，静的ランキングで下位となる Web ページはインデックスに含ま
れていない可能性がある．そのため，「取得した Web ページ数が 1000 件以下の場合，取得
した Web ページ数がヒット数の正解値である」という前提も定かではない．実際，4. 1. 4
にて紹介する文献[10]において，取得した Web ページ数が必ずしも信頼できる値ではないこ
とが示されている． 





とは検索エンジンが返す検索結果の最大数で，Google, Yahoo!, MSN などの主要な検索エン
ジンは k=1000 である． 





step1. 検索ヒット数を k 以下に抑えるような適切な語（以後，プローブ語と呼ぶ）x
をクエリに加え，"x AND a"というクエリで絞り込み検索を行い，ヒット件数
を得る．このときに得られたクエリ"x AND a"に対するヒット数を n(x, a)と表
記する．  
step2. 絞り込みに使う語 x が Web ドキュメントに含まれる確率 p(x)を求める． 










 確率 p(x)を計算するのが困難である 
 語 a とプローブ語 x の Web 上での出現が独立同分布であるという保証がない 
という 2 つの問題を設定した．これらを解決するために，次に示す学習フェーズを踏む
ことによって適切なプローブ語 x と，p(x)の逆数の近似値 mx（拡大率）を特定できるとして
いる． 
学習フェーズ 
step1. トレーニング語集合 Atrainとプローブ語候補の集合 Xcandを用意する． 
step2. トレーニング語 a’∈Atrainに対するヒット件数 na’と，プローブ語候補 x∈Xcandとの
共起ヒット件数 n(x, a’) を得る． 
step3. プローブ語候補 x の拡大率 mx，分散σ
2
x，およびプローブ語選択の指標値 sxを求め
る．ここで，拡大率 mxとは各トレーニング語 a’∈Atrainに対する na’ / n(x, a’)の平均値
を指す．また指標値 sx とは，拡大率の分散，χ
2 値，Kullback-Leibler 係数，コサイ
ン距離の 4 つの値を用いたプローブ候補語 x に対する適切性評価値である． 
step4. 拡大率の閾値mthre以上の拡大率mxを持つプローブ語候補 xを指標値 sxの小さいも
のから選び，プローブ語 xprobeとする．  
step5. （回帰係数による統合の場合）x∈Xprobeと a’の共起ヒット件数 n(x, a’)を基に na’の








step1. クエリ a を決める． 


































語 a’に対するヒット数が極端に変化してしまうと，プローブ語 x に対する拡大率に大きな
誤差を与える．さらにこの研究は，ヒット数が k 件以下の場合のヒット数は信頼できるとい
う前提をおいているが，4. 1. 2 でも述べたとおり検索エンジンは検索の高速化のためインデ
ックス削減を行っていると考えられるため，この前提が確実に正しいということはできな
い．実際 4. 1. 4 で示すように，値が 1,000 未満のヒット数でも信頼できるとはいえないとい




図 1. クエリ” Ochiai-minami-nagasaki Station”に対する Google のヒット数 
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4. 1. 4 ヒット数の変動幅を検証した研究 
舟橋ら[10]は 500 個のクエリ群に対し，Google, Live Search, Yahoo! Japan, Yahoo!の 4 つの
検索エンジンから得られるヒット数を収集した．このとき，各クエリに対してオフセット
を 10 ずつ変化させながら複数回ヒット数を収集し， 
(1) 検索オフセットが 1 のときのヒット数 hfと検索オフセットが最大のときのヒット数
hlの変動幅 rd = |h1-hf|/h1 
(2) 1クエリに対する一連の検索で実際に取得できた検索結果数 hrが 1,000件未満のとき
に，hrと hlの変動幅 rg = hl/hr 
を検証した． 
その結果，(1)に関しては，rdの平均で 4.7%(Live Search)～63.7%(Yahoo!)の変動があるこ
とや，Google，Yahoo!に対する rdの分散がそれぞれ 0.609, 1.761 と大きな値になっているこ
とがわかった．また(2)に関して，Google, Live Search, Yahoo! Japan では 5～6 割のクエリに





得できた検索結果数が 1,000 件未満であってもその値は正しい[9]」「1,000 件未満のヒット数
は信頼できる[14]」)を覆したという点で意義のあるものだが，結論としてどのヒット数が
最も信頼できるかという点は明確に述べられていない． 
4. 1. 5 信頼できるヒット数が得られる条件を考察した研究 
舟橋ら[11]は Google，Yahoo!，Bing の 3 つの検索エンジンについてヒット数変動調査を
行い，検索エンジンが信頼のできるヒット数を返す条件を考察した． 
まず，舟橋らはヒット数の変動が起こるきっかけが，次の 3 ケースであると特定した． 
Case 1. 短時間に繰り返し同じクエリを利用して検索した場合 
Case 2. 短時間に繰り返し「次へ」ボタンをクリックした場合 
Case 3. 検索を行う日時を変えた場合 






Case 1. 検索フィルタの影響を受けない場合 
Case 2. 検索開始オフセットが最も大きい場合 






4. 2 他のコーパスを用いてヒット数の正確性を調査した研究 
Keller ら[13]は，“形容詞+名詞”，“名詞+名詞”などいくつかの品詞の組み合わせで計 540
クエリを構成し，Google と Altavista におけるヒット数と，2 種類のコーパス(BNC[19], 
NANTC[20])における出現頻度とを比較し，結果として高い相関を得たとしている．例えば
“形容詞+名詞”のクエリに対する Google のヒット数と BNC における出現頻度を比較した




























表 1. ヒット数の信頼性を対象とした研究のまとめ 





































ジンの基本構成・高速化手法について述べる．次に 5. 2 においてヒット数が誤差を生む原
因について論じる． 
5. 1 ヒット数の概算方法に対する考察 
5. 1. 1 検索エンジンの基本構成 




























図 2. 検索エンジンの基本構成([15]より引用) 
 





Jansen ら[16]は，ほとんどの検索エンジンの利用者が検索結果に対して上位 20 件までし
か閲覧しないという報告をしている．そこで，クエリに対して検索結果をランキングし，
ある一定数のページを取得した時点で検索処理を打ち切る Early Termination と呼ばれる高
速化手法が提案されている． 







5. 2 ヒット数が誤差を生む原因の考察 
5. 2. 1 検索の前処理による誤差 
検索エンジンはユーザからクエリを受け取ると，検索処理の前段階として図 2 中のQuery 




られる．なお，Google や Yahoo! Japan 等，代表的な検索エンジンは，クエリやクエリを構
成する単語を二重引用符（“”）で囲って検索をかけることにより，入力したクエリに対し
て前処理を行わせず検索を行うことができる完全一致検索機能を有している． 





























5. 2. 3 検索オフセットの変化による変動の原因 
舟橋ら[11]が示すように，ヒット数は検索オフセットを変えて検索を行うと大きく変動す


























5. 1. 2 で述べたとおり検索エンジンは処理の高速化のために，多くのユーザが利用す

















第6章 Web における単語統計取得手法 
本章では Web 上の網羅的な文書に対する単語統計を取得するための手法を論じる．まず
6. 1 において Web クローリング方法の概要を述べ，次に 6. 2 においてクロールされたデー
タから文書頻度を取得する手法を論じる． 
6. 1 Web クローリング方法 
本研究では，[24]にて提案されたクローラを用いる．以下では，クロールのシード選出，
クロールの範囲と制限，クロールの終了条件について論じる． 




録 I 参照）． 






を避けるため，cgi や GET パラメータを含む URL を排除し，静的なページを示す URL のみ
をクロールの対象とした． 
6. 1. 3 クロールの終了条件 
終了条件を次のように定める． 
1. あらかじめ定められたクエリ群 Q に対し，クロールデータに対する出現確率をリア
ルタイムに監視する．すなわちクロール済み文書数が n である時点におけるクロール
済文書群を Dnとしたとき，∃q∈Qに対して出現確率 DFn(q)/n を監視する．ここで，
DFn(q)とは Dnにおけるクエリ q に対する文書頻度である（第 2 章参照）．なおクエリ





文書数の rd%の増加に対し，出現確率の変動が rp%以内に収まっていることを指す． 
6. 2 文書頻度のカウント手法 
クロールデータから文書頻度を取得する方法を述べる． 
6. 2. 1 文書頻度を取得するクエリの選定 
以下に示す 2 通りのクエリ群 Q1, Q2を選出した． 
 Q1：Wikipedia のタイトルから，5. 2. 1 で述べた 4 つの観点（単語数・出現頻度・言
語・トレンド性）にばらつきがでるように 6,300 件選出したもの．まず Wikipedia の
タイトルを 50,000 件ランダムに抽出し，その中で単語数・出現頻度・言語が一様に
分布するように 5,900 件のクエリを選んだ2．次に Wikipedia のページアクセス数を元
にトレンド語を 400 件選出し，クエリ群に加えた．詳細を表 2 にまとめる． 
 Q2：Yahoo! Japan の 2007 年 12 月のクエリログにおいて頻出順に並べて現れた上位
10,000 件．頻出語は多くのユーザが検索をおこなうクエリであり，特に重要なクエリ
と考えられるため，頻出度をもとにクエリ選定を行った． 
表 2. クエリ群 Q1選出の基準 
項目 選出した条件 
単語数 1～3 語 
出現頻度 
Yahoo! Japan Web 検索 API[29]で 




上位 1,000 件に入るものとそうでないもの 
 




                                                        
2
 合計で 6,000 件のクエリを選出する予定であったが，50,000 件のクエリ候補のうち 
[日本語/2, 3 語/106,107]を満たすクエリが計 100 件足りなかったため 5,900 件となった 
3
 2012/10/29 – 2012/11/4 の間で検索オフセットを 0 にして取得したヒット数の中央値を採用 
4





(ii) 6. 2. 3 にて述べる文書頻度の妥当性検証によって，どのような処理を経て得られた文
書頻度が Web 上の文書頻度として最も妥当性が高いかがわかる 
という利点が得られる． 
 






































結果として，表 3 に示す 8 種類の文書頻度データを得る．表中の○は該当モジュールの処
理を施す場合，×は施さない場合を意味する． 
表 3. 取得する文書頻度データの種類 
データラベル 
モジュール 
フィルタ ページランク 本文抽出 
1 × × × 
2 ○ × × 
3 × ○ × 
4 ○ ○ × 
5 × × ○ 
6 ○ × ○ 
7 × ○ ○ 






6. 2. 3 取得した文書頻度の妥当性検証 
本研究では，ヒット数の正確性を評価するにあたり， 6. 2. 2 の手順によって取得した単
語統計を Web 全体の単語統計の正解セットとみなす．このため，得られた文書頻度が Web
全体の文書頻度と十分近似しているという妥当性に対する強い裏付けが必要である．そこ
で取得した文書頻度の妥当性を次の 2 つの観点から裏付ける． 
クロール時における出現確率の収束性 












7. 1 使用したデータの概略 
7. 1. 1 クロールデータ 
Wikipedia外部リンク集[25]から政府 / 企業 / 大学系ページを抽出して得られた 7,882個
の URL をシードとし，2013 年 1 月 13 日～同月 16 日の間に収集したデータを用いる．クロ
ールの終了条件を，「クロール済みの文書数 10%の増加に対し，{Q1, Q2}に含まれる 95%以
上のクエリに対する出現確率の変化が 10%以内に収まったとき」と定めた． 
クロールされたデータの規模に関する基本的な情報を表 4 に示す 
表 4. クロールデータ規模 
収集ページ数 41,818,191 pages 
データサイズ 1.26 TB 
サイト数 3,232,525 hosts 
7. 1. 2 ヒット数データ 
Yahoo! Japan が提供する Web 検索 API[29]を用い，6. 2. 1 で述べたクエリ群に対しヒット
数を収集した．Wikipedia タイトルから選出したクエリ群 Q1については 2012 年 12 月 17 日
～2013 年 1 月 18 日の間，Yahoo! Japan 頻出クエリから選出したクエリ群 Q2については 2013





なお，ヒット数は各クエリにつき検索オフセットを 1～400 の間で 100 刻みで変化させて
収集した．検索オフセットの上限を 400 としたのは，オフセットを 500 以上としたとき，
多くの場合使用した検索 API が検索結果を返さなかったためである． 
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7. 2 ヒット数の正確性評価指標 





































ここで， x , y はそれぞれ x, y の母集団の標本平均を指す．本研究においては，q∈Q























7. 2. 2 ヒット数と文書頻度の比の標準偏差 
以下の議論から，ヒット数と文書頻度の比を各単語に対して得たときに，その標準偏差
を正確性評価指標として用いることができると考えた． 
いま，十分巨大な文書群 Dに対して，クエリ q の出現確率 p(q)が文書群の選び方によら
ず一定であると仮定するならば，あるクエリに対する文書頻度は D 中の文書数にのみ依存
する．すなわち検索エンジンがインデックスしている文書数 N，クロールされた文書数 N’






を得る．この k は理想的には q∈Qに依らず一定であることが期待される．したがって，
各 q∈Q につき 
)(/)()( qDFqHitqk   
を計算したとき，k(q)の標準偏差が小さいほどヒット数の正確性が高いと見なすことがで
きる． 
7. 3 文書頻度データの概略 
クロールデータから抽出した文書頻度データセットの概略を示す． 
7. 3. 1 文書頻度の分布 
選出したクエリのクロールデータにおける文書頻度の分布は図 5 のようになった．Q1, Q2
双方ともに，全く出現しなかったクエリが全体の 3%前後見られるが，その他に関しては幅
広い出現確率をとるクエリ群を選出できていることがわかる． 
Q1 は事前にヒット数を観測し，ばらつきがでるように選出したため Q2 と比べて分散の





図 5. クロールデータおける Q1, Q2の文書頻度の分布 
7. 3. 2 出現確率の推移 

















図 6. クエリの出現確率の推移 






は関連研究[13]にならい BNC[19]を使用し，日本語クエリに対しては Google N-gram[32]を
用いた．Google N-gram は 2007 年に Google によって公開された，約 200 億文の日本語デー
タから作成した 1～7 gram の出現文書数データセットである．ヒット数とは異なり，概算値
ではなく正確に数え上げられた頻度であるため，Web 上の単語出現頻度の指標として信頼
性が高いと考えられる6． 
散布図を図 7 に示す． 
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(a) 英語のクエリに対する結果 (BNC との比較) 
 
(b) 日本語のクエリに対する結果 (Google N-gram との比較) 
図 7. 固定的なコーパスにおける文書頻度とクロールデータに対する文書頻度との比較 
英語，日本語ともに強い相関が見受けられる．これは取得したクロールデータに対する
文書頻度の妥当性を裏付ける根拠と見なすことができる． 
7. 4 ヒット数の正確性評価結果 
7. 4. 1 散布図と相関係数 
















次に Q1と Q2それぞれの文書頻度についてヒット数との相関係数を示す．  






Q1 0.807 0.798 
Q2 0.860 0.694 
7. 4. 2 ヒット数と文書頻度の比の標準偏差 
7. 2. 2 で論じたように，k(q) = Hit(q) / DF(q) を各 q∈Q1 について計算した．k(q)の分布と
その自然対数 ln{k(q)} の分布をそれぞれ図 9 に示す． 
 





図 9. Q1に対するヒット数と文書頻度の比の分布 
興味深いことに，k(q)は対数正規分布によく近似しているという結果を得た．表 8 に k(q)
に関するいくつかの統計量を示す． 
表 6. ヒット数と文書頻度の比 k(q)に関する統計量 
 平均 中央値 標準偏差 
k(q) 446 164 4305 
ln{ k(q) } 5.13 5.10 1.15 







ln{ k(q) }の平均値 5.13を用いて kを復元した値 exp(5.13) = 168とも近似しているから
である． 


















較においては誤差の分布が 0 を境に対象形に近い形をとるように Hit(q)と k*DF(q)の
うち小さい値を分母に採用するようにした．例えば一般的な誤差率で計算した場合，
Hit(q)が k*DF(q)と比べて極端に大きい場合，誤差率は絶対値の大きい正の値を取りう




ヒット数の誤差分布を図 11 に示す．ただし全データ 6,300 件のうち，文書頻度または
ヒット数が 0 のもの(106 件)を除いている．また，グラフの可視性のために，外れ値
を取るデータ(第 1 四分位点-1.5*IQR～第 3 四分位点+1.5*IQR 7の範囲から外れるも
の：877 件)も除去している． 
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図 11. ヒット数の誤差分布 
誤差が 0 であるクエリが最も多く(2.05%)，誤差の絶対値が大きくなるに従ってその誤差
を取るクエリ数が左右対称に減っていく傾向が見て取れる．調査の結果，誤差が-5.15～5.15
の範囲を取るクエリが全体の 90.0%を占めていた．つまり，検索エンジンからクエリ q に対




















の比にのみ依存する．図 13 はクエリ a, b に対するヒット数 Hit(a), Hit(b) （Hit(a)<Hit(b)）
を取得したときに，正しい文書頻度 Df(a), Df(b)がとる確率分布を示したものである．それ




図 13. 2 クエリのヒット数を取得した際の正しい文書頻度の確率分布例 
クエリ b に対してヒット数 Hit(b)を取得したとき，b の正しい文書頻度 Df(b)=n だったと




a dmmp )( である．クエリ b の正しい文書頻度が




ab dmmpnp )()( である．最後に，n の取る範囲は 0～∞









実測値を用いて Prob.error を計算し，「2 クエリに対するヒット数が r 倍離れていたとき




図 14. 2 クエリのヒット数比と大小関係が誤っている確率の関係 
2 クエリのヒット数間の比が大きいほど，その大小関係が誤っている確率は低くなる．
ヒット数比が 2 倍だと 31%, 5 倍だと 13.5%の確率で大小関係に誤りが生じる．また，大小
関係が正しいことを 95%の確率で保証したいならば 12 倍以上，99%の確率で保証したいな













図 15. 2 クエリのヒット数比 – 正しい文書頻度の比が一定以上である確率の関係 























(a) クエリを二重引用符で囲った場合（図 8 の再掲） 
 
(b) クエリを二重引用符で囲わない場合 












囲う(表 5 の再掲) 0.860 0.694 










を表 8 に示す． 






1 0.709 0.827 
2 0.362 0.796 





語数 1 のクエリと単語数 3 のクエリとで相関係数が同等であることからも，単語数の
違いによってヒット数の正確性に差異があるとは言えない． 







図 18. 単語数が 2 のクエリに対するヒット数と文書頻度との比較 
なお，7. 4. 6 における議論と関連するところではあるが，図 18 で外れ値をとっている
クエリのヒット数の時系列上での変化を見たとき，図に示すように大きな変動が確認
された．このことから表 8 で単語数 2 のクエリの相関係数が低い原因は，複数単語か
ら成るクエリに対する検索エンジン内でのヒット数概算方法に定常的な誤差がある
というよりは，5. 2. 4 で述べた時系列上でのヒット数変動に大きく起因しているもの
だと考えられる． 
 












英語 0.578 0.818 




図 20. 英語，日本語のクエリに対するヒット数と文書頻度との比較 
 
クエリのトレンド性： 
Wikipedia のページアクセス数を元に選出されたトレンド語 400 件のクエリのみで比











トレンド語 0.909 0.602 
Q1全クエリ（表 5 の再掲） 0.807 0.799 
 
 














書頻度とを比較した．図 22 に散布図を示す． 
 
図 22. ヒット数が時系列上で安定したクエリに対するヒット数と文書頻度との比較 
図 8 と比べてより強い相関が見て取れる． 
表 11 に相関係数を示す． 






Q1内の安定したクエリ 0.897 0.800 


















まず，オフセットが 1 のときのヒット数 hfと，オフセットが最大のときのヒット数 hlの
表した散布図を図 23 に示す． 
 
図 23. オフセット変化によるヒット数変動 
基本的に高い相関があるが，変動の大きなクエリもいくつか見受けられる．調査の結果，
hfを基準として hlが 50%以上増減しているクエリは 107 件(全体の 1.75%)存在した． 





図 24. 最大オフセットにおけるヒット数と文書頻度との比較 
そもそも hfと hlの差が大きいクエリの数が限られているため図 24 からは明確な差が確認
できない． 














7. 4. 8 文書頻度の取得方法別の比較結果 





まず図 26 に，q∈{Q1, Q2}に対して，ページランクによるフィルタをかけた場合とか
けていない場合とで取得した文書頻度の関係を表す散布図を示す．ページランクによ





図 26. PageRank フィルタをかけた場合とかけない場合との文書頻度比較 
グラフ中の直線は，文書群からランダムに 25%, 50%, 75%選出した場合に得られる文











「や」等，ひらがな一文字からなるクエリ（これらのクエリは Yahoo! Japan の人気ク
エリに含まれていた）のほか，「マップ」「平成」「株式会社」など，直感的に質の高




表 12. フィルタをかけた場合の文書頻度が期待値よりも高いクエリの例 
き お や な マップ 
〒 株式会社 環境 概要 東京 
次に，q∈Q1に対して，ページランクの高い Web ページ群における文書頻度とヒット
数間の相関係数を表 13 に示す． 







上位 25%の Web ページ 0.770 0.769 
上位 50%の Web ページ 0.774 0.781 
上位 75%の Web ページ 0.795 0.790 
全ページ（表 5 の再掲） 0.807 0.798 
2 つの相関係数ともに，ページランクのフィルタをかけない場合のほうが，かけた場
合よりも高い値をとっている． 












上位 25%の Web ページ 0.658 0.708 
上位 50%の Web ページ 0.668 0.725 
上位 75%の Web ページ 0.696 0.736 
全ページ 0.724 0.748 
















まず図 27 に，q∈{Q1, Q2}に対して，重複削除をした場合としない場合とで取得した
文書頻度の関係を表す散布図を示す． 
 
















重複削除後の Web ページ 0.801 0.799 




て相関係数を計算した結果を表 16 に示す．  






重複削除後の Web ページ 0.644 0.627 








ット数間の類似性に違いがでるかを調査した結果を表 17 に示す． 
2 つの相関係数ともに，本文抽出を行わない場合のほうが高い値を示している． 






本文抽出を行った場合 0.630 0.767 














最後に，7. 4 節で得られた知見を表 18 にまとめる． 
表 18. ヒット数の正確性評価によって得られた知見 









保証するには 2 クエリのヒット数間が 31:1以
上離れている必要がある 
7. 4. 1 
～ 




7. 4. 4 




7. 4. 6 
検索オフセットを変化させた 
場合の正確性評価 
・明確な傾向は見られない 7. 4. 7 
















本論文では，4,000 万の Web ページを収集し，計 16,300 件のクエリに対してヒット数と








特定し，例えばヒット数が正確な文書頻度と比べて 1/6.15～6.15 倍の範囲を取る確率が 90%















議論で研究の進展に貢献してくださった New Jersey Institute of Technology の Andrew Sohn
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付録I クロールに使用したシード URL の例 
属性 URL 
日本語圏 英語圏 
政府系 http://www.kantei.go.jp/ http://www.usa.gov/ 
http://www.mof.go.jp/ http://www.treasury.gov/ 
http://www.mext.go.jp/ http://www.ed.gov/ 




































7. 3. 3 にて述べた，BNC・Google N-gram と取得したクロールデータに対する文書頻度間
の相関検証に用いたクエリ一覧を示す． 
表Ⅰ. 1. 取得した文書頻度の妥当性を検証する際に用いたクエリ一覧 
英語のクエリ(BNC との比較) 日本語のクエリ（Google N-gram との比較） 
shop upper supreme 夢 人物 写真 
key office lock 免許 名字 地球 
chip share it 明治 検索 休息 
an national earth 法事 国旗 流星 
ship air avenue 民法 電話 チェス 
milk ray lie 咳 面接 こたつ 
speed sky ice 時差 紅葉 東京 
next access mix 時間 大学 めまい 
rich sweet you 官報 皇居 自衛隊 
humanity red more 絵文字 干支 電報 
real life his 無料 環境 平成 
hero reality beat 住宅 財布 家電 
word impress fat 特番 稽古 イベント 
number birth ask 建築 梅干し 天然記念物 
news wave abroad キリン 株式会社 物置 
faith ok lost ニュース 居酒屋 通販 
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