Research syntheses suggest that verbal cues are more diagnostic of deception than other cues. Recently, to avoid human judgmental biases, researchers have sought to find faster and more reliable methods to perform automatic content analyses of statements. However, diversity of methods and inconsistent findings do not present a clear picture of effectiveness.
Introduction
Meta-analytic findings indicate that human judges are just slightly better than chance at discriminating between truths and lies (Bond, & DePaulo, 2006) . Likewise, meta-analyses of training programs designed to teach lie detection have shown a small to medium effect size in improving judges' detection accuracy (e.g., Hauch, Sporer, Michael, & Meissner, 2010) . Together, these findings suggest that there is a great need to better understand factors involved in deception and find ways to improve its detection. Attempts at these tasks have led researchers to use computer programs to analyze linguistic markers in truthful and deceptive statements. A number of verbal cues have been shown to differ in lies and truths (DePaulo, Lindsay, Malone, Muhlenbruck, Charlton, & Cooper, 2003; Sporer, 2004 , Vrij, 2008 , and teaching content cues has shown to improve detection more effectively than teaching nonverbal or paraverbal cues (Hauch et al., 2010) . The automatization of lie detection is appealing for at least two reasons. First, such systems can be considered more objective than human judges who are prone to biases (Levine, Park, & McCornack, 1999) . Second, online judgments of various deception cues from videos or transcripts can tax the cognitive capacity of judges and lead to time delays and errors. Researchers have used different computer programs for the evaluation of the truth status. Computers can quickly analyze large amounts of text and provide more reliable data. Moreover, the linguistic categories evaluated across studies have varied. In some cases, the direction of the effect for the same linguistic categories has been opposite across studies, or opposite to theoretically-based predictions. These methodological differences and inconsistencies in findings calls for a quantitative analysis and integration of findings. This is the goal of the present meta-analytic review.
Method
After a thorough literature search (Social Sciences Citation Index, PsycInfo, Dissertation Abstracts, Google Scholar, and cited reference searches), a large number (k = 84) of published and unpublished studies were located. Studies were only included into the meta-analysis if they meet several inclusion criteria. 
Inclusion Criteria

Exclusion Criteria
• Psychophysiological methods or use of subjective ratings; • Ground truth of real statements only established from verdicts or media commentaries (or not established); • Only computer-analysed linguistic variable is "word count".
Thirteen studies using the Linguistic Inquiry Word Count (LIWC) program (Newman, Pennebaker, Berry, & Richards, 2003) met the inclusion criteria. The initial statistical synopsis of these LIWC studies is presented below. The conference presentation will additionally include the meta-analysis of all other studies meeting the inclusion criteria (k = 16) using different computer programs (e.g., General Architecture for Text Extraction (GATE), Agent99-Analyzer, CohMetrix).
Independent Variables Coded
(a) number of senders, (b) number of linguistic categories used, (c) medium used by senders to provide accounts, (d) type of and valence of the event, (e) senders' motivation, (f) senders' preparation, (g) theory motivating the selection of categories, and (h) predictions for specific categories.
Dependent Variables Coded
(a) Effect sizes for each category in discriminating between truths and lies, (b) logistic regression or multiple discriminant analysis results for truths, lies, and overall classifications, and (c) reliability of each category.
Effect Size Measure
In order to compare the results from different studies, we computed the standardized mean difference as an effect size, which is referred to as Cohen's d (1988) . Formula for computation of Cohen's d and for the entire meta-analytic procedure can be found in Cooper, Hedges, and Borenstein (2009), Hedges and Olkin (1985) , or Lipsey and Wilson (2001) . Cohen (1988) cautiously classified the effect size d into three categories of magnitude, with d = .20 defined as small, d = .50 defined as medium and d = .80 defined as large effect sizes. If a specific linguistic cue was more often used during deception than in a true story, d becomes a negative sign. In case a linguistic cue occurred more often during a true than a deceptive story, d becomes a positive value.
Results and Discussion
Descriptive Analyses
Results of k = 13 LIWC studies (from 9 sources; k = 5 published and k = 4 unpublished) revealed that most of the studies (k = 11) examined English transcripts, and two either Spanish or Dutch transcripts. In sum, 1143 transcripts were analyzed with a mean of 111 per study, which were given (handwritten or typed (k = 5), audiotaped or videotaped (k = 6) by 697 individuals. Senders' task was to lie or tell the truth about different topics, and in 38.46% of cases the story's valence was negative. Senders were slightly motivated in 60% of the studies, either receiving a small amount of money or a short verbal instruction. Before analyzing the transcripts, they were corrected for errors (according to the manual) in 9 studies, whereas the remaining 4 did not report on that. From 68 default linguistic LIWCcategories, on average, 42 dimensions (k = 10) were analyzed at times with respect to a theoretical background (e.g., cognitive or emotional approaches, Reality Monitoring). Other categories were excluded due to a low base rate or due to nonsignificant findings. No significant differences between liars and truth-tellers emerged for word count (Figure 3 ), the use of sensual and perceptual words, cognitive mechanisms or certainty words. Although we found significant differences for some categories, we have to be aware of their general small magnitude (mean of all unweighted and absolute ds = 0.122, mean of all weighted and absolute ds = 0.137) and the small numbers of studies within each meta-analysis. While some linguistic categories included in LIWC studies do not appear to have empirical precedence (e.g., motion verbs), others do have support from cognitive and emotional theoretical approaches (Bond & Lee, 2005) . It has been proposed that truth-tellers make more selfreferences because they are more likely than liars to associate themselves with the communication. Similarly, whereas truth-tellers are believed to use more exclusive words, signaling more complex explanations of what occurred, liars are believed to engage less in such explanations. Time, affect, space-related, and sensory words are features in accounts based on experienced events as predicted by the Reality Monitoring framework (Mitchell & Johnson, 2000; Sporer, 2004) . Negative emotion words are predicted to be higher in deceptive than true statements due to guilt or anxiety associated with the act of deception (Vrij, 2008) . These predictions were partially supported by the current meta-analysis. Further meta-analyses with other computer programs (e.g., Fuller, Biros, Burgoon, Adkins,
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