Abstract: The aim of this work is to track speci c anatomical structures in temporal sequences of echocardiographic images. Ultrasound images are available in two broad data types: raw or video data. Di erent stochastic processes using di erent kind of information are compared on the basis of these two data types.
Segmentation d'images echocardiographiques par champs de Markov 1 Introduction
Motivation and objectives
In 6] a model of segmentation for cardiac cavities in ultrasound images has been presented. This model is operating with video data and supposes that grey level values of pixels inside the cavity follow a normal law with constant mean and standard deviation. It supposes also that cavity's boundary includes a lot of points having a high gradient norm value, and that the boundary is smooth. Section 2 will explain how these properties are mathematically translated; why this model is sometimes inaccurate; and why we found necessary to de ne a spatio-temporal model 7] . This new model includes temporal properties in three di erent ways: in the rst place we include a temporal neighborhood in the Markov random eld model; secondly we use, inside the segmentation process, the result obtained from the previous image of the sequence; and thirdly we use a geometrical constraint on the cavity's center of mass.
In section 3, we analyze the limitations of these models and study their accuracy. Finally, in section 4, we will present a new spatio-temporal model running either on video data or raw data. We translate the three previous spatial properties in a di erent way to avoid the segmentation problems discussed in section 2. In the same manner, we de ne di erently the temporal constraints in order to take two di erent types of temporal motion into consideration: the cardiac boundaries are moving slowly during the cardiac cycle; the mitral valves are moving very fast.
A study of the stability of our segmentation process w.r.t. the iteration count of the optimization is presented. We also show how the algorithm operates on raw data.
Results are presented all along the sections of this paper, as are also described some cases of inaccuracy and improvements of the segmentation process.
Previous work
Gibbs elds or Markov elds are standard probabilistic tools in statistical mechanics. The link between Gibb's laws and two dimensional Markov properties goes back to a famous theorem of Hammersley. However applications of these notions to images viewed as two-dimensional arrays is much more recent, and a major step in that direction was D. and S. Geman's paper on image restoration 4]. The aim of the work presented here is non supervised segmentation based on a region growing algorithm 1], 9]. Our paper is concerned with a special case of a region growing algorithm segmenting a cardiac cavity on ultrasound images.
We are also concerned with direct use of ultrasonic raw data, before transformation to cartesian video data. To our knowledge very few studies are done directly on these data 5, 8], but we have veri ed that the quality of edges and extracted features can be enhanced on these images.
The spatial model
This model is extensively described in 6]. In this section we only summarize its properties, show how they are mathematically translated and also illustrate its limitations with sample images on which it leads to inaccurate segmentation. Fig. 1 displays the echocardiographic data and the cavity of interest. These data were obtained on a VINGMED echograph from Henri Mondor Hospital, France (Thanks to Gabriel Pelle). X = (X s ) s2S de nes the segmentation process: x = (x s ) s2S 2 and x s = 1 () s is inside the cavity; we denote by C(x) the set of pixels inside this cavity; s is the neighborhood of s; y = (im; g; e) denotes the observation, as a result of process Y = (Im; G; E); x 0 is an initial segmentation for the cavity, used at the initialization of the optimization process; lastly, P is the conditional probability of X knowing Y . P(X=Y = y) = exp(?U(X=Y = y))=Z y in the mathematical framework of Gibbs distribution and Markov random elds 4].
It is important to explain how visual properties of the echocardiographic sequence are mathematically translated. Indeed, our choice is not the only possible one, and it might have to be revised each time results are considered as insu cient or inaccurate:
the grey level values of the pixels inside the cavity are homogeneous. This property is translated into the following assumption: 8s 2 C(x); im s N( ; 2 ): the grey level value of each pixel of the cavity follows a normal law of constant mean and constant standard deviation .
This property de nes a rst term, U 1 , of the energy function, which is minimized during the optimization process:
f(y) being a local threshold.
RR n 2424 { f(y) may be constant, equal to the value T, where T is de ned by the normal law f(y) = T + g s (1 ? e s );
being a parameter with positive value. The value of U 1 (x; y) is then decreasing if points with high gradient norm value are labelled as being inside the cavity.
The third visual property concerns cavity's smoothness and boundary's smoothness. This property is expressed in an Ising model: the probability that a pixel is labelled 1, or -1, becomes higher if points in the neighborhood possess the same label. This is expressed by a second term of the energy function:
being a positive parameter.
We suppose that X = (X s ) s2S is a random eld, de ned on , with a Gibbs distribution associated to the neighborhood system f s g:
Z ; where:
this is an a priori probability distribution law for X;
is called the partition function.
We suppose also that Y = (Y s ) s2S is a random eld on = ? ? , and that its conditional distribution, knowing X = x, is: x s x t ; (6) and Z y = X x2 e ?U(x=y) : Knowing a realization y of the random eld Y , we are looking for the realization x of the random eld X, which maximizes the a posteriori distribution of X knowing Y = y. In other words, we seek: x = arg max x2 ( (x=y)) :
x is called Maximum A Posteriori (MAP) estimator of (x=y).
Moreover U(x=y) can be written:
where C is the set of singles fsg and pairs fs; tg, with t 2 s , and U c (x=y) is de ned by:
U fs;tg (x=y) = ? x s x t .
(x=y) is a Gibbs distribution associated with U(x=y) and C. Hammersley{Cli ord's theorem demonstrates the equivalence between Markov random elds and Gibbs distributions. Computation of the exact minimum of the energy function or the exact maximum of Gibb's distribution is time consuming, so we use approximations to get the cavity's boundary. Because this segmentation process uses only two labels, 1 and -1 (inside and outside the cavity), and since the cavity is connected, we make the choice of an Iterated Conditional Mode method (ICM) 2], which does not produce a global minimum of the energy function but is a fast deterministic algorithm: knowing an initial segmentation x 0 , we maximize iteratively, at each pixel s of the image, the local conditional probability ( is estimated with the following principle: in a rst phase of the segmentation, the model is used without any gradient property ( = 0). Then, starting from the initialization x 0 , we obtain a rst result x 1 . is estimated on the boundary of C(x 1 ) using the following property: that is to say that the local threshold is increasing as pixels with high gradient norm values are included inside the cavity during the growing process.
But we found this algorithm inadequate due to the following problems:
the segmentation escapes outside of the cavity when the mitral valve is open (see Fig. 2 ); the result of segmentation is not stable as the number of iterations of the ICM increases (see Fig. 3 ). To avoid the rst problem, we try to add temporal properties and begin with a rst simple solution by adding a temporal neighborhood into the Ising model. The new neighborhood system is 0 s = f s ; s n?1 ; s n+1 g where s is the spatial neighborhood and s n?1 , s n+1 are the pixels, at same position than s, on the previous image and on the next image of the sequence (n is the count of the studied image). The probability that a point is labelled 1, inside the cavity (or -1, outside the cavity), becomes higher if the point has the same label on the previous image or on the next image.
However, this simple constraint is very strong and the segmentation result becomes too stable from an image to the next, and some modi cations of the cavity are lost. On another hand, this temporal constraint is able to solve the problem of the opening of the mitral valve as shown on Fig. 4 : the result of segmentation does escape from the cavity. We concluded that temporal information has to be used in a di erent way. We de ne a more precise spatio-temporal model that is presented and discussed in the following section.
The spatio-temporal model This model, published in 7]
, is a temporal extension of the previous one.
Firstly, we have to be more speci c about grey level values. So we transform the rst term in the energy function in the following way: U 1 (x; y) = X s2C(x) im s ? s 2 ? f(y) ! ; (9) so that it admits a local mean s . This local mean must express the fact that the grey level values become lower (i.e. darker) in the region of the cardiac muscle, where the gradient norm has high value. We then de ne:
f(y) = T, this threshold has a constant value corresponding to the normal law model; s = 0 + kg s (1 ? c s ), k being negative, the value of s is then decreasing from the center to the cavity's boundary.
As a matter of fact, these di erent mathematical formulations give the same results. Only the necessary number of ICM iterations becomes lower if one uses a local mean in which the gradient norm property is taken into account.
We then de ne new temporal properties to express the temporal regularity of the cavity over the sequence. This new model makes use of a reference cavity called C ref obtained by the result of the segmentation process on the previous image of the sequence (on the rst image C ref may be de ned interactively or may be obtained by the spatial model). This cavity is used in two ways:
for a point labelled 1 on the reference cavity, the probability that it keeps the same label becomes higher. This is why we add a new term to the energy function: We also suppose that the position of the center of mass is not varying from an image to the next. This global constraint cannot be easily translated into a Markov random eld formulation and we approximate it by adding an isotropic constraint on the distance between each pixel of the cavity and the center of mass of the reference cavity (its coordinates are (k ref ; l ref ) We have used this model on the video images to get the following conclusions:
The use of a reference cavity is restrictive. Indeed let dm be the maximal distance on the reference cavity between the mitral valve and the center of mass. The model makes the assumption that this maximal distance will be less than 1.1 dm on the next image of the sequence. This is quite an important temporal smoothness assumption, which depends on the temporal resolution of the sequence. It is more or less di cult to ensure.
The temporal constraint is isotropic: it does not allow for the segmentation to grow inside the other cavity (because of the choice of dm) but it does not prevent penetration in the other parts of the boundary, which are less far from the center of mass than dm: if pixels are nearer than dm the label 1 is prefered. This is shown on We have discussed why the previous modelisations on temporal information are inaccurate:
spatio-temporal neighborhoods includes information that is too local, the center of gravity property is a constraint that is too important and also includes an isotropic property.
In fact we need a temporal regularity constraint in the region of the mitral valve because it is varying very fast.
In this region we have the following properties:
the value of the spatial gradient (g s ) is low, the value of the temporal gradient (gt s ) is high. 
Now t loc becomes very low in the region of the mitral valve and the growing process will stop because we impose x s = ?1 (outside the cavity) when reaching this region.
The thresholding functions include a weighting coe cient that must verify the following 
is estimated with the result of the spatial model on the rst image of the sequence. We studied this model with the following choices for c and F(x) = 1?x a 1+x a ; a > 1, c is the mean of the norm of the spatial gradient on the whole image, c 0 is the mean of the norm of the temporal gradient.
The value of a allows to adjust the slope of the functions. We choose a = 2.
With these choices, we tested the model on video data and on raw polar data and concluded that:
The results obtained with this model are better, even if the mitral valve is open, as is shown on Fig. 7 (left) .
Moreover, the result are more stable regarding to the iteration count of the ICM algorithm. This is illustrated on Fig. 7 where the result with 5, 10 or 20 iterations of ICM are displayed from left to right. On the right image, we can observe penetrations in the borders of the mitral valve only because the segmentation algorithm works with pixels with high gradient norm values inside the cavity. We tested our model on original raw data obtained from the echograph before conversion into cartesian coordinates (the conversion into cartesian coordinates is used by the physician which looks at the data displayed on a video device). The size of these images is very low: 64 lines (each for one ultrasound ray) of 512 pixels. Fig. 8 displays one of these images and the studied cavity. A rst question involves the scanning process of the image. We used a classical line by line scanning illustrated on Fig. 9 . Since the shape of the cavity is elongated horizontally, it is worth studying these polar images after a 90 rotation. Figs. 10, 11, 12 display the results of this model on three di erent polar images. 
Conclusion
In this paper, we have compared di erent stochastic processes for segmentation, running either on video data or original polar data. We have made the conclusion that the following properties must be taken into account for segmentation: homogeneity of grey level values: this property must be expressed with a local mean to ensure acceptable computation time; attraction of the boundary of the cavity (during the region growing process) by the pixels with high gradient norm values; this property is included inside the local mean formulation; spatial smoothness of the result, obtained with the help of an Ising model for example; temporal regularity of the segmentation: we have seen that making use of a local temporal neighborhood is too restrictive and that a global geometric constraint on isotropy is not valid for raw data; our solution makes use of temporal gradient: this is a local constraint that takes into account all the images for a recursive implementation.
We have presented our results for di erent models expressing di erent properties, illustrating problems that may appear and we made the choice of a particular model operating either on raw or video data.
