Abstract-Methods to find the optimum non-uniform onedimensional (1D) antenna array geometry for maximizing directivity are presented. These methods develop a novel objective function to incorporate with the extremum seeking control methods considered. A comparison is performed between the major extremum seeking control approaches for solving the resulting optimization problem: (a) Perturbation-based Extremum Seeking Control (PESC), (b) Numerical Optimizationbased Extremum Seeking Control using Particle Swarm Optimization, to confirm the validity and the effectiveness of the proposed methods.
and Zagar learned the reduction of sidelobes by non-uniform elements spacing of a spherical antenna array [14] , [15] . In 2012, Lager, Simeoni, and Coman presented mutual coupling in non-uniform array antennas in a very effective way, and they proposed the radiation properties of non-uniform array antennas [16] , [17] . Next, a development of Extremum Seeking Control (ESC) started in [18] . ESC was a point of interest in the 1950s and 1960s [19] , [20] . The research neglect of ESC from the 1960s to the 1980s was due to the evolution of computers, which prompted the search for general purpose optimization algorithms; the distinction of stabilization from optimization in adaptive control objectives; and the ESC approach, whose assumption that any dynamic system was static was unattractive. ESCs popularity returned in the 1990s, when it was seen as a real-time optimization tool and an adaptive non-linear control method. This was especially true after its stability was established in Krstić and Wang [21] for continuous-time systems, and in Choi, Krstić, Ariyur, and Lee [22] for discrete-time systems. The approach in [21] , [22] , [23] is generally known as perturbationbased extremum seeking control (PESC). Guay and his team worked on the gradient-based ESC with adaptive design and they achieved some developments in [23] . Zhang, Chunlei, and Ordóñez [18] , [24] , [25] present ESC and application of a numerical optimization-based extremum seeking control (NOESC) approach, utilizing more systematic studies. These first showed up in [23] , and then in [18] , where the state regulation combines with the numerical optimization to make the ESC scheme. However, ESC has never before been used in high-performance 1D antenna array systems. This work is an attempt to go further with non-conformal antennas by giving them one degree of freedom, which will provide the ability to adjust the position of the antennas. It is proposed that the ESC algorithm be used, for the first time, to create a system that is able to autonomously and dynamically reconfigure itself to achieve some desired objective. Two main methods are used to achieve this purpose, the PESC method and NOESC method. NOESC is used with PSO. The organization of this paper is as follows: In Section II is the related work. The proposal technique is in Section III. In Section IV, the simulation results are discussed. Finally, the conclusion and the suggested further work are reported in Section V.
II. RELATED WORK A. Perturbation-based Extremum Seeking Control
The idea behind PESC is that an estimate of the gradient of an objective function to be minimized or maximized gets disturbed by a sinusoidal signal, and measuring the corresponding outputs, the estimate of the gradient is adjusted. This estimate is then disturbed again and used as an input of the map. In this way, the system's state will approach the value of the minimizer/maximizer [21] . Figure 1 shows the basic PESC-scheme. This gradient estimate can be used by the steepest ascent controller to guide a vehicle to the peak of an objective function. The PESC estimation is advantageous for real-time applications in situations where complex gradient calculations are not feasible, and in unknown and noisy environments, since it does not require a continuous objective function model.
B. Numerical Optimization-based Extremum Seeking Control Using Particle Swarm Optimization
A block diagram of NOESC with PSO is shown in Figure 2 , where the nonlinear system is modeled as the antenna system and the performance function is the directivity of the antenna. The extremum seeking controller (state regulator) ensures that the state x travels along the set point sequence stochastic optimization method, an efficient optimization technique proved by experimental evidence [26] , [27] , [28] , is inspired by the social interaction observed in bird flocking or fish schooling. As described in [29] , the dynamics of particle i are given by the equations
where i = 1, 2, ..., N and all product operations are performed element-wise. The variable t denotes generation or iteration number. The position and velocity vectors of particle i at generation t are respectively
n are, respectively, the personal best position achieved by particle i and the global best position achieved by particle i and its neighbors up to generation t, and they are given by
with S i (k) being the sets of all the neighbors of particle i at generations k = 0, ..., t. The parameter w is referred to as inertia factor. The vectors ϕ
n are independent, identical, uniformly distributed random vectors. We require that, for all t, ϕ i 1 (t) = 0 and ϕ i 2 (t) = 0 for reasons that will become clear later. We use a global neighborhood topology where all swarm particles are neighbors of one another. That means, for all N swarm particles, g
. The Adaptive Particle Swarm Optimization method shown in DjaneyeBoundjou, Ordóñez and Gazi's study [30] , found by using Lyapunov's direct method that the error system is ultimately uniformly bounded and hence the optimizer is stable, and it was implemented in this study.
III. PROBLEM STATEMENT
The radiation pattern of antenna arrays, which offer distinct advantages over single radar antennas, including the ability to produce directed radiation patterns, flexible beam shaping, and an increase in bandwidth, depends on the element pattern of each individual element, relative phase, and the physical spacing of the elements. The most usual configurations are linear arrays, and planar arrays (linear arrays of linear arrays). Non-conformal arrays (those not limited to a plane, or not regularly arranged) have been and continue to be actively studied. There is a significant increase in complexity in non-conformal arrays and nonhomogeneous arrays (where not all elements are of the same type) and, although determining analytical solutions for the radiation pattern is difficult, they are attractive because of the flexibility they offer. A very attractive type of radar array is one that is mobile. For example, a group of Unmanned Air Vehicles (UAVs) or Unmanned Ground Vehicles (UGVs) could be equipped with radar antennas on each vehicle. If the vehicles are constrained to move in formation, different array configurations can be achieved. Any number of vehicles can be accommodated to create a desired radiation pattern. The array can be dynamically reconfigured by either changing the vehicle formation (which can be maintained in a suitable one, two, or three dimensional shape), or by changing the individual antenna magnitudes and phases, or both. Because the spacing between antennas can be dynamically modified, the frequency of the resulting antenna array can be increased or decreased, as needed. A high level of robustness can be potentially achieved, e.g., with respect to jamming, even if some elements of the array fail or are destroyed. To be truly effective, this kind of mobile sensor array must be able to reconfigure itself depending on the task at hand, or on environmental circumstances. The mobile radar sensor network will be subject to errors in positions for each UAV due to control and actuator limitations, wind, etc. In order to robustly maintain the desired beam shape of the overall array, closed-loop corrections of element magnitude and phase are expected to be necessary. The scope in this paper is limited due to space, and does not deal with questions of noise and disturbances.
A. Kinematic Point-Mass Model Simulations
Consider the general nonlinear systeṁ
where x ∈ R n is the state, u ∈ R is the input, y ∈ R is the performance output, and the functions f : D × R → R n and J : D → R n are sufficiently smooth on D ⊆ R n . For the simplification of analysis, we assume D = R n . The ESC problem can then be stated as
For simulation purposes, we consider a one-dimensional case where x ∈ R (so n = 1) and there are two vehicles, the first fixed at the origin, the second moving along the x-axis within the range [0, L] , and both having antennas with fixed orientation. The dynamics of the mobile vehicle, henceforth referred to as vehicle 2, satisfẏ
where x 2 is the position of the mobile vehicle and u is its control input. We first consider the simplest case of a velocity-actuated point mass. The block diagram shows the vehicles in 1D and the fixed orientation of the antenna is shown in Figure 3 . The spatial axes y (not to be confused with the output y) and z are also shown, only for illustration purposes and to explain the orientation of the antennas, further discussed in section III.B. The objective output y represents the directivity, and the optimal value x * is the optimal position, where the optimal directivity y * is obtained. We define J(x * ) = J * .
B. Directivity of an Antenna Array
The element factor of a dipole directed along the z-axis is defined by equation (7) as
First, as a simple application of the array formulas, a two element linear array of dipoles, n 1 and n 2 , is positioned along the x-axis and oriented in the z-axis direction, as shown Figure (4) . The total field pattern is found as Fig. 4 . Geometry of a two-element array positioned along the x-axis.
where g(θ, φ) is the element factor, which is defined by equation (7), f (θ, φ) is the computed array factor, and the unit vector iŝ r =x sin(θ) cos(φ) +ŷ sin(θ) sin(φ) +ẑ cos(θ).
The positions vector to element n 1 and n 2 are
so R 1 = r +rr 1 = r, and, noting that d = x 2 ,
The array factor can be written as
where I o is the current in the first dipole, I 1 is in the second dipole, and β represents the free-space wave number. It is assumed that the current is constant and equal to one (I 0 = I 1 = 1), neglecting "edge effects" (mutual coupling between two dipoles are ignored), so
Normalizing, the array factor is given by
The general field pattern that is defined by equation (8) can be computed as
The simulation results for two dipole antennas are displayed in Figure 5 . The right plot represents the three-dimensional radiation pattern for two dipoles. The left plot presents the cross-section of field pattern in yz, xz, xy planes of the array antenna. As set forth in [2] , the directivity is defined as
where Ω A is the beam solid angle defined by 
Since the investigation of equation (18) is very complicated, MATLAB is used to find the value of d, which is the element spacing (in meters), that gives the maximum directivity as shown in Figure 6 . This figure shows the relation between d and the directivity of the array. The directivity maximum is D * = 4.5 when the distance is d * = 0.67m. 
IV. DISCUSSION AND SIMULATION RESULTS

A. Two Vehicles in 1D with Fixed Antenna Orientation
There are two autonomous vehicles carrying directional antennas to find maximum directivity by changing the position of the vehicles along the x − axis. Vehicle 1 is fixed at the origin and Vehicle 2 moves in the direction of the x-axis as shown in Figure 3 for simplicity. PESC is implemented on the system, and NOESC is implemented using PSO. 1) Perturbation-based Extremum Seeking Control: MAT-LAB was used to implement the PESC algorithm. The parameters of the PESC loop are chosen as loop perturbation frequency w x = 20 units (rad/s), loop perturbation amplitude A x = 0.02, loop gain C x = 3, the filter h = 1, and the state of x 2 (L) within the range [0, 10]. The start position of vehicle 2 is (x 2 (0)) = 0. Keep in mind that there is a tradeoff between power ripple and speed of convergence when it comes to changing the parameters of PESC. Unknown signal J (Figure 7) illustrates the relationship between time and the objective function J. Figure 7 shows that PESC is indeed able to find the optimum directivity J * even though the input varies with time. As expected, J converges to a periodic motion around J * . In addition, it shows that the objective function was driven toward its optimum rapidly and kept at the optimum by the method. The noise that appears before the objective function reaches its optimum value of 4.4995, which you get by obtaining the average of the disturbance wave, is caused by the fact that the PESC method uses a sinusoidal perturbation signal. Next, can be seen in Figure 9 . Here it is shown that around the optimum values of the objective function and the position, the controller converges to an average of a neighborhood of zero. 2) Numerical Optimization-based Extremum Seeking Control Using PSO: The same problem is now solved using the NOESC method with PSO. The results are shown in Figure 10 , where it can be seen how the objective function changes with time. Again the objective function converges to the value 4.508, which represents the optimum value of the objective function. The convergence here happens very smoothly as shown in the figure. The same figure illustrates the position x 2 as a function of time. As shown in this figure, the optimum position obtained by using the PSO algorithm [18] is 0.6729. The convergence for the position towards its optimum value also comes in a smooth curve. The relationship between time and the controller can also be seen in the same figure. Here it is shown that around the optimum values of the objective function and the position, the controller converges to a neighborhood of zero. 3) Comparison Results of PESC and NOESC with PSO: In comparing the PESC and NOESC with PSO, the differences between the two algorithms are the effect of the sine wave that can be clearly seen when using the PESC method, the NOESC with PSO method convergence process happens in a smooth matter, and the NOESC with PSO method is faster in performing each task than the PESC method. PESC also has a higher control energy of 18.3646, which can be seen in Figure 9 , while, as shown in Figure 10 , NOESC with PSO has a control energy of 0.1354. Finally, comparing the PESC and NOESC with PSO, the two algorithms obtained similar results even though each method is different, which can be seen in Table I . Equation (19) shows how to compute the control energy, i.e, its mean square value 
B. Three Vehicles in 1D with Fixed Antenna Orientation
Unlike the first case, in this part of the 1D study, three vehicles, one fixed and two moving, were analyzed. One is moving along the negative x-axis, and the other moves along the positive x-axis. Each one of these vehicles is equipped with a dipole antenna. While these antennas are fixed in this case, every vehicle has one degree of freedom. The one degree, which is for the position of the vehicles, are (x 1 , 0, 0) and (x 2 , 0, 0) as shown in the Figure 11 . The system should be able to test every possible value for the two states, x 1 and x 2 , within the range [−L, L] − {0}. The optimal value for the position gives the optimal objective function which maximizes the directivity. Figure 12 . The optimal objective function value is 7.706, which is an average of a disturbance wave. In the same figure, the vehicles' position shows that the vehicles have moved from the initial condition, which is (−0.2, 0.2), to the optimal position, which is x 1 = −0.7625 and x 2 = 0.7626, and both of these numbers are an average of the perturbation signal. When the optimal objective function and the optimal Objective function for perturbation-based extremum seeking control for 1D case (3 vehicles).
position of x 1 and x 2 are found, the controller converges to an average of a neighborhood of zero. This is presented in Figure 13 . 2) Numerical Optimization-based Extremum Seeking Control Using PSO: Implementing the NOESC with PSO method instead of the PESC method, while maintaining the same initial condition and state ranges, yielded the results shown in Figures 14. From Figure 14 it can be seen how the objective function changes with time. Notice that the objective function converges to the value 7.725, which represents the optimum value of the objective function. The convergence here happens very fluently as shown in the Figure 14 . The same figure shows the relationship between the time and position. This shows that the optimal value is x 1 = −0.7626 and x 2 = 0.7623. These results give the optimal objective value. The controller input of x 1 is u 1 , and the controller input of x 2 is u 2 . These two controllers are able to achieve the optimal position, which provides the optimal objective directivity. It converges to a neighborhood of zero, which is presented in the same figure. 3) Comparison Results of PESC and NOESC with PSO: The two algorithms, PESC and NOESC with PSO, though each is different, obtained similar results. The results can be seen in Table II . Note the effect of initial conditions was not studied in the paper due to space limitations. 
V. CONCLUSIONS
With the use of two algorithms, the study successfully found the unknown variable objective function and the unknown position by using two cases. The first 1D case used two vehicles, one with a moving position and the other fixed. The algorithms gave the best position for the highest directivety. The second case, which is in 1D with three vehicles, one fixed and two moving, one positive, the other negative, was more complex than the first. Comparison and analysis of use of the two algorithms revealed similar results. Importantly, while PESC is able to autonomously reconfigure itself to achieve a desired objective, its performance was much worse in terms of control energy and steady state behavior. Further studies would explore cases in non-uniform 2D antenna array optimal configuration via extremum seeking control.
