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F Gradient de transformation.
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θ Température.
θ0 Température ambiante. 23 ◦C
θf Température de fusion du polymère. 334 ◦C.
θg Température de transition vitreuse. 143 ◦C.
q Flux de chaleur diﬀusif.−k∇θ
∆U Incrément de solution dans le cadre de la résolution par méthode de Newton-
Raphson.
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c Capacité caloriﬁque spéciﬁque.
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Dic Degré de contact intime.
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Les matériaux composites occupent une place de plus en plus importante dans l'in-
dustrie, en particulier aéronautique. Les composites à matrice thermoplastique suscitent
aujourd'hui dans ce secteur un très fort engouement par rapport à leurs concurrents
thermodurcissables, limités principalement par la durée de leur étape de cuisson, qui
induit nécessairement des temps de cycle longs. Les matériaux composites à matrice
thermoplastique ouvrent la voie à de nouvelles applications. De nouveaux procédés,
généralement inspirés de l'industrie des matériaux métalliques, sont nécessairement
associés. Des procédés de mise en forme ou d'assemblage tels que l'estampage ou le
soudage voient alors le jour. Le présent travail de thèse se concentre sur le soudage
de matériaux composites à matrice thermoplastique. Ce procédé présente de nombreux
attraits industriels. Il est plus simple d'utilisation que le collage. Ses perspectives de
performances mécaniques sont meilleures que pour le rivetage, puisqu'il ne nécessite
pas de percer les pièces. Enﬁn, il permet, de par sa nature, d'obtenir un assemblage
étanche.
Lors d'un assemblage par soudage, la cicatrisation de deux pièces thermoplastiques
nécessite des conditions physiques spéciﬁques à l'interface : d'une part un contact in-
time [Lee et Springer, 1987,Mantell et Springer, 1992] et d'autre part une température
élevée permettant la diﬀusion des macro-molécules [De Gennes, 1971]. A cause de la
faible diﬀusivité thermique des composites, une température élevée à l'interface ne peut
être assurée qu'avec un chauﬀage local de l'interface. De nombreux procédés mécaniques
ou électromagnétiques permettent d'assurer un tel chauﬀage. Le soudage par induction
ou par résistance permet, par exemple, d'obtenir une bonne cicatrisation ; toutefois, il
nécessite la présence d'une grille conductrice qui reste à l'interface après soudage, ce
qui peut nuire à une bonne qualité mécanique de l'assemblage. La présente thèse se
concentre sur le procédé de soudage par ultrasons, pour lequel un travail mécanique est
dissipé au niveau de l'interface et permet l'augmentation locale de la température.
Le soudage par ultrasons est connu dans l'industrie des polymères depuis quelques
décennies. Il est utilisé pour l'assemblage de pièces non-structurels dans les domaines
automobile, médical, éléctronique, agro-alimentaires. . . Récemment, EADS IW a pro-
posé un procédé innovant appelé soudage continu, où l'outil se déplace le long de
l'interface et permet d'eﬀectuer une ligne de soudure. L'écoulement induit à l'interface
est alors tridimensionnel. Ce procédé permet d'obtenir des assemblages bien meilleurs
qu'avec le soudage par point, en particulier un taux de porosité quasiment nul à l'in-
terface. D'autre part il permet de souder des pièces de plusieurs mètres, dimension
courante dans l'industrie aéronautique. L'utilisation du procédé de soudage continu
par ultrasons pour des assemblages structurels aéronautiques est alors aujourd'hui en-
visageable à l'échelle industrielle.
Bien évidemment, une bonne compréhension du procédé est un préalable indispen-
sable à une telle application aéronautique. C'est l'objet de la présente étude. Comme
le montre la ﬁgure 1, plusieurs échelles de travail sont possibles. En premier lieu, une
approche dite structure, se situe à l'échelle du mètre. En s'intéressant à l'ensemble de
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Fig. 1: Problématiques scientiﬁques et techniques associées au procédé de soudage par
ultrasons.
la pièce composite, de son environnement et de l'outillage, elle permettrait d'analyser
les phénomènes de vibration, la tolérance géométrique ou les contraintes résiduelles.
C'est l'échelle macroscopique du procédé, celle où se posent essentiellement des ques-
tions d'ordre technologiques. Néanmoins, seule une étude de l'interface, à l'échelle plus
ﬁne dite mésoscopique, de quelques millimètres, peut permettre de prédire la qualité de
l'adhésion. Quelques études proposent déjà une modélisation de l'auto-échauﬀement à
l'aide de la théorie de la viscoélasticité linéaire [Tolunay et al., 1983, Benatar et Gu-
towski, 1989,Nonhof et Luiten, 1996, Suresh et al., 2007]. De manière plus globale, le
présent travail vise à modéliser puis simuler numériquement simultanément l'écoule-
ment, les vibrations et la thermique à l'interface. L'objectif est de mieux comprendre
les liens entre :
 les diﬀérents paramètres du procédé,
 les phénomènes physiques à l'interface
 la qualité de la soudure.
Dans cette optique, le premier chapitre situe le procédé étudié dans son environnement
industriel ; quelques observations expérimentales permettent de valider la pertinence de
l'échelle de travail retenue à savoir l'échelle mésoscopique de l'interface. Les phénomènes
physiques prépondérants sont ensuite identiﬁés. Dans le second chapitre, après la mise
en équations du problème, un verrou important est identiﬁé : l'existence simultanée de
phénomènes rapides et lents. Une méthode d'homogénéisation temporelle permet alors
d'obtenir une description de l'écoulement à l'aide de trois problèmes aux limites déﬁnis
3
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sur des échelles de temps distinctes. Le troisième chapitre commence par décrire les
spéciﬁcités de ces problèmes aux limites, puis le développement d'un outil de calcul
éléments ﬁnis adapté y est présenté ; de nombreuses méthodes numériques spéciﬁques
font l'originalité du logiciel développé. Dans le dernier chapitre, cet outil numérique est
utilisé aﬁn de simuler diﬀérents cas de soudage. L'eﬀet des paramètres du procédé sur
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Composites à matrice thermoplastique
Un matériau composite est obtenu à l'aide d'au moins deux matériaux desquels on
tire des propriétés complémentaires. Généralement, ce sont les complémentarités des
propriétés mécaniques qui font l'attractivité de ces matériaux. On peut citer comme
vieil exemple le bois. A de multiples échelles, c'est bien la combinaison de ses diﬀérents
composants qui en fait un matériau composite encore compétitif aujourd'hui dans de
nombreux domaines. Les torchis puis les mortiers et les bétons, eux aussi, sont des
matériaux composites granulaires. La présente étude s'intéresse au domaine des maté-
riaux composites à matrice organique. Ils ont fait leurs apparition dans l'industrie il
y a une cinquantaine d'années. Ils sont constitués de ﬁbres (habituellement des ﬁbres
de verre ou de carbone) et d'une matrice de polymère. Les ﬁbres confèrent des pro-
priétés mécaniques intéressantes (rigidité, résistance...) tandis que le polymère permet
la transmission des eﬀorts inter-ﬁbres et la mise en forme. Il en existe deux grandes
classes :
 Les matériaux composites à matrices thermodurcissables. Ils sont très répandus
dans l'industrie automobile et nautique. Leurs matrices sont en polymères ther-
modurcissables. De nombreuses techniques de mise en forme existent pour de tels
matériaux. Leurs spéciﬁcités viennent du fait que la résine non polymérisée est
très peu visqueuse. Des procédés d'infusion ou de RTM peuvent alors être mis en
÷uvre. C'est au moment de la cuisson que l'on obtient le polymère réticulé et les
propriétés ﬁnales de la pièce.
 Les matériaux composites à matrices thermoplastiques. Ils sont en plein essor,
dans l'industrie aéronautique en particulier. Nous pouvons citer le verre/PET, le
verre/PA ou le carbone/PEEK, matériau composite haute technologie sur lequel
porte cette étude. La possibilité de fusion de la matrice ouvre de nombreuses
perspectives de mise en ÷uvre pour les composites thermoplastiques. En parti-
culier les distributeurs proposent des produits semi-ﬁnis de ﬁbres préimprégnées
de polymères.
Outre les nombreuses nouvelles possibilités de mise en ÷uvre de composites thermo-
plastiques, la fusion de la matrice permet de les souder. Tout comme dans l'industrie
métallurgique, nous parlons de soudage de matériaux lorsque l'adhésion a lieu directe-
ment sur les matériaux de base, sans matériau d'apport de nature diﬀérente.
Cette première partie présente la problématique de la présente étude. Dans un
premier temps, l'étude est située dans son contexte industriel, le domaine de soudage
des matériaux composites à matrices thermoplastiques. Ensuite, une première analyse
permet de justiﬁer l'échelle de travail, à savoir l'échelle de la zone soudée. Enﬁn, les
phénomènes physiques ayant lieu dans la zone de soudage sont passés en revue. Ceci
permet de conclure en introduisant l'objectif de la modélisation développée par la suite.
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Fig. I.1: Cycle de vie d'une pièce composite
1 Contexte industriel
Cette section situe le procédé de soudage par ultrasons dans son environnement
industriel. L'intérêt de ce procédé pour l'assemblage de composites thermoplastiques y
est alors justiﬁé.
Positionnement dans la chaîne de production
Tout d'abord, le procédé doit être positionné dans le cycle de vie d'une pièce com-
posite. Ce cycle est récapitulé sur le schéma I.1. La première étape, la fabrication du
composite, consiste à synthétiser les constituants aﬁn d'obtenir des produits semi-ﬁnis.
Dans notre cas, le produit semi-ﬁni est une bande de préimprégné. La seconde étape
7
CHAPITRE I. SOUDAGE COMPOSITE, TECHNIQUE ULTRASON
Fig. I.2: Un assemblage soudé type
consiste à mettre en forme ces produits aﬁn d'obtenir des pièces. Ces pièces tendent
à être de plus en plus complexes (en particulier de formes non-développables). Elles
nécessitent donc des procédés de fabrication de plus en plus originaux et adaptés aux
résines thermoplastiques. De plus, l'utilisation de matrices thermoplastiques permet de
s'aﬀranchir des problèmes de conservation et de péremption des résines thermodurcis-
sables. Une fois ces pièces obtenues, l'assemblage permet d'obtenir le produit ﬁni. C'est
dans cette étape d'assemblage que s'insère la présente étude. L'étape suivante est sa
tenue en service. Le recyclage ou la revalorisation vient clore le cycle de vie d'un maté-
riau composite. La possibilité de fusion de la matrice des composites thermoplastiques
en ﬁn de vie ouvre une voie pour la revalorisation.
Il existe plusieurs techniques d'assemblages de composites. Les assemblages méca-
niques tels que le boulonnage ou le rivetage ont l'inconvénient de nécessiter un perçage
des pièces composites. Ce perçage pose des problèmes de concentration de contraintes
et d'étanchéité. Les techniques de collage, assez largement utilisées aujourd'hui ont
d'autres limites. Outre le fait que la résistance de l'assemblage collé est généralement
limitée, la manipulation et la conservation des colles sont assez contraignantes. Finale-
ment, les assemblages par soudage sont une voie prometteuse, pour peu que l'on traite
des matériaux à matrices thermoplastiques.
Aﬁn d'assurer la tenue mécanique d'un assemblage soudé, certains auteurs pro-
posent de compléter l'adhésion par des renforts qui traversent l'interface [Pérès et al.,
2007]. Dans le cas du procédé étudié, seul un recouvrement important permet d'assurer
un transfert d'eﬀorts suﬃsant entre les deux pièces à assembler (cf. ﬁgure I.2). Dans
ce cadre où seule la matrice assure l'adhésion, les diﬀérentes techniques de soudage
existantes sont principalement issues du domaine du soudage de polymères.
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Fig. I.3: Modélisation du contact intime selon Lee, Mantell et Springer [Lee et Springer,
1987,Mantell et Springer, 1992].
1.1 État de l'art sur les conditions nécessaires à la soudure de poly-
mères
Avant d'introduire les diﬀérentes techniques de soudages de composites, il faut pré-
senter les conditions physiques nécessaires à l'interface pour assurer l'adhésion de deux
polymères. Ces diﬀérentes conditions déterminent la qualité du soudage.
1.1.a Le contact intime
Principe Dans un premier temps, les deux parties à souder doivent être en contact
d'un point de vue microscopique. La qualité du contact est fortement liée à l'état
de surface et à la rugosité de l'interface. Lee, Mantell et Springer [Lee et Springer,
1987,Mantell et Springer, 1992] proposent de modéliser cette rugosité à l'aide d'une
succession de rectangles (cf. ﬁgure I.3). Ils déﬁnissent alors un degré de contact intime





où b est la largeur du rectangle et w0 + b0 est la longueur du motif répété. Le degré de
contact Dic tend alors vers 1 quand le contact est achevé. Yang et Pitchumani [Yang
et Pitchumani, 2001] proposent une modélisation plus réaliste de la rugosité, basée sur
la théorie fractale.
Obtention Le contact intime est assuré en appliquant un eﬀort entre les deux plaques.
Des modélisations de l'évolution du degré de contact intime en fonction de la pression
et de la température peuvent être retrouvées dans [Lee et Springer, 1987,Mantell et
Springer, 1992,Ageorges et al., 2001]. On retiendra que le contact intime ne peut être
obtenu qu'à l'aide d'une pression suﬃsante sur l'assemblage. De plus, il est fortement
amélioré si la température à l'interface augmente.
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Fig. I.4: Diﬀusion des macro-molécules à l'interface
1.1.b Cicatrisation
Une fois que les deux matériaux à souder sont en contact au niveau microscopique,
la phase de cicatrisation commence.
Principe de diﬀusion La cicatrisation est parfaite si l'interface initiale a complè-
tement disparue et que les deux matériaux n'en forment plus qu'un [Lamethe, 2004].
Initialement, à l'instant où le contact intime est obtenu, aucune macromolécule ne
traverse l'interface (ﬁgure I.4a). Le mécanisme de cicatrisation commence et les macro-
molécules diﬀusent à l'interface (ﬁgure I.4b). La cicatrisation est complète lorsque la
longueur de diﬀusion atteint le rayon de giration Rg des macromolécules (ﬁgure I.4c).
L'interface n'est alors plus discernable, la randomisation du polymère est eﬀective.
La reptation La théorie de De Gennes [De Gennes, 1971] permet de déterminer la
vitesse de diﬀusion des macromolécules à l'interface. Il considère l'ensemble des enche-
vêtrements auquel une macromolécule est soumise dans un fondu. Il suppose alors que
le déplacement de cette chaîne ne peut se faire que dans un tube déﬁni par la conﬁgura-
tion de l'ensemble des voisins (ﬁgure I.5a). Le changement de conﬁguration, et donc la
diﬀusion des macromolécules, ne peut avoir lieu qu'en extrayant la chaîne de son tube.
Un premier temps de relaxation court, appelé temps de Rouse (dont on peut trouver
une déﬁnition dans [Brostow, 2000]) est nécessaire pour eﬀectuer un déplacement élé-
mentaire de la chaîne dans son tube. Ce déplacement élémentaire permet d'extraire une
chaîne mineure à l'extrémité du tube initial (ﬁgure I.5b). Ce n'est qu'après une succes-
sion d'aller-retours que ces chaînes mineures atteignent la longueur du tube initial. Le
temps de relaxation long, appelé temps de reptation tr est écoulé. La macromolécule a
complètement changé de conformation.
Ces deux temps de relaxation dépendent fortement de la longueur des chaînes [De -
Gennes, 1971], mais également de la température θ. La thermo-dépendance du temps
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(a) A l'instant initial (b) Présence de chaînes mineures
Fig. I.5: La reptation des macromolécules selon De Genne [De Gennes, 1971].
de reptation peut être modélisée par une loi d'Arrhenius [Wool et O'connor, 1981,
Pitchumani et al., 1996,Lamethe, 2004,Nicodeau, 2005] :






L'énergie d'activation Ea et le facteur préexponentiel A dépendent du matériau, R est
la constante des gaz parfaits.
Déﬁnition d'un degré de cicatrisation Aﬁn de décrire la qualité de l'adhésion,
une variable appelée degré de cicatrisation peut être déﬁnie comme le nombre de fois







où τ = 0 est l'instant initial auquel le contact intime a lieu. Nicodeau et Regnier [Ni-
codeau, 2005,Regnier et al., 2007] utilisent par exemple cette déﬁnition. Certains au-
teurs [Bourban et al., 2001,Yang et Pitchumani, 2002] déﬁnissent le degré de cicatrisa-





où σ est la résistance mécanique de l'assemblage et σ∞ la résistance obtenue pour une











où tw est le temps de soudage, déﬁni comme le temps nécessaire pour que la chaîne mi-
neure atteigne la longueur pour laquelle la résistance mécanique maximum est obtenue.
tw(θ) est également identiﬁé à l'aide d'une loi d'Arrhenius.
11
CHAPITRE I. SOUDAGE COMPOSITE, TECHNIQUE ULTRASON
Finalement si la cicatrisation est achevée (ie. si un temps supérieur au temps de
reptation s'est écoulé) le degré de cicatrisation a atteint 1 quelque soit sa déﬁnition.
On retiendra la déﬁnition relativement empirique donnée par l'équation (I.2) et (I.3).
Cette déﬁnition a le mérite de faire intervenir le temps de reptation tr, à la signiﬁcation
plus physique que le temps de soudage tw.
Pour assurer une cicatrisation rapide de l'interface, la température doit être élevée.
Néanmoins, il ne faut pas atteindre la température de dégradation du polymère. Le
procédé de soudage doit donc assurer une température d'interface se situant dans une
fenêtre de soudabilité relativement restreinte. Le travail de Nicodeau [Nicodeau, 2005]
propose une étude complète de ce type de fenêtre de soudabilité sur un procédé original.
1.1.c Inﬂuence de la cristallisation
De nombreux polymères tels que le Polyéthylène terephthalate (PET) [Kong et Hay,
2002] le polypropylène (PP) ou le polyéthylène (PE) sont semi-cristallins. Le polyéther-
éther-cétone (PEEK) étudié ici est également un semi-cristallin [Cogswell, 1992]. Les
conséquences de la cristallisation sont multiples sur le mécanisme d'adhésion.
Thermique Tout d'abord, la cristallisation est une réaction exothermique. La ther-
mique de l'interface est donc modiﬁée par l'avancement de la cristallisation ou de la
fusion des cristaux. Le nombre de Stefan St permet d'évaluer si ce dégagement de





où c est la capacité caloriﬁque du PEEK qui vaut environ [Ageorges et al., 1998b,
Cogswell, 1992] c ∼ 2000 J.K−1kg−1 ; ∆Hc sa chaleur latente de cristallisation mesurée
par Lamèthe [Lamethe, 2004] et valant ∆Hc = 122.103 J.kg−1 ; χmax la cristallinité
maximum du polymère semi-cristallin, pour le PEEK, χmax ∼ 40% [Cogswell, 1992] ;
et ∆θ une variation de température représentative du procédé, elle est prise égale à
θf − θ0 où θf = 334 ◦C est la température de fusion et θ0 = 23 ◦C est la température
ambiante. Le nombre de Stefan est alors de l'ordre de :
St ∼ 20 (I.7)
Les eﬀets thermiques de la cristallisation ne sont donc pas prépondérants dans le pro-
cédé.
Reptation En revanche, la cristallisation du polymère a un eﬀet notable sur les
phénomènes de reptation. La théorie de la reptation s'applique en eﬀet à une chaîne
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macromoléculaire à l'état amorphe. Les sphérolites du matériau cristallisé forment des
obstacles et limitent la diﬀusion des macro-molécules. La cicatrisation n'a alors lieu que
sur la phase amorphe et de manière réduite [Lamethe et al., 2005]. Aﬁn de prendre en
compte cet eﬀet, Nicodeau et Regnier et al. considèrent que la cicatrisation n'a plus lieu








De manière plus générale, la thermo-dépendance du temps de reptation tr permet d'in-
tégrer directement cet aspect. En eﬀet la loi d'Arrhenius (I.2) donne pour le PEEK
tr(300 ◦C) = 1, 6 s alors que tr(250 ◦C) = 5, 2 s. Les augmentations de degré de cicatri-
sation dτ/tr pour des températures faibles seront donc directement négligeables sur des
procédés industriels rapides (cf. section 3.1.b (p. 37)).
Finalement, ceci conﬁrme la nécessité de dépasser la température de fusion pour
assurer la cicatrisation du polymère.
Mécanique Les propriétés mécaniques des polymères sont augmentées avec la cris-
tallisation. Outre l'augmentation des modules élastiques, la propagation de ﬁssures
est ralentie par la présence de sphérolites. Cogswell [Cogswell, 1992] conﬁrme en eﬀet
que les meilleures propriétés sont obtenues autour de 30% de cristallinité. Il est donc
intéressant d'obtenir, après refroidissement de l'assemblage, une interface cristallisée.
1.1.d Bilan
Diﬀusion thermique Comme montré précédemment, pour assurer le soudage, l'in-
terface doit atteindre la température de fusion. En procédant à un chauﬀage surfacique
tel que celui présenté sur la ﬁgure I.2 (p. 8), un temps de diﬀusion est nécessaire pour
que le front de chaleur atteigne l'interface. En considérant un matériau composite, dont
la diﬀusivité thermique transverse est de l'ordre de 4.10−7m2s−1, le temps caractéris-
tique de diﬀusion à travers une plaque de 2mm est de l'ordre de 10 s. Dès lors un
chauﬀage surfacique ne peut être appliqué à un procédé industriel, dont les cadences
doivent nécessairement être plus rapides. D'autre part, outre le risque de dégradation
de la zone chauﬀée, un tel chauﬀage implique que l'ensemble de la plaque supérieure
fonde. Ceci entraîne d'évidentes contraintes sur l'intégrité de la pièce.
Chauﬀage local Finalement, une technique de chauﬀage local, au niveau de l'in-
terface seule, doit être mise en ÷uvre. Elle doit permettre d'obtenir les conditions de
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température nécessaires au déroulement des phénomènes physiques présentés précé-
demment. Plus précisément, la température de fusion doit être atteinte à l'interface,
ceci en des temps suﬃsamment rapides pour être applicable à des procédés industriels.
Pression D'autre part, aﬁn d'assurer le contact intime à l'interface, l'outillage doit
permettre d'appliquer une pression entre les deux pièces à souder.
1.2 Techniques de soudage existantes
De nombreux procédés permettent de remplir ces conditions nécessaires au soudage.
Ils sont présentés, dans cette section, en fonction de la manière dont le chauﬀage est
eﬀectué à l'interface.
1.2.a Soudage en deux temps
Pour obtenir un chauﬀage local, un soudage en deux temps peut être envisagé.
Dans un premier temps, les deux zones qui formeront l'interface sont chauﬀées, puis
dans un deuxième temps, les deux parties sont mises en place et la pression nécessaire
au contact intime est appliquée. Le chauﬀage peut se faire par plusieurs moyens tels que
lampes infrarouges [Lamethe et al., 2005] ou torches azotes (cf. par exemple [Nicodeau,
2005,Pitchumani et al., 1996] pour un procédé de dépose de bandes).
Eﬃcacité Le soudage en deux étapes permet de chauﬀer de manière très locale l'in-
terface. Néanmoins, ce chauﬀage ne peut continuer une fois que les deux pièces sont en
place. La mise en position doit donc être eﬀectuée rapidement pour assurer la tempéra-
ture nécessaire à la cicatrisation. Les résultats sont donc très variables d'un procédé à
l'autre. Le procédé de dépose de bandes par chauﬀage à torche azote s'est avéré non ap-
plicable. Il nécessiterait un chauﬀage trop important qui dégrade la matrice [Nicodeau,
2005]. En revanche, le chauﬀage par lampes infrarouges permet d'obtenir des soudures
de bonne qualité avec fusion à l'interface [Lamethe et al., 2005].
Limite Le soudage en deux temps présente des limites de mise en ÷uvre. En par-
ticulier, la manutention de grandes pièces industrielles peut être diﬃcile. Finalement
la mise en position rapide et l'application de pression s'avèrent souvent impossibles.
Les procédés présentés par la suite permettent d'outrepasser ces limites en assurant un
chauﬀage à distance de l'interface d'un assemblage déjà positionné.
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Fig. I.6: Principe du soudage laser par transparence
1.2.b Procédés électromagnétiques
Les phénomènes électromagnétiques peuvent assurer un chauﬀage à distance et
localisé de l'interface.
Laser par transparence Une première technique est le soudage par transparence.
Elle consiste à chauﬀer l'interface d'un assemblage tel que celui présenté ﬁgure I.6. Le
faisceau laser traverse le matériau transparent avec un minimum d'atténuation tandis
qu'il est absorbé au niveau de l'interface du fait de l'opacité de la deuxième pièce. Cette
méthode de chauﬀage n'est applicable que dans le cas de polymères transparents (tels
que PP, PA6 or PC) soudés sur polymères opaques. Les composites, et en particulier
ceux à ﬁbres de carbone, ne peuvent donc pas être soudés par transparence. Le carbone
a eﬀectivement un comportement de corps noir sur une très large gamme de longueurs
d'ondes.
Résistance Aﬁn de souder de tels composites, le soudage par résistance peut être
envisagé [Stavrov et Bersee, 2005]. Un élément résistif est positionné à l'interface, puis
un courant électrique est imposé dans l'élément (cf. ﬁgure I.7). L'élément va chauﬀer
par eﬀet Joule. La pression nécessaire au contact intime est alors appliquée entre les
deux pièces à souder. Ce procédé permet un bon contrôle de la température d'interface.
Il présente néanmoins quelques diﬃcultés de mise en ÷uvre, en particulier en ce qui
concerne les connections électriques.
Induction Le soudage par induction permet de s'aﬀranchir de ces problèmes de
connections. Il consiste à disposer un élément métallique, appelé suscepteur, à l'inter-
face de soudage (cf. ﬁgure I.8), puis à plonger l'ensemble de l'assemblage dans un champ
magnétique variable. Les courants de Foucault induits dans le suscepteur entraînent son
chauﬀage par eﬀet Joule [Ahmed et al., 2006]. Ce procédé permet le chauﬀage localisé de
l'interface à distance et même sans contact avec l'interface. Sa mise en ÷uvre est donc
15
CHAPITRE I. SOUDAGE COMPOSITE, TECHNIQUE ULTRASON
Fig. I.7: Principe du soudage par résistance [Stavrov et Bersee, 2005]
Fig. I.8: Principe du soudage par induction
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plus simple puisque seul le déplacement de l'inducteur générant le champ magnétique
doit être contrôlé. La phase de mise en pression est par contre toujours nécessaire pour
assurer le contact intime. Elle est généralement obtenue à l'aide de rouleaux presseurs.
Limite Le soudage par résistance ou par induction posent cependant le problème de
l'élément métallique resté à l'interface. Mahdi [Mahdi et al., 2003] montre qu'il n'a
pas d'eﬀet notoire sur la résistance mécanique de l'assemblage. Néanmoins, la présence
d'une grille à l'interface semble néfaste, en particulier pour la propagation de ﬁssure. Il
faut toutefois noter que dans le domaine aéronautique, la présence de grille peut être
mise à proﬁt pour assurer la continuité électrique nécessaire à la résistance à la foudre.
1.2.c Procédés mécaniques
Plutôt que d'utiliser les phénomènes électromagnétiques pour produire de la cha-
leur à l'interface, les procédés de soudage mécanique consistent à dissiper un travail
mécanique en chaleur, de manière locale.
Vibration Le soudage par vibration consiste à appliquer un déplacement relatif oscil-
lant des deux pièces à souder, tout en les maintenant en pression l'une contre l'autre. Le
frottement permet alors de dissiper l'énergie mécanique en chaleur. Ce procédé est plus
connu dans l'industrie métallurgique (LFW ou friction inertielle [Maalekian, 2007]).
En outre, la vibration couplée à la pression des deux plaques l'une sur l'autre permet
d'améliorer le contact intime.
Ultrasons La soudage par ultrasons nécessite une étape préalable : des picots ap-
pelés directeurs d'énergie sont moulés sur une des plaques à souder. L'assemblage est
ensuite disposé sous un outillage qui applique une compression sinusoïdale à fréquence
ultrasonore aux deux plaques. La déformation se concentre alors dans les directeurs qui
assurent le chauﬀage par dissipation visqueuse.
1.3 Le procédé ultrasons
Dans ce procédé, le chauﬀage par dissipation visqueuse chauﬀe les directeurs qui
fondent, puis s'écoulent à l'interface et assurent le soudage. Outre le procédé classique,
dit statique, connu depuis quelques décennies déjà dans l'industrie des polymères,
EADS IW propose une innovation du procédé : le procédé continu, ou dynamique [Soc-
card, 2007].
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(a) Schéma de principe. (b) Fusion et écoulement du directeur
Fig. I.9: Principe du soudage par ultrasons
1.3.a Soudage par ultrasons statique
Mise en ÷uvre La sonotrode est l'outillage qui permet d'appliquer la compression
ultrasonore à l'assemblage. Sa forme peut être très variable. L'objectif est en général
d'obtenir un déplacement le plus uniforme possible sur l'ensemble de la surface utile.
Par contre, elle est toujours conçue de manière à avoir une fréquence propre qui est la
fréquence d'utilisation, comprise entre 15 kHz et 30 kHz. La fréquence de vibration de
la sonotrode est considérée par la suite de f = 20 kHz. L'amplitude de vibration de la
sonotrode est de quelques dizaines de microns. De telles conditions sont obtenues à l'aide
d'un ensemble électro-mécanique [Nonhof et Luiten, 1996] composé : d'un générateur
qui crée un signal électrique souhaité, d'un convertisseur piézoélectrique transformant
ce signal en déformation, d'un booster permettant d'ampliﬁer le déplacement engendré
par le convertisseur, puis de la sonotrode.
En plus de la vibration, la sonotrode impose une pression constante à l'assemblage.
Ceci permet d'assurer la pression nécessaire au contact intime sans outillage supplé-
mentaire (cf. ﬁgure I.9a).
La rigidité en compression de la plaque composite est beaucoup plus élevée que le
rigidité des directeurs d'énergie. D'abord que le matériau constituant la plaque est un
composite et possède un module plus important que les directeurs en matrice seule ;
mais aussi parce que la surface utile des directeurs d'énergie est bien moins importante
que la surface du composite (cf ﬁgure I.15 (p. 28)).
D'autre part, la vitesse de propagation d'une onde mécanique dans l'épaisseur de






où E est le module transverse du composite et ρ sa masse volumique. Pour des com-
posites industriels à ﬁbres de carbone ou de verre, le module d'Young transverse est de
l'ordre de 10GPa et la masse volumique de 2000 kg/m3. La vitesse de propagation d'une
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onde dans le sens transverse est donc d'environ :
c ∼ 2000m/s (I.10)




∼ 0, 1m (I.11)
Pour des pièces à souder de quelques millimètres d'épaisseur seulement, comme l'as-
semblage représenté ﬁgure I.2 (p. 8), aucune onde ne peut se propager dans la plaque.
Le système est donc en équilibre statique. Ce procédé est nommé soudage near ﬁel-
d [Grewell et al., 2003]. Il faut insister sur le fait que l'on ne parle de soudage ultrasons
qu'à cause de la fréquence des sollicitations. Aucun eﬀet acoustique ne sera étudié par
la suite.
Nonhof et Luiten [Nonhof et Luiten, 1996] ont étudié les ordres de grandeur du
procédé. Ils ont montré qu'à 20 kHz la sonotrode est probablement rarement en contact
avec la plaque. La sonotrode martèle alors l'assemblage [Ha Minh, 2009]. Conscients
de cette réalité, l'approche retenue dans cette étude reste que la sonotrode impose une
compression sinusoïdale à l'assemblage [Tolunay et al., 1983,Benatar, 1987,Wang et al.,
2006,Suresh et al., 2007].
Applications Le procédé de soudage par ultrasons est classique dans l'industrie des
polymères. Il est rapide (temps de cycle d'environ une seconde) et économique. L'ou-
tillage doit néanmoins être adapté à la géométrie de la soudure à eﬀectuer. Le soudage
par ultrasons est utilisé dans des domaines aussi diﬀérents que l'industrie automo-
bile, l'agro-alimentaire (emballages), le médical ou l'aéronautique. Disquettes, boîtiers
électroniques, pots de yaourts ou téléphones portables sont autant d'objets d'usage
quotidien pouvant être soudés à l'aide de ce procédé.
Les polymères amorphes tels que l'Acrylonitrile-butadiene-styrène (ABS) [Benatar
et al., 1989], le polystyrène [Benatar et al., 1989, Tolunay et al., 1983], le polycarbo-
nate et le polychlorure de vinyle (PVC) se soudent bien par ultrasons. D'une part car
les problèmes de cristallinité sont évités mais d'autre part car leur rigidité est suﬃ-
sante pour assurer la transmission des eﬀorts. Les polymères semi-cristallins tels que
le polyéthylène (PE), le polypropylène (PP) [Benatar et al., 1989], le polyéthylène te-
rephthalate (PET), le poly-ether-cetone-cetone (PEKK), le polyether imide (PEI) ou
le poly-ether-ether-cétone (PEEK) [Ageorges et al., 2001,Benatar et Gutowski, 1989]
sont aussi de bons candidats pour la soudure par ultrasons.
Le procédé de soudage par ultrasons est particulièrement intéressant dans la fabrica-
tion de pièces de grande distribution nécessitant un temps de cycle court. Néanmoins,
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(a) Vue générale. (b) Détail.
Fig. I.10: Banc d'essai de soudage en continu.
pour le soudage de pièces de haute technologie telles que celles rencontrées dans le
domaine aéronautique, le procédé statique présente une limite. De nombreux vides
persistent à l'interface, après soudure, résultant de l'écoulement limité des directeurs
d'énergie fondus. Aﬁn d'améliorer la qualité de soudure, EADS IW propose un nouveau
procédé dit dynamique ou continu.
1.3.b Soudage par ultrasons dynamique
Le soudage par ultrasons en continu, ou soudage dynamique, consiste à appliquer
une vitesse d'avance à la sonotrode. La sonotrode se déplace ainsi le long des directeurs
d'énergie et forme un joint soudé [Soccard, 2007]. Dès lors, l'écoulement du directeur
d'énergie à l'interface est changé par rapport au soudage dit statique.
Le banc d'essais Aﬁn d'eﬀectuer des soudures continues sur des plaques de com-
posite, EADS IW a développé un démonstrateur (cf. ﬁgure I.10). Le banc d'essai fa-
briqué par Sonimat permet de déplacer la sonotrode à une vitesse donnée. La pression
constante est appliquée à la sonotrode à l'aide d'un vérin hydraulique. La pression
dans le vérin est de 6 bar pour un diamètre de Dverin = 63mm. L'eﬀort constant de la




D2verinP ∼ 2000N (I.12)
Pour faciliter le déplacement de la sonotrode, en contact avec la plaque composite,
son extrémité est légèrement cylindrique. Il en résulte que l'aire de contact sonotrode /
plaque supérieur n'est pas connue. Néanmoins, l'eﬀort (I.12) appliqué par la sonotrode
étant important, celle-ci laisse une empreinte sur la surface du composite. La longueur
de l'aire de contact a pu être estimée à environ 2mm. Quant à la largeur de contact,
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elle est également au recouvrement visible ﬁgure I.2 (p. 8). La sonotrode surplombe
donc l'ensemble des directeurs d'énergie.
Le banc d'essai possède également des rouleaux presseurs. Ils permettent d'améliorer
le contact intime à l'interface en appliquant un eﬀort de compression entre les deux
plaques en amont et en aval de la sonotrode. Du fait de l'eﬀort appliqué par la sonotrode
elle même, le rouleau presseur amont a plutôt un rôle de maintient de l'assemblage à
l'initiation du procédé.
Bien que la sonotrode soit en contact sur une surface faible, la rigidité de la plaque
composite fait que les eﬀorts sur les directeurs sont beaucoup mieux répartis. L'ampli-
tude de déformation que subit le directeur au passage de la sonotrode évolue donc de
manière progressive.
Déroulement La fréquence de vibration de la sonotrode est de 20 kHz. La vitesse
d'avance peut aller jusqu'à 5mm/s environ. Bien que l'amplitude de vibration de la
sonotrode puisse atteindre 80µm, généralement, les essais sont fait autour de 50µm.
La puissance dissipée par le générateur est alors de 25W soit 125 J/mm environ. Ceci
conﬁrme bien le caractère économique du procédé, au moins d'un point de vue énergé-
tique.
Quatre grandes phases peuvent être identiﬁées dans le procédé :
1. Durant la phase initiale, la sonotrode vient au contact de la plaque. La vibration
est alors transmise au directeur d'énergie. Le directeur est initialement froid et
ne s'écoule donc pas. Par contre, sa température augmente rapidement du fait de
la dissipation d'énergie mécanique.
2. Pendant la deuxième phase transitoire, le directeur d'énergie commence à s'écou-
ler. La sonotrode commence à avancer. Cette phase est encore une phase d'amorce
transitoire. L'écoulement ne permet en eﬀet pas d'obtenir une qualité de soudure
optimale comme le montrent les porosités visibles sur la micrographie I.11.
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Fig. I.11: Phase d'amorce présentant des porosités.
3. Le régime permanent de soudage est atteint durant la troisième phase. Le bilan
de matière est alors équilibré : l'avance de la sonotrode contre l'écoulement des
directeurs. Durant cette phase, l'écoulement peut être optimal, comme le montre
la micrographie I.12.
Fig. I.12: Régime de soudage établi.
4. Le procédé se termine lorsque la sonotrode quitte l'assemblage. Il n'y a alors plus
de vibrations de l'ensemble. Le refroidissement de l'interface se fait de manière
naturelle. Puisque la sonotrode n'applique plus d'eﬀort de compression entre les
deux plaques, seuls les rouleaux presseurs peuvent assurer le contact intime jus-
qu'au refroidissement de l'assemblage.
Avantages L'innovation dite dynamique permet d'ouvrir de nouvelles perspectives
au procédé. Outre le fait qu'elle permette d'obtenir des pièces assemblée ﬁnies, elle peut
être appliquée à de grandes pièces complexes puisque la sonotrode ne fait que suivre un
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chemin de soudure. Ceci permet de s'aﬀranchir de la limite du procédé dit statique,
pour lequel une sonotrode spéciﬁque est nécessaire pour chaque géométrie de soudage.
De plus, la tenue mécanique des assemblages soudés en continu permettrait d'utiliser
ce procédé pour l'assemblage de pièces de structure.
Bilan Vis à vis des diﬀérentes possibilités existantes, le procédé de soudage par ul-
trasons est simple à mettre en ÷uvre, rapide et économique. Bien qu'il soit connu dans
l'industrie des polymères depuis quelques dizaines d'années, l'innovation consistant à
déplacer la sonotrode le rend tout à fait novateur. L'application à des pièces complexes
peut être envisagée. De plus la qualité de soudure obtenue permettrait de souder des
pièces de structures nécessitant une bonne tenue mécanique de l'assemblage.
Aujourd'hui, la détermination des fenêtres procédés optimales ne se fait encore qu'à
l'aide de campagnes d'essais exhaustives. L'objectif de cette étude est donc de mieux
cerner les liens entre paramètres procédés et qualité du soudage. Une modélisation du
procédé permettrait d'investiguer ces diﬀérents liens. Elle ne peut se faire sans une
étape préalable de compréhension des phénomènes physiques.
2 Position de l'étude
Une modélisation complète directe du procédé qui décrirait à la fois la physique de la
plaque de composite et l'évolution au niveau du directeur d'énergie est trop complexe.
De plus, elle serait peu pertinente puisqu'elle ne permettrait pas d'analyser de manière
isolée les diﬀérents phénomènes ayant lieu aux diﬀérentes échelles.
2.1 Echelle de travail
Dans cette section sont présentées deux approches possibles en fonction de l'échelle
d'observation retenue (cf. ﬁg. 1 (p. 3)).
2.1.a Déﬁnitions
Nous déﬁnissons d'abord l'approche structure qui se situe à l'échelle de la plaque
de composite. A cette échelle macroscopique, l'outillage et la géométrie des plaques et
de l'assemblage doivent être pris en compte. Nous déﬁnissons d'autre part l'approche
mésoscopique à l'échelle d'un directeur d'énergie. Cette approche, retenue dans cette
étude, se concentre sur la zone soudée.
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2.1.b Apports potentiels
Dans une approche structure, les outils de mécanique des structures peuvent être
mis à proﬁt pour décrire les ﬂexions dans les plaques ou les modes de vibration en
fonction des eﬀorts de l'outillage. Une telle approche peut alors aider à concevoir l'ou-
tillage en fonction de la géométrie des pièces à assembler, du recouvrement ou du type
de stratiﬁcations. D'autre part, ce n'est qu'à l'aide d'une approche structure que les
contraintes ou déformations résiduelles induites par le procédé peuvent être détermi-
nées.
Cette étude macroscopique sera également utile pour caractériser la qualité d'un
assemblage soudé. En eﬀet, ce sont bien des critères macroscopiques tels que la résis-
tance en cisaillement ou le taux de restitution d'énergie qui sont nécessaires pour le
dimensionnement et la conception. Néanmoins, cette approche présente des limites.
2.1.c Limites
Dans cette approche structure, seul un modèle empirique permettrait de décrire
l'inﬂuence thermique et mécanique du passage de la sonotrode. Un tel modèle empi-
rique ne peut être validé qu'à l'aide d'une campagne d'essais. C'est en eﬀet à l'échelle
mésoscopique du directeur d'énergie que les conditions mécaniques et thermiques in-
duites par le passage de la sonotrode peuvent être modélisées de manière plus ﬁdèle.
Par exemple, la production de chaleur, suﬃsante pour fondre l'ensemble de l'interface,
est probablement fortement liée à la géométrie des directeurs et de leur écoulement.
Seule une approche mésoscopique peut donc permettre de comprendre l'inﬂuence de la
géométrie de ces directeurs.
D'autre part, la qualité de la soudure ne peut être discutée qu'à l'aide de consi-
dérations mésoscopiques. En eﬀet, c'est l'étude de l'écoulement dans la zone soudée
qui permet de prédire l'adhésion, la porosité ou la cristallinité de l'interface discutées
section 1.1.
Enﬁn, l'inﬂuence du matériau sur la qualité de la soudure reste un point clef. Seule
une description pertinente de l'échauﬀement peut apporter des élément d'explications.
Une fois encore, elle n'est possible qu'en adoptant une approche mésoscopique et en se
concentrant à l'échelle de la zone soudée.
Finalement une étude locale de l'interface est donc indispensable pour caractériser
la qualité de l'adhésion.
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Tab. I.1: Masses molaires pour les deux grades de PEEK, Victrex






G151 75900 28700 2, 6
G450 106900 37000 2, 9
Écart relatif 40% 30% 10%
2.2 Essais préliminaires
L'étude expérimentale préliminaire proposée dans cette section permet de conﬁr-
mer la complexité des phénomènes physiques ayant lieu dans la zone de soudage et la
nécessité d'une étude spéciﬁque à cette échelle.
Des plaques d'APC2 (Aromatic Polymer Composite 2) ont été soudées à l'aide du
démonstrateur d'EADS IW présenté section 1.3.b. Ce matériau composite est consti-
tué de ﬁbres de carbone AS4, et d'une matrice de PEEK. Il présente des propriétés
intéressantes en termes de résistance mécanique mais aussi en termes de résistance
thermique et chimique. Ces bonnes propriétés en font un matériau prometteur pour
des applications aéronautiques telles que des éléments de structure ou des réservoirs à
carburant.
2.2.a Le matériau
Matrice Il existe diﬀérents grades de PEEK. La longueur des chaînes, et donc la
masse moléculaire, peut varier énormément d'un grade à l'autre. Il en découle des
variations de propriétés mécaniques ou de cristallisation. Néanmoins, comme l'explique
Nicodeau [Nicodeau, 2005], le fournisseur de préimprégné ne donne pas le grade exact
du PEEK utilisé mais deux bornes extrêmes récapitulés dans le tableau I.1
Préimprégné Le composite thermoplastique utilisé est livré par Cytex sous forme
de bandes de préimprégné unidirectionnel. Les bandes utilisées ont une épaisseur d'en-
viron 0, 13mm. Comme le montre la micrographie I.13, les ﬁbres sont majoritairement
situées au milieu de la bande et une couche de matrice est généralement surabondante
sur la surface des bandes. Cette inhomogénéité est due au mode d'imprégnation des
mèches de ﬁbres. Elle permet accessoirement d'améliorer l'adhésion inter-laminaire lors
de la fabrication des pièces. Ce type de préimprégnés étant utilisé depuis récemment
seulement dans l'industrie, le fournisseur ne communique pas tous les détails concernant
les composants utilisés.
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Fig. I.13: Micrographie d'une bande de préimprégné.





Consigne pression chauﬀage : 14 bar
refroidissement : 35 bar
Empilement quasi-iso [90,−45, 0, 45, 90,−45, 0, 45]s
Dimension des plis 303× 303mm2
Epaisseur d'un pli 0, 136mm
Epaisseur totale 2, 18mm
De nombreux auteurs ont eﬀectué des campagnes d'essai pour déterminer les pro-
priétés du matériau. Un récapitulatif des propriétés matériau du PEEK et de l'APC2
est donné en annexe F (p. 205).
2.2.b La fabrication des plaques
Aﬁn d'eﬀectuer une soudure type sur le démonstrateur, des plaques de composites
ont été fabriquées.
Empilement Les plaques sont obtenues par empilement de seize bandes, de façon
à obtenir un stratiﬁé quasi-isotrope. La consolidation est eﬀectuée en étuve sous vide,
aﬁn de réduire la porosité inter-laminaire. Le récapitulatif de la fabrication est donné
tableau I.2.
Dimensions et applications Les plaques fabriquées sont de dimensions relative-
ment réduite. Elles ne servent qu'à eﬀectuer les essais de soudure. Les plaques utilisées
ont une dimension de 300×300mm2 et sont ensuite découpées en une série d'éprouvette
permettant de souder sur une longueur suﬃsante pour atteindre le régime permanent.
L'épaisseur des éprouvettes est d'environ 2mm.
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Fig. I.14: Couche superﬁcielle de PEEK.
2.2.c Le moulage des directeurs
Couche superﬁcielle de PEEK Au dessus des bandes de préimprégné empilées,
on dispose un ﬁlm de matrice PEEK pure de 80µm d'épaisseur. Après consolidation,
la plaque stratiﬁée présente donc une couche superﬁcielle de matrice visible sur la
ﬁgure I.14. Cette couche a deux utilités. D'une part elle permet d'améliorer l'adhésion
puisqu'elle assure une présence suﬃsante de polymère et évite donc l'assèchement des
ﬁbres en surface. D'autre part elle permet de mouler les directeurs d'énergie qui sont
constitués de matrice seule.
Dimensions des directeurs Les directeurs d'énergie sont moulés sur la plaque au
moment de la fabrication. Pour ce faire, le moule supérieur est usiné. Lors de la mise en
température, une partie de la matrice située dans la couche superﬁcielle remplit le moule
et constitue ainsi les directeurs d'énergie. Les directeurs d'énergie sont des prismes dont
l'axe est perpendiculaire à la direction des ﬁbres du dernier pli. Ceci permet de s'assurer
qu'aucune ﬁbre ne migre dans un directeur, comme le montre la photographie I.15, où
les directeurs sont blancs donc vraisemblablement vierges de ﬁbre de carbone. On note
que les directeurs sont très espacés et ne représentent qu'une section d'environ 20% de
la surface de soudage.
La fabrication de ces éprouvettes est diﬀérente des procédés utilisés industrielle-
ment. Les éprouvettes réalisées permettent simplement d'eﬀectuer des essais de soudage
statique et continu. L'objectif étant de caractériser la qualité du soudage.
2.3 Analyse de la zone soudée
Une simple observation visuelle, éventuellement microscopique, des assemblages
soudés, permet de tirer des premières conclusions sur le procédé.
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Fig. I.15: Les directeurs d'énergie.
Fig. I.16: Dans le procédé statique, une bulle d'air persiste à l'interface
2.3.a Procédé Statique
Quelques éprouvettes ont été soudées à l'aide du procédé dit statique. Ces essais
ont été eﬀectués à Sonimat avec l'aide d'Eric Violleau. La zone soudée de ces éprouvettes
a une dimension de 15× 20mm2
Vide Une observation de l'interface soudée après essai (ﬁgure I.16) montre qu'un vide
persiste après soudure au niveau de l'interface. Une explication plausible est que l'air
emprisonné entre les deux directeurs d'énergie ne peut s'échapper et reste donc bloqué
à l'interface où il forme une bulle.
Détérioration de la plaque Aﬁn d'essayer de faire disparaître cette macro-porosité
à l'interface, un essai prolongé a été eﬀectué. Il ne permet pas de faire disparaître
cette bulle. Au contraire, plutôt que d'améliorer l'écoulement du directeur à l'interface,
l'énergie apportée par la sonotrode est dissipée au sein de la plaque supérieure. Ceci
entraîne sa détérioration, visible sur la ﬁgure I.17.
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Fig. I.17: Détérioration de la plaque lors d'un essai prolongé.
Finalement le procédé de soudage statique ne permet pas de refermer complè-
tement l'interface. La zone d'air contenue entre les directeurs est réduite mais n'est
pas supprimée complètement. Le procédé permet par contre d'assurer l'étanchéité pour
peu que les directeurs d'énergie soient moulés de manière continue. Ceci explique son
utilisation dans le domaine des emballages. Par contre, la présence de ces bulles d'air
est néfaste pour les propriétés mécaniques de l'assemblage. C'est pourquoi le procédé
statique n'est pas applicable pour l'assemblage structurel.
2.3.b Procédé Dynamique
Écoulement tridimensionnel Un essai arrêté de soudage dynamique a été eﬀectué.
En supposant que l'écoulement après décollement de la sonotrode est très limité, nous
pouvons considérer que la morphologie de l'interface solidiﬁée est identique à l'écoule-
ment durant le régime permanent. Dès lors, une série de coupes micrographiques permet
de reconstituer la géométrie de l'écoulement durant cette phase de régime permanent.
Le schéma I.18 récapitule cette géométrie. L'écoulement est tridimensionnel et permet
à la bulle d'air qui était emprisonnée dans le procédé statique de s'échapper.
La micrographie I.12 (p. 22) montre eﬀectivement qu'aucun vide n'est présent à
l'interface après soudure.
Eﬀet de ﬂexion de la plaque De plus, la ﬁgure I.19 montre bien que la fusion du
directeur commence avant le passage de la sonotrode.
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0 . 6 m m
1 m m
Fig. I.18: Morphologie de l'écoulement des picots à l'interface.
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(a) 10 mm en amont de la sonotrode (b) 7 mm en amont de la sonotrode
(c) 4 mm en amont de la sonotrode (d) 2 mm en amont de la sonotrode
Fig. I.19: Picot en cours de fusion.
La rigidité de la plaque supérieure permet en eﬀet d'appliquer une déformation au
directeur en amont de la sonotrode.
Rupture dans la plaque Des essais de tractions eﬀectués sur des éprouvettes sou-
dées conﬁrme la tenue mécanique des assemblages soudés. En eﬀet, pour certains essais,
la rupture ne s'est pas faite au niveau de l'assemblage, mais par délaminage des premiers
plis de l'une des plaques.
2.3.c Analyse mécanique par micro-indentation
Des essais de micro-indentation à l'aide d'une pointe Vickers donnent des infor-
mations sur l'écoulement à l'interface à une échelle plus ﬁne. La force appliquée et
le déplacement de l'indenteur sont mesurés durant tout l'essai d'indentation. A l'aide
des premiers points de mesures durant la décharge, des informations sur l'élasticité du
matériau sont obtenus. La méthode de Oliver et Pharr [Oliver et Pharr, 1992, Pharr
et al., 1992,Sneddon, 1965] permet de calculer un module élastique équivalent.
Amorce de fusion Par exemple sur un échantillon obtenu par essai interrompu, une
coupe est eﬀectuée à la position où le directeur commence à fondre, ﬁgure I.20a. La
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(a) Vue générale.
(b) Zoom et modules mesurés (GPa).
Fig. I.20: Indentation de l'échantillon à l'amorçage du procédé.
ﬁgure I.20b est une cartographie de modules équivalents mesurés de manière locale par
micro-indentation.
Les modules mesurés sur les parties fondues sont plus faibles que dans la masse du
directeur. Ceci est dû à une diﬀérence de cristallinité. Le picot, fabriqué par moulage,
a subit un cycle thermique lent et a donc une cristallinité élevée. La partie fondue, par
contre, a refroidi très vite dans cet essai arrêté. Elle est donc davantage amorphe et
plus souple. Le refroidissement rapide de la partie fondue dans cet essai est conﬁrmé
par le faible volume de polymère fondu. L'inertie thermique est donc moindre.
La micro-indentation est donc un moyen expérimental qui permet d'obtenir des
informations sur l'histoire thermique du matériau. Dans le cas présent, cette méthode
permet de conclure que la fusion est rapidement amorcée en pointe de directeur puisque
les cristaux ont eﬀectivement disparu.
Durant la soudure Une cartographie du module équivalent, eﬀectuée sur une coupe
d'un directeur dans un stade plus avancé de fusion, conﬁrme les résultats précédents (cf.
ﬁg. I.21). Les parties fondues ont un module plus faible que les parties restées intactes
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Fig. I.21: Indentation de l'échantillon après fusion du directeur.
dans le directeur ou dans les plaques inférieure ou supérieure. La température de fusion
a donc bien été atteinte dans les zones déformées.
Après soudure Une coupe de l'échantillon soudé en continu, après passage de la
sonotrode, a également été analysée. On observe sur la ligne de micro-indentation de
la ﬁgure I.22, que la valeur du module équivalent est uniforme le long de l'interface
soudée. Les quelques points singuliers sont liés à des défauts tels qu'inclusions ou po-
rosités, visibles sur la micrographie. L'ensemble de l'interface est donc dans le même
état cristallin, elle a complètement fondu. En particulier, les directeurs initiaux (ma-
térialisés par les pointillés verts) ont également fondu à la ﬁn du procédé. On peut
également noter que la valeur du module mesuré, de l'ordre de 4GPa, est plus élevé
que les modules mesurés dans les parties fondues à l'amorce du procédé (ﬁgure I.20b)
qui sont plutôt de l'ordre de 2, 5GPa. L'interface soudée en ﬁn d'essai est donc plus
cristalline.
Bien que les essais de micro-indentation donnent quelques informations locales sur
l'histoire thermique qu'a subi le matériau, une étude plus poussée serait nécessaire pour
analyser la cristallinité de l'interface. Des moyens de DSC, ou de mesure de diﬀraction
par rayon X sont à envisager.
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Fig. I.22: Indentation de l'échantillon après soudure.
Cette étude préliminaire montre que les phénomènes physiques à l'interface tels
que l'écoulement, la thermique ou la cristallisation sont complexes. Ces considérations
confortent l'intérêt d'une étude à l'échelle mésoscopique pour analyser la qualité de la
soudure. Cette approche mésoscopique ne s'intéresse qu'au directeur d'énergie et à son
voisinage.
3 Phénomènes physiques en jeu et ordres de grandeurs
Lors du passage de la sonotrode, de nombreux phénomènes physiques ont lieu dans
la zone de soudage. Quelques auteurs ont déjà proposé une modélisation du procédé
statique. Benatar et Grewell [Benatar, 1987,Grewell et al., 2003] analysent le procédé
en cinq étapes :
1. Une étude de la mécanique et des vibrations dans les plaques. Cette étude s'insère
donc dans ce que l'on a déjà identiﬁé comme l'approche macroscopique.
2. Une description du terme de chauﬀage comme dissipation viscoélastique, qui sera
discuté dans le présent travail.
3. Une modélisation des transferts thermiques.




5. Une détermination de l'adhésion à l'aide de considération sur la diﬀusion des
chaînes macromoléculaires. Nous avons déjà présenté ces considérations dans la
section 1.1.b
Cette vision est assez globale mais cette analyse à l'aide d'étapes successives est quelque
peu restrictive par rapport à la physique réelle où tous ces phénomènes sont simultanés.
Nous retiendrons toutefois l'analyse du terme d'auto-échauﬀement. D'autres auteurs
tels que Tolunay [Tolunay et al., 1983], Wang et al. [Wang et al., 2006] ou Suresh et
al. [Suresh et al., 2007] modélisent aussi l'auto-échauﬀement à l'aide de la théorie de la
viscoélasticité. Néanmoins, nul n'a proposé de modéliser simultanément l'écoulement
du directeur et la vibration ultrasonore.
Aﬁn de justiﬁer la modélisation retenue par la suite, cette section présente les
diﬀérents phénomènes physiques ayant lieu à l'interface. Ils peuvent être regroupés
dans deux grandes phases : une phase de chauﬀage et d'écoulement puis une phase de
refroidissement. L'application de modèles simpliﬁés permet de dégager des ordres de
grandeur et de déterminer les phénomènes prépondérants.
3.1 Thermique
A l'aide de modèles thermiques simples, les ordres de grandeurs de l'histoire ther-
mique de l'interface peuvent être dégagés.
3.1.a Le chauﬀage
En premier lieu, l'ordre de grandeur de l'augmentation de température dans les
picots est évalué. En eﬀet c'est ce chauﬀage au niveau de l'interface qui permet le
soudage des deux plaques.
Ordre de grandeur L'étude préalable 2.3 a montré que l'ensemble de l'interface a
fondu durant le procédé. La durée du procédé étant d'environ 1 s, l'augmentation de




La puissance P dissipée à l'interface peut être minorée en considérant un chauﬀage
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où ρc est la capacité caloriﬁque spéciﬁque du PEEK. Les valeurs de la littérature [Cog-
swell, 1992,Ageorges et al., 1998b,Nicodeau, 2005] donnent environ ρc ∼ 2.106 Jm−3K−1.
Ce qui nous permet d'évaluer le terme source à l'interface à :
P & 6.108 W/m3. (I.15)
Chauﬀage adiabatique Approximons le terme de diﬀusion de chaleur dans la plaque
de composite par kt∆θ/L2 où kt ∼ 0, 7Wm−1K−1 est la conductivité thermique trans-
verse du composite [Ageorges et al., 1998b,Nicodeau, 2005], ∆θ = θf − θ0 ∼ 300 ◦C est
une variation de température caractéristique de l'interface et L ∼ 3mm est l'épaisseur
d'une plaque de composite. On obtient une puissance diﬀusée de l'ordre de 8.107 W/m3.
En première approximation, le chauﬀage de la zone soudée est donc adiabatique.
Approche viscoélastique Aﬁn de décrire l'échauﬀement du directeur de manière
plus ﬁdèle, la plupart des auteurs [Tolunay et al., 1983,Benatar et Gutowski, 1989,Be-
natar et al., 1989,Nonhof et Luiten, 1996,Suresh et al., 2007] utilisent une loi de com-
portement viscoélastique linéaire. Néanmoins, la sonotrode ayant une amplitude de
déplacement de 20µm et la hauteur du directeur étant d'environ 300µm, sa déforma-
tion est de l'ordre de 10%. Elle est donc relativement grande et l'utilisation d'une loi
de comportement linéaire peut sembler peu pertinente pour décrire l'inﬂuence de la
vibration de la sonotrode sur le directeur. Cette loi linéaire permet toutefois de tirer
un ordre de grandeur de l'échauﬀement. Sous l'hypothèse des petites perturbations, si
la déformation ε = ε0 sin (ωt), le tenseur des taux de déformation D vaut :
D = ε˙ = ωε0 cos (ωt) , (I.16)
et la loi de comportement viscoélastique linéaire s'écrit :
Σ = E′ε0 sin (ωt) + E′′ε0 cos (ωt) (I.17)
où Σ est le tenseur des extra-contraintes. Si la pression ne travaille pas, le travail










ε0 : ε0. (I.19)
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Les valeurs de E′′ à 20 kHz étant de l'ordre de E′′ ∼ 108 Pa (cf. annexe F.2.a) et la
déformation équivalente ε0 de l'ordre de 10%,
P ∼ 1010 W/m3. (I.20)
Finalement, cette dissipation est plus importante que les valeurs attendues dans le
procédé (I.15). Plusieurs hypothèses permettent d'expliquer cette diﬀérence.
 D'abord les déformations ne sont pas uniformes. Une analyse spatiale est donc
nécessaire pour décrire ce terme source.
 Ensuite, le déplacement que subit le directeur n'est pas le déplacement de la
sonotrode (cf. section 1.3.a (p. 19)).
 Enﬁn, l'échauﬀement du directeur n'est probablement pas adiabatique. L'équa-
tion I.15 donne bien une borne inférieure.
3.1.b Temps de refroidissement
Après la phase d'échauﬀement dont les ordres de grandeur viennent d'être déga-
gés, la phase de refroidissement s'opère. La chaleur diﬀuse de la zone soudée vers les
plaques de composites qui agissent comme des puits thermiques. Un temps caractéris-
tique de refroidissement tref est alors donné par le temps de diﬀusion de la chaleur
dans l'épaisseur de la plaque de composite :
tref ∼ L2 ρckt
tref ∼ 3 s.
(I.21)
La vitesse de refroidissement est donc de l'ordre de 100K/s.
3.2 Écoulement à l'interface
Une fois que la température est suﬃsante, le directeur d'énergie commence à s'écou-
ler. Il passe d'une forme triangulaire à un ﬁlm à l'interface. Cette section vise à dégager
des ordres de grandeur caractéristiques de cette déformation.
3.2.a Écrasement d'un lopin
En considérant le procédé statique, le directeur initialement triangulaire est soumis
à une compression. Cette déformation peut être modélisée de manière simpliﬁée par le
cas d'école de l'écrasement lubriﬁé présenté sur la ﬁgure I.23. Le cinématique dans le
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Fig. I.23: Géométrie du problème d'écrasement d'un lopin.
rectangle est homogène et s'écrit à l'aide de la condition d'incompressibilité ∇.v = 0 :
vx = −Vdh x
vy = Vdh y
(I.22)
où h est la hauteur du directeur. D'autre part, l'incompressibilité permet d'écrire :
b.h = b(t = 0)h(t = 0). (I.23)
En considérant une loi de comportement de ﬂuide newtonien, la dissipation d'énergie
mécanique P due à l'écrasement du lopin s'écrit :






et la force linéique F nécessaire pour appliquer la condition d'écrasement Vd est :
F = −b.σ.ey
= −ηb(t = 0)h(t = 0)Vd
h2
(I.25)
3.2.b Ordres de grandeur
En considérant les soudages statiques eﬀectués dans l'étude préliminaire 2.2, l'eﬀort
linéique par directeur d'énergie vaut :
F = 18.103 N/m (I.26)
Dans le cas hypothétique de directeurs initialement carrés de dimension :
h(t = 0) = 300µm, b(t = 0) = 300µm, (I.27)
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et pour une viscosité newtonienne :
η = 104 Pa (I.28)
qui est la valeur obtenue par Nicodeau [Nicodeau, 2005] et Lamèthe [Lamethe, 2004] à
340 ◦C, la vitesse d'écrasement initiale Vd(t = 0) vaut :
Vd(t = 0) = 0, 1m/s (I.29)
Pour des températures proches de la température de fusion, la vitesse d'écrasement
du directeur est donc très rapide. Néanmoins, les essais statiques eﬀectués montrent que
l'écrasement se fait en environ 1 s. Cette diﬀérence conﬁrme que la phase d'échauﬀement
est couplée à la phase d'écrasement. La vitesse d'écrasement est en eﬀet plutôt de l'ordre
de :
Vd(t = 0) ∼ 3.10−4 m/s. (I.30)
3.2.c Eﬀets sur la thermique
En prenant une vitesse d'écrasement de l'ordre de 3.10−4 m/s, la puissance dissipée
(équation (I.24)) est d'environ :
P ∼ 2.104 W/m3. (I.31)
La dissipation d'énergie mécanique due à l'écrasement du directeur d'énergie est donc
négligeable par rapport à la dissipation d'énergie due aux vibrations de la sonotrode
(équation (I.20)).
3.2.d Eﬀet 3D
Dans le procédé continu, l'écoulement que subit le directeur d'énergie est tridimen-
sionnel. En se plaçant au niveau de la structure, le passage de la sonotrode peut être
comparé à un procédé de calandrage. L'écoulement entre les deux plaques est alors
assimilable à un écoulement en couche mince. Les hypothèses de lubriﬁcation hydrody-
namique sont alors applicables et l'équation de Reynolds, que l'on peut retrouver dans
Agassant et al. [Agassant et al., 1986], permet une modélisation simpliﬁée.
Néanmoins dans le cas d'une approche mésoscopique, la simultanéité avec l'écrase-
ment du directeur d'énergie que l'on vient de proposer est à l'origine d'un écoulement
tridimensionnel complexe. De plus, l'eﬀet de la température est prépondérant. Dès lors,
une étude plus générale des phénomènes thermo-mécaniques de l'écoulement dans la
zone soudée est indispensable.
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3.3 Cristallisation
Comme dans l'analyse mécanique précédente, cette section vise à appliquer des mo-
dèles simpliﬁés pour déterminer les ordres de grandeur des phénomènes de cristallisation
dans le procédé.
3.3.a État initial du PEEK
Premièrement, il faut souligner que le PEEK, bien que semi-cristallin, présente une
cristallinité maximum peu élevée. Cogswell [Cogswell, 1992] propose une valeur maxi-
male de χmax = 40%. Les eﬀets de la cristallisation sur les propriétés du PEEK, que ce
soit thermique ou mécanique ne seront donc pas aussi importants qu'avec des polymères
semi-cristallins dont la cristallinité maximum est plus importante (70% pour le PET,
par exemple). D'autre part, l'état initial des directeurs d'énergie dépend fortement de
l'histoire thermo-mécanique qu'ils ont subi. Suivant le procédé de mise en forme utilisé,
les directeurs peuvent donc présenter des cristallinités très diﬀérentes. Néanmoins, à
l'heure actuelle les procédés de fabrication sont encore relativement lents. Les plaques
utilisées dans l'étude préliminaire, par exemple, ont été consolidées à l'aide de cycles
thermiques de quelques heures. La cristallinité des directeurs avant le procédé de sou-
dage ultrasons est donc élevée.
3.3.b Cristallisation thermique
Modèles existants De nombreux modèles cinétiques permettent de décrire la cristal-
lisation des polymères. Le modèle d'Avrami [Avrami, 1939,Avrami, 1940,Avrami, 1941]
s'applique pour un cas isotherme, le modèle d'Osawa [Ozawa, 1971] pour des rampes
de température. Des modèles plus généraux, tels que le modèle de Nakamura [Naka-
mura et al., 1972,Nakamura et al., 1973], permettent de décrire la cristallisation induite
par un cycle quelconque de température. Une étude de la cristallisation thermique du
PEEK peut être trouvée dans [Bas et al., 1995,Lamethe, 2004,Nicodeau, 2005].
Grandes vitesses de refroidissement L'estimation du refroidissement de l'inter-
face après soudage, eﬀectuée section 3.1.b (p. 37), permet d'évaluer le refroidissement
à plus de 100K/s. Toutefois, la caractérisation de la cristallisation a de telles vitesses de
refroidissement est inédite. La DSC ne peut, par exemple, pas être utilisée au dessus
de 1K/s, au risque de voir apparaître des gradients thermiques dans l'échantillon. Une
analyse a posteriori, telle que l'analyse par diﬀraction ou par densimétrie, permettrait
de déterminer la cristallisation ﬁnale de l'interface. Ce travail est actuellement en cours.
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Néanmoins, la vitesse de refroidissement est extrêmement élevée par rapport aux
identiﬁcations de cinétiques de cristallisation eﬀectuées par Nicodeau [Nicodeau, 2005],
Lamèthe [Lamethe, 2004] ou Bas [Bas et al., 1995]. La cristallisation thermique est donc
vraisemblablement très faible. De plus, la section 1.1.c montre que la chaleur latente
de cristallisation a des eﬀets négligeables sur la thermique.
3.3.c Cristallisation induite par la mécanique
Outre la cristallisation thermique, la déformation d'un polymère entraîne des dé-
placements des chaînes macromoléculaires qui peuvent inﬂuencer grandement la vitesse
de cristallisation.
La cristallisation des polymères induite par la mécanique fait l'objet de nombreuses
études [Chien et Weiss, 1988,Ammar, 2001,Marco, 2003]. Pratiquement, la vitesse de
cristallisation peut être augmentée d'un ordre de grandeur par l'écoulement.
Inﬂuence de l'écoulement Pour le procédé considéré ici, l'ordre de grandeur du
taux de déformation équivalent D2eq = 2D : D peut être estimé à l'aide des équa-
tions (I.24) et (I.30) à :
Deq ∼ 4 s−1. (I.32)
D'après les travaux de Chien et Weiss [Chien et Weiss, 1988], la vitesse de cristallisation
peut alors être augmentée d'un facteur dix environ. Ceci explique que l'état ﬁnal de la
zone soudée, discuté section I. 2.3.c (p. 33), n'est pas amorphe.
Inﬂuence des vibrations Les eﬀets de la vibration de la sonotrode sur la cristalli-
sation sont quant à eux inconnus. Le taux de déformation équivalent est élevé du fait
de la fréquence élevée des vibrations. Par contre, la déformation elle même est faible
(quelques pourcents), ce qui laisse supposer que la cristallisation induite reste faible.
Cette hypothèse est également confortée par le fait que la vibration entraîne des dé-
formations alternées dont l'eﬀet moyen sur la cristallisation est probablement limité.
Conscient de la nécessité d'études complémentaires, l'approche retenue par la suite ne
considère pas ces eﬀets de cristallisation induite.
Finalement, durant la phase initiale du procédé, où les directeurs chauﬀent fondent
puis s'écoulent, la température de fusion est atteinte très rapidement. Les phénomènes
de cristallisation sont donc négligeables. Seule la thermo-mécanique de la zone soudée
sera modélisée.
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Bilan
Les ordres de grandeurs estimés dans cette section permettent de déﬁnir l'approche
retenue. La modélisation de la dissipation d'énergie trouvée dans la littérature ne prend
en compte que la vibration due à la sonotrode. Néanmoins, l'écoulement entraîne un
changement de géométrie du directeur. Ce changement de géométrie inﬂuence gran-
dement la dissipation d'énergie et la thermique. C'est pourquoi cette étude propose
une modélisation thermo-mécanique de la phase de chauﬀage et d'écoulement. Le pro-
blème mécanique traité est un problème complexe d'écoulement sous vibrations. Il faut
néanmoins garder à l'esprit qu'une analyse de la phase suivante de refroidissement
sera nécessaire pour la caractérisation de l'adhésion. Ceci à l'aide de considérations
microscopiques telles que la diﬀusion ou la cristallisation.
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Proposition de modélisation de
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Fig. II.1: Domaine de résolution.
1 Mise en équation
Cette partie propose une modélisation de la thermo-mécanique de l'écoulement dans
la zone de soudage. L'écriture du problème mécanique va naturellement faire apparaître
une condition limite multi-échelle. Le travail présenté ici fait en grande partie l'objet
de l'article [Levy et al., 2010].
Domaine L'étude se restreint à un domaine Ω, formé du picot et de son voisinage.
Ce voisinage est suﬃsamment grand pour appliquer des conditions limites que l'on
suppose connues. Ce domaine est déﬁni sur la ﬁgure II.1. Nous appellerons par la suite
Γ = Γsup ∪ Γσ ∪ Γ0 la frontière du domaine Ω.
1.1 Mécanique
1.1.a Équilibre mécanique
Comme évoqué à la section I. 1.3.a (p. 18), les plaques composites sont trop ﬁnes
pour qu'une onde mécanique se propage dans leur épaisseur. A l'échelle des directeurs




=∇ · σ + f . (II.1)
Le terme de force volumique f ne concerne que la gravité. Il est de l'ordre de :
f = ρg ∼ 104 N/m3. (II.2)
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La vitesse v dans le directeur d'énergie est la superposition de deux vitesses. La pre-
mière, due aux vibrations, peut être estimée en considérant que le haut du directeur a
le même déplacement que la sonotrode, soit :
‖vvib‖ ∼ aω cos(ωt) ∼ 3m/s, (II.3)
où a = 20µm est l'amplitude de vibration de la sonotrode et ω = 2pif sa pulsation. On
trouve :∥∥∥∥ρd2vvibdt
∥∥∥∥ ∼ ρaω2 ∼ 108 N/m3. (II.4)
La seconde, due à l'écrasement, a été estimée dans l'équation (I.30) à une valeur large-
ment inférieure à ‖vvib‖. Les eﬀets dynamiques de l'écrasement sont donc naturellement
négligeables devant les eﬀets dynamiques de vibration. En considérant un comporte-
ment élastique du matériau avec un module d'Young E ∼ 109 Pa et une déformation
due à la vibration de l'ordre de ‖ε0‖ ∼ 0.1, le terme ∇.σ peut être approché par :
∇.σ ∼ E ‖ε0‖
h
∼ 1012 N/m3 (II.5)
et donc∥∥∥∥ρd2vvibdt
∥∥∥∥ << ‖∇.σ‖ . (II.6)
Le système peut être considéré à l'équilibre statique, même pour les grandes vitesses
engendrées par la vibration de la sonotrode, à 20 kHz. Les termes de gravité et d'inertie
pouvant être négligés, l'équilibre mécanique dans le directeur est régit par :
∇.σ = 0 sur (Ω) (II.7)
Remarque : Bien que le développement présenté par la suite soit eﬀectué sous cette
hypothèse d'équilibre statique, une étude plus générale prenant en compte les termes
dynamiques est présentée en annexe B.3
1.1.b Loi de comportement
Incompressibilité Le polymère est supposé incompressible se qui se traduit par la
condition :
∇.v = 0. (II.8)
Il en résulte que la contrainte de Cauchy σ n'est connue qu'à une contrainte hydro-
statique près. La loi de comportement ne permettra de déterminer qu'un tenseur des
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extra-contraintes :
Σ = σ − pI (II.9)
où I est le tenseur identité d'ordre 2 et p est le multiplicateur de Lagrange permettant
d'assurer la contrainte d'incompressibilité (II.8).
Loi de Maxwell Le chauﬀage nécessaire au soudage se fait par dissipation d'éner-
gie mécanique. Aﬁn de pouvoir modéliser de manière réaliste cette dissipation, la loi
de comportement doit être adaptée. Bien qu'en pointe de directeur, des phénomènes
de plasticité puissent apparaître, une loi de comportement visco-élastique semble suﬃ-
sante, en première approche, pour décrire la vibration du directeur et son écoulement,
en particulier lorsqu'il atteint des températures supérieures à la température de transi-
tion vitreuse. Cette modélisation viscoélastique est conforme à ce que l'on peut trouver
dans la littérature [Benatar et Gutowski, 1989, Benatar et al., 1989, Tolunay et al.,
1983,Suresh et al., 2007,Nonhof et Luiten, 1996,Roylance et al., 2004].




+Σ = 2ηD (II.10)
où λ est le temps de relaxation de Maxwell et η est la viscosité de Maxwell. Cette
loi idéale est assez peu réaliste mais a l'avantage de pouvoir être généralisée (cf. an-
nexe B.2). D'autre part, l'hypothèse des petites perturbations n'est pas rigoureusement
assurée. En eﬀet les déformations dans le directeur sont de l'ordre de 10% pour la vi-
bration mais deviennent bien plus élevées quand l'écrasement a lieu. Néanmoins, dans
cette première étude générale, c'est l'hypothèse retenue.
1.1.c Conditions aux limites
Pour simpliﬁer l'analyse du problème, le comportement macroscopique des plaques
composites et de l'outillage est supposé connu. Les conditions limites sur les frontières
supérieure Γsup et inférieure Γ0 sont donc données.
Déplacement imposé Le déplacement est supposé nul sur la frontière inférieure :
u = 0 sur (Γ0) (II.11)
et est imposé égal au déplacement de la sonotrode sur la frontière supérieure. Le dé-
placement de la sonotrode est la superposition de deux déplacement : une oscillation
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s q u
Fig. II.2: Illustration de l'évolution temporelle du déplacement imposé sur Γsup.
harmonique due à la vibration de la sonotrode et un déplacement lent du à l'écrasement
des directeurs (cf. ﬁgure II.2) :
u = ud (t) + a sin (ωt) sur (Γsup) (II.12)
D'autre part la frontière latérale Γσ est supposée libre :
σ.n = 0 sur (Γσ) (II.13)
Pour alléger les écritures, nous déﬁnissons la frontière de Dirichlet Γu = Γ0 ∪ Γsup. En
déﬁnissant :
a = ud = 0 sur (Γ0) , (II.14)
on peut écrire, de manière générale :
u = ud (t) + a sin (ωt) sur (Γu) . (II.15)
Condition initiale A l'instant initial, le déplacement est supposé nul et la conﬁgu-
ration libre de toute contrainte :
Σ (t = 0) = 0
σ (t = 0) = 0
u (t = 0) = 0
 sur (Ω) . (II.16)
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Fig. II.3: Les deux échelles de temps.
1.1.d Spéciﬁcité de la condition d'écrasement sous vibration
Dans le cadre adopté, le directeur est soumis à une double sollicitation. La condition
limite (II.15) fait intervenir simultanément les eﬀets de l'écrasement et de la vibration.
Il est important de noter que ceux-ci se font sur deux échelles de temps diﬀérentes. Le
terme ud est appliqué sur un temps long, qui est le temps total du procédé, tandis que
la vibration a sin(ωt) se fait sur un temps court, lié à la vibration de la sonotrode.
Verrou Seule une résolution numérique du problème permettra à terme de prendre
en compte les couplages des diﬀérentes physiques et l'évolution de la géométrie. L'ap-
plication de cette double sollicitation dans un cadre de résolution numérique doit donc
être envisagée. Mais l'application directe de cette condition limite nécessiterait une
discrétisation temporelle suﬃsamment ﬁne pour décrire chaque cycle ultrasonore. La
fréquence ultrasonore étant de 20 kHz, le nombre de pas de temps serait alors de l'ordre
de 106 comme illustré sur la ﬁgure II.3. Dans un cadre de résolution classique une telle
discrétisation est inenvisageable.
1.2 Thermique
Comme montré précédemment, l'écoulement à l'interface et l'évolution de tempé-
rature sont intimement liés. La résolution simultanée des deux problèmes est donc
nécessaire. Cette section présente la modélisation thermique que nous avons retenue.
1.2.a Bilan énergétique et terme source








1. Mise en équation
où e est l'énergie interne et k la conductivité thermique du polymère. En considérant
une décomposition de la déformation ε en une partie élastique et une partie visqueuse,
nous pouvons appliquer des concepts de thermodynamique avec variable interne, comme
par exemple dans [Lemaître et al., 1996]. En considérant que l'élasticité ne provient que




= ∇.k∇θ + σ : dε
dt
sur (Ω) (II.18)
En prenant en compte les eﬀets d'élasticité énergétique, on peut se ramener à une équa-
tion de la même forme avec un facteur α, qui détermine la proportion d'élasticité entro-
pique, devant le terme σ : dε/dt. Peters et Baaijens [Peters et Baaijens, 1997] l'utilisent
par exemple dans une modélisation d'écoulement visco-élastique thermo-dépendant.
1.2.b Conditions aux limites
Isolation Le point clef du soudage est l'augmentation de température au niveau
de l'interface, due à la dissipation d'énergie mécanique en énergie thermique. Aﬁn de
s'assurer qu'aucune quantité d'énergie autre n'est apportée au système par conduction
sur la frontière, le domaine Ω est considéré comme isolé.
Taille du domaine On prend soin de déﬁnir une taille de domaine Ω suﬃsamment
grande pour que l'augmentation de température localisée au niveau de l'interface ne soit
pas inﬂuencée par la condition limite d'isolation. En eﬀet, le PEEK ayant une diﬀusivité
thermique d'environ 10−7 m2/s, en considérant un domaine Ω de 3mm environ, le temps
nécessaire pour que la température diﬀuse dans l'ensemble du domaine est d'environ
10 s, bien supérieure à la durée du procédé.
La condition limite thermique s'écrit donc :
k∇θ.n = 0 sur (Γ) . (II.19)
où n est la normale sortante à la frontière.
La condition initiale du problème thermique s'écrit :
θ (t = 0) = θ0 sur (Ω) (II.20)
1.3 Bilan
Le problème thermo-mécanique qui régit l'écoulement à l'interface peut être décrit
par les deux problèmes aux limites suivants
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 Un problème thermique : ρc
dθ
dt
= ∇.k∇θ + σ : dε
dt
sur (Ω)
k∇θ.n = 0 sur (Γ)
(II.21)








∇.σ = 0 sur (Ω)
∇.u = 0 sur (Ω)
σ.n = 0 sur (Γσ)
u = ud (t) + a sin (ωt) sur (Γu)
(II.22)
présentant une condition limite sur deux échelles de temps. Une méthode d'homo-
généisation temporelle est mise à proﬁt pour s'aﬀranchir de cette double échelle.
2 Homogénéisation temporelle
Des doubles échelles peuvent apparaître lorsque l'on traite de problèmes de fatigue
de structures. Dans un cadre continu de modélisation de l'endommagement, certains
auteurs proposent la technique dite du saut de cycle. Cette méthode, que l'on retrouve
dans le travail de Van-Paepegem et al [Van Paepegem et al., 2001] ou Cojocaru et
Karlsson [Cojocaru et Karlsson, 2006], consiste à résoudre une fois le problème en temps
court pour chaque pas de temps long. La diﬃculté réside alors dans la détermination
du pas de temps macro-chronologique raisonnable et donc du nombre de cycles que l'on
peut sauter sans aﬀecter la précision globale. Dans le présent travail, une méthode plus
rigoureuse d'homogénéisation temporelle est appliquée.
Les méthodes d'homogénéisation sont d'abord apparues pour traiter le cas de struc-
tures hétérogènes présentant une double échelle spatiale. Au début des années 80,
Benssoussan Lions and Papanicolaou [Benssousan et al., 1978], suivis de Sanchez-
Palencia [Sanchez-Palencia, 1980], ont considéré un matériau présentant une structure
périodique à l'échelle du volume élémentaire représentatif. La solution est alors supposée
périodique selon la petite échelle. La solution est recherchée comme un développement
asymptotique en puissance de ξ, le facteur d'échelle. Le problème multi-échelle initial
est alors séparé en plusieurs sous-problèmes relativement standards. Francfort et Su-
quet [Francfort et Suquet, 1986] ont conﬁrmé et étendu les résultats de convergence
pour un matériau thermo-visco-élastique.
Contrairement à l'homogénéisation spatiale, une méthode d'homogénéisation tem-
porelle peut être appliquée quand il existe deux échelles de temps séparées dans le pro-
blème. En ce qui concerne le problème de fatigue, par exemple, à partir d'un modèle
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élastoviscoplastique initial, Guennouni [Guennouni, 1988] obtient deux sous-problèmes :
un problème élastique qui décrit les eﬀets micro-chronologiques et un comportement
élastoviscoplastique pour le problème homogénéisé macro-chronologique. L'évolution du
domaine et la dépendance des paramètres matériaux n'étant pas prises en compte, le
problème micro-chronologique ne dépend pas de l'échelle macro-chronologique. Il peut
alors être résolu indépendemment une seule et unique fois. Avec les mêmes outils ma-
thématiques, Oskay et Fish [Oskay et Fish, 2004] ont décrit les phénomènes de fatigues
à l'aide d'une approche en endommagement. Ils obtiennent deux problèmes micro- et
macro-chronologiques et une loi d'évolution de l'endommagement. La validation est
ensuite faite sur des cas tests résolus par éléments ﬁnis. En pratique, ces approches
consistent à résoudre un problème micro-chronologique pour déterminer l'évolution
d'un champ spéciﬁque, ici l'endommagement.
Plus proche du procédé ultrasons, Boutin et Wong [Boutin et Wong, 1998] ont
traité un problème thermo-visco-élastique. Ils commencent par homogénéiser en espace
le problème mécanique. Ensuite ils discutent les cas où l'homogénéisation temporelle
peut également être applicable. Enﬁn ils proposent une homogénéisation temporelle
simpliﬁée qui consiste simplement en un moyennage par période. Ils ne déﬁnissent donc
pas de développement asymptotique en temps. Pour une homogénéisation complète
simultanée en espace et en temps, le lecteur pourra se référer à [Yu et Fish, 2002]
qui proposent un développement asymptotique sur deux échelles. Il faudra néanmoins
prendre garde à certaines situations qui nécessitent des hypothèses assez restrictives
sur la nature des sollicitations.
De manière similaire, dans l'approche développée par la suite, la résolution micro-
chronologique va permettre de déterminer le terme source et donc l'évolution du champ
de température.
Grandes lignes
La méthode d'homogénéisation temporelle par développements asymptotiques s'opère
en plusieurs étapes.
1. La déﬁnition de deux échelles de temps indépendantes. Elle permet la réécriture
du problème à l'aide de ces deux échelles. Le facteur d'échelle apparaît alors
naturellement.
2. Une analyse dimensionnelle. L'adimensionnalisation du problème est indispen-
sable à une identiﬁcation raisonnée des ordres de grandeurs. L'identiﬁcation des
diﬀérents paramètres adimensionnels en fonction du facteur d'échelle est alors
discutée en fonction des grandeurs du procédé.
3. La déﬁnition des développements asymptotiques. La solution sera recherchée
comme un de ces développements. La substitution peut ensuite être eﬀectuée.
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4. L'identiﬁcation aux diﬀérents ordres. Elle permet de faire apparaître les physiques
prépondérantes et d'obtenir les problèmes homogénéisés.
5. Le moyennage sur une période. Cette étape peut éventuellement être nécessaire
pour déterminer certaines inconnues du problème.
2.1 Deux variables de temps indépendantes
2.1.a Adimensionnalisation du temps
Le temps
λ0 = 1 s (II.23)
est choisi comme temps caractéristique. Il représente plus ou moins la durée du procédé.





2.1.b Les deux échelles de temps
Deux échelles de temps diﬀérentes, considérées comme indépendantes par la suite,
sont déﬁnies. Elles permettent de séparer les deux échelles de temps présentes dans
la condition limite du problème (II.43). Les deux échelles sont déﬁnies de manière
adimensionnelle :
 Une échelle de temps courte, de coordonnée τ∗ = ft. Elle représente les variations
rapides dues à la vibration de la sonotrode.
 Une échelle de temps longue T ∗. Elle représente les variations lentes qui durent le
temps du procédé. C'est l'échelle de temps d'observation. On peut prendre comme
coordonnée T ∗ = t∗ = t/λ0 du fait que λ0 = 1 s est le temps caractéristique du
procédé.
La condition limite (II.15) s'écrit alors :
u (t∗) = ud (T ∗) + a sin (2piτ∗) . (II.25)
2.1.c Facteur d'échelle










Ce facteur ξ, très petit, est déterminant dans le processus d'homogénéisation tempo-
relle.
En considérant alors, de manière plus générale, les problèmes multi-échelles que l'on
peut rencontrer en mécanique, ξ peut prendre diﬀérentes valeurs. Les phénomènes de
fatigue abordés précédemment peuvent se dérouler sur plusieurs centaines de milliers de
cycles et ξ peut atteindre des valeurs de 10−9. Des applications de génie civil peuvent
par contre présenter des durées de vie de quelques centaines à quelques milliers de cycles,
et ξ ∼ 10−3. Pour un facteur d'échelle diﬀérent, l'étude doit être reprise ; en particulier
l'estimation des paramètres adimensionnels qui suit. Cette étude se restreint ﬁnalement
au cas d'un procédé ultrasons où ξ ∼ 5.10−5.
2.2 Analyse dimensionnelle
Aﬁn de pouvoir traiter des grandeurs comparables, le problème thermo-mécanique
(II.21) et (II.22) doit être adimensionnalisé.
2.2.a Grandeurs caractéristiques
Un ensemble de grandeurs caractéristiques permet d'écrire le problème sous forme
adimensionnelle. Elles sont déﬁnies à partir de valeurs typiques du procédé.
Longueur L'unité de longueur caractéristique choisie est la hauteur h initiale du
directeur d'énergie :
h = 300µm (II.27)
Contraintes En considérant une viscosité caractéristique
η0 = 107 Pa.s (II.28)
qui équivaut à une extrapolation de la viscosité newtonienne aux alentours de la tempé-





= 107 Pa. (II.29)
Température Comme présenté précédemment (section 1.1.c (p. 12)), une variation
de température caractéristique du procédé est prise égale à :
∆θ = θf − θ0 = 324 ◦C. (II.30)
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2.2.b Variables adimensionnelles
Coordonnées L'échelle adimensionnelle d'espace x∗ est déﬁnie :
x = hx∗ (II.31)
Variables Ensuite, une série de variables adimensionnelles σ∗, u∗, ε∗ et θ∗ est déduite
des variables du problème :
σ(x=ex∗, t=λ0t∗) = σc.σ∗(x∗, t∗)
Σ(x=ex∗, t=λ0t∗) = σc.Σ∗(x∗, t∗)
u(x=ex∗, t=λ0t∗) = h.u∗(x∗, t∗)
ε(x=ex∗, t=λ0t∗) = ε∗(x∗, t∗)
θ(x=ex∗, t=λ0t∗) = ∆θ.θ∗(x∗, t∗)+ θ0.
(II.32)
On note que la déﬁnition de la température adimensionnelle permet à θ∗ de varier
environ entre 0 et 1 durant le procédé.
Opérateurs Enﬁn, les opérateurs de dérivation adimensionnels sont déﬁnis comme
suit :
∇∗ () ≡ h.∇ ()
∇∗ · () ≡ h.∇ · ()
∆∗ () ≡ ∇∗ · (∇∗ ()) = h2∆()
d()
dt∗ ≡ λ0 d()dt
(II.33)
2.2.c Paramètres adimensionnels obtenus
Problème adimensionnel Le problème thermique obtenu s'écrit alors :{
dθ∗
dt∗ = A∆
∗θ∗ +Bσ∗ : dε
∗
dt∗ sur (Ω)
∇∗θ∗.n∗ = 0 sur (Γ) (II.34)




∗ = 2N dε
∗
dt∗ sur (Ω)
∇∗.σ∗ = 0 sur (Ω)
∇∗.u∗ = 0 sur (Ω)
σ∗.n∗ = 0 sur (Γσ)




Une série de paramètres adimensionnels apparaît dans ces systèmes d'équations :
R = a/h
Ud = ud/h








Ces paramètres adimensionnels doivent être évalués par rapport au facteur d'échelle ξ.
Conditions limites La vibration de la sonotrode étant de quelques pourcents de la
hauteur du directeur,
‖R‖ ∼ ξ0. (II.37)
Cet ordre de grandeur de R reste vrai sur une très large gamme d'amplitudes de
vibrations. Pour passer à l'ordre ξ1, il faudrait appliquer des vibrations de l'ordre de
10−5 fois la hauteur du directeur d'énergie. De telles amplitudes n'auraient évidemment
aucun eﬀet et ne sont dès lors pas utilisées dans des procédés ultrasons. L'écrasement
Ud est lui aussi d'environ la hauteur du directeur :
‖Ud‖ ∼ ξ0. (II.38)
Thermique La diﬀusivité k/ρc du polymère valant environ 10−7 m2/s,
A ∼ ξ0. (II.39)
Sa capacité caloriﬁque spéciﬁque valant 3.106W.m−3K−1, B ∼ 3.10−2. Puisque ξ =
5.105 :
B ∼ ξ0. (II.40)
Loi de comportement L'adimensionnalisation de la loi de comportement (II.10)
fait intervenir deux nombres adimensionnels moins triviaux. Λ et N sont en eﬀet très
thermo-dépendants et la variation de température s'étend sur une plage de plus de
300 ◦C. Certains auteurs tels que Boutin et Wong [Boutin et Wong, 1998] proposent
un développement en série de Taylor des paramètres thermo-dépendants. Néanmoins,
dans le cas présent, les variations de Λ et N ne peuvent être considérées comme petites.
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Tab. II.1: Récapitulatif des paramètres adimensionnels du système































Restriction autour de Tg La bonne séparation d'échelles permet de surmonter la
diﬃculté. ξ étant très petit, même si les deux paramètres de Maxwell varient sur plu-
sieurs décades, il ne vont vraisemblablement pas varier sur plus d'un ordre de grandeur
de ξ. Dès lors, deux cas physiques sont considérés par la suite :
1. Λ ∼ ξ0 et N ∼ ξ0 est le cas valide au dessus de la température de transition
vitreuse. Le polymère est alors pleinement viscoélastique. Il présente des temps
de relaxation compris entre 10ms et 100 s et des viscosités comprises entre 107 Pa.s
et 104 Pa.s.
2. Λ ∼ ξ−1 et N ∼ ξ−1 représente le comportement autour de la température
ambiante. En eﬀet, le terme visqueux de l'équation de Maxwell devient négli-
geable devant le terme élastique. Ce cas, traité en annexe B.1, mène à un système
d'équations similaire.
Pour commencer, l'hypothèse d'une température aux alentours de θg est retenue. C'est
le cas 1 :
Λ ∼ ξ0
N ∼ ξ0 (II.41)
2.2.d Récapitulatif
Finalement le problème thermo-mécanique à résoudre s'écrit :{
dθ∗
dt∗ = A∇∗.k∇∗θ∗ +Bσ∗ : dε
∗
dt∗ sur (Ω)







∗ = 2N dε
∗
dt∗ sur (Ω)
∇∗.σ∗ = 0 sur (Ω)
∇∗.u∗ = 0 sur (Ω)
σ∗.n∗ = 0 sur (Γσ)
u∗ = Ud (T ∗) +R sin (2piτ∗) sur (Γu)
(II.43)
où tous les paramètres adimensionnels représentés par des lettres majuscules sont
d'ordre 0 en ξ. La condition de Dirichlet du problème mécanique s'écrit sur deux
échelles de temps diﬀérentes, ce qui rend sa résolution numérique directe impossible
par des méthodes numériques classiques.
2.3 Développements asymptotiques
La clef de la méthode présentée est de rechercher les champs résultats comme des
développements asymptotiques en puissance de ξ. Ainsi une variable φ (t∗) du problème
est remplacée par :
φ (t∗) = φ0 (T ∗, τ∗) + φ1 (T ∗, τ∗) ξ + φ2 (T ∗, τ∗) ξ2 + . . . (II.44)
où φ peut être σ∗, p∗, Σ∗, u∗, ε∗ ou θ∗. Les deux échelles de temps étant indépen-
dantes, une hypothèse classique consiste à chercher chaque φi comme périodique en
τ∗ [Guennouni, 1988,Boutin et Wong, 1998]. Ainsi l'évolution globale est décrite par la
dépendance en T ∗ alors que la vibration périodique est contenue dans la dépendance
en τ∗.
Dérivation temporelle En considérant ces deux échelles de temps indépendantes,
une fonction ϕ de T ∗ et de τ∗ présente une dérivation temporelle originale :





























CHAPITRE II. MODÉLISATION PAR HOMOGÉNÉISATION TEMPORELLE
De la même manière, le tenseur des taux de déformation peut être développé comme :{









∂τ∗ ∀i ≥ 0
. (II.48)
Par la suite, pour faciliter la lecture, la notation étoilée est abandonnée. Il faut tout






est déﬁni comme la moyenne temporelle sur une période micro-chronologique κ∗. La






Les identités (II.45) et (II.44) peuvent être substituées dans les systèmes d'équa-
tion (II.42) et (II.43). Chaque terme peut alors être identiﬁé en fonction de son ordre
en ξ.
2.4.a Problème mécanique
Équilibre et conditions limites Les équations ne faisant pas intervenir de dérivées
temporelles sont identiﬁées de manière triviale à chaque ordre de ξ. L'incompressibilité,
l'équilibre et la condition de Neumann donnent :
∀i > 0

∇ · σi = 0
∇ · ui = 0
σi · n = 0 sur (Γσ)
(II.51)
soit en formulation vitesse :
∀i > −1

∇ · σi = 0
∇ · vi = 0
σi · n = 0 sur (Γσ)
. (II.52)
∗Du fait que τ∗ = ft∗, κ = 1.
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La condition en déplacement n'apparaît qu'à l'ordre 0 en ξ :{
ui = 0 ∀i > 0
u0 = u = Ud(T ) +R sin(2piτ)
sur (Γu) (II.53)















vi = 0 ∀i > 0
sur (Γu) (II.54)
où Vd est la vitesse de déplacement macroscopique imposée par la sonotrode lors de
l'écrasement du directeur d'énergie.
Conditions initiales Les conditions (II.16) s'identiﬁent également à chaque ordre
en :
Σi (T = 0, τ = 0) = 0
σi (T = 0, τ = 0) = 0
ui (T = 0, τ = 0) = 0
 sur (Ω) . (II.55)
Loi de comportement La loi de comportement de Maxwell fait intervenir une déri-
vation temporelle, un croisement des diﬀérents ordres apparaît donc à l'identiﬁcation.


























+ 〈Σ0〉 = 2N ∂ 〈ε0〉
∂T
= 2N 〈D0〉 . (II.58)
Problème micro Finalement, en combinant les diﬀérentes équations précédentes, on
obtient un système d'équation qui ne concerne que les temps courts τ . C'est le problème
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micro-chronologique :
Λ∂Σ0∂τ = 2ND−1
∇ · σ0 = 0
∇ · v−1 = 0
 sur (Ω)
v−1 = 2piR cos(2piτ) sur (Γu)
σ0 · n = 0 sur (Γσ)
(II.59)
C'est un problème hypo-élastique équivalent à un problème élastique sous l'hypothèse
des petites perturbations. En eﬀet, pour des sollicitations rapides, le modèle de Maxwell
est principalement élastique. Ce problème lie une contrainte oscillante d'amplitude
d'ordre 0 en ξ à une vitesse d'ordre −1. En intégrant ce problème en τ :
Σ0 = 2NΛ ε+Σ0 (T, τ = 0)
∇ · σ0 = 0
∇ · u = 0
 sur (Ω)
u = R sin(2piτ) sur (Γu)
σ0 · n = 0 sur (Γσ)
(II.60)
où ε =∇su. L'équation constitutive montre bien que Σ0 peut se décomposer en deux
termes : un terme d'évolution micro-chronologique 2ΛN ε et une constante d'intégration
Σ0 (T, τ = 0) qui décrit l'évolution macro-chronologique. Puisque la condition limite
sur Γu est sinusoïdale et le problème est linéaire, le déplacement micro-chronologique
u peut être cherché comme harmonique en τ :
u = u˜. sin (τ) . (II.61)
ε est également sinusoïdal et le moyennage de la loi de comportement donne :
〈Σ0〉 = Σ0 (T, τ = 0) . (II.62)
Ceci conﬁrme que Σ0 (T, τ = 0) représente l'évolution macro-chronologique de Σ0.
Problème macro 〈Σ0〉 est déterminée à l'aide du second problème, en temps long
T . C'est le problème macro-chronologique :
Λ∂〈Σ0〉∂T + 〈Σ0〉 = 2N 〈D0〉
∇ · 〈σ0〉 = 0
∇ · 〈v0〉 = 0
 sur (Ω)
〈v0〉 = vd(T ) sur (Γ)




avec la condition initiale
〈Σ0〉 (T = 0) = Σ (T = 0, τ = 0) = 0 (II.64)
Ce système décrit les déformations lentes comme un écoulement viscoélastique de Max-
well. La contrainte d'ordre 0, 〈Σ0〉, est cette fois liée à une vitesse d'ordre 0, 〈v0〉. La
condition limite est une condition en vitesse d'écrasement macro-chronologique seule-
ment.
2.4.b Problème thermique
De même, l'identiﬁcation des diﬀérents ordres sur le problème thermique (II.42) est
opéré.
Conditions limites Les conditions limites d'isolation thermique sont identiﬁées de
manière triviale à chaque ordre :
∀i, ∇θi.n = 0 sur (Γ) . (II.65)
Condition initiale La condition initiale thermique donnée par l'équation (II.20)
s'identiﬁe à chaque ordre en :
∀i, θi (T = 0, τ = 0) = 0 sur (Ω) (II.66)
Ordre −1 Le bilan thermique du système (II.42) s'identiﬁe à l'ordre −1 en :
∂θ0
∂τ
= BΣ0 :D−1. (II.67)















carΣ20 est τ -périodique. Ce problème ne décrit qu'une évolution périodique rapide. Pour
obtenir l'évolution globale de température, il faut identiﬁer le problème thermique aux
ordres supérieurs.






= A∆θ0 +BΣ0 :D0 +BΣ1 :D−1, (II.69)
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qui peut être moyenné en :
∂ 〈θ0〉
∂T
= A∆ 〈θ0〉+B 〈Σ0 :D0〉+B 〈Σ1 :D−1〉 . (II.70)
En remplaçant D0 et D−1 par leurs expressions (II.56) et (II.57),
























































En décomposant la contrainteΣ0 en une partie micro-chronologique 2NΛ ε et une par-




= A∆ 〈θ0〉+BQmi +BQMa sur (Ω)
∇θ0 · n = 0 sur (Γ)







Λ ∂ε∂T + ε
)〉







Le problème initial, écrit sous forme de deux systèmes d'équations (II.42) et (II.43),
présente une condition limite qui s'applique sur deux échelles de temps. La méthode
d'homogénéisation temporelle par développements asymptotiques présentée permet de
séparer ce problème thermo-mécanique initial en trois sous problèmes s'appliquant cha-
cun sur une unique échelle de temps.
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2.5.a Écriture des 3 problèmes
Les trois problèmes obtenus sont les suivants :
 Un problème thermique macro chronologique :
∂ 〈θ0〉
∂T
= A∆ 〈θ0〉+BQmicro +BQmacro sur (Ω)
∇θ0 · n = 0 sur (Γ)


























dont l'inconnue est la moyenne de température 〈θ0〉.
 Un problème mécanique macro-chronologique :
Λ∂〈Σ0〉∂T + 〈Σ0〉 = 2N 〈D0〉
∇ · 〈σ0〉 = 0
∇ · 〈v0〉 = 0
 sur (Ω)
〈v0〉 = vd(T ) sur (Γ)
〈σ0〉 · n = 0 sur (Γσ)
(II.79)
avec la condition initiale :
〈Σ0〉 (T = 0) = 0 sur (Ω) (II.80)
dont la résolution pour les inconnues 〈Σ0〉, 〈D0〉, p0, 〈σ0〉 et 〈v0〉 peut se faire de
manière classique sur un intervalle de temps T ∈ [0, tf ] macroscopique donné.
 Un problème mécanique micro-chronologique :
Σ0 = 2NΛ ε+ 〈Σ0〉
∇ · σ0 = 0
∇ · u = 0
 sur (Ω)
u = R sin(2piτ) sur (Γu)
σ0 · n = 0 sur (Γσ)
(II.81)
dont la résolution en τ pour les inconnues Σ0, ε, σ, p0 et u est paramétrée par
le temps macroscopique T pour lequel on connaît 〈Σ0〉 (T ).
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2.5.b Les échelles sont séparées
Chaque problème précédent est déﬁni sur une échelle de temps unique. Néanmoins,
les trois problèmes sont couplés :
 Bien que déﬁni sur le temps court τ , le problème micro-chronologique est para-
métré par le temps long T via :
 Le terme 〈Σ0〉 qui ne peut être obtenu qu'en résolvant le problème macro-
chronologique.
 La géométrie qui évolue avec l'écrasement du directeur.
 L'évolution des paramètres matériau thermo-dépendants.
La résolution du problème micro-chronologique est donc nécessaire à chaque pas
de temps long T , contrairement à [Guennouni, 1988].
 Le terme source Qmi du problème thermique macro-chronologique ne dépend pas
du temps court τ . En eﬀet, même si la déformation ε (τ) y apparaît, nous avons




Λ ∂ε∂T + ε
)〉
qui peut être post-traitée une
fois que ε est connu sur une période micro-chronologique.
2.5.c Proposition d'un schéma de résolution
Finalement, nous pouvons proposer un schéma d'intégration où chaque résolu-
tion est eﬀectuée sur une discrétisation temporelle réaliste. Il est illustré sur le dia-
gramme II.4 .
En conclusion il est nécessaire de souligner l'avantage de la méthode proposée sur
celles plus pragmatiques de [Tolunay et al., 1983, Grewell et al., 2003,Wang et al.,
2006, Suresh et al., 2007]. Elle est d'abord systématique et rigoureuse et ne nécessite
aucune autre hypothèse que la séparation des échelles pour obtenir la formulation ﬁnale.
Ensuite, le terme source original, déﬁnit par les équations (II.77) et (II.78) n'aurait pu
être obtenu sans appliquer une méthode stricte d'homogénéisation temporelle. Enﬁn,
la méthode permet, de surcroît, de donner les ordres de grandeur des inconnues en jeu ;
à savoir une contrainte de l'ordre de ξ0 induite par une vitesse de l'ordre de ξ−1 dans le
problème micro-chronologique et de l'ordre de ξ0 dans le problème macro-chronologique.
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σ ( T = 0 , τ = 0 ) = 0
θ
( T = 0 ) = 0
p é r i o d e m i c r o 
c h r o n o l o g i q u e t e r m i n é e ?
Fig. II.4: Schéma de résolution proposé.
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Fig. II.5: Géométrie du cas test uniforme.
3 Résultats et discussion
Cette section propose une validation de la méthode d'homogénéisation temporelle
développée. Une discussion sur les hypothèses de départ permet ensuite d'analyser ses
limites. Enﬁn, quelques simpliﬁcations permettent d'obtenir une modélisation simpliﬁée
du procédé.
3.1 Cas test uniforme
Aﬁn de valider la pertinence de la méthode présentée, elle est appliquée sur un cas
test simple. Un cas test uniforme en espace est proposé. Ainsi les équations aux dérivées
partielles deviennent des équations diﬀérentielles ordinaires en temps seulement. La
résolution du problème direct, non homogénéisé, est alors possible numériquement. Ceci
permet de comparer ces résultats à ceux obtenus à l'aide de la solution homogénéisée.
3.1.a Présentation du cas
Un cas de compression homogène est traité aﬁn de s'assurer que les variables ne
dépendent plus de l'espace.
Géométrie Le problème d'écrasement homogène présenté section 3.2.a est repris. La
géométrie du problème est représentée ﬁgure II.5. Une condition aux limites présentant
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Tab. II.2: Paramètres matériaux utilisés dans le cas test.
η = 3.104 Pa.s
λ = 0, 1 s
ρc = 2, 6.106WK−1m−3
h0 = 300µm
ts = 4 s
a = 40µm
Cas A Cas B Case C
f = 1Hz f = 100Hz f = 10 000Hz
ω = 6, 3 rad/s ω = 630 rad/s ω = 6, 3.104 rad/s
ξ ∼ 0, 16 ξ ∼ 1, 6.10−3 ξ ∼ 1, 6.10−5
les deux sollicitations telle que représentée ﬁgure II.2 (p. 47) est appliquée :
h(t) = h0. exp(− t
tc
) + a. sin(ωt) (II.82)
où h0 = h (t = 0) est la hauteur initiale du lopin et tc est un temps caractéristique de
l'écrasement du rectangle. La condition limite en vitesse s'écrit alors







En considérant le rectangle thermiquement isolé, le cadre de l'étude précédente est bien
respecté. Les résultats obtenus peuvent être appliqués.
Paramètres matériaux Les paramètres matériau utilisés sont issues de la littérature
(cf. annexe F). La résolution pour trois fréquences de vibration permet de conclure sur
la convergence du modèle homogénéisé. Une fréquence basse de 1Hz est choisie dans
le cas A. Elle permet d'étudier le cas où les deux échelles sont très mal séparées. Une
fréquence de 100Hz, déjà suﬃsante pour avoir une bonne séparation d'échelle, est
retenue dans le cas B. Le cas C est proche du cas industriel avec une fréquence de
10 kHz. Les valeurs sont récapitulées dans le tableau II.2.
3.1.b Résolution





(−ex ⊗ ex + ey ⊗ ey) . (II.85)
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La loi de comportement de Maxwell (II.10) donne alors six équations diﬀérentielles
scalaires parmi lesquelles quatre donnent trivialement :
Σij = Σ33 = 0 ∀i 6= j, ∀t. (II.86)
De plus, Σ11 et Σ22 sont données par deux équations diﬀérentielles opposées :
λΣ˙11 +Σ11 = 2η vdh
λΣ˙22 +Σ22 = −2η vdh
(II.87)
avec la même condition initiale Σ11 (t = 0) = Σ22 (t = 0) = 0, donc Σ11 = −Σ22. En
déﬁnissant le scalaire Σ (t) = Σ11, on peut écrire :
Σ = Σ(t) (−ex ⊗ ex + ey ⊗ ey) (II.88)
avec :
λΣ˙ + Σ = 2η
vd(t)
h(t)
; Σ(t = 0) = 0. (II.89)
Puisque les paramètres matériau ne dépendant pas de la température, le problème
thermique et mécanique sont résolus indépendemment. Extra contraintes Σ et taux
de déformation D étant uniformes sur l'espace, le terme de dissipation Σ : D l'est
aussi. Les conditions limites adiabatiques permettent de conclure que le champ de




; θ (t = 0) = 0. (II.90)
Résolution homogène Concernant la résolution du problème homogénéisé, étant




sin (2piτ) (−ex ⊗ ex + ey ⊗ ey) . (II.91)
L'extra-contrainte Σ0 est donc connue si Σ0(t, τ = 0) l'est.




(−ex ⊗ ex + ey ⊗ ey) . (II.92)




+ 〈Σ0〉 = 2N vs
h
(−ex ⊗ ex + ey ⊗ ey) , (II.93)
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et l'extra contrainte 〈Σ0〉 peut être recherchée dans la direction de 〈D0〉, comme lors
de la résolution directe :
〈Σ0〉 = ΣM (−ex ⊗ ex + ey ⊗ ey) , (II.94)







ΣM (T=0) = 0. (II.95)
Finalement l'extra contrainte peut s'écrire :







sin (2piτ) + ΣM . (II.97)
Comme dans la résolution directe, le champ de température est uniforme et est
obtenu en résolvant l'équation diﬀérentielle :
ρcθ˙ = BQmi +BQMa; θ (t = 0) = 0 (II.98)
























3.1.c Eﬃcacité de la méthode
Les équation obtenues sont des équations diﬀérentielles en temps seulement. Dès
lors, la résolution du problème, même de façon directe peut être faite de manière numé-
rique. Une méthode de Runge-Kutta est utilisée dans Matlab, sur un intervalle temporel
t ∈ [0; 1 s]. Par la suite, nous appellerons valeurs directes les valeurs obtenues par la
résolution directe des équations (II.89) et (II.90) ; et valeurs homogènes les valeurs ob-
tenues par la résolution du système homogène (II.95), (II.98), (II.99) et (II.100). Cette
section compare ces résultats directs et homogènes.
Convergence de la mécanique La contrainte directe Σ est comparée à la contrainte
homogène associée Σ0. Elles sont représentées sur les ﬁgures II.6. Pour une valeur
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(a) f = 1Hz, ξ = 0, 16 : mauvaise séparation
d'échelles.
(b) f = 100Hz, ξ = 0., 0016 : bonne séparation
d'échelles.
Fig. II.6: Comparaison des contraintes calculées à l'aide de la méthode directe et ho-
mogène.
(a) f = 1Hz, ξ = 0, 16 (b) f = 100Hz, ξ = 0, 0016
Fig. II.7: Contraintes et déformations sur les premières périodes calculées à l'aide de
la méthode directe.
faible de la fréquence f , la ﬁgure II.6a montre que les contraintes homogènes ne cor-
respondent pas aux contraintes directes. Ceci est en partie conﬁrmé par le fait que le
problème micro-chronologique, sensé être élastique, ne l'est pas à basse fréquence. En
eﬀet, comme le montre la ﬁgure II.7a, contraintes et déplacements ne sont pas en phase.
Le cas B concerne des fréquences de 100Hz où ξ ∼ 10−3. Étant donnée la fréquence
élevée, seule l'enveloppe des contraintes est représentée ﬁgure II.6b. L'adéquation est
bonne, la technique d'homogénéisation est donc applicable sur la mécanique. Ceci est
partiellement expliqué par la réponse quasi-élastique aux variations rapides, comme le
montre la ﬁgure II.7b, où contraintes et déformations sont en phase.
Convergence de la thermique La température calculée à partir du problème di-
rect (II.90) est comparée à celle issue du problème thermique macro-chronologique (II.98).
Pour une mauvaise séparation d'échelles (cas A), la ﬁgure II.8a montre que l'erreur re-
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(a) f = 1Hz , ξ = 0, 16 (b) f = 100Hz, ξ = 0, 0016
(c) f = 10000Hz, ξ = 1, 6.10−5
Fig. II.8: Comparaison des températures calculées à l'aide des méthode directe et
homogène.
lative sur les températures ﬁnales est autour de 150%. La méthode d'homogénéisation
n'est clairement pas applicable dans ce cas où ξ est trop important. Par contre, pour
des fréquences plus élevées (cas B et C), les ﬁgures II.8b et II.8c permettent de compa-
rer les températures homogénéisées à une moyenne par cycle de la température directe.
L'erreur relative ﬁnale tombe alors sous les 2% pour le cas B où ξ = 10−3 et sous 1%
pour le cas C, où ξ = 10−5.
La résolution du problème homogénéisé est donc pertinente pour des fréquences
élevées. En particulier autour des fréquences industrielles.
Speed up En ce qui concerne le gain de temps de calcul, dans le cas B, la méthode
d'homogénéisation permet d'accélérer la résolution d'un facteur 10 par rapport à la mé-
thode directe. Ceci s'explique, évidement, par la régularisation des conditions limites.
La résolution du problème homogène est plus rapide puisque la discrétisation est plus
grossière pour une même précision. Dans le cas industriel C, le gain de temps atteint un
facteur 1800 (cf. table II.3). Ces résultats sont à mettre en perspective avec une résolu-
tion spatiale plus proche du cas industriel. La résolution pour des géométries complexes
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Tab. II.3: Eﬃcacité de la méthode.
Cas A Cas B Cas C
Facteur d'échelle ξ 0, 16 1, 6.10−3 1, 6.10−5
Fréquence f (Hz) 1 100 10 000
Temps CPU (s) directe 0, 39 10, 51 219
homogène 0., 17 0, 16 0, 12
Speed up 2.3 65 1820
Erreur relative température ﬁnale 160% 1.8% 0.8%
telles qu'un directeur d'énergie triangulaire et un écoulement tridimensionnel pose déjà
des problèmes de convergence sur des temps longs. La méthode d'homogénéisation
présentée est donc un préalable indispensable à la simulation de l'écoulement.
3.1.d Discussion des valeurs obtenues
Ces premiers résultats ne concernent qu'un cas idéal. Néanmoins ils permettent de
tirer quelques conclusions sur le procédé.
Ordre de grandeur En ce qui concerne la valeur de l'élévation de température, la
ﬁgure II.8c montre que la fusion est atteinte en environ 3 secondes. Toutefois, le procédé
permet au passage de la sonotrode de fondre l'ensemble de l'interface en moins d'une
seconde. Même dans le procédé statique, une partie du directeur fond très rapidement.
Ce cas test sous-estime donc de manière importante le terme de chauﬀage.
Importance de la géométrie Deux hypothèses permettent d'expliquer cette diﬀé-
rence. D'une part la modélisation retenue ne prend pas en compte la thermo-dépendance
des paramètres matériaux. D'autre part, les directeurs d'énergie et leur géométrie ont
probablement un rôle important de concentrateurs d'énergie. Le chauﬀage et la fusion
sont eﬀectivement des phénomènes locaux, au moins dans la phase initiale du procédé.
Une résolution du problème en espace est donc indispensable.
Bilan Finalement, le cas test proposé dans cette section a permis de valider la mé-
thode d'homogénéisation temporelle. La méthode est eﬃcace dès que les échelles sont
séparées. C'est le cas du procédé étudié où la séparation d'échelles est largement suﬃ-
sante pour que la méthode soit applicable. De plus la résolution du cas test permet de
tirer une première conclusion sur le procédé : la géométrie du directeur est primordiale.
C'est probablement l'eﬀet de pointe qui permet de fondre le polymère aussi rapidement.
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3.2 Perspectives d'extension du modèle
La méthode d'homogénéisation semble pertinente, principalement par sa rigueur.
Néanmoins, le développement précédent présente quelques limites. En particulier en ce
qui concerne les hypothèses initiales retenues. Quelques possibilités d'extension de la
méthode sont proposées ici.
3.2.a Autre modèle rhéologique
Basse température Tout d'abord, les hypothèses retenues pour déterminer les pa-
ramètres adimensionnels Λ et N ne sont pas justiﬁées à basse température. Comme
décrit précédemment, le modèle présenté se limite à des température aux alentours
et au dessus de θg. Une première extension du modèle est développée en annexe B.1.
Elle montre que les modèles homogénéisés obtenus à basse température obéissent à
des systèmes d'équations analogues aux systèmes (II.76) à (II.81). Ainsi, le système
d'équations obtenu peut être généralisé sur toute la plage de températures, pour peu
que l'on autorise une thermo-dépendance des paramètres Λ et N .
Kelvin-Voigt D'autre part, la loi de Maxwell (II.10) utilisée n'est pas apte à décrire
un comportement de solide visco-élastique. En considérant initialement un comporte-





et à l'aide des valeurs mesurées des modules complexes du PEEK (cf. annexe F.2.a),






∼ ξ0 . (II.102)
En déﬁnissant









qui par moyennage donne une loi élastique :
〈Σ0〉 = E 〈ε0〉 . (II.105)
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Bien que cette loi moyennée élastique permette de décrire l'évolution macro-chrono-
logique, la loi de comportement (II.104) ne décrit pas le comportement micro-chrono-
logique. En eﬀet, cette loi de comportement en déplacement doit être associée à la
condition limite
u0 = Ud (t) +R sin (τ) (II.106)
qui présente toujours les deux sollicitations. Finalement, dans le cas d'une loi de Kelvin-
Voigt, le développement asymptotique ne permet pas d'identiﬁer deux modèles micro
et macro-chronologique. Les deux sollicitations en déplacement interviennent, en eﬀet,
au même ordre, ξ0.
Maxwell généralisé Que ce soit avec une loi de Maxwell ou de Kelvin Voigt, la
modélisation à l'aide d'une unique branche est limitée. En eﬀet, le système est amené
à décrire des sollicitations lentes (l'écrasement) et rapides (la vibration). Un modèle
généralisé à plusieurs branches semble donc indispensable pour décrire plus ﬁdèlement
la sollicitation. La méthode d'homogénéisation a été appliquée pour un modèle de Max-
well généralisé à deux branches. Les calculs sont détaillés en annexe B.2. La méthode
s'avère eﬃcace pour discriminer les branches utiles aux diﬀérentes échelles de temps.
Bien que le développement ne soit présenté que sur un cas simple à deux branches, la
généralisation à une loi de comportement comportant plus de branches est possible de
la même manière. Ceci permettrait donc de généraliser la méthode présentée.
3.2.b Grandes déformations
Une perspective d'extension à une description à l'aide d'un modèle en grande dé-
formation est proposée en annexe B.4. Le développement asymptotique additif semble
peu adapté pour identiﬁer une loi de comportement de Maxwell surconvecté. En eﬀet,
en grande déformation, la décomposition des déformations est plutôt multiplicative.
Une analyse plus poussée des non-linéarités géométriques est donc nécessaire pour dé-
composer les eﬀets lents et rapides.
3.2.c Dynamique
Aﬁn de prendre en compte les eﬀets d'inertie dans la loi d'équilibre dynamique, une
extension de la méthode est proposée. Les développements, présentés en annexe B.3,
montrent qu'en ayant soin de redéﬁnir un nouveau facteur d'échelle
ξ′ =
√
ξ = 7.10−3, (II.107)
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les termes d'inertie n'apparaissent qu'aux ordres supérieurs et ne modiﬁent pas les
résultats obtenus précédemment.
Bilan
La méthode appliquée au modèle de Maxwell en petites perturbations a permis de
découpler les deux échelles de temps présentes dans le procédé. Quelques extensions
de la méthode ont été présentées et sont envisageables. Finalement, par la suite, les
systèmes d'équations (II.76) à (II.81) sont considérés comme acquis. Bien qu'obtenus
à l'aide du modèle idéal de Maxwell (II.10), ces système conservent l'essence même du
processus d'homogénéisation. En se détachant de la rigueur mathématique du cadre
d'homogénéisation, une simpliﬁcation du modèle permet de représenter le problème
géométrique d'écrasement en grande déformation de manière simpliﬁée.
3.3 Modélisation simpliﬁée
La méthode d'homogénéisation a permis de découpler de manière rigoureuse les
eﬀets de vibrations rapides des eﬀets d'écrasement. Le problème thermo-mécanique à
deux échelles de temps se réécrit alors en trois sous problèmes (équations (II.76) à
(II.81)). Dorénavant, le cadre rigoureux d'homogénéisation par développement asymp-
totique est abandonné pour ne retenir que l'idée générale d'une décomposition en trois
sous-problèmes. Quelques hypothèses supplémentaires permettent de modéliser le pro-
cédé à l'aide de deux problèmes mécaniques et d'un problème thermique relativement
similaires. Ces nouveaux problèmes sont écrits en gardant comme objectif une résolu-
tion numérique.
3.3.a Problème d'élasticité
Le problème mécanique micro-chronologique obtenu par homogénéisation a montré
que le polymère a un comportement élastique à hautes fréquences. D'autre part, les
modules élastiques et modules de pertes mesurés par DMA et par méthode dynamique
avec barres de Hopkinson (cf annexe F.2.a) conﬁrment que le PEEK a un comportement
principalement élastique à haute vitesse de sollicitation.
Par contre, la caractérisation de l'élasticité du PEEK trouvée dans la littérature [Cog-
swell, 1992] montre une élasticité compressible avec un coeﬃcient de Poisson ν ∼ 0, 4
à température ambiante. Aﬁn de décrire au mieux la phase d'initiation du procédé
où l'auto-échauﬀement est primordial, on se propose donc de modéliser les déforma-
tions induites par la vibration de la sonotrode à l'aide du problème d'élasticité linéaire
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compressible :
σe = λlamTr (ε) I + 2µlamε sur (Ω)






où σe est le tenseur des contraintes, ε est le tenseur des déformations, a est l'amplitude
de vibration de la sonotrode, ω sa pulsation et λlam = Eν/ [(1− ν) (1 + ν)] et µlam =
E/ [2 (1 + ν)] les deux coeﬃcients de Lamé.
L'amplitude de vibration de la sonotrode est de l'ordre de 40µm. ε est donc de
l'ordre de quelques pour-cents. L'hypothèse des petites perturbations eﬀectuée dans la
partie précédente (section 1 (p. 44)) et conservée ici est donc relativement réaliste pour
modéliser les eﬀets de la vibration de la sonotrode.
Puisque ce système est linéaire, on peut rechercher les solutions sous la forme :
σe = σˆ sin (ωt)
ε = εˆ sin (ωt)
u = uˆ sin (ωt)
(II.109)
vériﬁant :
σˆ = E˜εˆ sur (Ω)






où E˜ est le tenseur d'ordre 4 déﬁni par E˜ (·) = λlamTr (·) + 2µlam (·).
3.3.b Problème thermique
L'assemblage à souder est disposé sur une table. En toute rigueur, il y a donc une
condition limite en ﬂux non nulle sur la partie inférieure du domaine Γ0. Dans une
moindre mesure, le contact avec l'air ambiant devrait aussi être pris en compte sur
Γsup. Néanmoins, le domaine Ω est considéré comme isolé thermiquement. Ceci permet
de se concentrer sur l'auto-échauﬀement en s'assurant de ne pas apporter de chaleur
au système par conduction à travers la frontière. Le problème thermique à résoudre
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s'écrit :
ρcDθDt = ∇ · (k∇θ) +Q sur (Ω)
k.∇θ.n = 0 sur (Γlat ∪ Γ0 ∪ Γsup)
θ (t = 0) = 0 sur (Ω)
(II.111)
où θ est la température, ρc est la capacité caloriﬁque, k est la conductivité thermique
et DDt est la dérivée particulaire, qui, dans un cadre eulérien peut faire intervenir un
terme de transport. La dissipation d'énergie mécanique sous forme de chaleur Q a
été obtenue de manière rigoureuse à l'aide de la méthode d'homogénéisation (cf équa-
tion (II.76), (II.77) et (II.78)). Elle est formée de deux termes, le premier est lié au pro-
blème micro-chronologique de vibration, le deuxième au problème macro-chronologique
d'écrasement.
Terme source. De nouvelles hypothèses concernant ce terme source Q permettent
de décrire au mieux l'échauﬀement au moment de l'initiation du procédé. En considé-
rant des températures basses, et donc une viscosité N élevée, le terme QMa de l'équa-
tion (II.78) devient négligeable devant le terme Qmi lié à la vibration. D'autre part, en
supposant que la déformation induite par la vibration de la sonotrode évolue peu du-
rant le procédé, le terme Λ∂ε/∂T devient négligeable devant la déformation elle-même :
ε. On propose alors une simpliﬁcation du terme source Q :
Q = α 〈ε : ε〉
= α2 εˆ : εˆ
(II.112)
où α est un paramètre matériau obtenu à partir du facteur B 2N
Λ2





Comparaison avec la littérature Le terme source obtenu par homogénéisation
temporelle est à comparer aux modèles d'auto-échauﬀement trouvés dans la littérature
et présentés section 3.1.a. Les modèles de la littérature ne considèrent qu'un échauf-
fement dû aux vibrations de la sonotrode. Ceci revient à négliger le terme QMa dans
l'équation II.76. D'autre part, en considérant la loi de comportement de Maxwell :
λΣ˙ + Σ = 2ηε˙, (II.114)
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Le module de perte E′′ s'écrit alors, pour des fréquences grandes devant la fréquence





et l'expression (I.19) :
Q = E
′′ω





revient donc à ne considérer qu'une partie du terme Qmi obtenu par homogénéisation
(équation (II.77)). L'expression du terme de dissipation d'énergie mécanique que l'on
peut trouver dans la littérature [Tolunay et al., 1983,Benatar et Gutowski, 1989,Suresh
et al., 2007] n'est ﬁnalement qu'une restriction du terme source obtenu à l'aide de la
méthode d'homogénéisation.
Justiﬁcation Aﬁn de valider cette restriction admise dans la littérature, la ﬁgure II.9
représente les contributions des diﬀérents termes dans la dissipation d'énergie méca-














2N 〈Σ0〉 : ∂〈Σ0〉∂t
QDMa =
1
2N 〈Σ0〉 : 〈Σ0〉 .
(II.118)
Dans le cas test eﬀectué, c'est bien le terme QAmi qui est prépondérant. Par la suite le
modèle homogénéisé est donc restreint aﬁn de ne conserver que l'expression (II.112) du




εˆ : εˆ (II.119)
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Fig. II.9: Comparaison des diﬀérentes contributions du terme source pour le cas test
uniforme C.
3.3.c Problème d'écoulement
Simpliﬁcation en un problème visqueux Le problème d'écrasement macro-chrono-
logique obtenu par homogénéisation est un problème d'écoulement visco-élastique de
Maxwell. Ce comportement est simpliﬁé aﬁn de modéliser l'écoulement du polymère à
l'interface à l'aide d'un ﬂuide visqueux pur :
Σv = 2.η.D sur (Ω)
∇.(σv) = 0 sur (Ω)






où σv est le tenseur des contraintes, Σv le tenseur des extra-contraintes, et vd la vitesse
imposée par l'écrasement de la sonotrode. La simpliﬁcation du comportement à un
ﬂuide visqueux peut sembler éloignée de la physique, toutefois elle permet de mieux
décrire la morphologie de l'écoulement. D'une part parce que des lois de ﬂuide visqueux
non-linéaire peuvent décrire plus ﬁdèlement le comportement du polymère. Une loi de








a par exemple été identiﬁée par Nicodeau [Nicodeau, 2005] pour décrire l'écoulement
du PEEK. D'autre part parce qu'une description en vitesse seule permet de s'aﬀranchir
des problèmes de grandes déformations.
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Thermo-dépendance. En reprenant toujours le travail de Nicodeau [Nicodeau, 2005]








Cette dépendance permet de mettre en ÷uvre l'hypothèse d'un polymère solide rigide
à froid et ﬂuide visqueux à chaud.
Eﬀort La modélisation à l'aide d'une vitesse d'écrasement imposée sur la frontière
Γsup a été utile pour appliquer la méthode d'homogénéisation temporelle. En eﬀet
elle a permis, en la complétant avec la sollicitation vibratoire, de supposer une condi-
tion de Dirichlet multi-échelle connue (équation (II.15)). Néanmoins, maintenant que la
méthode d'homogénéisation a permis d'écrire un problème macro-chronologique d'écra-
sement consistant, la condition de Dirichlet sur la frontière Γsup est modiﬁée. En eﬀet,
dans le procédé réel, la sollicitation est autre. Un vérin hydraulique situé entre le bâtit
et la sonotrode permet d'appliquer un eﬀort d'écrasement à l'extrémité de la sono-
trode. Dans le problème d'écoulement, c'est donc plutôt une condition de Neumann
qui devrait être appliquée sur Γsup. La condition
σv · n = s¯ (II.123)
permet donc d'assurer une condition limite plus réaliste sur cette frontière, où s¯ est un
vecteur contrainte supposé connu.
3.3.d Couplages
La modélisation du procédé a été eﬀectuée à l'aide de trois sous problèmes. Ces
trois problèmes présentent plusieurs types de couplages :
Un couplage fort Entre le problème d'élasticité et le problème thermique par la
présence du terme source de dissipation d'énergie mécanique, primordiale dans notre
procédé.
De nombreux couplages faibles La thermo-dépendance des paramètres ρ (θ), c (θ)
et k (θ) rend le système (II.111) non-linéaire. D'autre part, la thermo-dépendance des
paramètres mécaniques induit des couplages entre le champ thermique, le problème
élastique (II.110) et le problème d'écoulement (II.120).
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Fig. II.10: Les trois problèmes obtenus.
Un couplage géométrique La modélisation a pour objectif de décrire l'évolution
du front de matière à l'interface. Dès lors, les trois problèmes physiques doivent être
résolus sur une géométrie qui évolue. Ce changement de géométrie ne peut être consi-
déré comme secondaire puisque l'écrasement du picot est important : il passe d'une
forme triangulaire à un ﬁlm soudé à l'interface. La résolution des problèmes physiques
précédents est donc fortement couplé à l'évolution de cette géométrie. C'est en partie la
présence de cette surface mobile qui justiﬁera le développement d'un code de simulation
maison.
Les diﬀérents couplages sont résumés sur la ﬁgure II.10.
Bilan
Ce chapitre a permis de proposer une modélisation de la thermo-mécanique de
l'écoulement à l'interface. La mise en équation fait apparaître deux échelles de temps.
La première, rapide, est liée à la vibration de la sonotrode, l'autre, lente, est liée à
l'écrasement. Une méthode d'homogénéisation temporelle est une étape préalable à
la résolution numériquement du problème multi-échelles. Cette méthode, basée sur le
développement asymptotique de la solution, permet d'obtenir trois sous-problèmes re-
lativement standards. La validation de la méthode sur un cas test uniforme a montré
des gains de temps de calcul de l'ordre de 1000. En outre, le cas test laisse supposer
que la géométrie du directeur d'énergie et la thermo-dépendance des paramètres ma-
tériaux jouent un rôle primordial sur l'initiation du procédé. La résolution numérique
du problème complexe est donc nécessaire. Dans ce cas, l'application de la méthode
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d'homogénéisation est eﬃcace, voire indispensable. Aﬁn de résoudre numériquement
les sous-problèmes obtenus, en se détachant du cadre rigoureux de l'homogénéisation
temporelle, une modélisation simpliﬁée de la physique à l'interface est ﬁnalement pro-
posée. Un outil numérique spéciﬁque est nécessaire pour résoudre les trois problèmes







1 Méthodes standards . . . . . . . . . . . . . . . . . . . . . . . . . 86
1.1 Formulations faibles . . . . . . . . . . . . . . . . . . . . . . 86
1.2 Discrétisation . . . . . . . . . . . . . . . . . . . . . . . . . . 88
 Cas test 1 : Compression homogène . . . . . . . . . . . 90
1.3 Cadre de résolution non linéaire . . . . . . . . . . . . . . . . 92
 Cas test 2 : Ecoulement de Poiseuille, loi puissance . . . 94
1.4 Spéciﬁcité du problème thermique . . . . . . . . . . . . . . 95
 Cas test 3 : Choc thermique . . . . . . . . . . . . . . . 97
 Cas test 4 : Convection diﬀusion . . . . . . . . . . . . . 99
2 Méthodes spéciﬁques . . . . . . . . . . . . . . . . . . . . . . . . . 101
2.1 Géométrie et level-set . . . . . . . . . . . . . . . . . . . . . 101
 Cas test 5 : Bulle dans un écoulement de poiseuille . . . 104
2.2 Contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
 Cas test 6 : Contact entre deux level-sets mobiles . . . . 109
2.3 Résolution multiphysique . . . . . . . . . . . . . . . . . . . 111
3 Implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.1 Les bases utilisées . . . . . . . . . . . . . . . . . . . . . . . . 116
3.2 Architecture du code développé . . . . . . . . . . . . . . . . 120
3.3 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
 Cas test 7 : Remplissage d'un moule cubique . . . . . . 128
83
CHAPITRE III. DÉVELOPPEMENT D'UN OUTIL NUMÉRIQUE ADAPTÉ
La partie précédente montre que l'échauﬀement volumique calculé à l'aide du cas
test uniforme de la section II. 3.1 (p. 66) n'est pas suﬃsant pour expliquer l'augmen-
tation de température qui a eﬀectivement lieu dans le procédé. La forme particulière
du directeur d'énergie, la morphologie de l'écoulement, ainsi que les phénomènes de
thermo-dépendance semblent donc être des caractéristiques primordiales pour assurer
les conditions nécessaires à la soudure. Aﬁn de conﬁrmer cette hypothèse, les sys-
tèmes d'équations (II.110), (II.111) et (II.120) doivent être résolus sur un domaine
bidimensionnel, voire tridimensionnel. Pour ce faire, un code éléments ﬁnis maison a
été spéciﬁquement développé.
Dans ce chapitre, les spéciﬁcités du problème à résoudre sont d'abord présentées.
Elles justiﬁent, dans un premier temps, la nécessité de développer un code maison.
Ensuite, les méthodes numériques utilisées sont exposées, d'abord les méthodes clas-
siques, puis les outils plus originaux, spéciﬁques au code. L'implémentation retenue est
enﬁn décrite dans une section plutôt orientée génie logiciel. Chaque nouvelle méthode
numérique implémentée est validée par un cas test. Ces cas tests permettent d'illustrer
le propos mais n'entravent en rien le corps du texte.
Justiﬁcation de la nécessité de développement d'un code maison
Le problème est résolu à l'aide d'une méthode des éléments ﬁnis qui a fait ses preuves
pour traiter les problèmes aux limites thermiques ou mécaniques. Cette introduction
consiste en une évaluation des capacités des codes commerciaux existant, vis à vis du
problème à résoudre. Les diﬀérentes caractéristiques numériques nécessaires à notre
problème sont listées ci-dessous :
Multiphysique Il existe de nombreux codes permettant de simuler un problème
thermo-mécanique d'écoulement tels que Forge, Abaqus ou Ansys. Néanmoins, la mo-
délisation du procédé est eﬀectuée à l'aide de trois problèmes physiques. L'implémenta-
tion d'une physique supplémentaire est mal intégrée voire impossible dans ces logiciels.
Un code permettant de gérer de manière transparente des problèmes multiphysiques
est donc nécessaire.
Grandes déformations de la géométrie L'évolution de la géométrie est gouver-
née par le problème d'écoulement (II.120). Sachant que la déformation du directeur
d'énergie est très importante, des méthodes spéciﬁques sont nécessaires.
Des codes comme Abaqus ou Forge résolvent des problèmes de grandes déforma-
tions par méthodes Lagrangiennes. Néanmoins, si la déformation devient trop impor-
tante le maillage devient distordu. Aﬁn d'éviter la dégradation de la solution, il est
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(a) géométrie réelle, deux interfaces en-
trant en contact.
(b) Artiﬁce permettant de traiter une
unique interface.
Fig. III.1: Artiﬁce pour éviter de traiter le contact explicitement
alors nécessaire de remailler le domaine, puis de projeter les champs sur ce nouveau
maillage [Terada et al., 2007]. Cette étape de projection ajoute des erreurs à la solution.
Dans le procédé étudié, la déformation est importante et de nombreuses étapes de pro-
jections seraient nécessaires. Une modélisation purement lagrangienne de l'écrasement
du picot est alors peu adaptée. Hormis les logiciels développés par le CEMEF ou trans-
valor, aucun code standard ne propose cette fonctionnalité avancée et le développement
d'algorithme de remaillage est un travail énorme.
Les méthodes Eulériennes consistent à considérer que la matière se déplace dans
un maillage qui reste ﬁxe dans l'espace. Il n'y a donc plus de déformation de maillage.
Par contre, pour modéliser une évolution de géométrie, de nouvelles méthodes doivent
être mises en ÷uvre. Certains logiciels, en particulier dans le domaine de l'injection
plastique, permettent de gérer une surface libre dans une description éléments ﬁnis
eulérienne.
Contact En plus des grandes déformations que subit le directeur d'énergie lors de
son écrasement, il entre en contact avec la plaque inférieure. Des artiﬁces peuvent être
mis en ÷uvre pour éviter de traiter ce problème de contact. Ainsi, on peut considérer
que le contact est immédiatement parfait et que le directeur et la plaque inférieure
ne forment qu'un matériau (cf. ﬁgure III.1) . Il n'existe alors qu'une interface entre
ce matériau et l'air. Néanmoins, pour une description plus physique du problème, il
est nécessaire de décrire le contact entre ces deux matériaux. De plus, aﬁn de pouvoir
analyser des phénomènes de cicatrisation, il est faut conserver l'histoire de l'interface
et décrire de manière explicite le contact entre le directeur et la plaque inférieure. La
résolution d'un problème d'écoulement avec contact, dans un cadre eulérien, nécessite
alors des outils numériques adéquats. Elle rejette a priori tous les codes basés sur une
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approche de type Volume of Fluid (VoF), avec une simple fonction de présence.
Possibilités restantes Une solution possible serait d'utiliser Comsol Multiphysics,
logiciel de calcul élément ﬁnis multiphysique. Le couplage multiphysique y est résolu de
manière forte, c'est à dire que le vecteur solution recherché est formé de la concaténation
de l'ensemble des vecteurs solutions de chaque physique. Les couplages forts entre
physiques peuvent être ainsi résolus de manière rigoureuse. Néanmoins, quelques limites
du logiciel le rendent inadéquat. En ce qui concerne la gestion de la surface libre, il
existe des level-sets sous forme simpliﬁée, mais leur manipulation n'est pas accessible.
D'autre part, la résolution de problèmes complexes pose des problèmes de robustesse,
comme a pu le montrer Amélie Burel [Burel, 2009].
Ainsi, nous nous sommes orientés vers une approche de type eulérienne avec level-
sets pour écrire l'évolution des domaines. Nous nous somme basés sur la librairie X-
FEM développée au laboratoire. Relativement souple et générale, elle permet de ré-
soudre ses propres formulations éléments ﬁnis. La diﬃculté consiste à développer un
environnement multiphysique intégrant au mieux les problèmes physiques nécessaires
à l'application ultrasons.
1 Méthodes numériques standards utilisées
Cette section présente les méthodes numériques considérées comme suﬃsamment
classiques pour ne pas être exposées de manière exhaustive.
1.1 Formulations faibles
1.1.a Déﬁnitions
En premier lieu, il est utile de donner quelques déﬁnitions. Les champs inconnus




où d est la dimension du champ et
H1 (Ω) est l'espace de Sobolev. L'espace de Sobolev est inclus dans l'espace de Lebesgue
de fonction à carré sommable sur Ω que l'on note L2 (Ω). Nous déﬁnissons également









φ ∈ L2 (Ω) /∇φ ∈ (L2 (Ω))d}
H10 (Ω) =
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u∗ ·∇ · (σ) = 0 ∀u∗ ∈ (H1 (Ω))d . (III.2)




∇u∗ : σ = 0 ∀u∗ ∈ (H10 (Ω))d (III.3)
u∗ est un champ test cinématiquement admissible. C'est ce problème écrit sous forme
faible qui sera résolu de manière discrète en s'assurant que le résidu Fe (u) est nul pour
un ensemble discret de champs test u∗ bien choisis.

















θ∗Q = 0 ∀θ∗H10 (Ω) (III.4)
où :
q = −k∇θ (III.5)
est le ﬂux de chaleur.
Écoulement incompressible Le problème incompressible, quant à lui, est écrit sous
forme faible à l'aide d'une formulation mixte en vitesse et pression :
Fv (v, p) =
∫
Ω
D∗ : σv −
∫
Ω
p∗∇ · v = 0 ∀v∗ ∈ (H10 (Ω))d ∀p∗ ∈ L2 (Ω) (III.6)
où D∗ =∇sv∗. Or σv = Σ− pI, on peut donc écrire :









p∗∇ · v = 0 (III.7)
Cette formulation mixte traite la pression comme un multiplicateur de Lagrange qui
permet d'assurer la condition d'incompressibilité ∇ · v = 0.
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1.2 Discrétisation
La discrétisation du problème s'eﬀectue ensuite de manière classique en approxi-
mant les espaces H1 (Ω), H10 (Ω) et L
2 (Ω) par des espaces vectoriels H1h (Ω), H
1
0,h (Ω)
et L2h (Ω) de dimensions ﬁnies. Les vecteurs de fonctions d'interpolations {N (x)}T
permettent alors d'écrire les champs U (x) ∈ L2h (Ω) comme :
U (x) = {N (x)}T · {X} . (III.8)
U (x) est alors représenté par le vecteur colonne inconnu {X}. Par la suite nous appel-
lerons {Ni (x)}T les fonctions d'interpolation et {Xi} les vecteurs colonne d'inconnues
où i prend respectivement la valeur u, v, p et θ pour les champs respectivement de
déplacement u, de vitesse v, de pression p et de température θ.
1.2.a Interpolations
Le logiciel GMSH [Geuzaine et Remacle, ] est utilisé pour créer un maillage de
triangles (ou de tétraèdre, en trois dimensions). Bien que de nombreuses interpolations
soient possibles, les interpolations lagrangiennes utilisées permettent aux inconnues
de représenter les valeurs des champs en certains points physiques (les n÷uds, par
exemple).
La discrétisation des champs à l'aide de fonctions d'interpolations permet alors
d'écrire les formulations faibles précédentes sous forme discrète :
Fe (Xu) = 0 ∀u∗ ∈ H10,h (Ω)
Ft (Xθ) = 0 ∀θ∗ ∈ H10,h (Ω)
Fv (Xv, Xp) = 0 ∀v∗ ∈ H10,h (Ω)∀p∗ ∈ L2h (Ω) .
(III.9)
En choisissant un ensemble de fonctions test, on peut alors écrire un vecteur de résidus
à éliminer :
{Fi (X)} = {0} (III.10)
où i ∈ {e, t, v}. En appliquant une méthode classique de Galerkin, les fonctions test
sont choisies comme étant les fonctions d'interpolation.
1.2.b Cas particulier de la formulation mixte
Condition LBB La formulation mixte (III.7) est résolue en recherchant un vec-
teur d'inconnus {X} formé de la concaténation du vecteur inconnu vitesse et du vec-
teur inconnu pression. Le problème mixte à résoudre est un problème d'écoulement
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(a) P2/P1 (b) P1+/P1
Fig. III.2: Interpolations admissibles pour la vitesse et la pression
sous contrainte d'incompressibilité. Babu²ka [Babu²ka, 1973] et Brezzi [Brezzi, 1974]
montrent que la condition suivante, également connue sous le nom de condition inf-sup,









≥ k0 > 0 (III.11)
où ‖‖1 et ‖‖0 sont les normes respectives de H1 (Ω) et L2 (Ω). Cette condition ne
peut être remplie que pour des choix particuliers d'interpolations pour les champs p∗
et v. Une interpolation P2 pour la vitesse et P1 pour la pression permet par exemple
d'assurer la condition inf-sup [Zienkiewicz et al., 2009].
Elément P1+ / P1 Arnold et al. [Arnold et al., 1984] proposent une interpolation
originale assurant la condition inf-sup, le MINI élément. Une interpolation P1 est uti-
lisée pour le champ de vitesse et de pression, mais l'interpolation du champ de vitesse
est enrichi d'un nouveau degré de liberté par élément, appelé degré bulle. Cette fonc-
tion d'interpolation est une fonction Lagrangienne d'ordre 3 qui s'annule sur le bord
de chaque élément. Ainsi, la connectivité de ce degré de liberté est limité aux n÷uds
de l'élément courant.
Une élimination locale de la bulle, par éléments, peut alors être eﬀectuée pour
réduire le nombre de degrés de liberté avant de résoudre le problème global. C'est
ce que Basset [Basset, 2006] appelle la condensation de la bulle. Même sans eﬀectuer
cette résolution locale, le degré bulle n'interagissant pas avec les éléments voisins, les
matrices engendrées ont une largeur de bandes inférieure à une interpolation P2/P1.
En eﬀet, comme le montre la ﬁgure III.2a, pour une interpolation P2/P1, les degrés
d'ordres supérieurs en vitesse, qui sont les valeurs du champ au milieu de chaque arête,
induisent une connectivité entre deux éléments voisins.
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Tab. III.1: Nombre de degré de liberté par n÷ud dans un maillage régulier pour le
problème en vitesse / pression.
P1+/P1 P2/P1
2 dimensions 7 9
3 dimensions 19 22
En considérant un maillage régulier, on peut estimer le nombre de degrés de libertés
global engendré par ces deux interpolations :
P2/P1 : En deux dimensions, deux degrés de libertés en vitesse par arête, 2 degrés
de liberté en vitesse par n÷ud et 1 degré de liberté en pression par n÷ud.
Pour un maillage régulier, en deux dimensions, il y a trois fois plus d'arêtes
que de n÷uds. Soit 9 degrés de libertés par n÷ud.
En trois dimensions, il y a six fois plus d'arêtes que de n÷uds, soit 22 degrés
de libertés par n÷uds.
P1+/P1 : En deux dimensions, 2 degrés de libertés en vitesse par n÷uds, 1 degré en
pression par n÷ud et 2 degrés en vitesse par triangles (tétraèdre en trois
dimensions). En deux dimensions, avec deux fois plus d'éléments que de
n÷uds, il y a donc 7 degrés de libertés par n÷uds.
En trois dimensions, il y a 5 tétraèdres par n÷uds, soit 19 degrés de libertés
par n÷uds.
L'interpolation P1+/P1 donne donc moins de degrés de liberté qu'une interpolation
P2/P1 pour le même nombre de n÷uds. Néanmoins, le degré bulle ajouté ne permet
pas de gagner en précision, contrairement à l'interpolation d'ordre élevée P2/P1.
Cas test 1 : Compression homogène
Un cas test de compression homogène a été eﬀectué pour valider la conver-
gence des formulation avec interpolation P2/P1 et P1+/P1. Un problème
d'écoulement newtonien avec η = 1 est résolu sur un carré de dimension
1 × 1. Les conditions limites sont récapitulées ﬁgure III.3. Le cas test est
homogène, Dxx = −Dyy = 1 et Dxy = 0. Les résolutions avec interpolation
P1+/P1 et interpolation P2/P1 donnent bien la solution exacte. Comme le
montre la ﬁgure III.4. La contrainte d'incompressibilité est bien assurée au




Fig. III.3: Cas test d'écrasement incompressible, conditions limites.
(a) Interpolation P1+/P1, ∇ · v. (b) Interpolation P2/P1, ∇ · v.
Fig. III.4: Cas test de compression homogène, résultats.
1.2.c Cohérence entre les physiques
Suivant les applications, l'une ou l'autre des interpolations peut être utilisée. Néan-
moins dans un cadre de résolution multiphysique, il est préférable d'utiliser les même
interpolations {Ni}T pour les diﬀérents champs physiques. Ceci permet en eﬀet d'être
cohérent quant au stockage des données et d'éviter des étapes de projections. De ma-
nière générale, une interpolation P1+/P1 sera utilisée pour le champ de vitesse et de
pression et des interpolations P1 pour les champs de déplacement u et de température
θ. Nous avons par ailleurs vériﬁé sur de nombreux cas la concordance des résultats
entre les approximations d'ordre 2 et d'ordre 1. Bien que l'approximation P2 permette
de gagner en précision, elle perd son intérêt lors du calcul des vitesses normales à une
level-set d'ordre 1. Par soucis de cohérence, une interpolation P1 est donc retenue.
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1.3 Cadre de résolution non linéaire








{X}+ {b} = {0} (III.12)
où la matrice raideur [K] du problème ne dépend pas de {U}. Par contre le problème
thermique fait intervenir des paramètres matériau thermo-dépendants et le problème
d'écoulement a une loi de comportement rhéoﬂuidiﬁante (cf équation (II.121)). Ces
deux formulations sont donc non-linéaires. Un algorithme de résolution non linéaire est
nécessaire pour les résoudre.
1.3.a Newton-Raphson
Un algorithme classique de Newton-Raphson est utilisé pour résoudre les problèmes
non-linéaires de la forme :
{F (X)} = {0} . (III.13)
Pour ce faire, on recherche de manière itérative la solution du système en résolvant à
chaque itération n :
[Jn] {∆X} = {Fn} (III.14)







est la matrice tangente, ou Jacobienne, du système à résoudre.
Pour des lois de comportements plus complexes, la matrice tangente peut être ob-
tenue de manière numérique. Cette technique ajoute un surcoût en temps de calcul.
Dans notre cas, où les lois de comportements sont suﬃsamment simples, les matrices




Lg (N)SLd (N) (III.16)
où Lg et Ld sont deux opérateurs qui en général sont l'identité ou le gradient et S
est la sensibilité du résidu {F} qui peut être un scalaire, un vecteur ou un tenseur
d'ordre deux ou quatre. Ces sensibilités sont déterminées directement, pour chaque
formulation, et permettent d'assembler la matrice globale J sans avoir recours à un
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calcul numérique. Le détail des développements, pour chaque formulation, est donnée
en annexe C.
1.3.b Critère de convergence
Plusieurs critères existent et permettent de considérer que la boucle itérative a
convergé [Zienkiewicz et Taylor, 1988]. Nous pouvons citer le critère de stabilité qui
consiste à considérer qu'il y a convergence quand l'incrément de solution devient négli-
geable :
‖∆X‖ < . (III.17)
Ce critère ne permet pas de détecter si la convergence s'eﬀectue sur un minimum local.
Le critère retenu, dit de tolérance absolue, consiste à évaluer une norme du résidu et à
considérer que la méthode a convergé lorsque :
‖F (Xn)‖ <  (III.18)
où  est arbitrairement ﬁxé à 10−6. Dans le cas de résolution sur des problèmes dimen-
sionnels, il faut prendre soin de modiﬁer le critère précédent en :
‖F (Xn)‖ < .M (III.19)
où M est une grandeur caractéristique du résidu.
1.3.c Line search - Amélioration de la convergence
L'algorithme de résolution de Newton-Raphson est très classique et eﬃcace pour
des problèmes faiblement non-linéaires. Néanmoins, le problème d'écoulement non-
Newtonien peut présenter des non-linéarités importantes. En particulier quand l'indice
puissancem de la loi de comportement de Carreau (II.121) s'approche de 0. Pour pallier
cette diﬃculté, un algorithme de recherche linéaire basé sur les travaux de [Zienkiewicz
et Taylor, 1988] est développé. Il consiste à rechercher un scalaire α tel que la grandeur
{∆X} · {F}|({Xn}+α{∆X}) soit nulle, ce qui est possible au voisinage de la convergence.
En pratique, α est calculé par :
α =
{Fn} · {∆X}
{Fn} · {∆X} − {Fn+1} · {∆X} . (III.20)
Si α < 1, alors le pas ∆X est modiﬁé en :
∆˜X = α∆X. (III.21)
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Cette méthode nécessite le calcul d'un résidu {F} supplémentaire. Néanmoins, en ac-
célérant la convergence elle peut économiser des pas de Newton-Raphson, beaucoup
plus coûteux puisqu'ils nécessitent l'assemblage de la Jacobienne et la résolution d'un
système (III.14).
Cas test 2 : Ecoulement de Poiseuille, loi puissance
Nous considérons un écoulement de poiseuille bi-dimensionnel dans un carré
de dimension 1 × 1. Les vitesses sont nulles sur les bords inférieurs et su-
périeurs. Les vitesses sont imposées perpendiculaires en entrée et en sortie
pour éviter l'eﬀet fontaine qui induirait des singularités au niveau des coins.
Une force de traction σ · n = −1 est imposée sur le bord gauche. Une loi
Fig. III.5: Cas test d'écoulement de Poiseuille en loi puissance, conditions limites.
de comportement quasi-newtonienne est utilisée aﬁn d'obtenir un problème
d'écoulement non-linéaire. La loi puissance
Σ = 2η (D)D




2D :D permet une résolution analytique du problème [Agassant
et al., 1986]. Nous avons ﬁxé la consistance K à 1 et l'indice de loi puis-
sance m à 0.2 aﬁn d'avoir un problème fortement non-linéaire. La résolution
numérique a été eﬀectuée avec une interpolation P2/P1 avec et sans l'algo-
rithme de recherche linéaire. La calcul sans recherche linéaire ne converge pas
tandis que le calcul avec recherche linéaire converge avec ‖F ‖ < 10−6 après
11 itérations. La ﬁgure III.6 montre que le champ de vitesse calculé est en





Fig. III.6: Cas test d'écoulement de Poiseuille, proﬁl de vitesses horizontales.
1.4 Spéciﬁcité du problème thermique
Le problème thermique écrit sous forme faible (III.4) présente un terme de dérivation
temporelle.
1.4.a Intégration temporelle
La condition a assurer sur le résidu thermique s'écrit :
∀θ∗, ∀t Ft (θ, θ∗, t) = 0. (III.23)
En se limitant à un pas de temps, t ∈ [tn, tn+1], et en notant t′ = t−tn et ∆t = tn+1−tn
le pas de temps, la résolution incrémentale retenue consiste à chercher θ (tn+1) connais-
sant θ (tn). L'intégration temporelle est assurée par la méthode des résidus pondérés :





)Ft (θ, θ∗, tn + t′) dt′ (III.24)
où W (t) est la fonction de pondération temporelle.
Theta method On suppose, comme dans [Zienkiewicz et Taylor, 1988] une évolution
temporelle aﬃne de la température :
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et :
θ˙ =
θ (tn+1)− θ (tn)
∆t
. (III.26)





= δ (Θ∆t) , (III.27)
on obtient la formulation dite de la theta method où le résidu a annuler s'écrit :
∀θ∗Ft (θΘ, θ∗, tn +Θ∆t) , (III.28)
avec θΘ = Θθ (tn+1) + (1−Θ) θ (tn).
Θ varie entre 0 et 1. Si Θ = 0, la formulation est explicite, le problème (III.28) est
linéaire. Par contre, pour tout Θ < 1/2, la résolution n'est stable qu'en assurant une
condition sur le pas de temps. Pour Θ > 1/2, l'algorithme est inconditionnellement
stable. En particulier, une formulation implicite peut être obtenue avec Θ = 1. Par
contre, le problème à résoudre devient non linéaire si Θ > 0.
Non linéarité Aﬁn de résoudre le problème non-linéaire précédant dans un cadre de




où le vecteur inconnu {Xn+1} représente le champ de température à l'insant tn+1, c'est à
dire que : θn+1 = {N}T {Xn+1}. Cette matrice est constituée de plusieurs contributions.
Le détail est développé en annexe C.4. Il montre que certaines contributions originales
apparaissent du fait de non linéarités liées à la dépendance des paramètres matériaux














amène deux remarques. D'une part, le paramètre Θ de la méthode apparaît dans les
deux termes. Comme précisé précédemment, la non linéarité du problème dépend donc
du schéma d'intégration temporel (de la valeur de Θ). D'autre part, outre la contri-
bution classique issue de la sensibilité S3 , on note une nouvelle contribution due à la
dépendance de la conductivité k à la température. Cette nouvelle contribution issue de
la sensibilité S4 est assemblée de manière non symétrique (opérateur gradient à gauche
et identité à droite). La matrice tangente qui en résulte est donc non symétrique. Il
faudra prendre soin, à la résolution du pas de Newton-Raphson, d'utiliser un solveur
linéaire pour matrice non-symétriques.
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Cas test 3 : Choc thermique
Un rectangle de largeur l = 1 et de longueur L = 10, de capacité caloriﬁque
ρc = 1 et de conductivité thermique k = 1 est initialement à la tempé-
rature uniforme T = 0.La température sur une des largeur est maintenue
à 1 et toutes les autres frontières sont laissées libres, c'est à dire isolées.
Fig. III.7: Cas test du choc thermique, conditions limites.
Le problème est résolu par un schéma d'intégration temporelle implicite :
Θ = 1 et une intégration spatiale P1. La solution analytique du problème est
connue [Carslaw et Jaeger, 1959] dans le cas d'un espace semi-inﬁni :







Aﬁn de la comparer à cette solution, nous considérons la résolution sur un
intervalle de temps [0, tf ] avec 50 pas de temps égaux, où tf est très inférieur
au temps caractéristique de diﬀusion dans le rectangle qui vaut L2k/ (ρc) ∼
100. Nous prenons tf = 1. La ﬁgure III.8 montre le proﬁl de température sur
l'axe central du rectangle à diﬀérents instants. Il y a une bonne adéquation
avec la solution analytique. Les erreurs sont de l'ordre de la discrétisation,
ici la taille des éléments est de l'ordre 0.1. Il faut noter que ce cas test du
choc thermique est très sévère sur les premiers instants où tout le gradient
de température est concentré dans les premiers éléments.
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Fig. III.8: Cas test du choc thermique, proﬁls de température à diﬀérents instants.
1.4.b Convection / SUPG
Champ test Dans le problème thermique complet, le terme de transport∫
Ω
θ∗ρc (v ·∇θ) (III.32)
de la formulation faible (III.4) fait perdre le caractère elliptique pur du problème.
Si le caractère hyperbolique induit par ce terme convectif devient trop important, la
résolution numérique par une méthode de Galerkin classique ne converge pas vers la
solution et des instabilités oscillantes, visibles sur la ﬁgure III.10b, apparaissent. Aﬁn
de stabiliser la solution, la méthode SUPG (Streamline Upwind Petrov Galerkin) est
proposée, initialement par Brooks et Hughes [Brooks et Hughes, 1982]. Ces auteurs
proposent une modiﬁcation des fonctions test de la forme :
{θ∗} = {Nt}+ τsupg {∇Nt} · v. (III.33)
Le second terme de cette déﬁnition ajoute donc une diﬀusion artiﬁcielle au problème
thermique hyperbolique, et ce, seulement dans la direction de la convection. Le facteur











où he est la taille de l'élément, ‖v‖e la moyenne de vitesse dans l'élément et Pe est le



























∇N · vρc∂θ∂t︸ ︷︷ ︸
(5)
+∇N · v.ρc∇θ · v︸ ︷︷ ︸
(6)
+∇∇N (q)︸ ︷︷ ︸
(7)




Les termes (1), (3) et (4) sont les termes classiques du résidu de la formulation de
diﬀusion transitoire traitée dans le paragraphe précédant. Seule la contribution hyper-
bolique (2) induit l'oscillation dans la résolution. Les termes (5) et (7) sont négligés
pour ne conserver de la méthode SUPG que les termes de stabilisation suivant : la
contribution (6) liée au terme hyperbolique et la contribution (8), liée à la source Q.
Russo [Russo, 2006] dans la résolution du problème en régime permanent ne tient pas
non plus compte du terme (7). Il semble que ce soit une pratique courant bien que peu
justiﬁée mathématiquement.
Pour alléger l'écriture du résidu (III.36), les notations liées au schéma d'intégration
temporel ont été abandonnées. Néanmoins, le lecteur doit garder à l'esprit que chaque
variable φ est calculée en fonction de Θ par
φ = Θφn+1 + (1−Θ)φn (III.37)
où φ désigne ρc, q, ou θ. Par contre, v est considéré comme ﬁxe lors de la résolution
thermique. Ce ne serait plus le cas avec une résolution forte avec couplage entre la
thermique et la mécanique des ﬂuides, si le schéma de résolution est semi-implicite
(Θ > 0).
Matrices tangentes Le calcul de la matrice tangente complète est développé en
annexe C.4. Le terme issu de la dérivation de (6), bien que faisant intervenir une
sensibilité originale τsupgv ⊗ v, est une matrice symétrique. Par contre, le terme issu
de la dérivation de (2) est une matrice non symétrique. Les mêmes précautions sont à
prendre quant à la résolution du problème non symétrique qui en résulte.
Cas test 4 : Convection diﬀusion
Un champ de vitesse uniforme v = 1.ex est appliqué sur un carré de coté 2.
Le matériau a une diﬀusivité α et une source uniforme s = 1. La température
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des deux cotés latéraux du carré est imposée à 0, les deux autres cotés sont
isolés.
Fig. III.9: Cas test de convection diﬀusion, conditions limites.
Le problème est résolu en régime permanent. La ﬁgure III.10a montre les
résultats obtenus pour une forte diﬀusivité α = 1 où le nombre de Péclet
est faible. Quel que soit l'interpolation utilisée, la méthode SUPG est inutile
puisque le problème est principalement elliptique. La solution de Galerkin
est alors très proche de la solution analytique. Par contre, la ﬁgure III.10b
montre les résultats pour une diﬀusivité plus faible, α = 0, 05 et un nombre
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(a) Pour α = 1, faible nombre de Péclet
 
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(b) Pour α = 0.05 nombre de Péclet fort.
Fig. III.10: Cas test de convection diﬀusion.
de Péclet plus important. La résolution par la méthode de Galerkin montre
des oscillations très importantes (environ 100%) de la solution obtenue à
l'aide d'une interpolation P1. Une interpolation du second ordre permet de
stabiliser la solution, mais l'erreur reste importante (plus de 30% en de nom-
breux points). Avec la méthode SUPG seuls les derniers points présentent une
erreur qui n'est due qu'à la taille des éléments.
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Bilan sur la résolution d'un problème thermique transitoire Les méthodes
présentées pour résoudre le problème de thermique transitoire sont déjà relativement
singulières. L'association d'une theta-method à une interpolation SUPG dans un cadre
de résolution non-linéaire de Newton Raphson nécessite le développement de quelques
calculs non-triviaux (cf. annexe C.4). La résolutions nécessite alors l'inversion d'un
système linéaire non-symétrique : d'une part à cause de la dépendance des paramètres
matériaux à la température et d'autre part à cause de la formulation SUPG.
Cette section a consisté à présenter les outils numériques standards mis à contri-
bution dans le code élément ﬁni développé. Ils permettent de s'aﬀranchir de quelques
spéciﬁcités du problème à traiter : la forte non-linéarité de la loi de comportement ou
la présence du terme hyperbolique dans l'équation de la chaleur avec transport. Même
si l'association de ces méthodes demande une certaine rigueur dans le développement
des calculs, elles restent classiques et sont déjà développées dans de nombreux codes
éléments ﬁnis. L'outil développé présente cepandant quelques spéciﬁcités détaillées ci-
après.
2 Méthodes numériques spéciﬁques utilisées
2.1 Géométrie et level-set
Le problème d'écoulement (II.120) permet de déterminer l'évolution de la géomé-
trie du directeur. Nous avons déjà souligné le fait que la déformation est importante.
Plusieurs techniques existent pour simuler les grandes déformations à l'aide d'une mé-
thode par éléments ﬁnis. Nous rappelons que nous avons opté pour un cadre eulérien
pour éviter les étapes de remaillage et de projection inévitables dans une description
lagrangienne. La stratégie consiste ici à décrire la géométrie à l'aide d'une interface
mobile sur un maillage ﬁxe.
Revue des méthodes existantes
Certains auteurs cités par Ammar [Ammar, 2001], proposent de décrire la surface
libre à l'aide d'une fonction géométrique de l'espace. Ammar conclut que cette méthode
pose des problèmes lors du passage en trois dimensions, ou pour la description de
surfaces complexes. La méthode des marqueurs consiste à répartir des particules dans
la zone de l'espace remplie par le ﬂuide. Ces particules sont convectées par le ﬂuide. La
surface libre est alors déterminée par la limite entre les zones avec et sans marqueurs.
Cette méthode reste peu précise bien qu'elle nécessite le stockage de la position de
chaque marqueur.
101
CHAPITRE III. DÉVELOPPEMENT D'UN OUTIL NUMÉRIQUE ADAPTÉ
La méthode VoF (Volume of Fluid) initialement proposée par Hirt et Nichols [Hirt et
Nichols, 1981] consiste a déﬁnir, à l'aide d'un nouveau champ I, le taux de remplissage
des éléments. On a alors I = 1 pour les éléments intégralement dans le ﬂuide, I = 0
pour les éléments intégralement à l'extérieur de la matière et 0 < I < 1 si l'élément
est coupé par le front de matière. En supposant que l'on connaisse le champ de vitesse




+ v.∇I = 0 (III.38)
Bien que le champ I ait une déﬁnition bien physique, il ne permet pas de déterminer
précisément la position du front de matière (si ce n'est à un élément près). Or, dans
notre application, la description précise de la surface libre est nécessaire pour déterminer
l'éventuelle formation de porosité et gérer le problème de contact.
2.1.a La distance algébrique comme level-set
La méthode des level-sets consiste à déﬁnir une interface à l'aide d'un champ scalaire
ψ positif à l'extérieur du matériau (dans l'air) et négatif à l'intérieur (le polymère).
L'iso-valeur 0 du champ, appelée par la suite iso-zéro, coïncide alors avec la surface
libre. Un cas particulier est celui où la level-set correspond à la distance algébrique
à l'interface. Nous adoptons cette déﬁnition pour des raisons pratiques, en particulier
pour la gestion du contact, comme décrit en annexe D. Le gradient de ψ représente la
normale aux surfaces d'iso-distance et est alors normé :
‖∇ψ‖ = 1, n =∇ψ. (III.39)
Mise en ÷uvre Dans le cadre eulérien retenu, l'ensemble du domaine, constitué du
polymère et de l'air, est maillé. Deux stratégies existent alors. La première consiste
à adopter une résolution dite matériau / vide où la résolution n'est faite que sur le
domaine contenant le polymère. La seconde est une résolution dite inclusion / matériau.
La résolution se fait sur l'ensemble du domaine constitué du polymère et de l'air. C'est
lors de l'intégration que les paramètres matériaux utilisés diﬀèrent suivant le signe de
la level-set. Cette approche permet de décrire une éventuelle porosité ou bulle d'air. En
outre, d'un point de vue pratique, elle permet de conserver le même nombre de degrés
de liberté lors du déplacement de l'interface. C'est cette approche qui est ﬁnalement
retenue, où le champ level-set est déﬁni par une interpolation P1. Il faut noter que
l'intégration se fait en sous-découpant les éléments traversés par l'interface, tel que
présenté dans [Moës et al., 1999].
102
2. Méthodes spéciﬁques
(a) Cavité. (b) Iso-zéro de la level-set associée.
Fig. III.11: Exemple d'une level-set décrivant une cavité.
Avantages La description d'interface par level-set est pratique car elle peut être
traitée puis stockée comme un champ physique. Les méthodes numériques existantes
peuvent ainsi être mises à proﬁt. De plus, elle permet de décrire l'interface de manière
précise. Par exemple, avec une interpolation P1, l'interface est décrite par un segment
(ou un triangle en trois dimensions) dans chaque élément. En outre, la description de
l'interface à l'aide d'une fonction distance permet naturellement la rencontre de deux
interfaces. Nous pouvons citer l'exemple d'union ou de séparation de bulles calculé par
Smolianski [Smolianski, 2005].
La description de l'interface à l'aide d'une level-set est plus précise que par une
méthode des VoF. De plus, la déﬁnition de la level-set comme la distance algébrique à
l'interface peut être utile à d'autres méthodes numériques comme la gestion du contact.
2.1.b Propagation
Convection L'évolution de la géométrie se fait par le déplacement de l'interface.
De manière analogue à la propagation du champ de taux de remplissage dans une
description VoF, la propagation de l'interface décrite par une level-set se fait par simple
convection du champ ψ.
∂ψ
∂t
+ v ·∇ψ = 0 (III.40)
où v est le champ de vitesse.
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Hamilton Jacobi L'équation de convection (III.40) n'est pas résolue directement,
mais est modiﬁée en :
∂ψ
∂t
+ vn = 0 (III.41)
où vn est la vitesse normale aux iso-valeurs de la level-set. Sur l'interface, vn est donc
la vitesse normale à l'interface. Cette équation est résolue à l'aide d'une méthode de
Hamilton Jacobi [Sethian, 1999]. Elle nécessite de connaître la vitesse normal partout
sur le maillage.
Condition CFL C'est cette étape de convection qui ﬁxe un pas de temps maximal
possible. Nous imposons une condition CFL [Courant et al., 1967] où le nombre de




< 0, 5. (III.42)
Ceci permet de s'assurer que l'interface ne se déplace pas de plus d'un élément en un
pas de temps et garantit la stabilité de la propagation.
Réinitialisation Après convection du champ level-set ψ, la propriété ‖∇ψ‖ = 1
n'est pas conservée. Le champ level-set ne représente alors plus une distance. Bien
que l'iso-zéro décrive toujours l'interface, nous souhaitons conserver cette propriété
de distance, d'une part parce qu'elle s'avèrera utile à d'autres méthodes numériques
comme le contact, et d'autre part car en décrivant une distance, on s'assure d'une
certaine régularité du champ qui nous évite des divergences numériques. Pour ce faire,
une réinitialisation de la level-set est opérée après chaque étape de propagation.
Cas test 5 : Bulle dans un écoulement de poiseuille
Nous considérons un écoulement de poiseuille bidimensionnel dans un rec-
tangle de dimension 2× 1. La vitesse est imposée nulle sur les longueurs du
rectangle et est imposée perpendiculaire à l'entrée et à la sortie. Un eﬀort
de traction perpendiculaire de valeur 1 est appliqué en entrée. Une bulle est
initialement déﬁnie par une level-set dont l'iso-zéro est un cercle de diamètre
0, 5 dont le centre est sur l'axe, à 0, 3 de l'entrée. Les deux matériaux ont un
comportement newtonien. Le matériau à l'intérieur de la bulle à une visco-
sité de 0, 5 et le matériau l'englobant une viscosité de 10. A chaque pas de
temps, le problème visqueux statique est résolu, puis l'interface est propagée.
La résolution est eﬀectuée sur l'intervalle temporel [0; 160]. Les pas de temps
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sont déterminés à chaque itération par la condition CFL. La ﬁgure III.12a
montre l'iso-zéro de la level-set à diﬀérents instants. La ﬁgure III.12b montre
bien que la contrainte de cisaillement dans la bulle est négligeable par rapport
à la contrainte à l'extérieur du fait de la diﬀérence des viscosités.
(a) Iso-zéro de la level-set à diﬀérents ins-
tants.
(b) Champ de contrainte à l'instant 100.
Fig. III.12: Cas test de la bulle dans un écoulement de Poiseuille.
2.1.c Enrichissement à l'interface
Étant donné le point de vue eulérien retenu, l'interface ne passe pas nécessairement
par les n÷uds du maillage. Or, le champ solution peut éventuellement présenter des
discontinuités au niveau de l'interface. Les interpolations standard ne permettent donc
généralement pas de décrire la solution de manière optimale, comme le montre la ﬁ-
gure III.12 ou III.13. Aﬁn d'améliorer la description de la solution, deux techniques
sont envisageables.
1. Le raﬃnement du maillage au niveau de l'interface. Dans le cas d'une inter-
face mobile, des algorithmes de raﬃnement automatique sont nécessaires. Ceci
entraîne donc des étapes de projections, qui font ﬁnalement perdre l'attrait de
l'approche eulérienne par rapport à une approche lagrangienne.
2. La méthode X-FEM qui consiste à enrichir l'interpolation des champs à l'aide
de fonction présentant les discontinuités recherchées [Sukumar et al., 2001]. De
telles résolutions X-FEM sont présentées en annexe E. Néanmoins, nous verrons
dans la section 3.1.a que le déplacement de l'interface pose des problèmes d'im-
plémentation qui n'ont pu être résolus à ce jour.
Pour résumer, la méthode des level-sets permet de décrire de manière optimale une
interface dans un cadre eulérien. La propagation de l'interface se fait en résolvant
une équation de convection classique à l'aide de méthodes numériques éprouvées. La
description par level-set permet en outre une gestion plus aisée du contact.
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(a) Proﬁl de température (b) Proﬁl de gradient de température se-
lon la direction x.
Fig. III.13: Erreur à l'interface de deux matériaux sur le champ thermique calculé à
l'aide d'une interpolation P1 sans enrichissement.
2.2 Contact
Nous avons expliqué en introduction que la gestion du contact est nécessaire pour
une meilleure description de la physique et pour d'éventuelles considérations de phé-
nomènes de cicatrisation. D'un point de vue numérique, la description d'une géométrie
telle que celle présentée ﬁgure III.14, n'est pas possible avec une unique level-set. Si le
contact de deux interfaces Γ1 et Γ2 a lieu dans un élément e1, une unique level-set ψ
de degré 1, ne permet pas de décrire ces deux interfaces. De même, Guetari [Guetari,
2005] montre que la description d'un coin dans un élément à l'aide d'une unique level-set
entraîne un rognage : sans traitement particulier, les coins sont généralement biseau-
Fig. III.14: Déﬁnition d'un contact.
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tés. Nous proposons donc dans cette section deux méthodes numériques de gestion du
contact dans une résolution éléments ﬁnis eulérienne.
2.2.a Contact naturel
La première technique, la plus simple, consiste à décrire les deux surfaces à l'aide
de deux level-sets distinctes que l'on propage successivement. Dans le cadre eulérien
retenu, il n'existe qu'un seul champ de vitesse. Les deux surfaces libres peuvent se
rapprocher, mais si elles sont en contact, chaque point de la surface possède la même
vitesse. Les deux matériaux ne peuvent donc pas s'interpénétrer. En outre, la continuité
du champ ne permet pas de traiter le contact glissant sans enrichissement.
Limite Si les deux surfaces libres évoluent librement, certains éléments sont traversés
par les deux iso-zéros (cf. ﬁgure III.15a). Une interpolation classique linéaire ou même
un enrichissement à l'aide d'une discontinuité de gradient ne permet pas de décrire
les deux discontinuités de gradients aux interfaces. La ﬁgure III.15b montre qu'une
interpolation originale, autorisant deux discontinuités de gradient dans l'élément, est
nécessaire. Un sous-découpage adéquat de l'élément serait alors indispensable pour
évaluer précisément les intégrales (cf. ﬁg. III.15c). De plus, le déplacement des level-sets
poserait toujours le problème d'implémentation lié au transport de discontinuités traité
section 3.1.a. Le cas test suivant permet de conﬁrmer la nécessité d'un enrichissement
spéciﬁque.
Un traitement complet de ce type de problème est envisageable, mais les traitements
numériques associés sont très complexes et devront faire l'objet d'approfondissements
ultérieurs.
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(a) Deux level-sets traversent un élément.
(b) Interpolation avec enrichissement spé-
ciﬁque.
(c) Double sous-découpage.
Fig. III.15: Cas de deux interfaces traversant un élément.
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Cas test 6 : Contact entre deux level-sets mobiles
Dans un rectangle de dimension 1 × 1, deux level-sets initiales représentent


















(a) Géométrie et maillage. (b) Champ de vitesse et contrainte équivalente à t =
0, 4 s.
Fig. III.16: Contact entre deux level-set mobiles.
environnant est supposé newtonien de viscosité 0, 2. Sur les deux frontières
gauches et droites, la vitesse est imposée normale entrante, de norme 1. Les
deux frontières supérieure et inférieure sont laissées libres pour permettre à
l'air de s'échapper. Le maillage est grossier aﬁn de mettre en exergue les
défauts lors du contact. On observe que lorsque les surface libres atteignent
les mêmes éléments au centre, l'interpolation P1+/P1 ne permet plus aux
level-sets de se rapprocher. Le contact est en quelque sorte anticipé à la taille
de l'élément près.
2.2.b Méthode de pénalité
Aﬁn de contourner cette diﬃculté, une méthode plus classique de contact sur surface
analytique est envisagée. En considérant qu'un matériau limité par l'interface Γ1 entre
en contact avec une surface analytique Γ2, les conditions de contact, qui doivent être
assurées en chaque point x de l'interface Γ1, sont résumées par le système suivant :t = 0 si δ (x) · n < 0δ (x) · n = 0 si t · n < 0 (III.43)
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où n est la normale sortante, t est la force exercée par l'obstacle sur le matériau et
δ est le vecteur distance du point x à l'obstacle. Ces déﬁnitions sont résumées sur la
ﬁgure III.14. Le système précédent résume la condition simple qui consiste à dire que
s'il n'y a pas contact, l'eﬀort de l'obstacle sur le matériau est nul, et si cet eﬀort n'est
pas nul, il y a contact. De plus, l'eﬀort de contact est répulsif et il ne peut pas y avoir
de pénétration.
État de l'art Le système (III.43), exprimé sous forme d'inégalités, est fortement non-
linéaire. De nombreuses méthodes existent pour le résoudre numériquement. Belytschko
et Neal [Belytschko et Neal, 1991] ou Chaudhary et Bathe [Chaudhary et Bathe, 1986]
proposent une méthode des multiplicateurs de Lagrange. Cette méthode rigoureuse est
relativement similaire à la gestion de la condition d'incompressibilité du problème de
mécanique des ﬂuides. Elle demande un eﬀort d'implémentation important qui passe
par la déﬁnition d'un nouveau vecteur d'inconnues, les multiplicateurs de Lagrange.
Dans le contexte X-FEM, l'imposition de ces multiplicateurs nécessitent la recherche
d'un espace d'approximation adéquat tel que proposé dans [Moës et al., 2006]. Kikuchi
et Oden [Kikuchi et Oden, 1988] proposent une méthode de pénalisation reprise par
Peri¢ et Owen [Peri¢ et Owen, 1992].
Principe Cette méthode de pénalisation, plus simple à implémenter, a été testée [Gue-
tari, 2005,Dubois et al., 2009,Levy et al., 2009]. Elle consiste à autoriser une pénétration
du matériau dans la surface analytique et à appliquer un eﬀort de contact dépendant
de cette pénétration. La force de contact induit donc un terme fortement non-linéaire
dans le problème. Alors que la méthode classique consiste à imposer un eﬀort de contact
proportionnel à la pénétration, une régularisation est possible avec un eﬀort propor-
tionnel au carré de la pénétration. L'eﬃcacité de la méthode étant très dépendante du
choix du coeﬃcient de pénalisation, il est déterminé à l'aide de la matrice tangente du
résidu volumique. Ceci permet d'obtenir un coeﬃcient qui soit en accord avec le pro-
blème physique global. En eﬀet, les eﬀorts de contact ne peuvent pas être déterminés
localement puisqu'ils dépendent du problème complet. Le détail de la méthode et de
l'implémentation est donné en annexe D.
2.2.c Discussion
La méthode de contact par pénalité permet une implémentation rapide sans né-
cessiter de stockage numérique supplémentaire. Dans le cadre retenu de déﬁnition des
surfaces par level-set, elle est très eﬃcace, puisque la pénétration est directement connue
en chaque point, via le champ level-set. Néanmoins, nous avons considéré que le maté-
riau vient au contact d'une surface analytique. Cette surface ne déﬁnit pas de matériau
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et possède donc les propriétés de l'air dans le formalisme que nous nous sommes donné.
D'autre part, cette surface analytique décrit un obstacle indéformable. Aﬁn de simuler
le contact de deux corps déformables, des développements supplémentaires sont néces-
saires. Une résolution itérative avec interface maître et interface esclave semble alors
incontournable.
La résolution du problème avec contact pénalisé ajoute une forte non-linéarité au
problème et nécessite une dizaine d'itérations de Newton-Raphson avant convergence,
comme le montre le cas test en annexe D.
2.3 Résolution multiphysique
Le problème à résoudre, inspiré par l'approche d'homogénéisation, est un problème
multiphysique. Les trois formulations présentent de nombreux couplages (cf.  II3.3.d).
Cette section présente les schémas de résolutions retenus et les méthodes spéciﬁques
associées.
2.3.a Résolution itérative











la résolution consiste à annuler le résidu général
F ({X}) = 0. (III.45)
En posant le problème non-linéaire de façon globale, à chaque itération de Newton-
Raphson, il s'agit de résoudre le système :
[J ] {X} = {b} (III.46)
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Plutôt que de résoudre ce problème global de manière directe nous proposons une
résolution itérative.
Gauss-Seidel La méthode de Gauss-Seidel est une méthode itérative de type point
ﬁxe pour la résolution de systèmes linéaires. Elle permet d'inverser le problème précé-
dent en cherchant le vecteur solution {X} de manière itérative à l'aide de la suite :
([D]− [L]) {Xn+1} = [U ] {Xn}+ {F} . (III.48)
où [D] est la partie diagonale par bloc de [J ], [L] sa partie triangulaire inférieure par
bloc et [U ] sa partie triangulaire supérieure par bloc, de sorte que :
[J ] = [D]− [L]− [U ] (III.49)
Une itération de Gauss-Seidel consiste à opérer une descente sur chaque bloc de la













s'ils ont déjà été calculés. Chacune
de ces résolutions est une résolution éléments ﬁnis d'une des physiques. La méthode de
Gauss-Seidel consiste ﬁnalement à résoudre successivement chaque problème physique
en réactualisant les matrices tangentes [Ji] à chaque fois. Cette méthode a l'avantage










(où Np est le nombre de physiques) mais ne permet pas une résolution parallèle, contrai-
rement à une méthode plus classique de Jacobi.
Algorithme développé Nous nous basons sur cette méthode pour proposer l'algo-
rithme de résolution itératif schématisé ﬁgure III.17b. Il consiste à résoudre successi-
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vement chaque physique, à l'aide d'une méthode de Newton-Raphson au cas où elle
est non-linéaire, et ce jusqu'à ce que l'ensemble des résidus ait convergé au sens déﬁni
précédemment ( 1.3.b).
La convergence de l'algorithme de Gauss-Seidel n'est assurée que sous certaines
conditions. Une condition suﬃsante est que la matrice tangente soit à dominante dia-
gonale. De même, l'algorithme proposé n'est adapté que pour un couplage faible entre
les problèmes physiques.
Aﬁn d'optimiser la convergence de la méthode, l'ordre de concaténation du vec-
teur {X} (III.44) a un rôle important. Ainsi, la matrice [J ], donnée formule (III.47),
doit être le plus proche possible d'une matrice triangulaire inférieure. De manière plus
pragmatique, dans notre cas, la résolution de l'élasticité doit se faire en premier aﬁn de
résoudre au mieux le problème thermique avec terme source, pour ﬁnir par l'écoulement
fortement thermo-dépendant.
2.3.b Operator Splitting
La résolution globale du problème multiphysique se fait sur une géométrie en évo-
lution. Toutefois, la résolution s'eﬀectue à chaque pas de temps sur un domaine ﬁxe, de
manière lagrangienne avant de propager la level-set. Dans un souci de cohérence, nous
appliquons donc la méthode de l'operator splitting proposée par Smolianski [Smolianski,
2005]. Le problème de conduction convection est résolu en deux temps. Un problème
de diﬀusion, déﬁni de manière lagrangienne, est résolu sur un domaine ﬁxe à l'aide
de la méthode itérative présentée. Un problème de convection pure est résolu, après
déplacement de l'interface, aﬁn de transporter le champ de température. Par contre, les
champs mécaniques n'ont pas besoin d'être transportés. En eﬀet, les problèmes méca-
niques sont résolus en statique et toutes les variables associées peuvent être recalculées
à chaque instant.
Cohérence Le problème de convection pure
∂θ
∂t
+∇θ · v = 0 (III.51)
ne fait intervenir aucune variable matériau. Sa solution est donc identique quelle que
soit la position de la level-set. Ainsi l'ordre dans lequel la propagation de la level-set
et la convection du champ thermique sont eﬀetuées n'est pas déterminant.
Schéma de résolution retenu Le schéma de résolution du problème multiphysique
avec déplacement d'interface est récapitulé sur la ﬁgure III.17. A chaque pas de temps,
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(a) Operator splitting.
R é s o l u t i o n d e N e w t o n  R a p h s o n
d u p r o b l è m e é l a s t i q u e
R é s o l u t i o n d e N  R d u
p r o b l è m e t h e r m i q u e .
R é s o l u t i o n d e N  R d u
p r o b l è m e d ' é c o u l e m e n t




e r g é s ?




e r g é s ?











(b) Détail de l'étape de résolution
multiphysique.
Fig. III.17: Schéma de résolution d'un problème multiphysique.
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déterminé à l'aide de la condition CFL, le problème est résolu de manière itérative,
le champ de vitesse obtenu permet alors de propager l'interface, et enﬁn, le champ de
température, qui est le seul champ présentant des variables d'histoire, est convecté à
l'aide d'une méthode SUPG (cf.  1.4.b).
Bilan La spéciﬁcité des problèmes obtenus à la ﬁn de la partie précédente impose
l'utilisation de méthodes numériques spéciales. Bien que chacune des méthodes présen-
tées soit relativement standard, c'est l'utilisation simultanée de tous ces outils qui fait
l'originalité du code développé. L'interaction entre ces diﬀérentes techniques présente
quelques diﬃcultés d'implémentation. La section suivante expose les choix eﬀectués
quant à cette implémentation.
3 Implémentation
Bien qu'adapté à la résolution du problème d'écoulement à l'interface dans le pro-
cédé de soudage US, notre code est développé de manière suﬃsamment générique
pour permettre d'autres simulations multiphysiques. C'est pourquoi, dans cette section,
l'implémentation du code multiphysique est abordée de manière générique. La base uti-
lisée, la librairie éléments ﬁnis X-FEM, est d'abord présentée. L'architecture du code
est ensuite développée pour enﬁn présenter la résolution d'un cas d'école. Cette section
est donc une partie génie logiciel. L'application à notre problème spéciﬁque n'apparaît
que dans le chapitre suivant.
La libraire X-FEM
Historique
La méthode X-FEM est utilisée pour résoudre des problèmes où la géométrie pré-
sente des singularités. Elle consiste à ne pas mailler la géométrie, mais à autoriser des
discontinuités des champs au niveau de la singularité. Initialement, elle est utilisée pour
des problèmes de mécanique de la rupture qui sont résolus sans maillage de la ﬁssure.
Une level-set décrit la géométrie de la ﬁssure. L'enrichissement des fonctions d'interpo-
lations, à l'aide d'une fonction discontinue Heavyside au niveau de l'iso zéro de la level-
set, permet de décrire le saut de déplacement entre les deux lèvres de la ﬁssure [Moës
et al., 1999]. Une seconde level-set, appelée fonction racine, est nécessaire pour décrire
la pointe de ﬁssure. La méthode X-FEM est aujourd'hui synonyme d'enrichissement
+ level-set. Elle est par exemple utilisée pour décrire des interfaces matériaux où les
champs sont à dérivées discontinues (cf. annexe E). La librairie C++ d'éléments ﬁnis
X-FEM a été développée spéciﬁquement pour résoudre de tels problèmes. C'est sur
celle-ci que nous nous basons pour construire notre code multiphysique.
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Avantages
Ce choix est motivé par les nombreux avantages que possède cette librairie :
 Les level-sets sont implémentées. Les algorithmes de propagation et la possibilité
de gestion de front de matière sont déjà intégrés à la librairie.
 Du fait de ses objectifs initiaux, elle présente une très grande ﬂexibilité quand
aux interpolations utilisées.
 La structure sous forme de librairie permet de développer un code très versatile.
En particulier nous restons parfaitement maîtres des interpolations, des formula-
tions et des lois de comportement.
 La gestion du contact par pénalité à déjà été expérimentée.
 Il est envisageable d'enrichir les interpolations des champs pour autoriser des
discontinuités à l'interface.
 Un dernier avantage important est la propriété de la librairie X-FEM. Outre la
base qui est sous licence libre GNU, de nombreuses extensions sont développées
au sein du laboratoire.
3.1 Les bases utilisées
La librairie X-FEM, utilisée comme base de développement, est une librairie élé-
ments ﬁnis. Il faut tout d'abord préciser que le prétraitement (déﬁnition de géométries
et maillages) ainsi que le post-traitement (visualisation) sont eﬀectués à l'aide du logi-
ciel GMSH. Les systèmes linéaires sont également résolus à l'aide de librairies externes.
La librairie X-FEM fournit donc les outils nécessaires au stockage de données et à
l'assemblage d'un problème élément ﬁni.
3.1.a Interpolations
Un des points forts de la librairie X-FEM est la souplesse d'utilisation des inter-
polations. Les interpolations sont hiérarchiques. L'extraction de l'interpolation linéaire
sous-jacente à une interpolation d'ordre supérieure est alors facilitée. Cette extraction,
illustrée sur la ﬁgure III.18, est mise a proﬁt pour l'application de conditions aux li-
mites, où les valeurs nodales des parties linéaires (u1 et u2) sont imposées tandis que
les valeurs nodales d'ordre supérieures (u3) sont nulles.
L'extrait de code III.1 montre la construction d'une interpolation P1+/P1 en deux
dimensions. Les deux premières lignes déﬁnissent une interpolation de Lagrange de de-
gré 1 pour les deux composantes du vecteur vitesse, les deux suivantes une interpolation
d'ordre 3 nécessaire à la construction de la bulle. La classe xSpaceFiltered permet de ﬁl-
trer ces fonctions d'ordre 3 aﬁn de ne conserver que les valeurs nodales se trouvant sur
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Fig. III.18: Élément ﬁni P2 hiérarchique de dimension 1. u1, u2 et u3 sont les valeurs
nodales.
Algorithme III.1 Implémentation d'une interpolation P1+/P1.
//Vitesse :
xSpaceLagrange laglinx("VELOCITY_X", xSpace : :VECTOR_X,
xSpaceLagrange : :DEGREE_ONE) ;
xSpaceLagrange lagliny("VELOCITY_Y", xSpace : :VECTOR_Y,
xSpaceLagrange : :DEGREE_ONE) ;
xSpaceLagrange lag3x("VELOCITY_X", xSpace : :VECTOR_X,
xSpaceLagrange : :DEGREE_THREE) ;
xSpaceLagrange lag3y("VELOCITY_Y", xSpace : :VECTOR_Y,
xSpaceLagrange : :DEGREE_THREE) ;
xSpaceFiltered bubx(lag3x, bubbleFunction(2)) ;
xSpaceFiltered buby(lag3y, bubbleFunction(2)) ;
xSpaceComposite interpolation_V(laglinx,bubx,lagliny,buby) ;
//Pression :
xSpaceLagrange lagpr("PRESSURE", xSpace : :SCALAR,
xSpaceLagrange : :DEGREE_ONE) ;
xSpaceComposite interpolation_P(lagpr) ;
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une facette (fonction bubbleFunction(2)). Les interpolations sont ensuite assemblées
dans un espace dit composite. Suit enﬁn la construction de l'interpolation P1 pour le
champ de pression.
Enrichissement et déplacement d'interface Aﬁn de déﬁnir les interpolations spé-
ciﬁques à la méthode X-FEM, une level-set permet de donner la position de l'enri-
chissement. Des fonctions d'enrichissement sont déclarées sur les éléments coupés par
l'iso-zéro de la level-set. Cependant, l'interpolation est indépendante de la physique et
n'est déclarée qu'à l'aide du maillage et de la level-set initiale. Dans le cas où la level-
set décrit une surface libre qui évolue, l'interpolation doit donc être redéﬁnie à chaque
déplacement de level-set. En particulier, si l'iso-zéro de la level-set change d'élément,
l'enrichissement doit également changer d'élément. Le nombre de degrés de liberté peut
alors changer, et le transport des variables d'histoire est diﬃcile.
Bien que les interpolations soient implémentées de manière très souple dans la li-
brairie X-FEM l'enrichissement associé à une interface mobile pose des diﬃcultés. C'est
pourquoi les simulations eﬀectuées dans cette étude ne présentent pas d'enrichissement
à l'interface.
3.1.b Le stockage des données
Les champs et le double manager Dans la librairie éléments ﬁnis X-FEM, le
stockage des donnés est eﬀectué à l'aide de plusieurs classes. Les valeurs nodales d'un
champ sont stockées dans une classe appelée double manager. Cette classe permet
d'attacher à chaque valeur des informations telles que l'entité géométrique à laquelle
elle correspond, la physique qu'elle représente et le type d'interpolation associée. Cette
étape de déclaration d'interpolation s'eﬀectue en itérant sur l'ensemble des éléments
du maillage.
Une fois ce gestionnaire de valeur déclaré, un champ est déﬁni. Le champ permet
simplement, à partir de l'interpolation et des valeurs nodales, de retourner la valeur
en chaque point de l'espace. La librairie X-FEM contient une classe nommée xField
que l'on déﬁnit à l'aide d'une interpolation et d'un double manager. Cette classe xField
ne contient aucune donnée, mais permet seulement de faire le lien entre interpola-
tions et valeurs nodales. L'extrait de code III.2 montre l'instanciation d'un champ et
d'un gestionnaire de valeur à partir de l'interpolation présentée précédemment (Algo-
rithme III.1) .
Les variables internes Outre les valeurs nodales, il est souvent utile de stocker des
valeurs nécessaires à la construction des résidus. Par abus de langage, nous appellerons
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DeclareInterpolation(V, creator, mesh.begin(), mesh.end()) ;
ces valeurs les variables internes. Elles peuvent être un ﬂux de chaleur, un tenseur
des contraintes ou encore la taille de l'élément courant (nécessaire pour le résidu de la
formulation SUPG). Puisque le résidu est intégré à l'aide d'une méthode de quadrature
de Gauss classique, seules les valeurs de ses variables internes aux points de Gauss sont
nécessaires. Aﬁn de stocker et de mettre à jour ces valeurs, la librairie X-FEM contient
deux classes utiles. La classe gestionnaire de variables et les classes matériau.
La classe gestionnaire de variables permet de stocker des valeurs scalaires, vecto-
rielles ou tensorielles identiﬁées à l'aide d'une chaîne de caractères. La classe matériau
déﬁnit les variables internes à stocker dans le gestionnaire de variables. De plus cette
classe matériau a accès aux valeurs ainsi qu'au jeu de donné utilisateur (tels que les
paramètres matériaux) et permet ainsi de mettre à jour certaines variables internes
(comme par exemple la contrainte). D'autres sont mises à jour à l'aide des champs
(comme par exemple le taux de déformation).
3.1.c L'assemblage et la résolution
Formes La librairie X-FEM est développée de manière générique en déﬁnissant de
nombreuses classes à l'aide de patrons. Des formes linéaires ou formes bilinéaires per-
mettent de décrire de manière abstraite les opérandes des intégrales de résidus ou de
matrice tangente. Le résidu du problème élastique donné équation (III.3) et la matrice
tangente associée, donnée par l'équation (III.16) où S˜ est la matrice d'élasticité et Lg
et Ld sont les opérateurs gradients, peuvent ainsi être implémentés de manière très gé-
nérique, comme le montre l'extrait de code III.3. La contrainte, ainsi que la sensibilité
S˜ sont données par le gestionnaires de variables internes. Des formes linéaires et bili-
néaires sont ensuite déﬁnies à l'aide de ces lois. L'assemblage est enﬁn eﬀectué à l'aide
du champ de déplacement U pour obtenir le résidu et la matrice tangente (Jacobienne).
Résolution Les vecteurs et les matrices obtenus permettent de déﬁnir un système
linéaire, résolu de manière externe. Nous utilisons généralement la librairie de résolution
de système linéaire SuperLu. Néanmoins, pour des problèmes de grandes dimensions, un
solveur itératif est nécessaire. La librairie ITL issue de MTL a été utilisée. La librairie
PETSc est également envisageable.
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Algorithme III.3 Assemblage d'un résidu et d'une matrice tangente.
// résidu :




Assemble(stress_contribution, residu, intrule_uu, U,
mesh.begin(), mesh.end()) ;





xGradOperator<xSymmetrize > > J(sensibility) ;
Assemble(J, jacobienne, intrule_uu, U, U,
mesh.begin(), mesh.end()) ;
3.1.d Récapitulatif
La ﬁgure III.19 récapitule les interactions entre les principales classes utilisées dans
la librairie X-FEM. En outre, la librairie possède de nombreux outils permettant de
gérer les level-sets. A l'heure actuelle, la boite centrale du schéma que nous avons dé-
nommé librairie X-FEM est un exécutable qui doit être reconstruit à chaque nouvelle
application. Nous proposons donc de développer un vrai code éléments ﬁnis multiphy-
sique permettant de capitaliser les diﬀérents outils existant dans la librairie X-FEM.
Le développement de ce code, bien que motivé par notre application, le soudage par
ultrasons, est eﬀectué en vue d'être utile à d'autres simulations.
3.2 Architecture du code développé
Orienté objet Le code est structuré en tirant proﬁt de l'architecture objet. La li-
brairie X-FEM se prête parfaitement à ce jeu puisqu'elle est écrite en C++. Le dé-
veloppement orienté objet est parfaitement adapté à l'implémentation d'un code mul-
tiphysique. En eﬀet, chaque formulation étant relativement similaire, de nombreuses
bases sont communes. La redondance des écritures est alors minime et le code présente
un esthétisme et une visibilité qui permet un développement souple. Dans ce cadre, la
capitalisation est telle que l'implémentation d'une nouvelle physique ou d'une nouvelle
loi de comportement est simpliﬁée.
3.2.a Formulations
Cadre général Dans le cadre de résolution itérative présenté section 2.3.a (p. 111), la
formulation associée à chaque physique est résolue indépendemment. Nous déﬁnissons
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Fig. III.19: Schéma général d'un résolution éléments ﬁnis à l'aide de la librairie X-FEM.
Fig. III.20: Diagramme d'héritage des formulations.
donc une classe formulation dont chaque instance déﬁnit une physique. Ces formulations
doivent permettre une résolution dans un cadre non-linéaire. Elle possèdent donc, de
manière incontournable, deux méthodes qui retournent le vecteur résidu et la matrice
tangente. De plus, ces formulations ont comme attribut le champ et le double manager.
Elles doivent donc aussi contenir une méthode permettant de mettre à jour le champ à
partir d'un incrément de Newton-Raphson {∆X} et une méthode d'export de solution,
aﬁn de pouvoir visualiser le champ. Aﬁn d'initialiser le champ, une méthode permet de
déclarer l'interpolation. Une classe parent appelée xmMultPhysSingle permet de ﬁxer
cette structure.
Les classes dérivées De nombreuses classes dérivées permettent d'implémenter les
formulations nécessaires (cf. ﬁgure III.20). Le langage orienté objet est mis à proﬁt
pour simpliﬁer au maximum l'implémentation de nouveaux termes dans les résidus et
les matrices. Par exemple, pour assembler le résidu d'un problème élastique avec contact
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Algorithme III.4 Calcul de la vitesse normale.
 Pour chaque n÷ud i du maillage
 Pour chaque élément e adjacent à i
récupérer la normale à la level-set ne
calculer la vitesse normal en eﬀectuant le produit scalaire Vi · ne
moyenner les Vi · ne obtenus
stocker cette valeur comme vitesse normale au n÷ud.
 ﬁn
 ﬁn
pénalisé, la classe xmElasticContact appelle la classe parent pour assembler les termes
volumique et n'ajoute que les termes de pénalisation nécessaires. Bien évidement, les
classes dérivées peuvent avoir de nouvelles méthodes ou attributs spéciﬁques. La classe
xmElasticContact, par exemple, contient un attribut coeﬃcient de pénalisation et une
méthode SetCoeﬃcient qui permet de déﬁnir le coeﬃcient χ2 de l'équation (D-8) à
partir d'un δtol donné.
Mécanique des ﬂuides La formulation de mécanique des ﬂuides présente une spéci-
ﬁcité importante : c'est à partir de son champ de vitesse que la level-set est propagée. La
classe xmFluidMechanics contient donc deux nouvelles méthodes. La première déﬁnit
un champ d'ordre 1 de vitesse normale à une level-set donnée (cf. algorithme III.4). La
seconde méthode permet de propager une level-set à l'aide de la méthode d'Hamilton
Jacobi et du champ de vitesses normales calculé précédemment.
Gestion incrémentale temporelle Une classe appelée pilote temporel est dédiée à
la gestion de la dimension temps. Outre les méthodes classiques d'incrément, d'aﬃchage
du temps courant ou de critère d'arrêt, une méthode spéciﬁque permet d'appliquer la
condition CFL (cf.  2.1.b (p. 104)). Cette méthode prend en argument le champ de
vitesse normale et incrémente le pilote temporel du pas de temps adéquat.
Le pilote temporel étant nécessaire à chaque problème multiphysique, il est déclaré
dans le code principal exécutable. Par contre, son adresse est transféré aux formulations
qui en ont besoin, comme la thermique transitoire, xmThermicTransient. En outre la
classe thermique transitoire possède comme attribut le paramètreΘ de la theta-méthod.
Le pas de temps et le paramètre Θ sont ainsi accessibles au moment de l'assemblage
du résidu et de la matrice tangente.
N.B : C'est peut-être une faiblesse de l'implémentation actuelle, mais il est diﬃcile
d'externaliser complètement l'intégration temporelle de la résolution des physiques.
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3.2.b Les variables internes
Gestionnaire de variables Bien que la résolution de chaque problème se fasse de
manière indépendante, certaines informations sont communes aux diﬀérentes physiques.
C'est pourquoi le gestionnaire de variables est commun à toutes les formulations. Les
variables internes sont ainsi accessibles indiﬀéremment par les méthodes de diﬀérentes
formulations. Le gestionnaire de variables n'est donc déclaré qu'une seule fois, dans le
programme principal. Son adresse est ensuite transférée à chaque formulation. Aﬁn de
mettre à jour les variables à l'aide des champs, chaque formulation possède une méthode
UpdateInternalVariables. Par exemple, la variable interne gradient de température est
mise à jour par la formulation thermique.
Matériaux Suivant le type de problème traité, les variables internes nécessaires
peuvent diﬀérer. C'est là qu'interviennent les classes matériau. Elles ont quatre grands
objectifs :
1. Déﬁnir les variables internes nécessaires. Certaines seront directement mises à jour
à l'aide des champs, d'autres seront calculées à l'aide de lois de comportement.
2. Récupérer et stocker les paramètres matériaux enregistrés dans le ﬁchier de don-
nées. Ces paramètres matériaux sont généralement nécessaires dans la loi de com-
portement
3. Mettre à jour ces variables à l'aide d'une méthode appelée ComputeCurrentState,
qui contient la déﬁnition des lois de comportement.
4. Retourner les sensibilités nécessaires à la construction de la matrice tangente et
dépendantes de la loi de comportement. Par sensibilité, on entend ici la dérivée
d'une loi constitutive.
L'implémentation d'un problème multiphysique n'est eﬀectuée qu'à l'aide d'une unique
classe matériau. Néanmoins, le langage orienté objet permet de conserver une certaine
ﬂexibilité en ayant recours à des matériaux hybrides comme le montre la ﬁgure III.21.
La déﬁnition d'un nouveau matériau à partir de briques élémentaires peut alors se
faire rapidement. Seuls les termes de couplages doivent être traités. Par exemple le
matériau xThermoFluid appelle les méthodes des classes parents, corrige la viscosité
thermodépendante et ajoute à la variable terme source la dissipation mécanique.∗ Le
matériau xThermoViscoElastic a été spéciﬁquement codé pour la simulation du procédé
de soudage ultrasons.
Classe application Aﬁn de gérer de manière plus transparente les transferts du pi-
lote temporel et du gestionnaire de variable, nous avons déﬁni une classe application.
∗A cause du problème technique appelé diamond of doom [Truyen et al., 2004], les classes matériau
doivent être virtuelles pour pouvoir créer des classes hybrides.
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Fig. III.21: Diagramme d'héritage des matériaux.
Cette classe possède trois attributs principaux : un vecteur de formulations contenant
les physiques élémentaires, un gestionnaire de variables et un pilote temporel. Elle
permet de distribuer les opérations sur chaque formulation. Par ailleurs cette classe
possède des méthodes d'export d'informations telles que date et heure, nature du pro-
blème, ﬁchiers de donnés, historique de convergence etc.
3.2.c Solveurs
Deux types de solveurs sont nécessaires pour résoudre un problème multiphysique
déﬁni par un ensemble de formulations. D'une part un solveur permettant de résoudre
une formulation. Ce solveur utilise un algorithme de Newton-Raphson (cf  1.3 (p. 92)).
Et d'autre part un solveur multiphysique itératif, basé sur la méthode de Gauss-Seidel
(cf.  2.3.a (p. 111)).
Solveur de Newton-Raphson Le solveur implémenté possède une méthode de réso-
lution prenant en argument une instance de la classe de formulation xmMultPhysSingle.
Il appelle les méthodes d'assemblage de résidu et de matrice tangente de la formula-
tion. A chaque mise à jour du champ à l'aide d'un incrément de vecteur solution, les
variables internes doivent être mises à jour. Cette classe de solveur non-linéaire est
implémentée à l'aide d'un patron dont l'argument est le type de solveur linéaire né-
cessaire à la résolution de chaque pas de Newton-Raphson. Le changement du solveur
linéaire se fait donc de manière transparente, directement à l'instanciation du solveur
de Newton-Raphson.
Solveur itératif multiphysique Le solveur itératif implémenté dérive d'une classe
plus générale de schémas de résolution. Cette classe générale permet de ﬁxer le cadre
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d'un solveur multiphysique éventuellement autre. A l'heure actuelle, seule une classe
dérivée appelée LoopSolver permet la résolution itérative d'un vecteur de formulation.
Cette classe possède donc comme attribut principal un solveur non-linéaire de Newton-
Raphson. La méthode solve prend comme argument un vecteur de formulation et per-
met la résolution itérative multiphysique. L'algorithme de résolution multiphysique a
déjà été présenté ﬁgure III.17. Il ne présente pas de diﬃculté particulière d'implémen-
tation. Il faut noter, pour ﬁnir, que la classe application possède un attribut de type
schéma de résolution. Ainsi, une méthode solve est directement implémentée dans la
classe application.
3.3 Bilan
Un code élément ﬁni a été développé à l'aide de la librairie X-FEM. Il permet
de traiter des problèmes multiphysiques couplés à l'aide d'une résolution itérative.
De nombreuses méthodes numériques spéciﬁques sont implémentées. Prises chacune
séparément, ces méthodes peuvent sembler relativement classiques, néanmoins de leur
association résulte une structure complexe. Le développement orienté objet permet
alors de constituer un ensemble cohérent. De plus, bien que développée dans le but de
simuler un procédé particulier, la philosophie orientée objet permet d'étendre le code de
manière assez simple. Une nouvelle formulation ou de nouvelles lois de comportement
peuvent être ajoutées sans modiﬁcation du code existant.
3.3.a Schéma général
La ﬁgure III.22 récapitule les diﬀérentes interactions.
3.3.b Une résolution type
L'algorithme III.5 présente un exemple d'exécutable écrit à l'aide du code développé.
Il permet de résoudre le cas test 7. La ﬁgure III.24 présente les résultats à quelques
instants.
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C l a s s e F i c h i
e r
P
r o g r a m m e
e x t e r n e
Fig. III.22: Schéma récapitulatif du code développé.
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Algorithme III.5 Exemple de programme principale permettant de simuler le rem-
plissage du moule carré.









xPlane plane1(mPoint(-0.5,0,0.), xVector(1.,0.,0.)) ;




xeNLSolve<xLinearSystemSolverLU > newton_raphson(nitmax, tol, lin_search ) ;
xmLoopSolver<xLinearSystemSolverLU > iterative_solver(newton_raphson, 5) ;
//+++++++++++++++++++++++++++++++++
// PILOTE TEMPOREL : (temps max, iter_max)
BasicSteps_c timePilot(200, 2) ;
//+++++++++++++++++++++++++++++++++++
// PROBLEMES PHYSIQUES
xmThermicTransient thermique(&d, interface, 1.0, 2) ;
xmFluidMechanics ecoulement(&d, interface, 2) ;
//+++++++++++++++++++++++++++++++++++




//résolution du problème d'écoulement pour fixer le premier pas de temps
my_nonlinear_solver.solve(&ecoulement) ;








thermique.ShiftFieldCurrentToOld() ; //changement de pas de temps (n+1->n)
// PROPAGATION Levelset
vitesse_normale = ecoulement.compute_vnorm(interface) ;
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Cas test 7 : Remplissage d'un moule cubique
Un moule cubique de dimensions 2 × 2 × 2 est rempli à l'aide d'un ﬂuide
newtonien. Sa viscosité dépend de la température selon une loi d'Arrhenius :
η0 = 100 exp
(
104
R (T + 276)
)
(III.52)
L'entrée de matière se fait sur une des faces du cube où un eﬀort de traction
perpendiculaire σ.ex = 100 est appliqué. Le cube est isolé thermiquement.
Aucun eﬀort n'est appliqué en sortie. Un contact collant est imposé sur les
autres bords du cube. La capacité caloriﬁque du matériau vaut 3 et sa conduc-
Fig. III.23: Cas test de remplissage d'un moule cubique, conditions aux limites.
tivité thermique 0, 05. Une level-set plane initialement positionnée à 0.5 de
l'entrée sépare le matériau de l'air. L'air à une viscosité newtonienne arbi-
trairement faible de 0.01, une capacité caloriﬁque de 10 et une conductivité
de 10−4 aﬁn que la diﬀusivité thermique soit négligeable face à celle du maté-
riau. En tirant partie des symétries du problème, la résolution n'est eﬀectuée
que sur un quart de cube. Le champ de température obtenu et la position de
la level-set sont visibles à diﬀérents instant sur la ﬁgure III.24. Comme at-
tendu, l'augmentation de température est plus importante dans les zones où
le cisaillement est maximum. La ﬁgure III.24c montre qu'après un certain
temps de diﬀusion, la température devient homogène dans le matériau.
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(a) t = 15 (b) t = 68
(c) t = 180
Fig. III.24: Cas test de remplissage d'un moule cubique. Champ de température.
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CHAPITRE IV. RÉSULTATS ET DISCUSSION
Dans le chapitre II une modélisation originale de la thermo-mécanique de l'inter-
face a été présentée tandis que le chapitre III a décrit l'outil numérique permettant de
résoudre le système d'équations proposé. Dans ce chapitre, l'outil numérique est utilisé
pour simuler le procédé. Cette partie s'articule en trois sections. Tout d'abord, une si-
mulation type est décrite. Les premiers résultats permettent de valider les hypothèses de
la modélisation. Ensuite, l'inﬂuence des paramètres sur le procédé est étudiée à l'aide de
nombreuses simulations. Enﬁn, dans la dernière section, une discussion sur le domaine
d'application de l'outil numérique est développée. Elle ouvre quelques perspectives à la
présente étude.
1 Simulation de référence
Cette section expose une première simulation du procédé à l'aide de l'outil numé-
rique. Cette simulation type fera référence par la suite, lors de l'analyse de l'inﬂuence
des diﬀérents paramètres. Cette simulation est eﬀectuée avec des données géométriques
et matériau aussi précises que possible. Après présentation du modèle numérique, les
premiers résultats sont présentés. Ils permettent de valider l'outil de calcul éléments
ﬁnis par rapport à des données expérimentales, en termes qualitatif et quantitatif.
1.1 Implémentation du modèle type
1.1.a Géométrie
Domaine de résolution Comme discuté précédemment (section II. 1 (p. 44)), le
choix du domaine de simulation doit être suﬃsamment grand pour que la condition
limite d'isolation thermique soit réaliste. La distance de diﬀusion Ldif du front de
chaleur pendant la durée du procédé tp = 3 s peut être évaluée à l'aide de la diﬀusivité





∼ 1, 5.10−4m (IV.1)
Les plaques de composite ont une épaisseur L d'environ 10 fois cette distance carac-
téristique. La simulation de l'ensemble des plaques composites permet donc d'assurer
des conditions limites thermique réalistes. La hauteur du domaine simulé vaut (voir
ﬁgure IV.1a) :
hsim = 6, 3.10−3m. (IV.2)
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(a) Maillage. (b) Level-sets initiales.
Fig. IV.1: Domaine de résolution.
De par la symétrie du problème, la résolution n'est eﬀectuée que sur un demi di-
recteur d'énergie. La largeur du domaine est ﬁxée ici à une demi distance entre deux
directeurs, soit :
lsim = 9.10−4m. (IV.3)
Maillage Bien que le domaine soit étendu en hauteur, seule la partie centrale où se
situe le directeur d'énergie doit être décrite avec précision. En eﬀet, la plaque supérieure
subit quasiment un déplacement de corps rigide et les gradients thermiques y sont
faibles. Le maillage du domaine n'est donc pas homogène. Un maillage triangulaire
non structuré tel que présenté sur la ﬁgure IV.1a permet un raﬃnement dans la zone
d'intérêt. Il est constitué de 2 676 n÷uds avec des éléments d'une taille caractéristique
de 2.10−6m au voisinage de la pointe du directeur.
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Fig. IV.2: Coupe micrographique permettant de déterminer le rayon du congé à appli-
quer en pointe de directeur.
Level-set initiale Dans la simulation type proposée, trois level-sets sont nécessaires
(voir ﬁgure IV.1b). Une première pour décrire le directeur d'énergie et la couche de
PEEK superﬁcielle de la plaque supérieure, une seconde pour décrire l'interface po-
lymère/air de la plaque inférieure et une troisième pour décrire les interfaces poly-
mère/composite dans les deux plaques. Dans cette simulation de référence, la hauteur
initiale h du directeur d'énergie est ﬁxée à :
h = 3.10−4m. (IV.4)
Un congé est appliqué en pointe de directeur. En se référant à des coupes microscopiques
telles que celle de la ﬁgure IV.2, le rayon de courbure de ce congé est ﬁxé à 10% de la
hauteur du directeur.
1.1.b Matériau
Implémentation numérique Le matériau numérique utilisé est implémenté à l'aide
d'une classe dérivée de trois matériaux parents :
 Un matériau élastique permet de simuler le problème mécanique micro-chronolo-
gique. Le module d'Young E est thermo-dépendant. Il est mis à jour à l'aide de
la température avant le calcul du résidu ou le calcul de la sensibilité.
 Un matériau de Carreau (cf. annexe C.2.c) permet de simuler l'écoulement. La
thermo-dépendance en loi d'Arrhenius de la consistance est implémentée en mul-
tipliant la consistance par le facteur thermo-dépendant.
 Un matériau thermique transitoire pour simuler les problèmes de conduction et
de convection transitoires.
Polymère Les paramètres matériau retenus pour la simulation de référence sont
adaptés de la littérature (cf. annexe F). La loi de comportement de Carreau identi-
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Tab. IV.1: Paramètres matériaux utilisés.
Polymère Air Composite
Élasticité Module d'Young E (Pa) cf. équation (IV.7) 5.103 9, 3.109
Coeﬃcient de Poisson ν 0, 4 0 0, 2
Écoulement
Coeﬃcient pré-exponentiel
de la viscosité A (Pa.sm)
5, 6.10−3 2.10−5 10
Énergie d'activation Ea (J) 7, 44.104 0 7, 44.104
Temps caractéristique de
la loi de Carreau λ (s)
1 0 1
Indice puissance de la loi
de Carreau m











´ 1, 3.106 + 4500 · θ [◦C] 103 2, 22.106
Module de perte E′′ (Pa) (eq.IV.1b) 20.106 0 0
Pulsation de la sonotrode ω (rad/s) 1, 25.105








où λ = 1 s est le temps caractéristique de Carreau et η0 est la viscosité Newto-
nienne dont la thermo-dépendance est assurée à l'aide d'une loi d'Arrhenius (équa-
tion (II.122)) :






En adaptant les résultats de Goyal [Goyal et al., 2007], le module d'Young est
modélisé en fonction de la température par :







+ 1, 6.108 Pa (IV.7)
Le coeﬃcient de Poisson est ﬁxé à ν = 0, 4 [Cogswell, 1992].
La capacité caloriﬁque est modélisée à l'aide d'une dépendance linéaire tandis que
la conductivité thermique est prise constante.
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Air Comme décrit section III.2.1.a, la résolution est eﬀectuée sur l'ensemble du do-
maine constitué du polymère, de l'air et du composite. Des paramètres matériaux
doivent donc être aﬀectés à l'air et au composite. Pour l'air, les paramètres méca-
niques sont ﬁxés de manière à ne pas inﬂuencer la résolution dans le polymère. Le
module d'Young est choisi très faible, le coeﬃcient de Poisson est ﬁxé à 0 et les para-
mètres visqueux décrivent un comportement Newtonien à viscosité très basse. Tous ces
paramètres sont récapitulés dans le tableau IV.1.
Un soin plus important est à porter au choix des paramètres thermiques. D'abord,
l'auto-échauﬀement de l'air est négligeable face au terme d'auto-échauffement dans le
polymère. Numériquement, il n'est simplement pas pris en compte. Le module de perte,
nécessaire au calcul de la dissipation visqueuse de l'équation (II.112), est donc ﬁxé à
0 pour l'air. La conductivité et la capacité thermique de l'air immobile à 20◦C sont
retenues :
k = 0.026Wm−1K−1
ρc = 103 Jm−3K−1.
(IV.8)
La diﬀusivité thermique k/ (ρc) de l'air est donc environ 100 fois plus importante que
celle du polymère. Toutefois, son eﬀusivité, de l'ordre de
√
kρc ∼ 5 JK−1m−2s−0.5 est
négligeable devant celle du PEEK, de l'ordre de 500 JK−1m−2s−0.5. L'air aura donc
vraisemblablement peu d'inﬂuence sur la thermique dans le directeur d'énergie.
Composite Aﬁn d'appliquer des conditions aux limites réalistes au système, la réso-
lution est eﬀectuée dans les deux plaques de composite. Néanmoins, le domaine d'ob-
servation privilégié est l'interface et l'écoulement du directeur. Dès lors, les plaques
ne sont modélisées qu'à l'aide d'un matériau isotrope. Ses propriétés mécaniques sont
les propriétés transverse du composite, ceci aﬁn de transmettre au mieux les eﬀorts
appliqués par la sonotrode dans l'épaisseur de la plaque.
1.1.c Conditions aux limites
Symétries Aﬁn d'assurer les conditions de symétrie sur la frontière de gauche de la
ﬁgure IV.3, les composantes horizontales de la vitesse et du déplacement sont imposées
nulles et le domaine est isolé thermiquement. En toute rigueur, la périodicité des di-
recteurs d'énergie impose les mêmes conditions de symétrie sur la frontière latérale Γd.
Toutefois, dans l'approche retenue, les lois de comportement des diﬀérents matériaux
sont les mêmes, et seuls les paramètres matériaux varient en fonction des positions
des level-set. Dans le problème d'écoulement, l'air est considéré comme incompressible.
En imposant une vitesse horizontale sortante nulle sur cette frontière, il ne pourrait
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Fig. IV.3: Conditions limites mécaniques.
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pas s'échapper, et l'écrasement de directeur ne pourrait pas avoir lieu. Dans cette si-
mulation bidimensionnelle, à défaut de pouvoir simuler un matériau compressible, la
frontière Γd est laissée parfaitement libre. Ceci permet dans un premier temps d'étudier
l'écrasement du directeur d'énergie en autorisant l'air à s'échapper. Il faut également
remarquer qu'à terme, une simulation tridimensionnelle permettrait d'assurer l'évacua-
tion de l'air dans la direction d'avance de la sonotrode. Cette remarque vaut aussi pour
le procédé réel où l'eﬀet tridimensionnel permet probablement d'aider l'évacuation de
l'air et donc la fermeture de l'interface (cf. section 2.3 (p. 27)).
Autres conditions aux limites Les conditions aux limites sur la frontière Γsup des
systèmes (II.110) et (II.120) sont appliquées perpendiculairement à la surface. Seule la
composante verticale du déplacement est ﬁxée. L'amplitude de vibration ‖a‖ est ﬁxée
à :
‖a‖ = 3.10−5m. (IV.9)
En se référant aux essais statiques discutés chapitre I, la force équivalente d'écrasement
est traduite par une distribution de contrainte normale d'intensité :
‖s¯‖ = 6.106 Pa. (IV.10)
Dans le problème élastique, le déplacement de la frontière inférieure Γinf est imposé
nul :
u = 0 sur (Γinf ) . (IV.11)
Dans le problème d'écoulement, la plaque inférieure est supposée rigide, et la vitesse
verticale est supposée nulle sur la surface Γ0 :
v · y = 0 sur (Γ0) . (IV.12)
Ceci permet de s'assurer que la level-set modélisant la plaque inférieure reste immobile,
c'est-à-dire confondue avec la frontière du maillage et donc les arrêtes. On élude ainsi
les problèmes de contact discutés section III 2.2 (p. 106) puisqu'une discontinuité est
possible. Cette condition est assurée en bloquant les degrés de libertés de Γ0, déﬁnie
comme une surface physique lors du maillage.
1.2 Résultats types
Le problème est simulé pendant la phase d'écoulement du directeur. Les pas de
temps sont ﬁxés à l'aide de la condition CFL décrite section III.2.1.b. Le calcul dure
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Fig. IV.4: Champ de température simulé à l'instant t = 0.05 s
environ une journée sur un ordinateur de bureau, la résolution de la mécanique des
ﬂuides étant la phase la plus longue.
1.2.a Phase d'échauﬀement
Eﬀet de pointe Pendant les premiers instant de la simulation, on observe une loca-
lisation des eﬀets thermo-mécaniques dans le directeur d'énergie. Le terme source de
dissipation d'énergie mécanique est concentré à la pointe du directeur. La température
y évolue donc rapidement et de manière localisée comme le montre la ﬁgure IV.4. Ceci
conﬁrme l'utilité du directeur d'énergie. On peut également noter une diﬀusion impor-
tante de chaleur dans la plaque inférieure. Ceci est en accord avec la littérature [Benatar
et Gutowski, 1989].
Mesures macroscopiques Les mesures de température eﬀectuées et présentées en
annexe A ont permis de déterminer un ﬂux de chaleur équivalent maximum à l'interface
de soudage lors du passage de la sonotrode :
φmax = 155± 15 kW/m2. (IV.13)
Aﬁn de comparer cette mesure macroscopique aux simulations eﬀectuées, le ﬂux de
chaleur vertical q ·y est intégré sur la surface y = 0. Le ﬂux moyen, obtenu en divisant
par lsim, est représenté en fonction du temps ﬁgure IV.5. Il est en accord avec la mesure
eﬀectuée.
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Fig. IV.5: Flux de chaleur macroscopique en fonction du temps.
Energie Aﬁn de quantiﬁer la quantité d'énergie que le procédé permet de dissiper
dans le directeur, un évaluateur ad-hoc est déﬁni. La quantité d'énergie thermique Eg















ρc (θ − θ (t = 0)) = (ρc)0
∫
Ω
(θ − θ0) (IV.15)
L'intégrale de la température dans le directeur d'énergie permet donc de quantiﬁer de









7, 3.10−5 = 95 J. (IV.16)
Le calcul étant bidimensionnel, cette valeur de 95 J est valable pour une longueur de un
mètre. Pour comparer avec le cas expérimental présenté en section 1.3.b (p. 20) et 2.3
(p. 27), il faut tenir compte de la longueur eﬀectivement sollicitée par la sonotrode
et du nombre de directeur à l'interface. Ce calcul donne environ 15 J/m en 0, 14 s, soit
environ 10W/m. Elle correspond à une puissance en accord avec celle du banc d'essai,
d'une centaine de Watts.
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Fig. IV.6: Champ de température à l'instant t = 0, 1 s.
1.2.b Validation
Isolation thermique La ﬁgure IV.6 présente le champ de température simulé à l'ins-
tant t = 0, 1 s. Elle montre que l'augmentation de température reste localisée dans le
directeur pendant toute la durée de l'écoulement. Le proﬁl de température le long de
la surface x = 0 (ﬁgure IV.7) permet de valider l'hypothèse d'isolation thermique ap-
pliquée sur les deux surfaces Γinf et Γsup. En eﬀet, l'augmentation de température aux
bords est négligeable. De plus, la diﬀusion importante dans la plaque inférieure, visible
ﬁgure IV.6 montre que le chauﬀage du directeur n'est pas adiabatique. La modélisa-
tion des plaques est donc indispensable si l'on souhaite décrire la thermique ﬁdèlement
durant le temps d'écoulement du directeur.
Convergence Aﬁn de valider la solution obtenue dans cette résolution type, le même
problème est résolu sur un maillage plus ﬁn (16 144 n÷uds) sur quelques pas de temps.
La ﬁgure IV.8 permet de comparer les champs de température obtenus avec ces deux
maillages.
Avant la phase d'écoulement, les champs de température diﬀèrent d'environ 9 ◦C.
Ceci revient à une erreur de moins de 10%. La diﬀérence de température, visible ﬁ-
gure IV.8b, montre que l'erreur dans la simulation de référence provient principalement
d'une surestimation de la température dans le directeur et d'une sous estimation dans
la plaque inférieure, au voisinage de la pointe du directeur. Cette erreur peut être ex-
pliquée par l'artefact discuté section III.2.2.a : du fait de l'interpolation retenue, qui ne
présente pas d'enrichissement, une couche d'air d'épaisseur directement dépendante à
la taille des éléments est artiﬁciellement introduite au niveau du contact sur la plaque
inférieure. Cette couche d'air entraîne donc une isolation du directeur directement liée
au maillage.
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Fig. IV.7: Proﬁls de température sur l'axe x = 0.
(a) Champs de températures à l'instant t = 0, 027 s.
(b) Diﬀérence de température à t = 0, 027 s. (c) Ecart relatif entre les champs simulés à t =
0, 055 s pour le maillage ﬁn et t = 0, 046 s pour
le maillage de référence.
Fig. IV.8: Dépendance au maillage. Simulations avec le maillage de référence et le
maillage plus ﬁn.
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0 . 0 3 s
0 . 0 5 s
0 . 0 6 s
0 . 0 9 s
0 . 1 3 s
0 . 2 0 s
0 . 3 2 s
Fig. IV.9: Morphologie de l'écoulement : évolution de l'iso-zéro des level-sets.
Durant la phase d'écoulement cette erreur se traduit également par une avance sur
l'échelle des temps. La ﬁgure IV.8c montre par exemple que la même déformation est
obtenue à l'instant t = 0, 055 s avec le maillage ﬁn et t = 0, 046 s pour le maillage de
référence. Les champs de température présentent alors toujours une erreur d'environ
10%.
Bien que les erreurs discutées puissent être limitées par un simple raﬃnement du
maillage, le maillage de référence, constitué de 2 676 n÷uds, est retenu dans la suite
de l'étude. Dès lors, les valeurs quantitatives simulées seront entachées d'une erreur
numérique d'environ 10%. Ceci n'empêchera en rien de tirer des conclusions quant aux
tendances observées lors de la variation des diﬀérents paramètres procédé.
1.2.c Phase d'écoulement
Morphologie L'augmentation de température dans le directeur entraîne une chute
de la viscosité du polymère. L'écoulement est alors localisé au niveau de l'interface.
La ﬁgure IV.9 représente l'évolution de l'iso-zéro de la level-set. Après échauﬀement,
à t = 0, 05 s, un bourrelet de résine se forme en pointe de directeur. Il se propage
ensuite au fur et à mesure de l'écrasement du directeur. Alors que le taux de défor-
mation équivalent dans l'ensemble du directeur est de l'ordre de l'unité, il dépasse la
centaine dans le bourrelet. La ﬁgure IV.10 permet de comparer la morphologie simulée
à celle observée par microscope sur une coupe d'un échantillon obtenu par un essai
arrêté (cf. section I.2.3). L'expérience montre qu'il existe eﬀectivement un bourrelet de
morphologie semblable.
Temps d'écoulement La simulation est eﬀectuée sur quelques dizièmes de secondes
seulement. En eﬀet, numérquement, avec les conditions limites choisies, l'écoulement
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Fig. IV.10: Comparaison entre une observation microscopique sur un essai arrêté et la




















Fig. IV.11: Raideurs équivalentes des diﬀérents éléments du système.
du directeur est rapide et vient remplir l'interface en environ 0, 4 s. Pour les écrase-
ments importants, des erreurs numériques, dépendantes de la taille du maillage, ap-
paraissent. Les simulations présentées ne permettent donc pas de dire si les porosités
visibles ﬁgure IV.9 sont de nature numérique. Par la suite, nous nous limiterons donc
principalement à l'analyse de l'échauﬀement puis de la première phase d'écoulement.
Raideur équivalente Aﬁn de déterminer l'inﬂuence de l'épaisseur des plaques sur
le terme d'échauﬀement, une analyse en raideur équivalente du système est proposée.
En se concentrant sur le problème d'élasticité, le domaine Ω est décomposé en trois
sous-systèmes modélisés par trois éléments élastiques en série, comme le montre la
ﬁgure IV.11. Deux ressorts de raideurs Kinfcomp et K
sup
comp modélisent les plaques compo-
sites ; un ressort de raideur Kd modélise le directeur d'énergie et les couches superﬁ-
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Fig. IV.12: Raideurs équivalentes.
cielles de matrice. La raideur équivalente de chaque élément est obtenue en eﬀectuant le






































où les surfaces Γ1 et Γ2 sont déﬁnies sur la ﬁgure IV.11. Dans ce dépouillement, les
trois frontières Γi sont supposées de longueur constante lsim.
Il faut noter que la raideur des plaques est sous-estimée par le fait que la surface
de droite Γd est laissée libre. Dans le cas où la contrainte de symétrie serait imposée,
la déformation serait verticale : ε = εyyy ⊗ y, σyy = (λcomp + 2µcomp) εyy avec λcomp




(λcomp + 2µcomp) lsim
L
= 1, 4.1010 N/m. (IV.18)
La ﬁgure IV.12 montre l'évolution de ces rigidités équivalentes en fonction du temps.
La raideur des plaques de composites est sous-estimée d'un facteur 2 environ. La ri-
gidité du directeur Kd est bien inférieure à celle des plaques. Au fur et à mesure de
l'écoulement, elle augmente pour des raisons géométriques jusqu'à atteindre environ
30% de celle des plaques. Même en tenant compte de la sous-estimation, Kd n'est alors
plus négligeable et la modélisation des plaques est indispensable.
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Fig. IV.13: Vitesse d'écrasement en fonction du temps.
Vitesse d'écrasement La condition limite du problème d'écoulement est une condi-
tion en eﬀort, la vitesse d'écrasement sur la frontière supérieure évolue donc avec le
temps. La ﬁgure IV.13 représente la moyenne de la vitesse verticale sur la frontière
supérieure en fonction du temps. On y observe bien trois phases distinctes : une pre-
mière phase d'échauﬀement, jusqu'à t = 0, 04 s, où la vitesse d'écrasement est faible ;
une seconde phase d'écoulement aux alentours de t = 0, 05 s, où la vitesse d'écrase-
ment augmente brusquement du fait de la localisation en pointe de directeur. Durant
la troisième phase, après t = 0, 06 s, l'écoulement entraîne un changement de géométrie.
De manière analogue à l'augmentation de raideur équivalente traitée précédemment, la
vitesse d'écrasement diminue donc progressivement.
Cicatrisation Aﬁn de caractériser la qualité de l'adhésion, le degré de cicatrisation
Dc déﬁni à la section 1.1.b est calculé en chaque point de l'interface Γ0, et incrémenté
lorsqu'il y a contact∗. La courbe IV.14 montre l'évolution de ce degré de cicatrisation
en fonction de la position sur l'interface à deux instants t = 0, 10 s et t = 0, 15 s. A
l'heure actuelle, la simulation n'est eﬀectuée que sur un temps très court correspondant
à la phase d'écoulement. Les degrés de cicatrisation atteints restent donc très faibles.
Aﬁn de conclure sur une qualité d'adhésion, la phase suivante de refroidissement devrait
être analysée. Toutefois l'augmentation importante du degré de cicatrisation, même sur
ces temps très courts (de l'ordre de 0, 1 s) est encourageante et pousse à croire à une
adhésion rapide du polymère sur la plaque inférieure. De manière qualitative, l'objectif
de chauﬀage localisé et de contact intime semble assuré.
∗Pour des raisons pratiques dues aux artefacts de contact et aﬁn de s'assurer que l'on traite un




Fig. IV.14: Degré de cicatrisation de l'interface.
Bilan Les premiers résultats obtenus permettent de valider les quelques hypothèses
eﬀectuées dans la modélisation, en particulier en ce qui concerne les conditions limites.
L'erreur numérique a pu être évaluée à une dizaine de pourcents. Cette erreur est
encourageante compte tenu de l'absence de travaux antérieurs à cette étude. Les simu-
lations ne permettent pas de conclure sur des valeurs quantitatives mais représentent
plutôt un outil d'analye qualitative de l'inﬂuence des diﬀérents paramètres sur la qua-
lité de la soudure. Il en est de même pour les outils théoriques tels que l'analyse de
la cicatrisation à l'interface. Les simulations n'ont été présentées que pour proposer
d'éventuelles possibilités et perspectives de dépouillement des simulations. Elles n'ont
pas pour ambition, à l'heure actuelle, de quantiﬁer mécaniquement avec précision une
qualité d'adhésion.
Les premiers résultats présentés dans cette section constitue une base de travail que
nous appellerons par la suite simulation type ou simulation de référence.
2 Utilisation du modèle : inﬂuence des paramètres sur la
qualité de la soudure
L'outil numérique développé permet d'étudier l'inﬂuence de diﬀérents paramètres
procédé sur l'écoulement à l'interface. Cette section présente quelques utilisations de
l'outil et les conclusions qu'elles permettent de tirer sur le procédé.
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Fig. IV.15: Température maximale en pointe de directeur à l'instant t = 0, 03 s en
fonction du rayon de courbure initial en pointe de directeur.
2.1 Géométrie du directeur
En ﬁn de chapitre II, la probable inﬂuence de la géométrie du directeur à été
soulevée. Le code numérique à d'abord été développé dans le but d'analyser les eﬀets
de cette géométrie sur l'écoulement à l'interface. C'est naturellement ce point qui fait
l'objet de cette première section.
2.1.a Eﬀet de pointe
Dans la simulation de référence, le rayon de courbure de la pointe du directeur est
ﬁxé à 10% de sa hauteur, en accord avec la géométrie réelle. Plusieurs simulations sont
eﬀectuées en faisant varier ce rayon de courbure. La ﬁgure IV.15 présente la température
maximale atteinte en pointe de directeur en fonction du rayon de courbure r durant
la première phase d'auto-échauﬀement. On observe que la température à l'instant t =
0, 03 s est inversement proportionnelle au rayon de courbure. Durant cette première
phase d'échauﬀement, des directeurs d'énergies pointus permettent donc d'assurer un
chauﬀage local plus rapide. Pour la phase d'écoulement, la ﬁgure IV.16 montre que la
déformée et le champ de température obtenu avec des rayons de courbure de r = 0, 05h
et r = 0, 2h sont très proches. En eﬀet l'écart relatif
θ (r = 0, 05h)− θ (r = 0, 2h)
θ (r = 0, 2h)
(IV.19)




Fig. IV.16: Cas r = 0, 05h à l'instant t = 0, 065 s et r = 0, 2h à l'instant t = 0, 09 s.
Surfaces libres et isovaleurs de l'écart relatif entre les champs de température.
2.1.b Forme
Demi-cercle Après avoir mis en évidence l'eﬀet de pointe indispensable du directeur
d'énergie, ce paragraphe propose d'étendre l'étude géométrique au cas limite. Une si-
mulation est eﬀectuée sur un directeur d'énergie semi-circulaire. Le rayon de courbure
est alors égal à la hauteur h = 3.10−4m du directeur. La ﬁgure IV.17 montre qu'il y
a toujours une localisation et la formation d'un bourrelet. Toutefois, à cause du rayon
de courbure important, l'échauﬀement maximum est obtenu à une certaine distance
du point de contact, repéré par une ﬂèche sur la ﬁgure. Le point de contact central ne
subit donc pas un échauﬀement aussi important que le reste de l'interface. Ceci peut
nuire à la bonne cicatrisation en ce point. Ce type de géométrie doit donc, a priori, être
évité.
Angle L'eﬀet de pointe du directeur joue un rôle important dans l'initiation de l'écou-
lement. Ce paragraphe se concentre maintenant sur l'eﬀet de pointe global de la géomé-
trie en proposant des simulations pour diﬀérents angles initiaux de directeurs. Elle sont
eﬀectuées à rayon de courbure en pointe de directeur (h/10) et volume total de direc-
teur identiques. Le graphique de la ﬁgure IV.18a représente la température en pointe
de directeur (y = 10−5m) en fonction du temps et en fonction de l'angle. Puisque le
congé en pointe de directeur reste identique (un dixième de la hauteur du directeur),
aux premiers instants l'augmentation de température est indépendante de l'angle. La
phase suivante, où la température se stabilise, est liée à l'initiation de l'écoulement.
Cette phase d'écoulement apparaît plus tard dans le cas d'angles plus importants (plus
évasés). Ceci s'explique par le fait qu'un directeur plus pointu (un angle moins impor-
tant) limite la diﬀusion de la chaleur dans le directeur et permet une augmentation de
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Fig. IV.17: Directeur semi-circulaire, champ de température à t = 0, 19 s et évolution
de la surface libre.
(a) Température en pointe de directeur en fonction
du temps.
(b) Champs de température à déformation équiva-
lente. Angle initial de 53◦ à t = 0, 035 s et de 127◦à
t = 0, 05 s.
Fig. IV.18: Eﬀets du changement d'angle initial de directeur sur la thermique.
température plus localisée, comme le montre la ﬁgure IV.18b.
Malgré cette première conclusion en faveur d'un directeur plus pointu, la phase
d'écoulement montre que le directeur évasé présente d'autres avantages. Le taux d'écra-
sement du directeur, déﬁni comme le déplacement de la plaque supérieure divisé par la
hauteur initiale du directeur est visible ﬁgure IV.19b. Il montre qu'un angle plus im-
portant permet une écrasement plus lent durant plus longtemps. En eﬀet, dans le cas
évasé, l'évolution du bourrelet est progressive jusqu'à atteindre quasiment l'ensemble de
l'interface. Par contre, l'écoulement du directeur pointu montre une transition brusque
lorsque le bourrelet atteint la hauteur du directeur. Ceci favorise l'emprisonnement de
porosité au niveau de la ﬂèche sur la ﬁgure IV.19a. Il en résulte que le degré de cica-




t = 0 , 3 2 s
t = 0 , 4 8 st = 0 , 2 1 s
(a) Evolution des surfaces libres.
(b) Taux d'écrasement en fonction du temps. (c) Degré de cicatrisation de l'interface à sur-
face de contact identique.
Fig. IV.19: Analyse qualitative d'adhésion pour des angles initiaux de 23◦ et 67◦.
Finalement, une optimisation possible de la forme du directeur serait de mouler
une pointe de directeur très eﬃlée pour améliorer l'initiation et une base évasée pour
favoriser un écoulement progressif.
Rectangle Aﬁn de compléter l'étude sur les eﬀets de la forme initiale, une simulation
a été eﬀectuée avec un directeur rectangulaire. Une largeur de 3.10−4m assure un même
volume de matière que dans la simulation de référence. La dissipation thermique est
uniforme dans le rectangle initial. Du fait de la conduction dans les plaques, le maximum
de température est donc atteint au milieu du directeur. L'écoulement est alors initié
au milieu du directeur, comme le montre la ﬁgure IV.20. L'ineﬃcacité d'un directeur
rectangulaire observée expérimentalement peut être justiﬁée à l'aide de cette simulation.
En premier lieu, le rôle de directeur d'énergie n'est pas rempli puisque la température
atteinte reste faible par rapport à celle visible sur la ﬁgure IV.4. Ensuite, l'écoulement
initié au milieu du directeur ne permettra vraisemblablement pas la cicatrisation de
l'interface. En eﬀet, les conditions nécessaires de contact intime et de température
élevée ne seront pas remplies localement au niveau de l'interface. Enﬁn, la morphologie
de l'écoulement semble propice à l'emprisonnement de porosités aux endroits indiqués
par des ﬂèches sur la ﬁgure IV.20.
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Fig. IV.20: Directeur rectangulaire. Champ de température à t = 0, 03 s et évolution
de la surface libre.
Fig. IV.21: Eﬀet d'échelle, facteurs géométriques.
2.1.c Eﬀet d'échelle
D'un point de vue technologique, il est intéressant de déterminer la taille optimale
des directeurs. Doit-on en eﬀet choisir beaucoup de petits directeurs ou plutôt opter
pour quelques gros directeurs ? Cette question de l'eﬀet d'échelle est étudié ici via
plusieurs simulations.
Géométrie La simulation type développée dans la section précédente est toujours
considéré comme référence. Nous déﬁnissons un facteur d'échelle N tel que la hauteur
h′ du nouveau directeur d'énergie soit :
h′ = Nh (IV.20)
où h est la hauteur du directeur de référence (cf. ﬁgure IV.21). Le volume de matière
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V ′ est alors relié au volume de référence par :
V ′ = N2V (IV.21)
puisque la troisième dimension, la hauteur des prismes que constituent les directeurs
d'énergie, reste identique. Pour conserver un volume de directeur identique, leur nombre
doit être augmenté d'un facteur N−2. Ceci peut être obtenu en multipliant le pas entre
directeurs par N2.
Finalement, lors d'un changement d'échelle d'un facteur N , le domaine de simula-
tion garde la même hauteur hsim puisqu'on conserve la même épaisseur de plaques†.
En revanche, sa largeur lsim est multipliée par N2 :
l′sim = N
2lsim. (IV.22)
Similitude et conditions aux limites La condition sur Γsup dans le problème
d'écoulement étant une contrainte imposée, elle reste identique lors du changement
d'échelle. Cependant, dans le problème d'élasticité, où l'amplitude de déplacement est
imposée, des considérations de similitudes sont nécessaires et demandent plus d'atten-
tion.
L'objectif est d'appliquer un déplacement permettant d'obtenir une même valeur de
dissipation mécanique, ceci aﬁn d'assurer une augmentation de température similaire
et une puissance totale de l'outillage identique puisque le volume de directeurs reste le
même. Dans ce cas, puisque le terme de dissipation dépend du carré de la déformation,
la déformation doit être identique. Puisque la hauteur est multipliée par N , l'amplitude
des vibrations à appliquer sur la nouvelle géométrie est également multipliée parN . Ceci
revient à appliquer un principe d'homothétie naturelle sur la condition en déplacement :
a′ = Na, (IV.23)
La similitude pour les augmentations de température et la similitude pour l'énergie
mécanique apportée par l'outillage sont ainsi assurées.
Résultats Les ﬁgures IV.22a à IV.22c montrent les champs de température simulés
avec le principe de similitude (IV.23) pour des facteurs d'échelle de 1, 5 ; 0, 8 et 0, 5. On
observe qu'un directeur d'énergie plus grand entraîne une localisation plus importante.
Du point de vue thermique, tout d'abord, un petit directeur induit une proximité
et donc une diﬀusion plus importante dans les plaques. Ensuite d'un point de vue
mécanique, comme le montre la ﬁgure IV.23 de nombreux petits directeurs donnent
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(a) N = 1, 5 instant t = 0, 017 s (b) N = 0, 8 instant t = 0, 317 s
(c) N = 0, 5. Déplacement
imposé a′ = N.a. Instant t =
5 s.
(d) N = 0, 5. Déplacement
imposé a′ = a. Instant t =
0, 317 s
Fig. IV.22: Eﬀet d'échelle. Champ de température et surface libre simulés pour diﬀé-
rentes tailles de directeurs.
Fig. IV.23: Raideurs équivalentes N2Kd des directeurs à l'instant initial, régularisées
par rapport au nombre de directeurs.
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une rigidité équivalente plus importante que quelques gros directeurs. La concentration
d'énergie est donc favorisée avec un facteur d'échelle grand et des gros directeurs.
Dans le cas où N = 0, 5 (ﬁg. IV.22c), on observe même que le mécanisme de
localisation n'est pas initié. Aﬁn de forcer cette localisation, un cas où N = 0, 5 a donc
été simulé avec une amplitude de vibration égale à celle de référence. La ﬁgure IV.22d
montre que l'écoulement qui en résulte est progressif. De plus, les dimensions réduites
permettent l'homogénéité du champ de température sur l'ensemble de l'interface. La
quantité d'énergie dissipée à la ﬁn de l'écoulement (t = 0, 32 s) est évaluée à 32 J par
directeur. Puisqu'il y a N2 = 4 fois plus de directeurs que dans le cas de référence où
l'énergie dissipée était de 95 J par directeur (équation (IV.16)), l'eﬃcacité est diminuée.
Pour résumer ces résultats, on peut en conclure qu'un grand directeur d'énergie per-
met une meilleure concentration. Toutefois, une localisation trop importante ne permet
pas un écoulement progressif à l'interface. Outre le risque de piéger des porosités, le
contact intime n'est alors pas aussi bien assuré et la cicatrisation risque d'être dimi-
nuée. A contrario, des directeurs plus petits diminuent l'eﬃcacité du procédé, il faut
leur apporter plus d'énergie. Il y a donc un optimum de taille à trouver.
2.2 Matériau
Après avoir proposé quelques inﬂuences de la géométrie initiale du directeur sur
l'écoulement à l'interface, cette section présente l'inﬂuence des propriétés des matériaux
avec quelques études de sensibilité.
2.2.a Thermo-dépendance du module d'Young
Dans le problème d'élasticité, du fait de la géométrie, une diminution du module
d'Young entraîne une déformation plus importante en pointe de directeur, à déplace-
ment imposé identique. L'auto-échauﬀement, proportionnel au carré de la déformation,
est alors quadratiquement augmenté. La ﬁgure IV.24 présente la morphologie d'écou-
lement à mi-déformation dans le cas où le module d'Young E = E0 = 0, 5GPa est
indépendant de la température. La localisation de la déformation et du terme source
est favorisée par la thermo-dépendance du module d'Young. Le ramollissement du po-
lymère avec la température favorise la formation du bourrelet et permet d'atteindre la
température élevée nécessaire à l'adhésion.
†La diminution de la hauteur du domaine liée à la diminution de la hauteur du directeur est ici
négligée par rapport à la hauteur des plaques composites.
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Fig. IV.24: Module d'Young indépendant de la température. Comparaison avec le cas
de référence de la surface libre à mi-écrasement.
Fig. IV.25: Champ de température à t = 5 s pour des plaques souples où E = 2GPa.
2.2.b Raideurs des plaques
La section 1.2.c a permis d'évaluer la raideur équivalente des plaques composites à
environ cinq fois celle du directeur. En pratique si la raideur des plaque est diminuée
d'un facteur 5 ou plus, elle atteint la raideur équivalente du directeur d'énergie qui
n'assurera alors plus son rôle de concentrateur d'énergie. La ﬁgure IV.25 montre que
pour des plaques de composites très souple (où le module d'Young vaut 2GPa), la
température n'augmente pas suﬃsamment pour initier l'écoulement. Cette perte de
raideur peut être due, outre l'utilisation d'un matériau plus souple, à l'augmentation de
l'épaisseur des plaques. Cette remarque est conﬁrmée par l'expérience où l'on constate
qu'il est diﬃcile, voire impossible, de souder des plaques très épaisses par ce procédé.
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Fig. IV.26: Eﬀet de la viscosité. Proﬁls de la pressions à l'interface à déformation
équivalente. (−) viscosité divisée par deux, t = 0, 03 s ; (··) viscosité multipliée par
deux, t = 0, 8 s.
2.2.c Viscosité
Entre les grades 150 et 450 du PEEK, la masse molaire moyenne en nombre varie
d'un facteur 1, 3 environ (cf. tableau I.1). La viscosité étant à la puissance 3, 4 de la
masse molaire, celle-ci peut alors varier d'un facteur de plus de 2. Le temps caractéris-
tique de Maxwell λ varie également à la puissance 3, 4. Le terme d'auto-échauﬀement
proportionnel à η/λ2 d'après l'équation (II.112), (p. 77) varie alors d'un facteur 1/2.
Une diminution du grade du polymère entraîne ainsi deux eﬀets sur le procédé : une
augmentation du terme de dissipation mécanique et un eﬀet direct sur l'écoulement,
évidemment lié à la viscosité η.
Deux simulations sont eﬀectuées avec un facteur 0, 5 puis 2 sur la viscosité par
rapport au cas de référence. Ceci est assuré en modiﬁant le facteur pré-exponentiel A
dans la loi de Carreau (IV.6). Dans le cas où la viscosité est réduite, le terme d'échauf-
fement est plus important. L'écoulement est alors plus rapide et localisé. La ﬁgure 2.2.c
conﬁrme qu'à déformation équivalente, une diminution de la viscosité donne une répar-
tition de pression plus homogène à l'interface.
2.2.d Amortissement




εˆ : εˆ (IV.24)
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Fig. IV.27: Vitesse d'échauﬀement maximale à l'instant initial.
est proportionnel au module de perte. L'utilisation d'un matériau présentant un module
de perte plus important induit donc une augmentation proportionnelle de la dissipation.
De plus, les ﬁgures F-6 et F-7b données en annexe F montrent pour le PEEK un pic de
E′′ en fonction de la température, au dessus de la température de la transition vitreuse
θg = 143 ◦C. Une augmentation de la dissipation a donc lieu une fois la température
de transition vitreuse dépassée. Ceci ampliﬁe encore le phénomène de localisation de
l'échauﬀement et de l'écoulement.
2.3 Procédé
Les propriétés du matériau sont généralement imposées par l'application et la géo-
métrie du directeur est un paramètre diﬃcile à modiﬁer puisqu'il nécessite un change-
ment du moule lors de la fabrication du composite. Cette section discute l'inﬂuence des
paramètres plus facilement modiﬁables que sont les paramètres de l'outillage.
2.3.a Amplitude de vibration
Eﬀet quadratique Le terme de dissipation d'énergie mécanique est proportionnel
au carré de la déformation. Le procédé est donc fortement dépendant de l'amplitude
de vibration de la sonotrode. La vitesse initiale d'échauﬀement maximale en pointe de
directeur est représentée en fonction de l'amplitude sur la ﬁgure IV.27. L'eﬀet quadra-
tique est retrouvé numériquement. Néanmoins, pour une amplitude de vibration trop
importante, le couplage entre les diﬀérentes physiques devient trop important. L'al-
gorithme itératif utilisé pour la résolution multiphysique atteint alors ses limites de
robustesse. Cet aspect sera discuté plus en détail section 3.2.c.
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Contact sonotrode/plaque Il faut également rappeler que la sonotrode n'impose
pas un déplacement strictement sinusoïdal à la plaque supérieure. Il y a une perte de
contact et un eﬀet de martelage. Ainsi, même si les simulations montrent que l'échauf-
fement augmente avec l'amplitude de vibration, ce n'est pas ce que l'on observera en
pratique. En eﬀet augmenter l'amplitude de vibration résultera en une diminution du
temps de contact sonotrode/plaque supérieure. L'inﬂuence quadratique n'est donc pro-
bablement pas conservée en pratique.
Alors que l'amplitude de vibration à l'extrémité de la sonotrode peut atteindre
80µm, dans la modélisation de référence, l'amplitude a été ﬁxée à 20µm. Cette valeur
inférieure permet de retrouver l'échauﬀement de l'expérience, comme le montrent les
validations de la section 1.2.b. Mais nous avons bien conscience qu'il s'agit là d'un
artiﬁce qui permet de prendre en compte l'eﬀet de perte de contact. La compréhension
ﬁne de ce phénomène passerait par des développements numériques complémentaires
qui n'ont pas pu être menés à ce jour.
2.3.b Eﬀort de maintien la sonotrode
Outre l'amplitude des vibrations imposées par la sonotrode, le temps de contact
sonotrode/plaque supérieure est intimement lié à l'eﬀort constant de maintien de la
sonotrode. C'est ce qu'a montré Duc Ha Minh [Ha Minh, 2009] dans son travail de
thèse sur l'étude macroscopique des eﬀets dynamiques dans l'outillage. La dissipation
d'énergie augmente ainsi fortement avec la pression constante de la sonotrode. Ce para-
graphe laisse de coté ces eﬀets macroscopiques et se concentre sur l'eﬀet d'une variation
de l'eﬀort de la sonotrode sur l'écoulement mésoscopique à l'interface, dans l'hypothèse
d'un contact permanent.
La ﬁgure IV.28 montre qu'en augmentant l'eﬀort constant de la sonotrode, la tem-
pérature maximale en pointe de directeur est diminuée. En eﬀet, en appliquant un eﬀort
plus important, l'écrasement du directeur se produit plus tôt. L'eﬀet de pointe est alors
perdu et l'échauﬀement reste limité. De façon un peu surprenante, ceci montre qu'un
eﬀort plus faible de la sonotrode permet d'assurer un chauﬀage localisé pendant plus
longtemps et donc d'atteindre des températures plus importantes à l'interface.
Ces constats permettent de dégager une conclusion importante d'un point de vue
pratique. L'application de la force de maintien sur la sonotrode a deux eﬀets anta-
gonistes qui nécessitent la recherche d'un optimum : l'augmentation de la force de
maintien permet d'assurer un temps de contact plus important et donc une dissipation
plus importante, mais entraîne un écrasement plus rapide et donc un temps d'auto-
échauﬀement plus court.
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Fig. IV.28: Température maximale en pointe de directeur en fonction du temps pour
diﬀérents eﬀorts de sonotrode.
2.3.c Fréquence ultrasonore
L'outil numérique développé, qui se base sur une modélisation homogénéisée de
l'écoulement, ne permet pas d'étudier l'inﬂuence de la variation de la fréquence de
vibration de la sonotrode sur l'écoulement. Pour ce faire, il serait nécessaire de revenir
aux expressions des termes sources (II.77) et (II.78). Cependant, ces expressions restent
le fruit de la méthode d'homogénéisation, qui prenait comme point de départ un modèle
de Maxwell. Pour déterminer l'inﬂuence de la fréquence de vibration sur l'écoulement,
une étude spéciﬁque du matériau, est alors nécessaire. Une mesure in situ de l'auto-
échauﬀement induit par un essai de DMA ou de barres de Hopkinson est envisagée.
2.4 Récapitulatif
La tableau IV.2 récapitule l'inﬂuence des paramètres procédés sur la phase de chauf-
fage et la phase d'écoulement. En conclusion, l'étude eﬀectuée dans cette section est
loin d'être exhaustive. Elle propose simplement quelques applications originales du logi-
ciel développé qui permettent de mieux comprendre le procédé industriel. Bien que les
simulations eﬀectuées se limitent à des calculs bidimensionnels, les conclusions peuvent
généralement être étendues au procédé dit continu. La section suivante présente les
limites de l'outil numérique développé et les raisons pour lesquelles un calcul tridimen-
sionnel n'est toujours pas abordable, à l'heure actuelle.
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Tab. IV.2: Récapitulatif : inﬂuence des paramètres sur le procédé.
Phase initiale, chauﬀage Phase d'écoulement etcicatrisation
Forme des
directeurs
Eﬀet de pointe : initiation améliorée
pour des directeurs pointus.
Localisation thermique plus importante
pour des directeurs pointus.
Ecoulement et procédé plus lent avec
un directeur évasé. L'écoulement plus
progressif piège moins de porosités.
Taille des
directeurs
Raideur équivalente de l'interface plus
faible avec de grands directeurs peu
nombreux : Concentration d'énergie
meilleure. De nombreux petits
directeurs diminuent l'eﬃcacité du
procédé.
Des directeurs trop grands empêchent
un écoulement progressif et diminuent
le contact intime. Plusieurs petits
directeurs assurent une température




Il faut assurer une raideur de
directeurs bien inférieure à la raideur
équivalente des plaques. Des plaques
plus souples ou plus épaisses diminuent
la concentration d'énergie et entraînent
une dissipation dans les plaques.
Si la raideur transverse des plaques est
inférieure à une raideur critique, la
concentration n'est pas suﬃsante pour
initier le procédé et l'écoulement.
Viscosité
Le terme d'échauﬀement est
inversement proportionnel à la
viscosité. Un grade plus faible et une
viscosité plus faible du polymère
diminuent l'auto-échauﬀement.
Température plus homogène et
écoulement plus lent avec une viscosité
plus importante. Une viscosité trop
faible entraîne une localisation
importante et un écoulement




quadratiquement avec la diminution du
module d'Young. La chute de raideur
avec la température assure une
localisation plus importante.
Localisation et écoulement plus rapide
grâce à la thermo-dépendance.
Température atteinte plus élevée
permettant une meilleure cicatrisation.
Module de
perte
Echauﬀement proportionnel au module
de perte. Le pic au dessus de θg






quadratiquement de l'amplitude de
sollicitation. Eﬀet du martelage non
étudié.
Une amplitude trop importante
localise trop l'échauﬀement et ne
permet pas un écoulement progressif.
Eﬀort de
maintien
Ecoulement plus rapide et
échauﬀement moins important pour un
eﬀort de sonotrode plus important.
Eﬀet de martelage diminué avec la
pression de la sonotrode [Ha Minh,
2009].
Un eﬀort de maintien trop important
entraîne une diminution des




Non analysable avec l'approche homogénéisée.
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3 Bilan
Les résultats présentés précédemment ont été obtenus à l'aide d'outils développés
dans un cadre spéciﬁque. Cette dernière section permet de conclure en discutant l'inté-
rêt et les limites des diﬀérents outils utilisés. Cette discussion permet de proposer des
perspectives envisageables pour l'outil numérique.
3.1 Eﬃcacité de l'outil numérique
3.1.a L'approche eulérienne avec surface libre
Bien que dans le domaine de la mécanique des structures, il soit commun d'adopter
une approche lagrangienne, les grandes déformations que subit le directeur ont poussé
à adopter un point de vue eulérien. L'approche eulérienne est toutefois couplée à une
méthode de level-set qui permet de décrire avec précision l'évolution de la surface libre.
Cette surface libre est une information matérielle mobile dans notre maillage ﬁxe. Elle
est donc un outil lagrangien qui font de l'approche retenue une sorte de méthode ALE.
Bourrelet Les simulations montrent une forte localisation des eﬀets thermo-méca-
niques en pointe de directeurs. Il en résulte un bourrelet très localisé en pointe de
directeur, où les déformations locales sont de l'ordre de 100. L'approche eulérienne est
alors complètement justiﬁée puisqu'elle permet de conserver une précision constante
lors de l'écoulement. Cette précision est éventuellement améliorable avec un outil de
raﬃnement de maillage automatisé.
3.1.b Résolution multiphysique itérative
La résolution multipysique à l'aide de la méthode itérative présentée section III.2.3.a
est eﬃcace puisque dans la majorité des cas présentés elle converge en moins de trois
itérations. Il faut rappeler que cette méthode permet d'assurer une résolution rigoureuse
du problème multiphysique puisque le critère de convergence est assuré simultanément
pour chaque résidu. Cependant, dans certains cas présentant des couplages forts (par
exemple pour une augmentation de température trop rapide), la méthode itérative ne
s'avère pas robuste et la convergence entre les diﬀérentes physiques n'est pas atteinte.
3.1.c Equations de transport
Le transport de la température et des level-sets est assuré jusqu'à l'écrasement
complet du directeur. Les méthodes utilisées sont robustes. La perte de précision dans
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la description de l'interface semble d'abord être liée au maillage et pourrait donc être
limitée par un raﬃnement adéquat.
3.1.d Etude paramétrique
L'outil de calcul numérique développé a permis d'étudier les eﬀets de diﬀérents para-
mètres procédés. L'inﬂuence de la géométrie initiale, de certains paramètres matériaux
du polymère et des plaques, de l'amplitude des vibrations ou de l'eﬀort de maintien
de la sonotrode a pu être étudié. En général, un retour à des considérations physiques
a permis d'expliquer ces diﬀérents eﬀets. L'outil numérique est donc ﬁnalement une




Les simulations présentées dans cette étude se limitent à des calculs bidimension-
nels. Toutefois, aﬁn de mieux comprendre l'écoulement à l'interface, une simulation
tridimensionnelle semble indispensable. En eﬀet, comme présenté dans le chapitre I,
le soudage continu, avec déplacement de la sonotrode, semble favoriser l'adhésion. En
vue d'étudier l'écoulement qui en résulte, le code a été développé dans une optique de
simulation tri-dimensionnelle. Apichan Sripien [Sripien, 2009] a montré, à l'aide d'une
série de cas tests, que le code fonctionne en trois dimensions. Néanmoins, le passage à
une description 3D augmente le nombre de degrés de libertés (en particulier avec des
interpolation P1+/P1, comme le montre le tableau III.1 (p. 90)) et leurs connectivités.
Malgré les temps de calculs très long, une simulation tridimensionnelle du procédé
a été eﬀectuée avec Apichan Sripien. Le domaine de calcul se limite à une plaque de
quelques éléments d'épaisseur (cf. ﬁg. IV.29). Les eﬀets 3D ne peuvent donc pas être
étudiés à l'aide d'une telle simulation. Toutefois, elle valide le fonctionnement du code
de simulation en 3D et conﬁrme la nécessité d'optimisation.
3.2.b Conditions aux limites
La description eulérienne mène à une réﬂexion quant aux conditions limites appli-
quées. Du fait que le maillage ne se déplace pas, la frontière Γsup ne se déplace pas non
plus. La condition limite sur Γsup ne s'applique donc pas sur une surface matérielle.
Elle revient à introduire de la matière dans le système. Ceci, que l'on impose un eﬀort
ou un déplacement.
163
CHAPITRE IV. RÉSULTATS ET DISCUSSION
Fig. IV.29: Maillage tridimensionnel.
Dans les simulations présentés, la sonotrode est suﬃsement loin de l'interface pour
ne pas y perturber la solution. Aﬁn de traiter cette condition limite plus rigoureusement,
la sonotrode pourrait être modélisée à l'aide d'un matériau indéformable déﬁni par une
autre level-set entrant en contact avec la plaque supérieure.
3.2.c Couplage fort
Aﬁn de traiter de cas multiphysiques sévères, présentant des couplages forts, il







et des matrices (III.47). Une résolution multiphysique globale ferait alors intervenir
les sensibilités croisés (termes hors diagonaux). Elle nécessiterait alors un travail sup-
plémentaire d'implémentation mais semble incontournable pour assurer une résolution
robuste de problèmes fortement couplés.
Bien que la taille des systèmes à inverser soit augmentée, une telle résolution per-
mettrait de s'aﬀranchir de la boucle itérative de résolution multiphysique. Par contre
les itérations de Newton-Raphson dues aux non linéarités restent indispensables.
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3.3 Diﬃcultés et perspectives à long terme
3.3.a Contact
Plaque inférieure Dans la simulation eﬀectuée, la thermique et l'élasticité dans la
plaque inférieure sont résolue. Toutefois, du fait des conditions limites appliquées sur Γ0
(eq. (IV.12)), le problème de mécanique des ﬂuides n'y est pas résolu. En toute rigueur,
il faudrait donc appliquer les conditions sur la frontière inférieure Γinf et modéliser le
contact du directeur sur la plaque inférieure.
Limite Pour étendre la simulation et décrire la déformation de la plaque inférieure les
deux level-set doivent pouvoir évoluer. Certains éléments sont alors traversés par deux
surface libres. Ce cas de ﬁgure présente alors les diﬃcultés détaillées section III.2.2.
Outre un éventuel enrichissement spéciﬁque, de nouvelles méthodes doivent être implé-
mentées pour assurer l'évacuation de l'air et le contact (avec la transformation de deux
interfaces matière/air et air/matière en une interface matière/matière). Une réﬂexion
amont poussée est alors nécessaire.
3.3.b Enrichissement
D'autre part, ajouter l'enrichissement aux interpolations permettrait de gagner en
précision au niveau des surfaces libres. Implémenter cette méthode X-FEM présente
toutefois les diﬃcultés discutées section III.3.1.a. Lors de l'évolution de la surface libre,
les variables aux points de Gauss, en particulier dans un cadre multiphysique, ainsi que
les discontinuité des champs doivent être traités de manière spéciﬁque. Le passage de
l'interface d'un élément à un autre demande un travail spéciﬁque complémentaire au
niveau de la librairie utilisée. Freiné par ces diﬃcultés, le travail actuel s'est limité à
une méthode cassique sans enrichissement. Néanmoins, avec un maillage suﬃsamment
raﬃné, l'erreur induite est moindre.
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Le soudage de matériaux composites à matrice thermoplastique par ultrasons est
un procédé qui fait intervenir de nombreux phénomènes physiques couplés. Un travail
préliminaire d'ingénierie a permis d'identiﬁer une problématique clef : la modélisation
de la thermo-mécanique de l'écoulement à l'interface lors du soudage.
Après identiﬁcation des phénomènes physiques prépondérants, la mise en équations
de cet écoulement révèle la co-existence de phénomènes rapides et lents. Une méthode
systématique d'homogénéisation temporelle par développements asymptotiques permet
alors de contourner cette diﬃculté en modélisant le procédé à l'aide de trois problèmes
aux limites couplés. La résolution numérique de ces problèmes, de par leur spéciﬁcité,
fait apparaître de nouvelles diﬃcultés telles que l'évolution de géométrie ou l'aspect
multiphysique. Des méthodes numériques particulières sont alors nécessaires pour la
simulation. Finalement, l'outil numérique développé permet une analyse de l'inﬂuence
des paramètres procédés sur la qualité de l'écoulement et du soudage.
L'originalité de ce travail se traduit, à notre avis, par les trois contributions sui-
vantes :
 La modélisation puis l'identiﬁcation des phénomènes physiques prépon-
dérant dans un procédé ultrasonore, rendue possible avec l'application d'une
méthode d'homogénéisation temporelle.
 Le développement d'un outil logiciel conséquent pour simuler un problème mul-
tiphysique avec évolution de la géométrie. Cet outil est à la fois adapté au procédé
industriel étudié et suﬃsamment générique pour être appliqué à d'autres problé-
matiques.
 La compréhension du procédé grâce aux outils développés. En particulier,
l'analyse de l'inﬂuence de paramètres procédé sur la qualité du soudage.
Perspectives
Le travail présenté a permis de mieux comprendre certains phénomènes à l'interface
de soudage et d'identiﬁer leur lien avec les paramètres du procédé. Toutefois, l'objectif
d'optimisation présenté sur la ﬁgure 1 (p. 3) nécessite encore des travaux complémen-
taires. Ils constituent les perspectives du présent travail.
A court terme, la validation de l'outil numérique développé est nécessaire. Une
campagne expérimentale ainsi que des mesures des paramètres matériau peu connus
sont nécessaires. Avec les améliorations de l'outil numérique proposées section IV.3 elles




A moyen terme, en vue de modéliser le procédé de manière globale, l'étude peut
s'orienter vers une approche dite macroscopique équivalente. Celle-ci consisterait à pro-
poser des grandeurs équivalentes nécessaires à la description de la structure macro-
scopique de la ﬁgure 1 (p. 3) à l'aide de simulations mésoscopiques telles que celles
proposées dans ce travail. Des abaques obtenues à l'aide de telles simulations permet-
traient par exemple de déterminer un terme source équivalent ou une raideur équivalente
directement en fonction des paramètres du procédé.
A long terme, une approche macroscopique équivalente permettrait une modéli-
sation méso-macro complète du procédé. La modélisation macroscopique considérerait
alors l'interface comme surfacique. La physique y serait introduite en simulant un écou-
lement à l'échelle mésoscopique.
Outre ces perspectives pour le procédé de soudage par ultrasons, la présente étude
pourrait être étendue aﬁn d'appliquer des méthodes similaires à d'autres procédés : soit
à d'autre procédés ultrasonores, soit de manière plus générale, à des procédés présentant
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A. Mesures de température
A Mesures de température
Les chapitres II et III ont donné des éléments pour caractériser l'augmentation de
température au niveau du directeur. En parallèle de cette étude microscopique, nous
poursuivons une analyse macroscopique, au niveau des plaques de composites. Cette
analyse a consisté dans un premier temps en une campagne d'essais de mesures de
températures au sein de la plaque de composite. Elle a été eﬀectuée par Fabien Conte
et Régis Loubatière au laboratoire de thermocinétique de Nantes [Conte et Loubatière,
2008]. L'objectif étant d'appliquer une méthode inverse pour quantiﬁer de manière
globale le chauﬀage à l'interface.
A.1 Mesures par thermocouple
Les mesures de température sont eﬀectuées à l'aide de thermocouples de type K
(Alumel / Chromel). Les thermocouples sont obtenus en brasant bout à bout un ﬁl
d'alumel et un ﬁl de chromel. Les trois constituants du thermocouple (chromel, alumel
et brasure d'argent) sont donc métalliques et ont une conductivité thermique de l'ordre
de λthcouple ∼ 100Wm−1K−1 . Les conductivités thermiques des ﬁbres carbones ou de
la matrice PEEK sont de l'ordre de λcomposite ∼ 1Wm−1K−1. Cette simple diﬀérence
démontre l'intrusivité des thermocouple dans le procédé. En outre, le contact entre
le thermocouple et le matériau à étudier n'étant jamais parfait, une résistance ther-
mique vient encore augmenter l'intrusivité des thermocouples. Une étude de sensibilité
a préalablement été eﬀectué à l'aide de simulations numériques eﬀectuées sous Comsol
et d'expérimentations ad-hoc. Elles montrent que l'erreur est de quelques degrés pour
des diamètres de thermocouples de 50µm.
A.2 Méthode inverse.
Une modélisation macroscopique est proposée. L'interface et les directeurs sont ré-
duits à une surface. Le chauﬀage des directeurs est alors modélisé par un ﬂux surfacique
équivalent. La simulation du problème direct se fait en 1D sous Matlab. Une fois ﬁxé
un ﬂux à l'interface φ0(t, x = 0), qui est une des conditions limites, la résolution du
problème direct permet d'obtenir le champ de température dans l'épaisseur Tφ0(x, t).
L'application d'un méthode inverse consiste à déterminer, à partir de N mesures de
température eﬀectuées dans la plaque, notées T̂ (x = xi, t) 1 ≤ i ≤ N , le ﬂux optimal




∣∣∣Tφ(x = xi, t)− T̂ (x = xi, t)∣∣∣ (A-1)
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Fig. A-1: Températures mesurées par les thermocouples.
où le symbole |·| est une norme de C2 : R→ R. De nombreuses méthodes d'optimisation
peuvent alors être mises à proﬁt. Nous avons ici appliqué une méthode de Gauss-Newton
tel que celle présentée dans [Rappaz et al., 1998].
A.3 Positionnement des thermocouples
Les thermocouples sont disposés dans la plaque d'APC2, au plus près de la source
de chaleur aﬁn d'avoir un maximum de sensibilité pour l'application de la méthode
inverse. Par contre, seule la plaque de composite a été modélisée dans le problème
direct, les thermocouples doivent donc être suﬃsamment loin de l'interface pour ne pas
mettre à défaut la modélisation macroscopique à l'aide d'un ﬂux surfacique.
La fabrication d'une plaque instrumentée permet de positionner les thermocouples
au c÷ur de la plaque. Sur un empilement de 16 couches de préimprégné, une première
série de thermocouples a été disposée entre le deuxième et le troisième pli de la plaque
à environ 400µm de l'interface, une deuxième série, plus éloignée, à environ 800µm de
l'interface. Leurs positions précises sont déterminées a posteriori par des coupes et par
identiﬁcation à l'aide de microscopes optiques de la boule de brasure.
A.4 Résultats
Les deux plaques à souder sont instrumentées. Nous appellerons plaque supérieure
la plaque sur laquelle sont moulés les directeurs et plaque inférieure celle en contact
avec la table. Les mesures de température en fonction du temps visibles sur la ﬁgure A-
1, permettent de déterminer par méthode inverse le ﬂux à l'interface (ﬁgure A-2a) et la
température à l'interface (ﬁgure A-2b). On note en particulier que le ﬂux à l'interface
est moins important vers la plaque inférieure. Ceci s'explique d'une part par l'asymétrie
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(a) Flux à l'interface. (b) Température à l'interface.
Fig. A-2: Application de la méthode inverse.
du montage (la plaque inférieure est en contact avec la table), et d'autre part par le
contact moindre des directeurs avec la plaque inférieure. Bien entendu la modélisation
macroscopique à l'aide d'une source surfacique n'est pas suﬃsamment réaliste. Néan-
moins cette modélisation permet de déterminer de manière quantitative relativement
précise un ﬂux maximum à l'interface d'environ :
φmax = 155± 15 kW/m2 (A-2)
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B Extension de l'homogénéisation
Dans cette annexe, nous présentons les propositions d'extension de la méthode
d'homogénéisation temporelle, présentée dans le chapitre II, à d'autres modèles rhéo-
logiques.
B.1 Basses températures
Si le polymère a un comportement viscoélastique de Maxwell. A basse température,
l'identiﬁcation des paramètres matériaux eﬀectuée paragraphe II.2.2.c est changée. En
eﬀet, le temps de relaxation λ et la viscosité η augmentent quand la température
baisse. Ceci peut être conﬁrmé par les mesures des modules viscoélastiques proposés
annexe F.2.a. Ils permettent en eﬀet d'identiﬁer les ordres de grandeur suivant à tem-
pérature ambiante :{
λ ∼ 105 s
η ∼ 1011 Pa.s . (B-1)
Dans ce cas, les paramètres adimensionnels ne sont plus du même ordre en ξ :{
Λ ∼ ξ−1
N ∼ ξ−1 . (B-2)









L'identiﬁcation donne alors les trois problèmes suivants :












ε+ 〈Σ0〉 . (B-5)















B. Extension de l'homogénéisation








A basse température, le problème macro-chronologique d'écoulement visco-élastique




∂T = 2N0 〈D0〉
∇ · 〈σ0〉 = 0
∇ · 〈v0〉 = 0
 sur (Ω)
〈v0〉 = vd(T ) sur (Γu)
〈σ0〉 · n = 0 sur (Γσ)
〈Σ0〉 = 〈σ0〉 = 0 sur (pour t = 0)
. (B-8)
Ce système n'est autre que le système précédent (II.79) dans lequel on a négligé le terme
de viscosité face au terme d'élasticité.
Problème thermique L'identiﬁcation du problème thermique est inchangée. La
température est d'ordre 0 en ξ et l'évolution macro-chronologique est toujours donnée
par moyennage de l'équation (II.70) :
∂ 〈θ0〉
∂T
= A∆ 〈θ0〉+B 〈Σ0 :D0〉+B 〈Σ1 :D−1〉 . (B-9)
Toutefois D0 est maintenant donné par l'équation (B-6). En développant de la
même manière que ce qui a été présenté dans le corps du texte, paragraphe II.2.4.b, on
obtient :







et un problème thermique macro-chronologique :
∂ 〈θ0〉
∂T
= A∆ 〈θ0〉+BQMa +BQmi
∇θi · n = 0 (Γu ∪ Γσ)
. (B-11)









simpliﬁés par rapport au cas précédent





Fig. B-1: Modèle de Maxwell à deux branches.
mier cas. Seule la contribution visqueuse disparaît. Un traitement général sur toute la
plage de température peut donc être envisagé avec le système, plus riche, obtenu dans
le premier cas, si les paramètres sont thermo-dépendants.
B.2 Maxwell généralisé
Une loi de comportement de Maxwell généralisée permet d'étendre la méthode pré-
sentée à des modèles rhéologiques plus réalistes. Une illustration avec un modèle à deux
branches A et B, tel que celui présenté ﬁgure B-1, est proposé. La loi de comportement








+Σb = 2ηbD (B-14)
et l'extra contrainte globale :
Σ = Σa +Σb. (B-15)
Identiﬁcation des ordres de grandeur Pour ﬁxer les idées, on suppose que chaque







B. Extension de l'homogénéisation
On déﬁnit alors :
Λa = λaλ0
Na = ηaη0





La branche A représente la comportement à chaud, la branche B le comportement
à froid, comme détaillé en annexe B.1. Par des considérations d'équivalence temps
température, la branche B peut aussi être représentative du polymère à haute vitesse
de sollicitation tandis que la branche A permet de décrire les vitesses de sollicitations
lentes.
Problème micro-chronologique L'identiﬁcation des systèmes est identique soit au
développement présenté dans le corps du texte, soit à celui présenté en annexe B.1. En
identiﬁant l'équation (B-13) à l'ordre −1 et l'équation (B-14) à l'ordre −2, on obtient








Le problème micro-chronologique est donc dégénéré en un problème élastique dont
le comportement est analogue à deux ressorts en parallèle. De manière semblable





. Ces constantes sont obtenues en résolvant les problèmes macro-
chronologiques.
Problème macro-chronologique L'identiﬁcation du comportement (B-13) à l'ordre
0 et du comportement (B-14) à l'ordre 1 donne, après moyennage :
 Λa
∂〈Σa0〉





0 = 2Nb 〈D0〉
. (B-19)
La loi de comportement du problème macro-chronologique est donc un loi de maxwell
généralisée à deux branches où la branche A ne contient pas d'amortisseur.
Finalement, l'homogénéisation pour une loi de comportement à plusieurs branches
se fait naturellement en appliquant la même méthode. La méthode des développements




B.3 Prise en compte de la dynamique
Lors de la mise en équation du problème, section II.1.1.a, l'évaluation des termes
dynamiques a permis de supposer que le domaine est à l'équilibre statique. Néanmoins,
la méthode appliquée consiste à comparer les ordres de grandeurs des diﬀérents termes.
Cette contribution dynamique doit donc être conservée lors de la mise en équation, au
risque de la voir apparaître lors de l'identiﬁcation à un ordre supérieur. Cette annexe
montre qu'en appliquant la méthode sur le problème dynamique complet, les termes dy-
namiques disparaissent naturellement et permettent de retrouver le système d'équation
obtenu dans le corps de texte.
B.3.a Deux variables de temps
Les deux échelles de temps indépendantes T ∗ = t/λ0 et τ∗ = ft sont conservées.





est très faible. Aﬁn de discriminer les ordres éventuellement intermédiaires qui peuvent








Finalement, la déﬁnition de ce nouveau facteur d'échelle revient à considérer que les
deux échelles de temps sont séparées de deux ordres de grandeur ξ′.
B.3.b Analyse dimensionnelle
L'équation d'équilibre statique (II.7) est alors modiﬁée aﬁn de traduire l'équilibre
dynamique du système :
∇ · σ = ρ∂v
∂t
. (B-22)
L'adimensionnalisation de cette équation d'équilibre fait apparaître un nouveau para-
mètre adimensionnel :










B. Extension de l'homogénéisation
Tab. B-1: Nouveaux paramètres adimensionnels du problème dynamique








10−2 ξ′1, B = B0ξ′

























2.10−11 ξ5, F = F0ξ′5
est de l'ordre de (ξ′)5. Le problème thermo-mécanique s'écrit alors :{
dθ∗
dt∗ = A∇∗.k∇∗θ∗ +B0ξ′σ∗ : dε
∗
dt∗ sur (Ω)





∗ = 2N dε
∗
dt∗ sur (Ω)
∇∗.σ∗ = F0ξ5 ∂v∗∂t∗ sur (Ω)
∇∗.u∗ = 0 sur (Ω)
σ∗.n∗ = 0 sur (Γσ)
u∗ = Ud (t∗) +R sin (ωλ0t∗) sur (Γu)
(B-26)
à l'aide des paramètres paramètres adimensionnels récapitulés et identiﬁés en fonction
de ξ′ dans le tableau B-1.
B.3.c Développements asymptotiques
Les développements asymptotiques s'écrivent toujours :
φ (t∗) = φ0 (T ∗, τ∗) + φ1 (T ∗, τ∗) ξ′ + φ2 (T ∗, τ∗) ξ′2 + . . . (B-27)
Par contre la dérivation temporelle d'un de ces termes ϕ (T ∗, τ∗) s'écrit maintenant :











Le développement asymptotique de la vitesse commence donc à l'ordre −2 :








∂T ∀i ≥ 0
(B-30)
et celui du taux de déformation également :
D =D−2ξ′−2 +D−1ξ′−1 +D0 +D1ξ′ +D2ξ′2 . . . (B-31)
B.3.d Identiﬁcation
Problème mécanique micro-chronologique La loi de comportement identiﬁée à





Les termes dynamiques n'apparaissent pas à l'ordre 0 du fait que F ∼ ξ′5 :
∇ · σ0 = 0. (B-33)
La condition limite en vitesse à l'ordre −2 s'écrit :
v−2 = 2piR cos (2piτ) sur (Γu) . (B-34)
Le problème micro-chronologique s'écrit donc ﬁnalement :
Λ∂Σ0∂τ = 2ND−2
∇ · σ0 = 0
∇ · v−2 = 0
 sur (Ω)
v−2 = 2piR cos(2piτ) sur (Γu)
σ0 · n = 0 sur (Γσ)
. (B-35)
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+Σ0 = 2ND0 (B-37)




+ 〈Σ0〉 = 2N 〈D0〉 (B-38)
et permet d'écrire le problème mécanique macro-chronologique :
Λ∂〈Σ0〉∂T + 〈Σ0〉 = 2N 〈D0〉
∇ · 〈σ0〉 = 0
∇ · 〈v0〉 = 0
 sur (Ω)
〈v0〉 = vd(T ) sur (Γ)
〈σ0〉 · n = 0 sur (Γσ)
(B-39)










= A∆θ0 +B0 (Σ0D−1 +Σ1D−2) (B-41)


















En moyennant, du fait que θ0 ne dépende que de T , il reste :
∂θ0









Le problème en θ0 est donc un problème thermique de diﬀusion isolé sans terme source
avec condition initiale nulle. Il vient
θ0 ≡ 0 sur (Ω) . (B-44)









qui décrit la ﬂuctuation micro-chronologique de la température.






= A∆θ1 +B0 (Σ0D0 +Σ1D−1 +Σ2D−2) . (B-46)
En remplaçantD0,D−1 etD−2 par leurs expressions (B-37), (B-36) et (B-35), le terme






















et en moyennant le bilan énergétique précédent, on obtient :
∂ 〈θ1〉
∂T










qui est identique au cas traité dans le chapitre II, équations (II.70) et (II.73).
B.4 Grandes déformations
L'hypothèse des petites perturbations retenue lors de la modélisation initiale est
relativement limitante sur le procédé. Bien que les vibrations induites par la sono-
trode puissent éventuellement rentrer dans ce cadre (elles induisent une déformation
de quelques pourcents), l'écrasement macroscopique du directeur induit de grandes dé-
formations. Une loi de comportement en grandes déformations serait donc nécessaire
pour décrire le système.
B.4.a Maxwell surconvectée
Une première idée est d'étendre la loi de Maxwell (II.10) aux grandes déformations.
Pour ce faire, une dérivée objective telle que la dérivée surconvectée :
O





= DφDt −∇vφ− φ∇Tv,
(B-49)








+Σ = 2ηD (B-50)
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Fig. B-2: Décomposition multiplicative des transformations.
L'identiﬁcation de la loi de comportement adimensionnalisée à l'ordre −1 en ξ se fait












−∇v−1φ0 − φ0∇Tv−1. (B-52)








−∇v−1Σ1 −Σ1∇Tv−1︸ ︷︷ ︸−∇v0Σ0 −Σ0∇Tv0
]
+Σ0 = 2ηD0 (B-53)
où les termes en Σ1 ne disparaissent pas avec la moyenne temporelle. On ne peut donc
pas écrire une loi de comportement macro-chronologique. L'homogénéisation par déve-
loppement asymptotique ne permet donc d'obtenir que le problème micro-chronologique.
En eﬀet, le développement asymptotique (II.44) est un développement additif et n'est
pas adapté à un problème non linéaire faisant intervenir des produits tel que celui de
la loi de comportement (B-50).
B.4.b Modélisation multiplicative
Une modélisation par décomposition multiplicative peut alors être envisagée. Elle
consiste a écrire que le déformation total est la composition d'une transformation
macro-chronologique, qui fait passer de la conﬁguration initiale C0 à une conﬁguration
intermédiaire Ci, et d'une transformation micro-chronologique, permettant d'obtenir
la conﬁguration actuelle C. La ﬁgure B-2 récapitule cette décomposition. Un vecteur
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position x de C s'écrit alors :
x = x0 (X) + u (x0 (X)) (B-54)
Le tenseur des gradients de transformation F = ∂x∂X est alors recherché comme un
produit :
F = FmiFMa (B-55)
où Fmi = ∂x∂x0 et FMa =
∂x0
∂X . La méthode des développements asymptotiques est
alors abandonnée au proﬁt d'une méthode de décomposition en deux transformations.
Une hypothèse qui peut s'avérer utile dans l'application d'une telle méthode est que la
transformation micro-chronologique se fait sous l'hypothèse des petites perturbations :
Fmi = I + εmi. (B-56)
Boyce et al. [Boyce et al., 1989] proposent une décomposition multiplicative de l'élasto-
plasticité relativement similaire. Dans le présent travail, nous ne nous somme pas en-
gagés sur une telle modélisation en grandes déformations.
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C Implémentation des physiques dans le code éléments ﬁ-
nis
Dans cette annexe sont présentés les développements nécessaires à l'implémentation
du code. Les trois formulations physiques sont passées en revue. A chaque fois, les
variables internes et les propriétés matériaux nécessaires sont listées, puis le détail du
calcul du résidu et de la matrice tangente est donné.
C.1 Implémentation de l'élasticité
L'élasticité linéaire isotrope est implémentée de manière classique.
C.1.a Variables internes et propriétés matériaux
Propriétés matériaux
 Module d'Young E : scalaire
 Coeﬃcient de Poisson ν : scalaire
Variables internes
 Déformation ε : tenseur d'ordre 2. Mis à jour par la formulation.
 Rigidité E˜ : tenseur d'ordre 4. Nécessaire en temps que variable interne pour
une élasticité thermodépendante. La souplesse est alors en eﬀet stockée à chaque
point. Mise à jour par le matériau à l'aide de la loi de thermo-dépendance.
 Contrainte σ : tenseur d'ordre 2. Mise à jour par le matériau σ = E˜ε.
C.1.b Assemblage du résidu
Le résidu de la formulation d'élasticité est assemblé à l'aide de la contrainte stockée




∇ {N} : σ (C-1)
C.1.c Assemblage de la matrice tangente





∇ {N} : E˜∇ {N} (C-2)
où E˜ est la sensibilité retournée par le matériau.
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C.2 Implémentation de la mécanique des ﬂuides
La formulation implémentée permet de traiter un problème d'écoulement quasi-
newtonien incompressible. Pour commencer le cas Newtonien est traité. Le code est
ensuite étendu à des cas rhéoﬂuidiﬁants classiques.
C.2.a Fluide newtonien
Paramètres matériaux
 Viscosité Newtonienne η0 : scalaire.
Variables internes
 Taux de déformation D : tenseur d'ordre 2. Mis à jour par la formulation.
 Extra contrainte Σ : tenseur d'ordre 2. Mise à jour à l'aide de la loi de compor-
tement Σ = η0D.
 Pression p : scalaire. Mise à jour par la formulation.
 Contrainte totale σ : tenseur d'ordre 2. Mise à jour par le matériau σ = Σ− pI.
 Divergence de vitesse ∇ · v : vecteur. Mise à jour par le matériau Dii.
 Vitesse v : vecteur. Mise à jour par la formulation. Cette variable matériau sera
utile, par exemple, lors de la résolution du problème thermique de convection.




∇ {Nv} : Σ−
∫
Ω
∇ · {Nv} p−
∫
Ω
{Np}∇ · v = 0 (C-3)
présente deux termes assemblés à l'aide des fonctions d'interpolations en vitesse et le
dernier à l'aide des fonctions d'interpolations en pression.










∇ · {Nv} {Np}−
∫
Ω
{Np}∇ · {Nv} (C-4)
sont transposés l'un de l'autre. L'assemblage se fait donc de manière optimisée à l'aide
d'un assembleur spéciﬁque.La sensibilité S˜ dans le cas newtonien est simplement
S˜ = η0I˜ (C-5)
où I˜ est le tenseur identité d'ordre 4.
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C.2.b Loi Puissance
Aﬁn de modéliser le caractère rhéoﬂuidiﬁant du polymère, un premier modèle en
loi puissance a été implémenté. La loi de comportement est une loi quasi-newtonienne
où l'on a toujours Σ = ηD si ce n'est que :
η = KDm−1eq (C-6)
où K est la consistance, Deq =
√
2D :D le taux de déformation équivalent, et m est
l'indice de la loi puissance. Si m = 1, on retrouve un comportement newtonien, tandis
que si m tend vers 0, on s'approche d'un comportement d'écoulement plastique parfait.
Pour un polymère, l'exposant est de l'ordre de 0.3.
Une classe matériau loi puissance est dérivée de la classe de matériau newtonien.
Paramètres matériau
 Indice de loi puissance m : scalaire.
 Consistance K : on prend la viscosité newtonienne déﬁnie dans la classe parent.
 coeﬃcient de régulation  : scalaire
Variables internes outre celles de la classe parent.
 Taux de déformation équivalent Deq : scalaire. Mis à jour à l'aide du tenseur
D. Du fait que limDeq→0 ‖σ‖ = +∞ si m < 1, une valeur seuil est imposée à
Deq, c'est le coeﬃcient de régularisation . Elle revient à imposer une viscosité
newtonienne à très basse vitesse de déformation.
 Extra contrainte : mise à jour à l'aide de la loi de comportement C-6.
Assemblage du résidu L'assemblage est identique au cas newtonien.
Assemblage de la matrice tangente Il est également identique à l'assemblage



























2 (m− 1)Dm−3eq D
] (C-9)





2 (m− 1)Dm−3eq D ⊗D +Dm−1eq I˜
)
(C-10)
qui peut être calculée en utilisant les valeurs de Deq et D stockées comme variables
internes.
C.2.c Loi de Carreau
Une loi de Carreau permet de modéliser les eﬀets rhéoﬂuidiﬁants tout en conservant
un comportement Newtonien à basses vitesses de déformation. Cette loi est pseudo-
newtonienne, le tenseur des extra-contraintes s'exprime toujours comme :
Σ = ηD. (C-11)








où η0 est la viscosité newtonienne, λ est le temps caractéristique de Carreau, et m
est l'exposant de Carreau. Pour des vitesses de sollicitation telles que Deq  λ−1, on
retrouve un comportement newtonien, tandis que pour des vitesses de sollicitation telles
que Deq  λ−1, on retrouve un comportement de ﬂuide en loi puissance.
Une nouvelle classe de matériau suivant cette loi de Carreau est dérivée de la classe
de matériau newtonien.
Paramètres matériau
 Temps de carreau λ : scalaire.
 Exposant de Carreau m : scalaire.
 Viscosité newtonienne η0 : déjà stockée dans la classe parent.
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Variables internes outre celles de la classe parent
 Taux de déformation équivalent Deq : scalaire. Mis à jour à l'aide du tenseur D.
 Extra-contrainte : mise à jour à l'aide de la loi de comportement C-12. .
Assemblage du résidu Identique au cas newtonien
Assemblage de la matrice tangente Identique au cas newtonien, si ce n'est que


















































qui peut être calculée à l'aide de Deq et D stockés comme variables internes.
C.2.d Thermo-dépendance
Pour une mécanique des ﬂuides où seuls les paramètres matériaux sont thermo-
dépendants, ils sont simplement mis à jour en fonction de la température (stockée alors
comme variable interne) au moment de l'application de la loi de comportement. En
pratique c'est avant le calcul du tenseur des extra-contraintes et avant le calcul de la
sensibilité.
Il est à noter que puisque notre code ne résout pas les couplages thermo-mécaniques
de manière forte mais de manière itérative, la sensibilité de la contrainte à la tempé-
rature (qui apparaît dans les termes non-diagonaux de la matrice III.47) n'est jamais
nécessaire. C'est d'ailleurs ce qui rend possible et rapide d'implémentation de nouveaux
matériaux hybrides tels que ceux présentés ﬁgure III.21. Pour ﬁxer les idées, le matériau
hybride thermo-visco-élastique représente un code d'environ 50 lignes. Par contre, dans
un cadre de résolution multiphysique forte, l'implémentation d'un nouveau matériau
hybride demanderait de traiter à chaque fois toute une série de sensibilités. La struc-
ture perdrait alors son intérêt à moins d'utiliser de nouveaux outils de manipulation





 conductivité thermique k : scalaire. Une extension à une conductivité tensorielle
est envisageable à moindre coût.
 terme source : scalaire.
Variables internes
 Gradient de température ∇θ : vecteur. Mis à jour par la formulation.
 Flux de chaleur q : vecteur. Mis à jour par le matériau à l'aide de la loi de Fourier.
 Source thermique volumique : scalaire. Stockée comme variable interne dans le
cas d'une source hétérogène. La dissipation d'énergie mécanique, par exemple.








ne pose pas de problème.




∇ {N} . ∂ (−q)
∂∇θ︸ ︷︷ ︸eS
.∇ {N} (C-17)
s'assemble à l'aide de la sensibilité S˜ = kI˜.
C.4 Thermique transitoire
Le problème thermique de conduction convection est traité à l'aide de la méthode
de l'operator splitting. Ainsi, les deux problèmes de conduction et de convection sont
traités successivement. Néanmoins, un unique matériau appelé xThermoTrans dérivé
du matériau de thermique stationnaire, permet de gérer ces deux formulations. En
eﬀet c'est bien la même classe formulation qui doit pouvoir soit diﬀuser soit convecter
le même champ de température. C'est pourquoi la classe formulation de thermique
transitoire possède un attribut permettant de ﬁxer le type de problème. Pour des raisons
de clarté, nous présentons néanmoins ces deux cadres de résolution séparément.
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Theta method Aﬁn de traiter l'aspect temporel, la résolution du problème transi-
toire est eﬀectuée à l'aide de la theta-method. Pour ce faire, chaque variable matériau
stockée est une variable pondérée. Par exemple, la variable température est mise à jour
par la formulation comme Θθn+1 + (1−Θ) θn. L'assemblage à l'aide des variables ma-




 Capacité caloriﬁque ρc (θ) : fonction scalaire de la température.
 Conductivité thermique k (θ) : fonction scalaire de la température.
Variables internes stockées
 Température θ : scalaire. Mise à jour à l'aide de la formulation (en tenant compte
du paramètre Θ).
 Dérivée temporelle de la température θ˙ : scalaire. Mise à jour à l'aide de la
formulation (en tenant compte du paramètre Θ).
 Capacité caloriﬁque ρc : scalaire. Mise à jour à l'aide de la fonction donné en
paramètre matériau et de la température.
 Conductivité thermique k : scalaire. Mise à jour à l'aide de la fonction donné en
paramètre matériau et de la température.











Comme expliqué précédemment, chacune de ces valeurs est une variable matériau. Elle
est pondérée par le paramètre Θ et est en accord avec le schéma d'intégration temporel.
Matrice tangente Du fait des dépendances des paramètres matériau à la tempéra-










Ω {∇N} · q





∂ {Xn+1}︸ ︷︷ ︸
J3
(C-19)
si la source Q est indépendante de la température, [J3] = [0]. D'autre part, puisque :
∂θ
∂ {Xn+1} =
∂ (ΘXn+1N + (1−Θ)XnN)
∂ {Xn+1} = ΘN (C-20)
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les deux autres contributions peuvent être développées en :
[J1] =
∫
Ω {N} ∂ρc∂{Xn+1} θ˙ +
∫
Ω {N} ρc ∂θ˙∂{Xn+1}
=
∫
Ω {N} ∂ρc∂θ ∂θ∂{Xn+1} θ˙ +
∫


































C'est au moment de l'assemblage, que la formulation a accès à ∆t et Θ. Les autres
valeurs nécessaires aux calculs des sensibilités S1 à S4 sont données par le matériau.
On note bien que pour une intégration temporelle explicite, Θ = 0, et la matrice





 Taille de l'élément he : mise à jour à l'aide de la formulation qui a accès au
maillage.
 Temps caractéristique τsupg : scalaire. Mise à jour par le matériau à l'aide de la
taille d'élément courant et de l'équation III.34.
 Variable interne spéciﬁque, résidu de convection artiﬁcielle : Mis à jour par le
matériau. Nécessaire pour l'assemblage du résidu.
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La vitesse nécessaire à l'assemblage de cette forme est stockée comme variable matériau
lors de la résolution du problème d'écoulement.
Assemblage de la matrice tangente En se restreignant au cas implicite, où Θ = 1,



























Ω {N} 1∆t {N}T +
∫












D Implémentation du contact par pénalité dans le code
éléments ﬁnis
Cette annexe détaille la méthode de contact pénalisé implémentée dans le code
élément ﬁni introduite section III.2.2.b.
D.1 Méthode de pénalisation adoptée
D.1.a Formulation
Plutôt que d'interdire la pénétration (δ.n > 0), la méthode de pénalisation consiste
à appliquer une force sur l'interface qui pénètre l'obstacle. Ceci permet de pénaliser
toute pénétration en ajoutant un terme d'eﬀort surfacique au résidu de la formulation
variationnelle. De manière classique, cet eﬀort est proportionnel à la pénétration. Le
facteur de proportionnalité χ s'appelle coeﬃcient de pénalisation. Le système (III.43)
devient alors :t = 0 si δ < 0t = −χδn si δ > 0 (D-1)
où δ = ‖δ‖. Cette formulation permet de pénaliser toute pénétration à l'aide d'un
eﬀort normal à la surface. Il permet donc de modéliser un contact parfaitement glissant
(t//n). ‡
D.1.b Eﬃcacité
L'implémentation d'une telle loi de contact par pénalisation est très simple. En eﬀet
elle ne nécessite que l'ajout d'un terme dans la formulation variationnelle. Aucun degré
de liberté ou stockage supplémentaire n'est nécessaire ; et les interpolations restent
inchangées. D'autre part, le fait de décrire les interfaces dans un cadre eulérien à l'aide
d'une levelset qui est la distance algébrique, le terme δ précédent est connu en chaque
point, tout comme la normale qui n'est autre que le gradient de la levelset. Dans notre
cas, la méthode de pénalisation est donc très eﬃcace puisqu'elle ne nécessite ﬁnalement
que l'assemblage d'une nouvelle force, et ceci seulement sur l'interface du matériau.
‡La méthode peut être étendue et permettre de modéliser du contact avec frottement en ajoutant
un terme tangentiel à l'équation précédente.
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D.1.c Mise en ÷uvre
A chaque itération de Newton-Raphson, les termes volumiques issus de la formu-
lation (III.3) et les termes de ﬂux pour une éventuelle condition naturelle de Neu-
mann sont d'abord assemblés. Ensuite, pour chaque point de l'interface x, la distance
δ (x+ u) est déterminée pour le point déplacé x + u où u est le déplacement déter-
miné à l'itération précédente. L'assemblage du terme (D-1) est alors eﬀectué. Dans le
cas d'un problème formulé en vitesse, le déplacement u = v∆t
D.1.d Non linéarité
La contrepartie de cette méthode est la non linéarité importante de la formulation.
En eﬀet, la sensibilité de la force t à la pénétration δ présente un saut que l'on peut
observer ﬁgure D-1b. La résolution d'un problème, même linéaire avec contact pénalisé
présente alors des vitesses de convergence très basses.
D.2 Optimisation de la loi de contact
Aﬁn de régulariser la formulation (D-1), nous proposons une loi de contact régula-
risée a l'aide d'un second ordre :t = 0 si δ < 0t = −χ2δ2n si δ > 0 (D-2)
où χ2 est le coeﬃcient de pénalisation. Cette loi régularisée revient en fait à écrire que
le coeﬃcient de pénalisation de la loi de contact (D-1) s'écrit :
χ = χ (δ) = χ2δ. (D-3)
Bellet et Heinrich [Bellet et Heinrich, 2004] proposent une régularisation relativement
similaire.
D.2.a Matrice tangente




t · u∗ (D-4)
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(a) Force de contact −t (δ) · n (b) Sensibilité ∂t·n
∂δ
Fig. D-1: Lois de contact.
(−) idéale (équation (III.43)).
(· · ·) classique (équation (D-1)).
(−·) régularisée (équation (D-2)).










{Nu}T ∂t∂u {Nu} .
(D-5)
Dans le cas ou il y a pénétration (δ > 0), la sensibilité de la loi de contact (D-2) peut











or δ est la distance algébrique à l'obstacle. Son gradient ∂δ/∂u est donc la normale à
l'obstacle. En considérant que les normales de l'outil et du matériau sont opposées s'il
y a contact, on obtient
∂t
∂u
= χ2 (2δn⊗ n) . (D-7)
La sensibilité ∂δ/∂u est alors proportionelle à δ. La non linéarité précédente est donc
bien régularisée comme le montre la ﬁgure D-1.
D.2.b Détermination du coeﬃcient
La méthode de pénalisation est eﬃcace mais la détermination du coeﬃcient de
pénalisation est diﬃcile. C'est cependant ce paramètre qui va déterminer la convergence
et l'eﬃcacité de la méthode. Pour un paramètre trop important, la non linéarité est
très importante et la convergence de l'algorithme de Newton Raphson peut ne pas être
atteinte au sens d'une tolérance ﬁxée (cf  (p. 83).1.3.b). Pour un paramètre trop faible,
l'interpénétration n'est pas suﬃsamment pénalisée et la solution obtenue est loin du
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cas de contact idéal (III.43) recherché.
Dans le résidu de la formulation, la contribution due au contact par pénalité doit
être de l'ordre de la contribution volumique du problème standard. La norme de la
matrice tangente Ju permet d'évaluer l'importance de ces termes volumiques. A partir





où δtol est la pénétration autorisée que l'on choisit en fonction des dimensions du
problème.
Cas test 8 : Contact sur un pion en élasticité
Nous considérons un rectangle de dimension 4×4 constitué de deux matériaux
de coeﬃcient de Poisson 0, 3 et de modules d'Young 1 et 0., 01. Le matériau
plus rigide vient au contact d'un obstacle circulaire. Un déplacement est im-
posé à 0.1 sur le bord. La géométrie du problème est détaillée ﬁgure D-2. La
Fig. D-2: Cas test du contact sur un pion, conditions limites.
résolution se fait en appliquant la loi de contact pénalisé d'ordre 2 présentée.
Le paramètre δtol est ﬁxé à 0, 05. 10 itérations de Newton-Raphson sont né-
cessaires pour converger. Une loi classique d'ordre 1 a également été testée.
La convergence n'a pas été obtenue, probablement à cause du coeﬃcient de
pénalisation toujours diﬃcile à évaluer. La ﬁgure D-3a montre que la pé-
nétration de l'interface matériau dans le pion est très faible (de l'ordre de
10−5). La ﬁgure D-3b représente le champ de déplacement obtenu à la ving-
tième itération de Newton-Raphson de la résolution avec une loi classique
d'ordre 1. Bien que l'allure des champs soit semblable, la pénétration est plus




(a) Loi d'ordre 2. Champ de déplacement
ux et pénétration δ
(b) Loi classique, Champ de déplacement
ux et pénétration δ
Fig. D-3: Cas test du contact. Comparaison entre loi classique et d'ordre 2.
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E X-FEM et interface matériau
Cette annexe présente les enrichissements nécessaires aux interpolations éléments
ﬁnis classiques dans le cas où une interface matériau traverse un élément.
E.1 Champ thermique
Considérons deux matériaux en contact parfait. Il y a continuité de la tempéra-
ture et du ﬂux de chaleur à l'interface. Par contre, si les deux matériaux présentent
une conductivité thermique diﬀérente, le gradient de température peut être discontinu.
L'enrichissement à envisager est donc un champ continu à dérivé discontinue à l'inter-
face. Sukumar et al. [Stavrov et Bersee, 2005] proposent d'utiliser la valeur absolue de
la fonction levelset : |ψ| .
E.2 Champ de déplacement
De la même manière, le champ de déplacement u peut être enrichi par des fonctions
à dérivés discontinues. Il est utile de noter que dans le cas où l'iso-zéro de la levelset
décrit une ﬁssure, le champ de déplacement est enrichi par une fonction Heavyside qui
représente alors le saut de déplacement au niveau de la ﬁssure. La méthode X-FEM est
issue de ce cas historique de description de ﬁssures [Moës et al., 1999].
E.3 Formulation mixte
Dans le cas de la formulation mixte (III.7) en vitesse / pression, Legrain et al. [Le-
grain et al., 2008] proposent un enrichissement par des fonctions continues à dérivés
discontinues pour le champ de vitesse et le champ de pression. Ils montrent que la
condition LBB reste remplie et que la vitesse de convergence est inchangée.
Cas test 9 : Thermique dans un bi-matériau
Dans ce cas test, nous résolvons le problème de conduction thermique dans un
rectangle constitué de deux matériaux. La géométrie et les conditions limites
sont récapitulées ﬁgure E-1. La résolution est eﬀectuée à l'aide d'une inter-
polation P1 et d'un maillage grossier. Comme montré ﬁgure III.13 (p. 106),
les champs calculés sans enrichissement présentent des erreurs importantes
par rapport à la solution analytique, au niveau de l'interface. L'interpolation
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Fig. E-1: Cas test thermique dans un bi-matériau. Géométrie du problème.
(a) Proﬁl de température. (b) Proﬁl de gradient de température.
Fig. E-2: Erreur à l'interface de deux matériaux sur le champ thermique calculé à l'aide
d'une interpolation P1 avec enrichissement.
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du champ de température a donc été enrichie à l'aide de fonctions à dérivés
discontinues. La ﬁgure E-2 montre que l'enrichissement permet dans ce cas
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F Paramètres matériau de l'APC2 et du PEEK
Cette section consiste en une revue bibliographique des paramètres thermiques et
mécaniques des matériaux traités dans notre étude.
F.1 Propriétés thermiques
F.1.a PEEK
Le PEEK est un polymère linéaire semi-cristallin. La littérature [Cogswell, 1992,
Gardner, 1998,Lamethe et al., 2005] s'accorde sur sa température de transition vitreuse :
θg = 143 ◦C (F-1)
et sa température de fusion :
θf = 345 ◦C. (F-2)
Il existe plusieurs grades de PEEK suivant la longueur des chaînes macromolécu-
laires [Nicodeau, 2005]. Les propriétés thermo-mécaniques dépendent du grade. Mal-
heureusement, les fabriquants de produits semi-ﬁnis ne fournissent généralement pas
d'information sur le grade utilisé. Bien que les valeurs présentées par la suite soient
généralement données pour du grade 450, les fortes dispersions des mesures sont prin-
cipalement dues à cette diﬀérence de grade.
Masse volumique La masse volumique du PEEK a été mesurée par Ivanov [Ivanov
et al., 2000] et Holmes [Holmes et Gillespie Jr., 1993]. La dispersion de leurs mesures
visible ﬁgure F-1a peut s'expliquer par une diﬀérence d'état cristallin. En eﬀet, alors
qu'Ivanov précise l'histoire thermique du matériau, Holmes ne donne pas d'information
sur sa cristallinité. Pourtant, les mesures de Cogswell [Cogswell, 1992], visibles ﬁgure F-
1b, montrent que la masse volumique dépend fortement de la cristallinité du PEEK.
Chaleur spéciﬁque Lamethe [Lamethe, 2004] propose une modélisation linéaire de
la chaleur spéciﬁque cp du PEEK :
cp (θ) = 2, 5.θ [◦C] + 1250 J.kg−1K−1. (F-3)
Les valeurs trouvées dans la littérature sont reportées ﬁgure F-2a. Ces valeurs sont
données sans information sur la cristallinité. La capacité caloriﬁque massique retenue
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(a) En fonction de la température, à l'état
amorphe.
(b) En fonction de la cris-
tallinité, à température am-
biante [Cogswell, 1992].
Fig. F-1: Masse volumique du PEEK
(a) Chaleur spéciﬁque. (b) Conductivité thermique.
Fig. F-2: Propriétés thermiques du PEEK.
dans notre modèle est ﬁnalement une fonction linéaire de la température adaptée de
ces valeurs :
4500 · θ[◦C] + 1, 3.106 J.m−3K−1. (F-4)
Conductivité thermique La ﬁgure F-2b présente les conductivités thermiques trou-
vées dans la littérature [Ageorges et al., 1998a, Lamethe, 2004]. Etant donnée la dis-
persion importante des données, une valeur constante de
k = 0, 24W.m−3K−1 (F-5)
est arbitrairement retenue dans notre étude.
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Tab. F-1: Propriétés thermique des ﬁbres de carbone AS4 [Ageorges et al., 1998a].
Conductivité thermique longitudinale 9, 1Wm−1K−1
transverse 0, 43Wm−1K−1
Masse volumique 1790 kg/m3
Chaleur spéciﬁque 1296 J.kg−1K−1
F.1.b Composite
L'APC2 est un préimprégné constitué de 62% en masse de ﬁbres de carbone AS4.
Du fait de leur structure cristalline, les ﬁbres de carbones sont anisotropes. En eﬀet,
elles sont constituées d'un empilement de plans cristallins. D'autre part, en général, les
ﬁbres sont traitées en surface aﬁn d'obtenir une interface, voire une interphase optimale
lors de l'utilisation dans un matériau composite. Ageorges [Ageorges et al., 1998a]
donne les propriétés thermiques des ﬁbres comme indépendantes de la température (cf.
tableau F-1).
Le principal problème rencontré lors de la comparaison des données matériau trou-
vées dans la littérature vient de la provenance du matériau. En eﬀet, les diﬀérentes
chaînes de fabrication produisent des matériaux diﬀérents. Ainsi même si la dénomina-
tion APC2 (AS4/PEEK) reste la même, il faut tenir compte du producteur, voire de
la chaîne de fabrication du matériau. Les deux micrographies d'APC2 de la ﬁgure F-3
montrent, par exemple, une forte diﬀérence de morphologie.
(a) Ligne d'imprégnation TIFF line. (b) Ligne d'imprégnation APC line.
Fig. F-3: Micrographies de deux échantillons d'APC2 du même fournisseur : Cytec.
La masse volumique et la chaleur spéciﬁque de l'APC2 peuvent être obtenues par
la loi des mélanges. Un récapitulatif est donné tableau F-2. On note une dispersion des
mesures. Dans notre étude, nous avons retenu une valeur moyenne constante
ρc = 2, 2.106 Jm−3K−1 (F-6)
Conductivité thermique La dépendance avec la température des conductivités
thermiques transverses et longitudinales de l'APC2 ont été mesurées par Ageorges [Ageorges
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Tab. F-2: Propriétés thermiques de l'APC2.







Ageorges 23 ◦C 1584 900
400 ◦C 1700
Fournisseur ICI 23 ◦C 1600 1100
400 ◦C 1524 1800
(a) Conductivité transverse. (b) Conductivité longitudinale.
Fig. F-4: Conductivités thermique de l'APC2.
et al., 1998a]. Lamèthe a mesuré des diﬀusivités transverse. Nous en avons tirer les
conductivités transverses ) l'aide des capacités caloriﬁques et des masses volumiques
de l'APC obtenues avec la loi des mélanges. Nicodeau a également fait des mesures à
90 ◦C. Ces valeurs sont récapitulées ﬁgure F-4.
F.2 Propriétés mécaniques
Cette section présente les propriétés élastiques et viscoélastiques des matériaux. La
première partie se concentre sur les paramètres du PEEK, utiles en particulier dans les
simulations présentées chapitre IV. Les propriétés des ﬁbres de carbone et du composite
APC2 sont ensuite abordées.
F.2.a PEEK
L'étude présentée se concentre sur l'écoulement sous vibration du PEEK. En accord
avec la loi de comportement viscoélastique retenue dans notre étude, une revue des
propriétés viscoélastiques en régime linéaire du PEEK est proposée.
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Fig. F-5: Propriétés du PEEK en fonction de la vitesse de refroidissement [KIM, 2003].
Elasticité Les propriétés élastiques à température ambiante ont été mesurées par
de nombreux auteurs [Cogswell, 1992, Nicodeau, 2005, Lamethe, 2004, Zhou et al.,
2004, Gardner, 1998]. Ces valeurs sont récapitulées dans le tableau F-3. . Il faut no-








Cogswell à 23 ◦C 3, 6 0, 40 1, 3
Nicodeau à 25 ◦C 3, 5 1, 3
Lamèthe à l'ambiante 4 3, 69± 0, 09
Zhou à l'ambiante 1, 72 3, 37
Gardner à l'ambiante 3, 6 0, 34
3, 53(grade 150)
3, 66(grade 450)
ter qu'elles sont données sans préciser l'histoire thermique du matériau. En particulier
la cristallinité inﬂuence beaucoup la rigidité. Seul Lamèthe indique que le module de
cisaillement a été obtenu par un essai de ﬂexion trois points après un recuit à 250 ◦C.
Kim [KIM, 2003] a également étudié la variation des propriétés mécaniques du PEEK
avec la vitesse de refroidissement (cf. ﬁgure F-5).
Modules viscoélastiques à basse fréquence Goyal et al [Goyal et al., 2006], Li
et al [Li, 1999] ou Benatar et Gutowski [Benatar et Gutowski, 1989] donnent la valeur
du module viscoélastique E∗ à basse fréquence, pour le PEEK, jusqu'à 250 ◦C. En
dessous de la température de transition vitreuse, le module élastique en fonction de
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(a) Module élastique. (b) Module de perte.
Fig. F-6: Modules viscoélastiques à un Hertz en fonction de la température.
la température atteint un plateau. Ceci montre les bonnes propriétés de ce matériaux
même jusqu'à des températures proches de la transition vitreuse.
Nicodeau [Nicodeau, 2005] et Lamèthe [Lamethe, 2004] proposent des essais de
rhéométrie aux alentours de la température de fusion. En supposant un coeﬃcient de
poisson ν = 0, 4, le module viscoélastique E∗ peut en être déduit par :
E∗ = 2 (1 + ν)G∗
= 2, 8.G∗
(F-7)
La ﬁgure F-6 présente ces mesures. Malgré la dispersion des données, l'investigation a
été faite sur quasiment toute la gamme de température du procédé.
Propriétés à hautes fréquences Un verrou important dans l'étude du procédé
est la connaissance des propriétés à fréquence de sollicitation élevée. Plusieurs moyens
peuvent être envisagés pour déterminer les propriétés viscoélastiques du PEEK à 20 kHz.
Une première méthode, expérimentale, permet d'atteindre de telles vitesses de sol-
licitation. Elle consiste à eﬀectuer des essais d'impact. Des mesures par barres de Ho-
pinkinson ont été eﬀectuées avec l'aide de Ramzi Othman et Franck Pasco. Elles ont
permis de déterminer le module élastique et le module de perte à des fréquences variant
entre 2.103 et 20.103Hz, à température ambiante (cf. ﬁgure F-7a).
Une seconde méthode, consiste à appliquer un principe de superposition temps
température. A l'aide de mesures eﬀectuées à basse température et à basse fréquence, le
principe de superposition temps température permet d'obtenir des informations à haute
fréquence et à haute température. C'est ce que proposent Benatar et Gutowski [Benatar
et Gutowski, 1989], qui obtiennent les modules visco-élastiques à 20 kHz sur la plage
de température du procédé (cf. ﬁgure F-7b). Toutefois aﬁn de pouvoir atteindre des
fréquences aussi élevées que 20 kHz, le principe de superposition doit être étendu à des
températures très basses. Finalement, bien que cette application à des températures
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(a) En fonction de la fréquence, à température
ambiante.
(b) En fonction de la température à 20 kHz.
Fig. F-7: Modules viscoélastiques à haute fréquence.
Tab. F-4: Temps de relaxation de Carreau d'après Nicodeau [Nicodeau, 2005].
Température (◦C) 310 325 340 360 380 410
λCarreau (s) 2 1, 1 1, 1 0, 9 0, 67 0, 5
inférieures à la température de transition vitreuse soit discutable, les valeurs obtenues,
au moins pour le module d'élasticité, semblent en accord avec les valeurs mesurées
expérimentalement.
Viscosité Les mesures dynamiques eﬀectuées par Nicodeau et Lamèthe ont permis
de déterminer un comportement rhéoﬂuidiﬁant pour le PEEK. La ﬁgure F-8a montre
un bon accord des viscosités newtoniennes η0 obtenues en fonction de la température.
Nicodeau propose de la modéliser à l'aide de la fonction d'Arrhenius :






Les viscosités complexes mesurées en fonction de la pulsation sont comparables, comme
le montre la ﬁgure F-8b. Elles accuse un comportement rhéoﬂuidiﬁant. Nous retenons








où λCarreau est donné en fonction de la température dans le tableau F-4.
F.2.b Composite
Le tableau F-5 récapitule les propriétés mécaniques des ﬁbres de carbone AS4.
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(a) Viscosité newtonienne en fonction de la
température.
(b) Viscosité complexe en fonction de la fré-
quence.
Fig. F-8: Viscosité du PEEK aux alentours de sa température de fusion.









longitudinal transverse axial en torsion ν12 ν21 ν23
227GPa 15GPa 3, 65GPa 20GPa 5GPa 0, 25 0, 013 0, 40
Propriétés élastiques de l'APC2 à l'ambiante Les valeurs des modules élastiques
trouvés dans la littérature sont reportées dans le tableau F-6. On note que ces propriétés
sont valables à 23 ◦C, mais que dès que l'on monte en température, le matériau ne peut
plus être considéré comme élastique. Cervenka [Cervenka et al., 1992] parle ainsi de
propriétés pseudo-élastiques.
On note des valeurs de module d'Young assez peu dispersées, si ce n'est la valeur
donnée par Ramulu [Ramulu et al., 2004] . Ramulu a en eﬀet eﬀectué ses essais sur
un stratiﬁé non unidirectionnel. Le problème de la cristallinité est également toujours
existant, seul Harras [Harras et al., 2002] en tient compte. Finalement, alors que les
propriétés dans le plan de la plaque sont beaucoup étudiées, les coeﬃcients de poisson
et modules de cisaillement dans les deux autres plans ne sont que peu étudiés, du fait
de la diﬃculté de la mise en ÷uvre d'un essai dans l'épaisseur de la plaque.
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Discipline : Sciences de l’Ingénieur
Title : Modeling and simulation of a vibrating flow.
Application to the ultrasonic welding of thermoplastic composites.
Abstract : Nowadays, composite materials tend to take a prominent position in the mechanical 
industry,  especially  aeronautical  industry.  Thermoplastic  matrix  composites  offer  a 
solution to reduce the long cycle time associated to thermoset matrix. New process are 
therefore associated to these materials.  The present  work focuses on the welding of 
thermoplastic  composites.  The  ultrasonic  welding  process  consists  in  dissipating  a 
mechanical  work  at  the  interface.  The  temperature  rises  and  induces  a  flow  in  the 
welding zone. The so called "continuous" process, proposed by EADS IW, may allow the 
assembling  of  aeronautical  structures  at  an  industrial  scale  using  the  ultrasonic 
technique.
Of  course,  a  good  understanding  of  the  process  is  essential  before  such  an 
aeronautical application. In order to study the quality of the adhesion, the present work 
stands at the mesoscopic scale of few millimeters. The problematic consists in modeling 
and simulating numerically the thermo-mechanics of the flow at the interface during the 
welding  process.  It  aims  at  better  understanding  the  links  between  the  process 
parameters, the physical phenomena in the welding zone, and the quality of the joining.
After having identified the dominating physical phenomena, the modeling of this flow 
reveals  the  coexistence  of  fast  (vibration)  and  slow  (flow)  phenomena.  A  time 
homogenization technique using asymptotic expansion allows to model the process with 
three coupled boundary value problems. The numerical solving of those problems needs 
specific methods in order to manage multi-physical coupling and large deformation of the 
geometry. Finally, the numerical tool developed allows to study the influence of different 
process parameters on the quality of the flow and the welding.
Keywords : process, thermo-mechanical modeling, time homogenization,
numerical simulation, multiphysics, finite elements, level-sets.
Résumé : Les matériaux composites occupent  une place de plus en plus importante  dans 
l'industrie,  en  particulier  aéronautique.  Les  composites  à  matrice  thermoplastique 
suscitent  aujourd'hui  dans  ce  secteur  un  très  fort  engouement  par  rapport  à  leurs 
concurrents  thermodurcissables.   Le  présent  travail  de  thèse  se  concentre  sur  le 
soudage de matériaux composites à matrice thermoplastique. Le procédé de soudage 
ultrasons  consiste  à  dissiper  un  travail  mécanique  au  niveau  de  l'interface.  La 
température  augmente  alors  localement  et  entraîne  un  écoulement  dans  la  zone 
soudée. Le procédé dit "continu", proposé par EADS IW, permet aujourd'hui d'envisager 
l'assemblage  de  structures  aéronautiques  à  l'échelle  industrielle  par  la  technique 
ultrason.
Bien  évidemment,  une  bonne  compréhension  du  procédé  est  un  préalable 
indispensable  à  une  telle  application  aéronautique.  Afin  d'étudier  la  qualité  de 
l'adhésion,  la  présente  étude  se  situe  à  l'échelle   dite  mésoscopique,  de  quelques 
millimètres.  La  problématique  consiste  à  modéliser  puis  simuler  numériquement  la 
thermo-mécanique de l'écoulement à l'interface lors du soudage. L'objectif est de mieux 
comprendre  les  liens  entre  les  différents  paramètres  du  procédé,  les  phénomènes 
physiques dans la zone soudée et la qualité de la soudure.
Après identification des phénomènes physiques prépondérants, la mise en équations 
de cet écoulement révèle la co-existence de phénomènes rapides (vibration) et lents 
(écoulement).  Une  méthode  d'homogénéisation  temporelle  par  développements 
asymptotiques permet alors de modéliser le procédé à l'aide de trois problèmes aux 
limites couplés.  La résolution numérique de ces problèmes nécessite l'utilisation de 
méthodes particulières permettant de gérer les couplages multiphysiques et les grandes 
déformations  de  la  géométrie.  Finalement,  l'outil  numérique  développé  permet  une 
analyse de l'influence des paramètres procédés sur la qualité de l'écoulement et du 
soudage.
Mots-clés : procédé,  modélisation  thermo-mécanique,  homogénéisation  temporelle,
simulation numérique, multiphysique, éléments finis, level-sets.
