Abstract: We consider the Cauchy problem for an infinite-dimensional Ornstein-Uhlenbeck equation perturbed by gradient of a potential. We prove some results on existence and uniqueness of mild solutions of the problem. We also provide stochastic representation of mild solutions in terms of linear backward stochastic differential equations determined by the Ornstein-Uhlenbeck operator and the potential.
Introduction
Let H be a separable Hilbert space with the inner product · · H , Q : H → H be a linear bounded nonnegative symmetric operator and let A : H ⊃ D(A) → H be a strictly negative self-adjoint operator such that Q ∞ = −QA −1 /2 is of trace class. Let µ denote the Gaussian measure on H with mean 0 and covariance operator Q ∞ . In this note we are concerned with mild solutions of the problem
Here : H → R, K is the Ornstein-Uhlenbeck operator (1) we mean ∈ L 2 0 T ; W 1 2 Q (µ) satisfying the integral equation
where {R } is the Ornstein-Uhlenbeck semigroup on L 2 (µ).
Equations of the form (1), called gradient systems, arise in applications and were studied in several papers (see [5, 7] and the references therein).
We will need the following assumptions.
(i) A : H ⊃ D(A) → H is self-adjoint and there exists ω > 0 such that A H ≤ −ω| | 2 H , ∈ D(A).
(ii) Q ∈ L + (H), Q is symmetric, Ker Q = {0}. Let us define a probability measure ν on H by setting
and is the normalization constant. In the present note we prove that under (i)-(v), if is bounded and U ∈ W 1 2 Q (µ) then there exists a mild solution of (1). If, in addition, ∈ L 4 (µ) and U ∈ W 1 4 Q (µ) ∩ W 1 4 Q (ν), then the solution is unique. Using arguments of [1] it is easy to see that under the latter assumption on the potential is also a unique weak solution of (1), i.e. → ( ) L 2 (µ) is absolutely continuous and
for every ∈ D(K ).
In [5] problem (1) with Q = (−A)
for some γ ∈ (0 1) and A satisfying (i) and (iii) is considered. It is proved there that
= (see, e.g., [6, Proposition A.5] ). Of course, is also a weak solution of (1) for ∈ D(L).
The results of [5] are not directly comparable to the results of the present paper. First of all, we consider mild and weak solutions to (1) . Existence and uniqueness of such solutions for bounded initial conditions do not directly follow from the existence of strong solutions for ∈ D(L). The second main difference is that unlike [5] , our assumptions on the potential are stated in terms of the measure µ. Therefore in our existence results (Theorem 3.1 and Remark 3.2) the assumptions are much weaker than in [5] if U takes negative values. For instance, if is bounded, then contrary to [5] we allow potentials of the form U( ) = −| | 2 H with ∈ N. But let us note that if U is negative then our assumptions on U in the uniqueness result (Theorem 3.4) are the same as in [5] . If U takes positive values then our assumptions on U both in the existence and uniqueness results are stronger than those adopted in [5] . Finally, let us note that our assumptions on Q are slightly more general that in [5] . For simple examples of Q and positive potentials satisfying our requirements we refer the reader to [3, Section 4.1] and [4, Section 11.2].
In the proof of the existence results we use some techniques from the theory of backward stochastic differential equations. It seems likely that these results can be proved without recourse to the theory of backward equations, but the proof involving some its techniques is simple, quite natural and a by-product gives a probabilistic representation of the solution of (1). For given ( ) ∈ [0 T ) × H let P denote the law of the stochastic convolution
where W is a cylindrical Wiener process in H, and let
where
for every ∈ [ T ]. It follows in particular that for every
for µ-a.e. ∈ H. If F = Q 1/2 DU is bounded or satisfies the linear growth condition then (6) and (7) imply that
(see Section 3). Therefore we can regard (6), (7) (or (8)) as a generalization of (9), i.e. generalization of the representation of by means of the Girsanov transform. Finally, let us note that it would be desirable to represent the solution of (1) in the form
where X is a solution to
Unfortunately, we not know whether there exists a weak solution to the above equation under the assumptions on U adopted in [5] or in the present paper. In some sense we can regard (8) as a weaker form of (11).
Preliminary results
Let assumptions (i)-(iv) hold. Let N Q denote the Gaussian measure on H with mean 0 and covariance operator Q defined in assumption (iii), and let {R : > 0} denote the semigroup defined as
for bounded measurable : H → R. By [7, Theorem 10.1.5 and Proposition 10.1.6], for each > 0 the operator R is uniquely extendible to a bounded symmetric linear operator on L (µ), ≥ 1, which we still denote by R . Moreover, {R : > 0} is a strongly continuous semigroup of contractions on L (µ), which is called the Ornstein-Uhlenbeck semigroup on L (µ). By K we will denote the infinitesimal generator of {R } on L 2 (µ). (5) has a continuous version (see [6, Chapter 5] ). Set X = , ∈ [0 ], and denote by P the law of the process X on (C B(C )), where C = C (0 T ; H), and by E the expectation with respect to P . Since X 0 is a Gaussian random variable with mean A and covariance operator Q (see, e.g., [3, Proposition 2.2]) and P (X ∈ Γ) = P 0 (X − ∈ Γ) (see [6, p. 251] ), for any bounded measurable : H → R,
where X is the canonical process on
where E µ denotes the expectation with respect to P µ .
Let ( ) be a complete orthonormal basis in H such that Q ∞ = λ , ∈ N, for some sequence of nonnegative numbers (λ ) and let E A (H) denote the set of all functions of the form ( ) = Re
=1
, where ∈ N, We may now define basic function spaces used further on.
(H µ; H) endowed with the inner product
is absolutely continuous and (4) is satisfied for a.e. ∈ [0 T ].
It will be convenient for us to consider also the Cauchy problem for L with terminal condition, i.e. the problem
We check at once that is a mild solution of (1) iff ( ) = (T − ), ∈ [0 T ], belongs to V (µ) and
Modifying slightly arguments from the proof of the main theorem in [1] (see also the proof of [9, Proposition 2.4]) we obtain the following result.
Proposition 2.1.
is a mild solution of (1) if and only if it is a weak solution of (1).
Proof. Suppose that is a mild solution of (1). Then B ∈ L (0 T ; L (µ)) with = 2 /(2 + ) because by Hölder's inequality,
Let {B } be a sequence of bounded continuous functions such that B → B in L (0 T ; L (µ)), and let
Since
. Therefore both terms on the right-hand side of (14) are differentiable and
Integrating the above equality we get ( )
Since R is contractive on L (µ), using Hölder's inequality gives
for ∈ [0 T ], which proves that is a weak solution of (1). Conversely, assume that is a weak solution of (1) and set
Then by the same method as in the proof of (16) we show that
. From this and (4) we conclude that = − satisfies the equation [1] or [9] ) from which it follows that = 0, i.e. = , because K generates a C 0 -semigroup on L 2 (µ).
Main results
We now are ready to prove our main results on existence, uniqueness and stochastic representation of mild solutions of (12).
Theorem 3.1.

Assume that (i)-(v) are satisfied. If is a bounded measurable function and U ∈ W 1 2 Q (µ) then there exists a mild solution of problem (12) such that ∈ C 0 T ; L 2 (µ) ∩ V (µ) and (7) is satisfied for every 0 ≤ ≤ ≤ T .
Proof.
Step 1. We first assume that ∈ C 2 (H). Let {U } be a sequence of bounded smooth functions with bounded derivatives converging to U in W 1 2 Q (µ) (for a construction of {U } see e.g. [5] ). By [3, Theorem 3.2] there exists a unique mild solution X of the SDE
As in the proof of [6, Theorem 7.2.4] one can check that is a mild solution of (13) with U replaced by U . Moreover, from the proof of [8, Theorem 6.2] it follows (see p. 1455 there) that if we set
Since | | ≤ ∞ , it follows from (18) that |Y | is bounded. From (18) and the fact that ∈ V (µ) it also follows that
Hence → Y θ Z θ W θ is a P µ -martingale. Therefore integrating (20) yields
hence that { } is bounded in V (µ). Therefore taking a subsequence if necessary we may and will assume that { } is weakly convergent in V (µ). Furthermore, by the Banach-Saks theorem, there exists a subsequence, still denoted by { }, such that the sequence = (1/ ) =1 converges strongly in V (µ). Set
By Itô's formula,
From this it may be concluded that
as → ∞. From the above it follows that
(µ) and in V (µ). Using this and once again the fact that U → U in W 1 2 Q (µ) we can assert that for every ∈ [ T ] the right-hand side of (23) converges in L 2 (P µ ) to
P µ -a.s., and hence P -a.s. for µ-a.e. ∈ H. Finally, we check that is a mild solution of (12).
follows that → Z θ W θ is a martingale under P for µ-a.e. ∈ H. Using this and (26) we see that for every ∈ [0 T ),
for µ-a.e. ∈ H, which is our claim.
Step 2. We now show how to dispense with the assumption that ∈ C 2 (H). Let { } ⊂ C 2 (H) be a sequence of functions converging pointwise to such that sup ≥1 ∞ ≤ ∞ . By Step 1 for each ∈ N there exists a mild solution of (12) with replaced by such that for every
, where (Y Z ) is defined by (18). Therefore, as in Step 1, using Itô's formula one can show that
It follows that taking a subsequence if necessary we can assume that = (1/ ) =1 converges strongly in V (µ). Set = (1/ ) =1 and define Y Z as in (22) . Then (24) is satisfied. Therefore (27) yields (25). The rest of the proof runs as in Step 1.
Remark 3.2.
(i) From the proof of Theorem 3.1 it follows that sup
(ii) In Theorem 3.1 the assumption that is bounded can be weakened at the cost of extra assumptions on U. For instance, if U ≤ 0, U ∈ W 1 4 Q (µ) and ∈ L 1 (µ) then the assertion of Theorem 3.1 holds true for ∈ L 4 (ν), where ν is defined by (3) . Indeed, suppose first that ∈ C 2 (H) and denote by the solution to (12) constructed in Step 1 of the proof of Theorem 3.
To see this let us first assume that U ≥ −M for some M ≥ 0. Define as in
Step 1 of the proof of Theorem 3.1 and set ν ( ) = ( )µ( ), where ( ) = −2U ( ) , ∈ H, ( is the normalization constant). It is known that ν is an invariant measure for the semigroup with generator L defined by (17) (see, e.g., [7, Section 11.1] Q (µ), a minor modification of the proof of (25) shows that
, applying Fatou's lemma and the monotone convergence theorem we obtain (28) in case U ∈ W 1 4 Q (µ). Finally, to prove (28) for ∈ L 4 (ν) let us consider a sequence
. By what has already been proved there exists a mild solution of (12) with replaced by such that
for ∈ [0 T ]. Analysis similar to that in the proof of (21) shows that
from which it follows that { } is bounded in V (µ). Using (29) one can also show (25) and then in much the same way as in Step 2 of the proof of Theorem 3.1 that there exists a mild solution of (12) such that ∈ C 0 T ; L 2 (µ) ∩ V (µ) and (7) is satisfied for every 0 ≤ ≤ ≤ T .
Remark 3.3.
Write F = Q 1/2 DU and assume that the process Γ defined by (10) is a martingale under P for each ( )
applying Itô's formula shows that Y Γ, where
is a local martingale under P with respect to the usual augmentation {F } ∈[ T ] of the natural filtration {σ
which implies (9) . it is assumed that ∈ L (µ) for any ≥ 1 but an analysis of the proof shows that in fact it suffices to assume that ∈ L 4 (µ).) Therefore, by the results of [1] (see also [9] ), to prove that = 0 ν-a.e. it suffices to show that for any
for ∈ D(L). 
