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Abstract
We study presentations, defined by Sidki, resulting in groups y(m,n)
that are conjectured to be finite orthogonal groups of dimension m+ 1
in characteristic two. This conjecture, if true, shows an interesting
pattern, possibly connected with Bott periodicity. It would also give
new presentations for a large family of finite orthogonal groups in char-
acteristic two, with no generator having the same order as the cyclic
group of the field.
We generalise the presentation to an infinite version y(m) and ex-
plicitly relate this to previous work done by Sidki. The original groups
y(m,n) can be found as quotients over congruence subgroups of y(m).
We give two representations of our group y(m). One into an orthogonal
group of dimension m + 1 and the other, using Clifford algebras, into
the corresponding pin group, both defined over a ring in characteristic
two. Hence, this gives two different actions of the group. Sidki’s ho-
momorphism into SL2m−2(R) is recovered and extended as an action
on a submodule of the Clifford algebra.
1 Introduction
The following is a well-known presentation of the alternating group Am+2
which was given by Carmichael in 1923:
Am+2 = 〈a1, . . . , am | a3i = 1, (aiaj)2 = 1, for all i 6= j〉.
In 1982, Sidki generalised this to the following:
Y (m,n) := 〈a1, . . . , am | ani = 1, (aki akj )2 = 1, for all i 6= j, 1 ≤ k ≤ n− 1〉
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and he conjectured that these too are all finite groups.
It is clear that Y (m, 3) is just Carmichael’s presentation for the alter-
nating group. In [2, 3], Sidki identifies the groups Y (2, n), Y (3, n) (when
n is odd), Y (m, 2) and Y (m, 4) and hence shows that they are finite. In
general, however, the question of finiteness remains open.
As well as identifying the groups when either m, or n is small, Sidki gives
some general results. He shows that Y (m,n) is perfect provided m > 2 and
n is odd, and that if n|n′, then Y (m,n) is a quotient group of Y (m,n′)
[2, Theorem A]. The second of these results allows a reduction to the cases
where n is a prime power. When n = 2r, it is conjectured that Y (m, 2r) is
a 2-group. If n is odd, however, Sidki shows that Y (m,n) is isomorphic to
the following group:
y(m,n) := 〈a, Sm | an = 1, [s1, sak1 ] = 1, 1 ≤ k ≤ n− 1
s1+a+···+a
n−1
1 = 1 and a
si = a−1, 2 ≤ i ≤ m− 1〉,
where Sm denotes the symmetric group and si = (i, i+ 1).
In addition to the results above, a few small cases were resolved by
J. Neubuser, W. Felsch and E. O’Brian by direct calculations using the
Todd-Coxeter algorithm (see Table 1). These calculation suggest that, for
odd n, y(m,n) are orthogonal groups in characteristic two of dimension
m + 1 for some suitable quadratic form. Note that when there is a normal
subgroup, namely when m = 2 mod 4, this agrees with our assessment and
just indicates that the form has a non-trivial radical.
Y (3, 5) ∼= SL2(16) ∼= Ω−(4, 4) Y (3, 7) ∼= Ω+(4, 8)
Y (4, 5) ∼= Ω(5, 4) Y (4, 7) ∼= Ω(5, 8)
Y (5, 5) ∼= Ω−(6, 4) Y (5, 7) ∼= Ω+(6, 8)
Y (6, 5) ∼= 46 : Ω−(6, 4) Y (6, 7) ∼= 86 : Ω+(6, 8)
Y (7, 5) ∼= Ω−(8, 4)
Y (8, 5) ∼= Ω(9, 4) Y (3, 11) ∼= Ω−(4, 32)
Y (9, 5) ∼= Ω−(10, 4) Y (4, 11) ∼= Ω(5, 32)
Y (10, 5) ∼= 410 : Ω−(10, 4) Y (5, 11) ∼= Ω−(6, 32)
Table 1: Some small cases
The picture which emerges from Table 1 and other known results is quite
pretty and somewhat unexpected. Note that the sequence of groups in Table
1 indicates a cycle of length four. Sidki himself conjectured that this is
connected with Bott periodicity. If these presentations were for orthogonal
groups, the fact that they do not contain a generator which has the same
order as the cyclic group of the field is also unique.
Out of all the results so far, the most interesting and non-trivial is Sidki’s
solution of the case m = 3 and n odd. He starts by defining the infinite
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analogue of the group Y (3, n) by letting the ai have infinite order [3]:
Y (3) := 〈a1, a2, a3 | (aki akj )2 = 1, i 6= j, k ∈ Z〉.
He proceeds by identifying Y (3) as a certain subgroup of SL2(F2[s, s−1]),
where s is an indeterminate. After doing this, using congruence subgroups,
he recovers Y (3, n) as a quotient, hence identifying it as SL2(An(F2)), where
An(F2) is the augmentation ideal in the group algebra F2Cn. Note that,
when n is odd, An(F2) is a direct summand of F2Cn and hence is in its own
right a commutative ring with one. Thus, the notation SL2(An(F2)) makes
sense. (Recall that GLn(R) is the group of n × n matrices with entries in
R which are invertible. If R is commutative, then the determinant can be
defined and if further R contains a 1, then SLn(R) is defined as the kernel
of the determinant map. See, for instance, [1] for details.) In fact, as the
augmentation ideal splits as the direct sum of fields, if n is an odd composite,
the group over the ring An(F2) can be a direct sum of several orthogonal
groups over some fields.
The fact that Y (3) is isomorphic to a subgroup of SL2(F2[s, s−1]) means
that there is a homomorphism ι from Y (3) to SL2(F2[s, s−1]) and this ho-
momorphism is injective. In this respect, it is worth mentioning that in [2]
Sidki gives a homomorphism from y(m,n) (∼= Y (m,n) when n is odd) to
SL2m−2(F), where F is any field of characteristic two containing the nth root
of unity. Clearly F can be chosen to be a finite field and Sidki’s conjecture
would follow if only we could show that his homomorphism is injective.
Note the discrepancy between the dimension here, 2m−2, and the dimen-
sion m+ 1 of the groups in Table 1. This suggests that Sidki’s action could
be like the spin action for some orthogonal group.
In this paper, we work with the infinite version of y(m,n) rather than
of Y (m,n) as Sidki does. We define
y(m) := 〈a, Sm | [s1, sak1 ] = 1, k ∈ Z, asi = a−1, 2 ≤ i ≤ m− 1〉,
where Sm is a symmetric group with generators si = (i, i+ 1) as before. (In
fact, we work with a slightly larger group y˜(m) = y(m)〈τ〉, where τ is the
automorphism of y(m) which centralises Sm and inverts a. Sidki describes a
similar algebra homomorphism in [2].) The group y(m) is not isomorphic to
Y (m); in fact we will show that y(m) is the semidirect product of Y (m) with
Sm, where Y (m) is defined in the obvious way. The standard generators si
of Sm act on Y (m) by permuting and inverting ai and ai+1 and inverting
all other aj . In particular, s˜i = τsi just permute the ai in the natural way.
Sidki’s homomorphism for y(m,n) readily generalises to y(m) if we re-
place the nth root of unity with an indeterminate. This gives a homomor-
phism η : y(m)→ SL2m−2(F2[s, s−1]). Naturally, the conjecture is that this
homomorphism is injective and so y(m) is isomorphic to the image of η. In
fact, in the case of m = 3, the map η restricted to Y (3) < y(3) with the
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choice of generators as given above is the same as the injective homomor-
phism ι mentioned before.
Our motivation for this paper comes from Table 1. Instead of η, we
construct, in a very natural and simple way, a homomorphism φ from the
larger group y˜(m) := y(m)〈τ〉 to the orthogonal group SO(V, q), where V is
a free module of rank m+ 1 over F2[t, t−1] and q is a certain quadratic form
on V . In fact, it maps into a subgroup generated by orthogonal transvec-
tions, which we call TO(V, q). When φ is restricted to y(m) it maps into
O′(V, q), the group generated by products of an even number of orthogonal
transvections. Note that, although the values of our form q do involve t−1,
all the matrices in the image of φ have entries which are polynomials in t,
hence Im(φ) lies in the orthogonal group over F2[t]. Our homomorphism φ
very nicely explains the known entries in Table 1, as these groups are the
homomorphic images of the larger orthogonal group y(m) under the suitable
evaluation mappings from F2[t, t−1] to the finite fields which send t to the
appropriate nth of unity. We hope that this fact and the lower dimension
of the representation will make this homomorphism easier to work with and
will lead to a solution to Sidki’s conjecture.
We construct another homomorphism to the pin group Pin(V, q) for the
same V and q. Since we realise the pin group as a group of units in the
Clifford algebra Cl(V, q) defined by V and q, this endows ψ(y˜(m)) with an
action on the Clifford algebra in addition to that of φ(y˜(m)) on the natural
module V . Although the homomorphism ψ adds a layer of abstraction, the
definition remains quite natural and easy to define in terms of elements of
Cl(V, q). We note at this point that we need to extend the ring by adding
s :=
√
t.
A priori, ψ could be a non-trivial lifting of φ. Indeed, we show that
Pin(V, q) is a non-trivial cover of the subgroup of TO(V, q) ≤ SO(v, q)
generated by orthogonal transvections if and only if m is even. However, we
show that for our group, ψ is a trivial lifting of φ. So, φ and ψ carry the
same information. We conjecture that both φ and ψ are injective and hence
that y˜(m) is isomorphic to its image under both φ and ψ.
To support this conjecture, we demonstrate the equivalence of our ho-
momorphism ψ to Sidki’s η in the following way. After extending the ring
further by adding a root α of the minimum polynomial of a, we find a sub-
module of rank 2m−2 in the Clifford algebra on which the group ψ(y(m))
acts, and a particular basis in this submodule so that the corresponding
action matrices match Sidki’s. Moreover, we find a submodule of rank 2m−1
which is invariant under the action of the larger group ψ(y˜(m)).
Furthermore, this opens up the connections with the geometry, namely,
with the orthogonal group over F2[s] acting on the twin building. We hope
to find in that twin building a simple connected geometry on which Im(ψ)
acts flag-transitively with the amalgam of maximal parabolics encoded in
the presentation of y˜(m). If this were true, then the injectivity of ψ would
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follow from Tits’ lemma.
In Section 2, we discuss the relationship between the two infinite groups
y(m) and Y (m). (Recall that the finite groups y(m,n) and Y (m,n) are
isomorphic when n is odd.) We show that y˜(m) ∼= Y (m) : (Sm×C2), where
Sm permutes naturally the generators a1, . . . , am of Y (m) and the C2 inverts
all the generators. We describe the quadratic form and two homomorphisms
in Section 3, which is split into three parts. We begin with some details about
our specific form q and then the first subsection has the homomorphism φ
from y˜(m) to SO(V, q). The second has a brief exposition of Clifford algebra
and its relation to the pin, spin and orthogonal groups. and some results
for these for our V and q. The homomorphism ψ to Pin(V, q) described
as a group of units of the Clifford algebra Cl(V, q) is given in the third
subsection. We also show that ψ is a trivial lifting of φ. Finally, in the last
section, we describe a submodule of the Clifford algebra on which the image
of y˜(m) acts in the same way as described by Sidki’s η.
We would like to thank Said Sidki for several productive discussions
over the period of his visit to Birmingham in spring 2014 and note that a
continuation of this paper will be joint with him.
2 The groups y(m), y˜(m) and Y (m)
Recall that
Y (m) = 〈a1, . . . , am | (aki akj )2 = 1, i 6= j, k ∈ Z〉,
y(m) = 〈a, Sm | [s1, sak1 ] = 1, k ∈ Z, asi = a−1, 2 ≤ i ≤ m− 1〉
and y˜(m) is defined as the semidirect product of y(m) with the cyclic group
〈τ〉, where τ is the involution which inverts a and centralises the si, for all
i. We define s˜i to be τsi; we note that the s˜i also generate a copy S˜m of the
symmetric group inside y˜(m). Let h(m) be the subgroup of y˜(m) generated
by S˜m and τ ; it is also generated by Sm and τ .
Consider the homomorphism pi from y˜(m) onto the quotient obtained
by adding the extra relation a = 1. From the above presentation, it is easy
to see that Im(pi) is isomorphic to Sm × C2 generated by the images of s˜i,
or si, and τ . It follows that pi induces an isomorphism between h(m) and
Im(pi) ∼= Sm × C2. In particular, h(m) is a complement to ker(pi). We also
note that ker(pi) is the normal closure of a in y˜(m). Our next goal is to
understand the structure of this kernel and we will eventually show that it
is isomorphic to Y (m).
We let b1 := a and inductively define bi := b
s˜i−1
i−1 , for i = 2, . . . ,m.
Lemma 2.1 We have the following
(1) The involution τ inverts every bi.
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(2) S˜m acts on {b1, . . . , bm} naturally by permuting the indices.
Proof. The subgroup generated by s˜2, . . . , s˜m−1 centralises b1 = a. This,
together with our definitions, implies that the elements b1, . . . , bm constitute
the orbit under the natural action of S˜m. Since τ commutes with all s˜i and
inverts a = b1, we see that it inverts every bi. 
Note that, in principle, all the bi could be equal, however, we will see
soon that this cannot happen.
We define a mapping θ from Y (m) to y˜(m) by sending every ai to the
corresponding bi.
Proposition 2.2 The mapping θ is a homomorphism.
Proof. Since the action of S˜(m) on {b1, . . . , bm} is 2-transitive for m ≥ 3, it
suffices to just check (bk1b
k
2)
2 = 1.
(bk1b
k
2)
2 = (aks˜1a
ks˜1)
2
= (aks1τa
kτs1)
2
= (aks1a
−ks1)2
= [sa
−k
1 , s1]
= 1 
By Lemma 2.1, Im(θ) is invariant under the action of h(m) = S˜m × 〈τ〉.
Since the product Im(θ)h(m) contains all generators of y˜(m), we see that
y˜(m) is isomorphic to this product and Im(θ) is normal in y˜(m). As Im(θ)
is generated by the conjugates bi of a, Im(θ) is the normal closure of a in
y˜(m). That is, Im(θ) = ker(pi). Therefore, we have the following:
Corollary 2.3 The group y˜(m) is isomorphic to the semidirect product of
Im(θ) with h(m) = S˜m × 〈τ〉.
We define Y˜ (m) as the semidirect product of Y (m) with the group Sm×
C2, where Sm acts by permuting the ai naturally and the direct factor C2
inverts all ai. Let s˜
′
1, . . . , s˜
′
m−1 be the standard generators (i, i + 1) of this
copy of Sm and τ
′ be the generator of the C2.
Lemma 2.4 There is a homomorphism ρ from y˜(m) to Y˜ (m) mapping a
to a1, si to s
′
i := s˜
′
iτ
′ and τ to τ ′.
Proof. Clearly, s′i generate a copy of Sm and τ
′ commutes with all of them
and inverts a1. Also, it is clear that a
s′i
1 = a
−1
1 , for 2 ≤ i ≤ m− 1. Hence we
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just need to see that the commutation relation holds.
[s˜′1τ
′, (s˜′1τ
′)a
k
1 ] = (s˜′1τ
′a−k1 s˜
′
1τ
′ak1)
2
= (s˜′1a
k
1 s˜
′
1a
k
1)
2
= (ak2a
k
1)
2
= 1 
Since ai = ρ(a
s˜1...s˜i−1) = ρ(bi) for 2 ≤ i ≤ m, ρ is surjective. Moreover, after
restricting ρ to Im(pi), ρ and θ are inverses. In particular, θ is injective and
hence we have the following:
Proposition 2.5 The group y˜(m) is isomorphic to the semidirect product
Y (m) : (Sm × C2). 
3 Homomorphisms from y˜(m)
We will give two homomorphisms from y˜(m): one into SO(V, q) = GO(V, q)
and a second which is the lifting into Pin(V, q), where V is a free module
endowed with a quadratic form q. Although the two embeddings are related,
the details are sufficiently different and interesting for us to show both.
Before we can do this, we need to define V and q. We begin by letting
R := F2[t, t−1], although we will extend this ring later where needed. Let V
be a free module over R of rank m+1 with basis u, v1, . . . , vm. Our intention
is that y˜(m) acts on V in such a way that the subgroup Sm acts naturally
on v1, . . . , vm and fixes u. Under this assumption, it can be shown that the
form q is uniquely defined up to a scalar. Namely, we define the symplectic
bilinear form (·, ·) as follows:
(u, vi) = (vi, vj) = 1, for all i and all j 6= i.
Associated with this symplectic form, we have a (pseudo-)quadratic form q
defined on the basis as follows:
q(u) = 1,
q(v1) = · · · = q(vm) = t−1.
This data fully specifies the form q and allows us to compute the value for any
vector. For example, q(vi + vj) = q(vi) + q(vj) + (vi, vj) = t
−1 + t−1 + 1 = 1,
for all i 6= j.
Recall that a hyperbolic line is a rank 2 submodule W spanned by two
vectors e and f such that q(e) = q(f) = 0 and (e, f) = 1. For vector spaces
V defined over a field, Witt’s lemma decomposes V as an orthogonal sum of
hyperbolic lines and a rank 1, or 2 anisotropic subspace (that is, a subspace
which contains no singular vectors). For modules defined over rings however,
no such decomposition exists in general. However, in our case, we do have
a decomposition.
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Proposition 3.1 The module V over F2[t, t−1] can be decomposed as an
orthogonal decomposition V1 ⊥ · · · ⊥ Vk ⊥ U , where Vi are hyperbolic lines
and U is a rank 2 or 3 submodule.
Proof. We will show this by giving an explicit algorithm for the inductive
step. Let W be a free module with basis e0, e1, . . . , ek, where (ei, ej) = 1,
for all i 6= j. Defining qi := q(ei), we will assume that q2 = · · · = qk. We
further suppose that W has rank at least 4. To find a hyperbolic pair e, f ,
we look for solutions (α, β) to the equation
0 = q(αe0 + βe1 + ek) = α
2q0 + β
2q1 + q2 + α+ β + αβ. (1)
If such a solution exists, then set e = αe0+βe1+ek and f = αe0+βe1+ek−1.
Now, both e and f are singular vectors and
(e, f) = (αe0 + βe1 + ek, αe0 + βe1 + ek−1)
= αβ + α+ βα+ β + α+ β + 1
= 1,
hence they form a hyperbolic pair.
We note that (e0, e) = (e0, f) = β + 1, (e1, e) = (e1, f) = α + 1 and
(ei, e) = (ei, f) = α+β+1, for i = 2, . . . , k−2. In particular, (ei, e+f) = 0
for i = 0, . . . , k − 2. Hence, we define e′0 = e0 + (β + 1)(e + f), e′1 =
e1 + (α+ 1)(e+ f) and e
′
i = ei + (α+ β + 1)(e+ f), for i = 2, . . . , k − 2. It
is clear that e′0, e′1, . . . , e′k−2 span the perp of 〈e, f〉. Moreover,
(e′0, e
′
1) = (e0 + (β + 1)(e+ f), e1 + (α+ 1)(e+ f))
= 1 + 0 + 0 + 0
= 1
and similarly for other i, so we have (e′i, e
′
j) = 1 for all i 6= j.
Hence, provided we can always find a solution to (1), the above con-
struction gives an inductive step for the proof. However, the norms qi of
the vectors change in the inductive step. That is, q′0 := q(e′0) = q(e0 + (β +
1)(e + f)) = q0 + (β + 1)
2q(e + f) = q0 + β
2 + 1. Similarly we have that
q′1 := q(e′1) = q1+α2+1 and q′i := q(e
′
i) = qi+α
2+β2+1, for i = 2, . . . , k−2.
So, we must show that there is always a solution (α, β) to (1) given the par-
ticular values of the qi at each step. Starting with q0 = 1, q1 = q2 = t
−1, we
compute the next four solutions and values for qi.
Since this has four-fold periodicity and by assumption W has rank at
least 4, this completes the induction to show that V1 ⊥ · · · ⊥ Vk ⊥ U
is a rank m + 1 submodule and U has rank 2 or 3. Note that, the new
basis we produce is a F2-linear combination of the original basis, hence
V = V1 ⊥ · · · ⊥ Vk ⊥ U . 
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q0 q1 q2 α β
1 t−1 t−1 1 1
1 t−1 t−1 + 1 0 1
1 t−1 + 1 t−1 + 1 1 1
1 t−1 + 1 t−1 0 1
1 t−1 t−1
Note that in the above proposition, we do not claim that U cannot be
decomposed further. In fact, one can show that if U has rank 2 then it is not
a hyperbolic line and we suspect that a detailed case analysis of the rank
3 case will show that that too does not decompose further. However, the
above is enough for our needs. Our result above actually decomposes V as
an F2-space; this suggests that we may be able to analyse the module in a
different way to produce a better such result.
We further note that when U has rank 3, it need not be anisotropic. For
example, if V is itself rank 3, u+ v1 + v2 is singular and is the radical of the
form and the only singular vector up to multiplication by elements of the
ring. So, V has no hyperbolic lines, but is not anisotropic.
Proposition 3.1 will be useful in determining the structure of the Clifford
algebra and the pin and spin groups. However, we begin by defining a
homomorphism into SO(V, q).
3.1 Homomorphism into the special orthogonal group
We need to define the action of τ , a and s˜i := τsi on V . Let w be a
vector in V such that q(w) 6= 0. Then rw will denote the transvection given
by rw(x) := x +
(x,w)
q(w) w. This is an orthogonal transformation; that is, it
preserves q and (·, ·).
Proposition 3.2 There is a homomorphism φ : y˜(m) → SO(V, q) defined
as follows
τ 7→ ru,
a 7→ rurv1 ,
s˜i 7→ rvi+vi+1 .
As noted before, q(vi + vj) = 1, for all i 6= j, and so our formulae make
sense.
The proof will consist of a series of lemmas.
Lemma 3.3 The orthogonal transformations φ(s˜i) generate a group Sm
which naturally permutes v1, . . . , vm and fixes u.
Proof. Let w equal u, or vj with j 6= i, i + 1. Then, (w, vi + vi+1) = 0, so
rvi+vi+1(w) = w. On the other hand, rvi+vi+1(vi) = vi +
1
1(vi + vi+1) = vi+1.
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Similarly, for vi+1. This shows that φ(s˜i) swaps vi and vi+1 and fixes all
other elements of the basis. 
Lemma 3.4 We have that
(1) φ(τ) commutes with φ(s˜i), for all 1 ≤ i ≤ m− 1,
(2) φ(s˜i) commutes with φ(a), for all 2 ≤ i ≤ m− 1,
(3) φ(τ) inverts φ(a).
Proof. Since φ(s˜i) fixes u, it commutes with ru = φ(τ), giving the first part.
Similarly, φ(s˜i), for 2 ≤ i ≤ m− 1, fixes v1 and u and hence φ(s˜i) commutes
with both ru and rv1 and hence also with φ(a). Since ru and rv1 both have
order two, ru inverts φ(a) = rurv1 . 
It remains to prove the final commutator relation, [φ(s1)
φ(a)k , φ(s1)] = 1
for all k ≥ 1. We do this via two lemmas:
First, we temporarily extend our ring which will allow us to write φ(s1)
φ(a)k
in a much nicer form. Let s =
√
t and α and α−1 be the roots of x2 +sx+1.
Then s = α+ α−1 and t = α2 + α−2.
Lemma 3.5 The action of φ(s1)
φ(a)k on V is given by the matrix
α−2k + 1 + α2k α−2k + α2k α−2k + α2k
Σk−1 Σk−1 + 1 Σk−1 0
Σk Σk Σk + 1
α−2k + 1 + α2k
...
Σk−1 + 1
...
Σk + 1
...
Im−2,m−2

for k ≥ 1, where Σk = Σki=−kα2i and Σ−1 := 0.
We stress that all the entries in the above matrix are actually in F2[t] since
it is a product of matrices with entries in F2[t]. It is just notationally
convenient to use α.
Proof. The proof follows by induction, where both the base case and the
inductive step are given by straightforward matrix computations. 
We can now see that both φ(s1)
φ(a)k and φ(s1) have the form:
u 7→ u+ f0(u+ v1 + v2),
v1 7→ v1 + f1(u+ v1 + v2),
v2 7→ v2 + f2(u+ v1 + v2),
vi 7→ vi + (f0 + 1)u+ (f1 + 1)v1 + (f2 + 1)v2,
where f0, f1, f2 are coefficients in R with f0 +f1 +f2 = 0, and 3 ≤ i ≤ m−1.
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Lemma 3.6 Any two functions of the above type commute.
Proof. Suppose we have two such functions F and G with coefficient func-
tions fj and gj , respectively. Note that as f0 + f1 + f2 = 0, F and G fix
the vector w := u + v1 + v2. They also both fix v3 + v4, . . . , vm−2 + vm−1.
Since we can complete these to a basis by adding v1, v2 and v3, we need just
consider the action on v1, v2 and v3. Both F and G act on v1 and v2 by
adding a scalar multiple of w. Since they also fix w, F and G commute on
v1 and v2. Finally, for v3 we compute v3FG:
v3
F7→ v3 + w + f0u+ f1v1 + f2v2
G7→ v3 + w + g0(u+ f0w) + g1(v1 + f1w) + g2(v2 + f2w)
+ w + f0(u+ g0w) + f1(v1 + g1w) + f2(v2 + g2w)
= v3 + (f0 + g0)u+ (f1 + g1)v1 + (f2 + g2)v2
Hence, F and G commute. 
Corollary 3.7 We have that [φ(s1)
φ(a)k , φ(s1)] = 1 for all k ≥ 1.
This completes the proof of Proposition 3.2. It is clear from the definition of
φ that Im(φ) is contained in the subgroup TO(V, q) ≤ SO(V, q) generated
by all the orthogonal transvections.
3.2 The Clifford algebra, pin, spin and orthogonal groups
Before giving our second homomorphism, we give a brief exposition of the
Clifford algebra and the spin, pin and orthogonal groups in general. We
also give some specific results on these for our V and q. For a more detailed
discussion, we refer the reader to [1, Chapter 7].
Let Cl = Cl(V, q) be the Clifford algebra on V ; that is, the quotient
algebra T (V )/I of the tensor algebra T (V ) by the ideal I generated by the
relations
w2 = q(w)
for all w ∈ V . Other useful relations derived from the above are:
ww′ + w′w = (w,w′)
for all w,w′ ∈ V . Since V and R embed naturally in the algebra Cl, we
often abuse notation and say that R and V lie in Cl.
Before defining the spin and orthogonal groups, we first note some fea-
tures of the algebra. Since the tensor algebra has an N-grading given by the
rank of tensors, the quotient Cl inherits a Z2-grading. That is, c ∈ Cl is in
the even part, notated by Cl0, if c is the sum of tensors of even rank and in
the odd part, Cl1, if it is the sum of tensors of odd rank.
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The algebra also has some natural automorphisms. The map −1V : V →
V can be extended to an automorphism α on Cl. Note that it is the identity
on the even part Cl0 and acts by negation on the odd part (since we work
in characteristic two, this map will not concern us: it is included here for
the sake of completeness). There is also a transpose map from Cl to Clop
given by reversing the order of vectors in products, i.e., it is defined by
extending linearly the map (w1 . . . wk)
tr = wk . . . w1, where wi ∈ V . Clearly,
the transpose map is an anti-automorphism of Cl. Combining these two
maps, we get the Clifford conjugation map x = α(xtr) which is also an anti-
automorphism of Cl. Note that in characteristic two, Clifford conjugation
is just the transpose map.
We may now define the Clifford group C(V, q) := {c ∈ Cl(V, q)× :
c−1vα(c) ∈ V ∀v ∈ V }, where Cl(V, q)× denotes the set of units in Cl. From
this definition, there is a natural homomorphism pi : C(V, q) → GO(V, q)
given by mapping c to the map v 7→ c−1vα(c). If w ∈ V is an anisotropic
vector, then it is an invertible element of Cl and w−1 = w/q(w). Since
vw + wv = (v, w), we have that
w−1vα(w) = w−1(wv − (v, w)) = v − (v, w)
q(w)
w.
Hence, pi(w) is an orthogonal transvection rw in TO(V, q) ≤ SO(V, q) (with-
out the use of α in the definition it would be −rw).
We can now define Pin(V, q) := {c ∈ C(V, q) : cc¯ = 1} and Spin(V, q) as
the even part of Pin(V, q). The map x 7→ xx is sometimes called the spinor
norm. We define O′(V, q) to be the image of Spin(V, q) under the natural
map pi; this is sometimes called the spinorial kernel.
In order to define the second homomorphism, into Pin(V, q), we first
need to extend our ring R by adding s :=
√
t and hence also its inverse
s−1 = st−1; by an abuse of notation we also call this larger ring R. Hence,
we now work over the ring R = F2[s, s−1] = F2[
√
t,
√
t−1]. The quadratic
and associated bilinear forms have the same values on the basis vectors as
before and are extended linearly to the larger module. We use the same
notation V for it; similarly q and (·, ·).
Before we define our homomorphism, we first briefly discuss the structure
of our Clifford algebra Cl and the pin, spin and orthogonal groups. We begin
by quote two lemmas and apply them to our case.
Lemma 3.8 [1, Lemma 7.1.9] Suppose V has an orthogonal splitting V =
V1 ⊥ · · · ⊥ Vk ⊥ U , where the Vi are hyperbolic lines and U is a free
submodule of finite rank. Then,
Cl(V, q) ∼= Mat2k(Cl(U, q)),
the 2k × 2k matrix algebra with entries in Cl(U, q).
12
Hence, using Proposition 3.1, we see that Cl(V, q) is isomorphic to the
matrix algebra with entries in a Clifford algebra Cl(U, q), where U is the
rank 2, or 3 submodule of V described.
Lemma 3.9 [1, Theorem 7.1.14] Let V be a free module of finite rank over a
ring R with a quadratic form and where the associated bilinear form is non-
singular. Suppose that V has an orthogonal decomposition V1 ⊥ · · · ⊥ Vk
into submodules Vi of rank 1, or 2. Then, if V has even rank, the centre
Cen(Cl) = R and Cen(Cl0) is a free module of rank two. If V has odd rank,
then the centre Cen(Cl) is a free module of rank two and Cen(Cl0) = R.
Our bilinear form is non-singular precisely when m + 1 is even, that is
when m is odd. In this case, using Proposition 3.1, we see that V has the
required orthogonal decomposition into submodules of rank 2. Hence, when
m is odd, the centre of Cl is R.
Lemma 3.10 When m is odd, the natural map pi : C(V, q) → SO(V, q)
restricted to Pin(V, q) and hence also Spin(V, q), is injective.
Proof. The kernel of pi is the set of all c ∈ Cl which commutes with every
v ∈ V . However, if c commutes with all v ∈ V , then it commutes with all
products of vectors and hence lies in the centre of Cl. Since m is odd, this
is just R. However, rr¯ = r2, hence R ∩ Pin(V, q) = 1 and pi is injective. 
When m + 1 is odd, that is when m is even, the bilinear form on V
necessarily has a radical. In fact, this radical is a rank 1 submodule spanned
by r := u + v1 + · · · + vm. Let N now be the submodule spanned by
u, v1, . . . , vm−1, so V = 〈r〉 ⊥ N . Hence, every element z of Cl(V, q) can
be written as x + yr, where x, y ∈ Cl(N, q). If z ∈ Cen(Cl(V, q)), then z
commutes with elements of Cl(N, q), hence x, y ∈ Cen(Cl(N, q)). However,
N has even rank, so its centre is just R. We have shown the following:
Lemma 3.11 When m is even, Cen(Cl) is a rank 2 submodule spanned by
1 and r = u+ v1 + · · ·+ vm.
Corollary 3.12 When m is even, pi restricted to Pin(V, q) is not injective.
Moreover, elements of kerpi ∩ Pin(V, q) have the form 1 + αr when m = 2
mod 4 and 1 +α(1 + r) when m = 0 mod 4, where α ∈ R. When restricted
to Spin(V, q), however, pi is injective.
Proof. Letting z = α1+βr, we just need to check when 1 = zz¯ = α2 +β2r2.
Since r2 = q(r) and q(r) is 0 when m = 2 mod 4 and 1 when m = 0 mod 4,
the result follows. Since the only even element in kerpi is 1, pi is injective
when restricted to Spin(V, q). 
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Having identified the kernel of pi when restricted to the pin and spin
groups, we now turn our attention to the size of the image in SO(V, q). For
the proofs, we will refer heavily to results from [1]. Let C+(V, q) denote the
even part of C(V, q).
Proposition 3.13 The following sequence is exact
1→ R∗ ↪→ C+(V, q) pi−→ SO(V, q) R−→ Z2 → 1
Proof. By [1, Theorem 7.2.18], the following sequence is exact
1→ R∗ ↪→ C+(V, q) pi−→ GO(V, q) (Ψ,R)−→ Pic2(R)× Z2(R)
where Pic2(R) is the subgroup of the Picard group containing all involutions
and Z2(R) is the group of idempotents of R (the operation is given by
e1+˙e2 = e1 + e2 − 2e1e2). Since R = F2[s, s−1] is a principal ideal domain,
the Picard group, and hence Pic2(R), is trivial. Also, it is clear that the only
idempotents in R = F2[s, s−1] are 0 and 1, hence Z2(R) = Z2 for us. Hence,
it remains to show that the map R : SO(V, q) → Z2 is surjective. Pick
w ∈ V anisotropic and let rw be the orthogonal transvection with respect
to w. By [1, Example 1, p.241], R(rw) = 1, hence R is indeed onto. 
Let O+(V, q) be the kernel of R : SO(V, q)→ Z2. The above result shows
that pi(C+(V, q)) = O+(V, q) has index 2 in SO(V, q).
Proposition 3.14 When m ≥ 4, the following sequence is exact
1→ Spin(V, q) pi−→ O+(V, q) Θ−→ Z2 → 1
Proof. By [1, Theorem 7.2.21], the following sequence is exact
1→ µ(R) ↪→ Spin(V, q) pi−→ O+(V, q) Θ−→ Disc(R)
where µ(R) = {r ∈ R∗|r2 = 1} and Disc(R) is the group of isomorphism
classes of discriminant modules of the ring. Clearly, the only element in
R = F2[s, s−1] which squares to 1 is 1 itself. For Disc(R), we have the
following exact sequence:
1→ (R∗)2 ↪→ R∗ → Disc(R)→ Pic2(R)→ 1
So, since Pic2(R) = 1, Disc(R) ∼= R∗/(R∗)2 which is isomorphic to Z2 for
R = F2[s, s−1]. It remains to show that Θ is surjective. Since m ≥ 4, by
Proposition 3.1, V contains a hyperbolic line (e, f). Let w = sef + fe. By
an easy calculation, w−1 = s−1ef + fe. So, w−1ew = s−1e, w−1fw = sf
and w−1xw = x for x ∈ {e, f}⊥. Since w is clearly even, w ∈ C+(V, q). By
[1, Example 3, p. 241], R(pi(w)) = 0, hence pi(w) ∈ O+(V, q). Furthermore,
Θ(pi(w)) = ww¯(R∗)2. Since ww¯ = (sef + fe)(sfe + ef) = s(ef + fe) = s
and s 6∈ (R∗)2, Θ is onto. 
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Corollary 3.15 The (image of ) Spin(V, q) has index 4 in SO(V, q).
Proof. By Lemma 3.10 and Corollary 3.12, pi is injective when restricted
to Spin(V, q). Hence, O′(V, q) := pi(Spin(V, q)) ∼= Spin(V, q). However, by
Propositions 3.13 and 3.14, O′(V, q) has index 2 in O+(V, q) which in turn
has index 2 in SO(V, q). 
3.3 Homomorphism into the Clifford group
We now describe our homomorphism. Recall that we have extended our ring
R to R = F2[s, s−1]. Using the relations in the Clifford algebra, we have the
following equalities for our basis vectors
u2 = 1,
v2i = t
−1,
(vi + vj)
2 = 1,
uvi + viu = 1,
vivj + vjvi = 1,
for all i 6= j. In particular, u, v1 and vi+vi+1 are all invertible and u−1 = u,
v−11 = tv1 and (vi + vi+1)
−1 = vi + vi+1. Note that although v1 is not an
involution, sv1 is.
Proposition 3.16 The map ψ : y˜(m)→ Pin(V, q) given by
τ 7→ u,
a 7→ suv1,
s˜i 7→ vi + vi+1,
on the generators of y˜(m) defines a group homomorphism.
As noted above, u and vi + vi+1 are involutions. The following easy
lemma will be useful in verifying the remaining relations.
Lemma 3.17 We have
(1) (vi + vi+1)u = u(vi + vi+1)
(2) (vi + vi+1)vj = vj(vi + vi+1) provided j 6= i, i+ 1
(3) (vi + vk)vi = vk(vi + vk)
Proof. For the first identity, (vi+vi+1)u = viu+vi+1u = 1+uvi+1+uvi+1 =
u(vi + vi+1). The remaining calculations are similar. 
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We write wi := vi + vi+1 = ψ(s˜i). It is clear from the above lemma that
ψ(s˜i) commutes with ψ(s˜j) when |i− j| ≥ 2. Observe that from the Clifford
algebra, we have wiwi+1 + wi+1wi = (wi, wi+1) = 1. So, we get(
ψ(s˜i)ψ(s˜i+1)
)3
:= (wiwi+1)
3
= (1 + wi+1wi)wiwi+1wiwi+1
= wiwi+1wiwi+1 + wiwi+1
= (1 + wi+1wi)wiwi+1 + wiwi+1
= 1
This verifies the Coxeter presentation for the group S˜m ≤ y˜(m) which
means that ψ is a well-defined isomorphism when restricted to the subgroup
〈s˜1, . . . , s˜m−1〉. It is also clear that ψ(τ) inverts ψ(a) and centralises the
ψ(s˜i). To show the other relations involving a, we first need the following
lemma.
Using the above relations, when j 6= 1, we have
ψ(a)ψ(sj) = s(vj + vj+1)uuv1u(vj + vj+1) = sv1u = ψ(a
−1).
So, it remains to prove the commutation relation [ψ(s1), ψ(s1)
ψ(a)k ] = 1.
We begin by using Lemma 3.17 to get
ψ(s1)ψ(s1)
ψ(a)k = tku(v1 + v2)(v1u)
ku(v1 + v2)(uv1)
k = tk(uv2)
k(uv1)
k
and similarly ψ(s1)
ψ(a)kψ(s1) = t
k(v1u)
k(v2u)
k. Hence it remains to verify
that (v1u)
k(v2u)
k = (uv2)
k(uv1)
k for all k ≥ 0.
Lemma 3.18 The algebra element sequences (uvi)
k and (viu)
k satisfy the
recurrence relation αk = αk−1 + t−1αk−2.
Proof. Note that (uvi)
k = (uvi)
k−2(uvi)(viu + 1) = (uvi)k−2(t−1 + uvi) =
(uvi)
k−1 + t−1(uvi)k−2. The same calculation also works for (viu)k. 
Let ak and bk be the sequences of elements of R satisfying the above
recurrence relation and the initial conditions a0 = 1, a1 = 0 and b0 = 0,
b1 = 1, respectively. These sequences can be computed explicitly, but we do
not really need those formulas and so we skip the computation.
Lemma 3.19 We have
(uvi)
k = ak + bkuvi = (ak + bk) + bkviu
and
(viu)
k = ak + bkviu = (ak + bk) + bkuvi.
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Proof. Again, we just show the first claim. Note that (uvi)
0 = 1 = a0+b0uvi
and (uvi)
1 = uvi = a1 + b1uvi. Now in view of Lemma 3.18, we obtain
inductively, for k ≥ 2, that (uvi)k = (uvi)k−1 + t−1(uvi)k−2 = (ak−1 +
bk−1uvi) + t−1(ak−2 + bk−2uvi) = (ak−1 + t−1ak−2) + (bk−2 + t−1bk−2)uvi =
ak + bkuvi. Clearly, ak + bkuvi = (ak + bk) + bkviu, since viu = uvi + 1. 
We will also need the following observation.
Lemma 3.20 If i 6= j then (au + bvi)(cu + dvj) = (cu + dvj)(au + bvi) +
(ad+ bc+ bd).
Proof. We have (au + bvi)(cu + dvj) = acu
2 + aduvj + bcviu + bdvivj =
acu2 + ad(vju + 1) + bc(uvi + 1) + bd(vjvi + 1) = (cau
2 + davju + cbuvi +
dbvjvi) + (ad+ bc+ bd) = (cu+ dvj)(au+ bvi) + (ad+ bc+ bd). 
Finally, we establish our main claim.
Proposition 3.21 We have that (v1u)
k(v2u)
k = (uv2)
k(uv1)
k for all k ≥ 0.
Proof. By Lemma 3.19, (v1u)
k(v2u)
k = (ak + bkv1u)((ak + bk) + bkuv2) =
(aku+ bkv1)u
2((ak + bk)u+ bkv2) = (aku+ bkv1)((ak + bk)u+ bkv2). In view
of Lemma 3.20, (aku+ bkv1)((ak + bk)u+ bkv2) = ((ak + bk)u+ bkv2)(aku+
bkv1) + (akbk + bk(ak + bk) + b
2
k) = ((ak + bk)u+ bkv2)(aku+ bkv1), since the
second summand is obviously zero.
On the other hand, by Lemma 3.19, we have that ((ak+bk)u+bkv2)(aku+
bkv1) = ((ak+bk)u+bkv2)u
2(aku+bkv1) = ((ak+bk)+bkv2u)(ak+bkuv1) =
(uv2)
k(uv1)
k, as claimed. 
This shows that ψ is a homomorphism. To complete the proof we observe
that uu = u2 = 1, suv1suv1 = tuv1v1u = 1 and (vi + vi+1)(vi + vi+1) =
(vi + vi+1)
2 = 1, so the image of ψ does indeed lie in Pin(V, q).
We note that when restricted to y(m), all the elements are in the even
part of C and so ψ maps y(m) into Spin(V, q).
Recall that pi : Pin(V, q)→ SO(V, q) is a homomorphism which maps w
to the map v 7→ w−1vw. If w is an anisotropic vector, then w is sent to rw,
an orthogonal transvection.
Proposition 3.22 The map pi is injective when restricted to ψ(y˜(m)) and
φ = pi ◦ ψ. Hence, ψ is a trivial lifting of φ.
Proof. It is clear from the definitions of φ and ψ that φ = pi ◦ ψ. Consider
first pi restricted to ψ(y(m)). As noted above, ψ(y(m)) ≤ Spin(V, q) and,
by Lemmas 3.10 and 3.12, pi restricted to Spin(V, q) is injective. Hence,
pi is injective on ψ(y(m)). Since |y˜(m) : y(m)| = |ψ(y˜(m)) : ψ(y(m))| =
|φ(y˜(m)) : φ(y(m))| = 2 and φ = pi ◦ ψ, pi is injective when restricted to
ψ(y˜(m)). 
The above proposition shows that our two homomorphism carry the same
information. However, they do give different actions of our group.
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4 Sidki’s action
Recall that in [2, Section 4] Sidki gives a representation of y(m,n). This
can be easily extended to a representation η = ηm : y(m)→ SL(2m−2, R) of
y(m), for m ≥ 3. When m = 3, it is given by
a 7→
(
α 0
0 α−1
)
=: a(3), s1 7→
(
1 0
1 1
)
=: s
(3)
1 , s2 7→
(
0 1
1 0
)
=: s
(3)
2 ,
where α is an indeterminate. For m ≥ 4, we tensor up to obtain
a 7→
(
a(m−1) 0
0
(
a(m−1)
)−1
)
=: a(m), s1 7→
(
Im′ 0
Im′ Im′
)
=: s
(m)
1 ,
s2 7→
(
0 Im′
Im′ 0
)
=: s
(m)
2 , s3 7→
(
s
(m−1)
2 0
Im′ s
(m−1)
2
)
=: s
(m)
3 ,
sk 7→
(
s
(m−1)
k−1 0
0 s
(m−1)
k−1
)
=: s
(m)
k
where 4 ≤ k ≤ m− 1, m′ := 2m−3 and Im′ is the m′ ×m′ identity matrix.
In this section, we will describe a submodule of the Clifford algebra on
which y(m) gives this action. Moreover, we will describe a submodule of
rank 2m−1 (twice the size) where we have an action of y˜(m) which reduces
to Sidki’s action. In other words, inside the Clifford algebra we can both
find Sidki’s action and extend it to include the non-trivial action of τ .
Lemma 4.1 The minimum polynomial of ψ(a) = suv1 is x
2 + sx+ 1.
Proof. We have (suv1)
2 + s.suv1 + 1 = t(1 + v1u)uv1 + tuv1 + 1 = 0. 
Let α and α−1 be the two roots of the minimum polynomial. We now
extend our ring F2[s, s−1] by adding the two roots; similarly to before, we
abuse notation by calling this new ring R.
Observe that in the action given above, the first basis vector is an α-
eigenvector for a and a 1-eigenvector for s1. Since we wish our construction
to be canonical for all m ≥ 3, we may look for such a vector w in the
subalgebra spanned by u, v1 and v2. Furthermore, by possibly multiplying
by u, we may look for such a vector in the even part of this subalgebra.
That is, in U := 〈1, uv1, uv2, v1v2〉.
Lemma 4.2 The vector w := α
2
s + αuv1 + α
−1uv2 + sv1v2 is the unique
vector in U which is an α-eigenvector for a and a 1-eigenvector for s1, up
to scalar multiplication.
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Proof. Let z be an α-eigenvector for suv1. Suppose it is also a 1-eigenvector
for s1. Then combining zsuv1 = αz and z(uv1 + uv2) = z, we get szuv2 =
(sz + zsuv1) = (sz + αz) = (s + α)z = α
−1z. So, z is additionally a
1-eigenvector for s1 if and only if it is a α
−1-eigenvector for suv2.
Let z = λ0 + λ1uv1 + λ2uv2 + λ3v1v2 be a vector in U . We compute:
za = (λ0 + λ1uv1 + λ2uv2 + λ3v1v2)suv1
= λ0suv1 + λ1suv1(1 + v1u) + λ2s(1 + v2u)uv1 + λ3s(1 + v2v1)(1 + v1u)
= λ0suv1 + λ1suv1 + λ1s
−1 + λ2suv1 + λ2sv2v1
+ λ3s(1 + v2v1 + v1u+ t
−1v2u)
= (λ1s
−1 + λ2s+ λ3(s+ s−1)) + (λ0 + λ1 + λ2 + λ3)suv1 + λ3s−1uv2
+ (λ2 + λ3)sv1v2
We require that z is an α-eigenvector for uv1. By equating coefficients we
get
λ1s
−1 + λ2s+ λ3(s+ s−1) = αλ0
(λ0 + λ1 + λ2 + λ3)s = αλ1
λ3s
−1 = αλ2
(λ2 + λ3)s = αλ3
We note that the last two equations are equivalent.
We also require that z is an α−1-eigenvector for uv2. After noticing that
z = λ0 + λ1uv1 + λ2uv2 + λ3v1v2 = (λ0 + λ3) + λ1uv1 + λ2uv2 + λ3v2v1,
we may reuse the above calculation, by interchanging the role of v1 and
v2. Equating coefficients again we get another four equations, including
λ3 = α
−1sλ1. Hence, λ2 = α−2λ1. Using the second equation above, we
get λ0 = s
−1(αλ1 + sλ1 + sλ2 + sλ3) = s−1(α+ s+ α−2s+ α−1t)λ1 = αs λ1.
Using λ1 = α gives w. One can check that this is consistent with all the other
equations, hence this is the unique solution, up to scalar multiplication. 
Now that we have the vector w, we can identify a rank 2m−2 submodule
W of the Clifford algebra C on which our representation of y(m) acts in
the same way as Sidki describes. We define an ordered set Xm which will
be a basis for W using the following algorithm. We begin with w and add
wsm−1 to the list. Next we add wsm−2 and wsm−1sm−2 to our list. At the
kth stage, we add xsm−k for each x already in our list. We continue until
we last apply s2. Since at each of the m − 2 stages we double the number
of vectors, this yields an ordered set Xm of elements of C of size 2
m−2. It
consists of all elements of the form ws, where s is an ordered product of the
elements in an ordered subset of {sm−1, . . . , s2}.
Proposition 4.3 The ordered set Xm = {w,wsm−1, . . . , wsm−1 . . . s2} is
linearly independent.
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We will prove the above proposition using induction on m and a number
of lemmas.
Lemma 4.4 When m = 3, w and ws2 are linearly independent.
Proof. If not, then w is an eigenvector for s2 for some eigenvalue λ. Recall
that w is an s−1α−1 eigenvector for uv2. We have λw = ws2 = w(uv2 +
uv3) = s
−1α−1w +wuv3. Hence, w is also an eigenvector for uv3. However,
since w ∈ U and v3 6∈ U , the product wuv3 cannot lie in U , a contradiction.
In order to show the inductive step, it will be easier to consider a slightly
different set with a different ordering.
Lemma 4.5 We have that
sisj =

1 if i = j,
sjsi if |i− j| ≥ 2,
sjsi + 1 if |i− j| = 1.
Proof. This is a straightforward calculation using Lemma 3.17. 
Define Ym to be the set comprising all elements of the form ws, where s
is an ordered product of the elements in an ordered subset of {s2, . . . , sm−1}.
Corollary 4.6 The set Xm is linearly independent if and only if Ym is
linearly independent. 
We now use induction to show that Ym+1 is linearly independent. Ob-
serve that, as an unordered set, Ym+1 = Ym ∪ Ymsm. We give Ym a new
ordering as follows: we order first by the length of the word s in ws and
within that lexicographically. This ordering induces an ordering on Ymsm
in the natural way.
Starting with Y ′ = Ym, we add elements y one at a time from the
ordered set Ymsm to form a new Y
′. We claim that at each step Y ′ ∪ {y}
is linearly independent. Indeed, suppose y := wsi1 . . . silsm ∈ Ymsm. It has
in its decomposition the product ulv1vi1+1 . . . vil+1vm+1, for some l. Since
sij = u(vij+vij+1) and Ym is ordered lexicographically, this product does not
occur in the decomposition of any element of Y ′. Hence Y ′ ∪ {y} is linearly
independent. Therefore, by induction, Ym+1 is also linearly independent and
Proposition 4.3 is proved.
Define W to be the submodule spanned by Xm.
Proposition 4.7 The action of ψ(y(m)) on W with respect to the ordered
basis Xm is as given by Sidki.
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Proof. We use induction, starting with the base case, m = 3. It is clear that
s2 has the required action. Since s2 inverts a and w is an α-eigenvector for
a, the action of a is also clear. By choice, ws1 = w, so it remains to consider
ws2s1. Using Lemma 3.17 we have
ws2s1 = w((v2 + v3)uu(v1 + v2))
= w(1 + (v1 + v2)(v2 + v3))
= w + w(v1 + v2)uu(v2 + v3)
= w + ws1s2
= w + ws2
So, we have shown the case m = 3.
For the inductive step, consider the two bases: Xm = {w,wsm−1, wsm−2,
wsm−1sm−2, . . . , wsm−1 . . . s2} and Xm+1 = {w,wsm, wsm−1, wsmsm−1, . . . ,
wsm . . . s3, ws2, . . . , wsm . . . s2}. We note that the map on the words s which
is generated by si 7→ si+1 maps Xm to the first 2m−2 basis vectors of Xm+1.
Therefore, for k ≥ 3, the action of ηm+1(sk) on a basis vector wsilsil−1 . . . si1
in the first half of Xm+1 is the same as the action of ηm(sk−1) = s
(m)
k−1 on
wsil−1sil−1−1 . . . si1−1. That is, the top half of the action matrix for ηm+1(sk)
is given by (s
(m)
k−1|0). Now, provided k ≥ 4, sk commutes with s2. So the
action of ηm+1(sk) on the second half of the basis vectors ws2, . . . , wsm . . . s2
is the same as on the first half. Therefore, the action of ηm+1(sk) is as given.
If k = 3, then s2s3 = 1+s3s2 by Lemma 4.5. Each basis vector in the second
half of Xm+1 is of the form wss2, where s is a word in {s3, . . . , sm}. Since
wss2s3 = ws+ wss3s2, the action of ηm+1(s3) is as given.
For s1, we use the same argument that wss2s1 = ws + wss1s2 and
observe that s1 commutes with all s3, . . . , sm. The action of s2 is clearly as
given. Finally, for a, recall that si inverts a for i 6= 1; that is, sia = a−1si.
Hence, an element ws is an α-eigenvector if s has even length and an α−1-
eigenvector if it has odd length. The first 2m−2 basis vectors in Xm+1 have
the same length as those in Xm, whilst the second half have opposite length
parity to those in Xm. 
Recall that we may extend y(m) to y˜(m) by adding an element τ which
inverts a and centralises s1, . . . , sm−1.
Corollary 4.8 The action of ψ(y˜(m)) on the rank 2m−1 submodule W⊕Wu
is given by
u 7→
(
0 I2m−2
I2m−2 0
)
a 7→
(
ηm(a) 0
0 ηm(a)
−1
)
si 7→
(
ηm(si) 0
0 ηm(si)
)
for i = 1, . . . ,m− 1
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Proof. By considering different products in a similar way to the proof of
Proposition 4.3, we see that Xm ∪ Xmu is linearly independent and hence
W ⊕Wu has rank 2m−1. The action of y˜(m) is clear. 
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