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Abstract
A new subclass of P-matrices is stated for which it is easy to calculate bounds for the solu-
tion of a linear complementarity problem where the input data of the linear complementarity
problem are not exactly known but can be enclosed in intervals. This new class of matrices
properly contains all H-matrices with positive diagonal entries and is properly contained in
the class of P-matrices.
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1. Introduction
A matrix M ∈ Rn×n is called a P-matrix if all its principal minors are positive
(see [8]). We introduce a new subclass of P-matrices and examine its application
concerning the linear complementarity problem.
The linear complementarity problem, abbreviated LCP, is to find a vector z such
that
q +Mz  o, z  o, (q +Mz)Tz = 0, (1)
or to show that no such vector z exists.
The inequalities appearing in (1) and in the sequel are meant componentwise and
o denotes the zero vector. For a detailed introduction to the LCP we refer to [6,12].
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The relevance of P-matrices to the LCP is established by the following theorem.
Theorem 1.1. A matrix M ∈ Rn×n is a P-matrix if and only if the LCP has a unique
solution for all vectors q ∈ Rn.
For a proof we refer to Theorem 3.3.7 in [6].
The present paper is concerned with the case that the matrix M and the vector q
are not exactly known but can be enclosed in an interval matrix [M] and an interval
vector [q], respectively. This generalization arises, for example, from free boundary
problems by discretizing the problem without neglecting the discretization error (see
[17]) and from linear programming problems with interval input data (see [10]),
respectively.
First results concerning the LCP with inexact data are given in [9], where an
Oettli-Prager-type description is given for the LCP.
In this paper we consider the problem that an interval vector [q] ∈ IRn and an
interval matrix [M] ∈ IRn×n are given where all M ∈ [M] are P-matrices. Obvi-
ously, the set

([M], [q]) := {z ∈ Rn : z  o, q +Mz  o, (q +Mz)Tz = 0,
M ∈ [M], q ∈ [q]} (2)
is compact for the case that all M ∈ [M] are P-matrices.
In [1], the total step method, the single step method and the symmetric single step
method have been introduced for the LCP with interval data. It has been shown that
these iterative methods all converge to a uniquely defined interval vector [z] satis-
fying 
([M], [q]) ⊆ [z] for the case that all M ∈ [M] are H-matrices with positive
diagonal entries (see Section 2 for the definition of an H-matrix).
Since every H-matrix with positive diagonal entries is a P-matrix but not vice
versa the question naturally arises if and/or how far the results of [1] can be extended
to the case where all M ∈ [M] are P-matrices. It is not surprising that, for the case
that all M ∈ [M] are P-matrices but not necessarily H-matrices, we will get the result
that the total step method, the single step method and the symmetric single step
method are not necessarily convergent (see also [14]). However, if there is an interval
vector [start] satisfying 
([M], [q]) ⊆ [start] the total step method, the single step
method and the symmetric single step method can be used to improve the enclosure
of 
([M], [q]) by forming intersections after each iteration step.
Therefore, the main purpose of the present paper is the construction of an interval
vector [start] satisfying 
([M], [q]) ⊆ [start] for the case that all M ∈ [M] are
P-matrices but not necessarily H-matrices.
In Section 2, we will define a new subclass of P-matrices for which we will show
in Section 3 that an interval vector [start] satisfying 
([M], [q]) ⊆ [start] can eas-
ily be constructed for the case that all M ∈ [M] belong to this new subclass. This
subclass will be denoted by PKS and properly contains all H-matrices with positive
diagonal entries. So, we have a generalization of [1].
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2. Preliminaries
2.1. Classes of matrices
By Zn×n we define the set of matrices with nonpositive off-diagonal entries; i.e.
M = (mij ) ∈ Zn×n ⇔ mij  0 if i /= j . Furthermore, let O denote the zero matrix.
Definition 2.1. We call M ∈ Zn×n a K-matrix if M−1 exists satisfying M−1  O.
We denote the set of all K-matrices by K. Members of K are also known as (nonsin-
gular) Minkowski-matrices (see also Note 3.13.24 in [6]).
Lemma 2.1. Let M ∈ Zn×n. Then, M is a K-matrix iff there exists a vector u > o
such that Mu > o.
For a proof we refer to [7].
Lemma 2.2. Let M  B ∈ Zn×n. If M is a K-matrix, then B is a K-matrix, too.
The proof can be easily performed by Lemma 2.1.
Definition 2.2. ForM ∈ Rn×n we define the comparison matrix 〈M〉 = (cij )∈Rn×n
by setting
cij :=
{−|mij | if i /= j,
|mij | if i = j.
(a) If 〈M〉 is a K-matrix, then M is called an H-matrix ([5]).
(b) If M is an H-matrix with positive diagonal entries, then M is called an H+-
matrix ([4]).
We denote the set of all H+-matrices by H+. It is obvious that every K-matrix
is an H+-matrix, but not vice versa. In addition, H+ is properly contained in P. See
Theorem 3.3.15 in [6]. Therefore, we have
K ⊂ H+ ⊂ P, (3)
where the ⊂-sign is meant as follows: (i) For any n we have
M ∈ Rn×n, M ∈ K ⇒ M ∈ H+ ⇒ M ∈ P;
(ii) There exist n1, n2, M1 ∈ Rn1×n1 and M2 ∈ Rn2×n2 satisfying
M1 ∈ P, M1 ∈ H+ and M2 ∈ H+, M2 ∈ K.
In the following we will define a new class of matrices.
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Definition 2.3. We say that M ∈ P has a positive K-splitting if the matrix k(M) =
(cij ) defined by
cij :=


mii if i = j,
0 if i /= j and mij > 0,
mij if i /= j and mij  0,
is a K-matrix. The set of all P-matrices which have a positive K-splitting we denote
by PKS . Obviously, any M ∈ PKS can be written as
M = k(M)+ B, where k(M) ∈ K and B  O.
Theorem 2.1. It holds H+ ⊂ PKS ⊂ P.
Proof. Let M = (mij ) ∈ Rn×n with mii > 0, i = 1, . . . , n. Then,
〈M〉  k(M) ∈ Zn×n.
If M ∈ H+, then due to (3) M ∈ P and both 〈M〉 and k(M) are K-matrices by defi-
nition and by Lemma 2.2, respectively; i.e., M ∈ PKS . Considering the P-matrix
M =
(
1 −1
1 1
)
we have that 〈M〉 is singular, but k(M) is a K-matrix; i.e., M ∈ H+, but M ∈ PKS .
To show PKS /= P we consider the P-matrix
M =

 1 −1 11 1 −1
−1 1 1

 . (4)
Since k(M) is singular we have M ∈ PKS . 
Remark 2.1
1. Since k(M) ∈ Zn×n we have due to the equivalence of 8◦ and 11◦ stated in The-
orem 4.3 in [8]
k(M) ∈ P ⇔ k(M) ∈ K. (5)
That means, if M ∈ P and k(M) = M we have M ∈ PKS . On the other hand, if
there are (many) off-diagonal entries of M which are positive, then the matrix
k(M) might get strictly diagonally dominant or triangular which implies k(M) ∈
K using Lemma 2.1. Nevertheless, we have P /= PKS due to (4).
2. For example, the P-matrices considered in Example 3.3.10 in [6], Section 2.2.8
in [12] and at the end of Section 4.1.2 in [12] all belong to PKS . None of these
matrices belong to H+. These matrices are important since they have been used
to show that the real part of an eigenvalue of a P-matrix can be negative and that
some pivoting methods solving the LCP with a P-matrix can cycle, respectively.
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3. Using Theorem 2.1 and (3) we have
K ⊂ H+ ⊂ PKS ⊂ P. (6)
2.2. Interval arithmetic
We consider compact intervals
[a, a¯] := {x ∈ R : a  x  a¯}
and denote the set of all such intervals by IR. We also write [a] instead of [a, a¯]. Fur-
thermore, we consider matrices with an interval in each of its elements; i.e., [A,A] =
([aij ]) = ([aij , a¯ij ]). We also write
[A,A] := {A ∈ Rn×n : A  A  A}. (7)
By IRn×n we denote the set of all these so-called interval matrices (7). We also write
[A] instead of [A,A]. The set of interval vectors with n components is constructed in
the same way and denoted by IRn. The intersection of two interval vectors is under-
stood componentwise. If there is at least one component for which the intersection is
empty, then [a] ∩ [b] is set ∅. For an introduction to interval computations we refer
to [3,13].
Theorem 2.2. Let [M] = [M,M] ∈ IRn×n. Then, each M ∈ [M] belongs to PKS,
iff each M ∈ [M] is a P-matrix and k(M) ∈ K.
Proof. The proof can easily be performed using
k(M)  k(M) ∈ Zn×n for all M ∈ [M]
and Lemma 2.2. 
3. Iterative methods enclosing ([M], [q])
Definition 3.1. Let [a] = ([ai]) ∈ IRn. Then, we define
max{o, [a]} := ([max{0, ai},max{0, a¯i}]) ∈ IRn.
Let [q] ∈ IRn and [M] ∈ IRn×n. Assume that 0 ∈ [mii], i = 1, . . . , n. Defining
[D]−1 :=


1
[m11] O
.
.
.
O 1[mnn]

 , [L] := −


0 · · · · · · 0
[m21] 0 · · ·
...
...
.
.
.
.
.
.
...
[mn1] · · · [mnn−1] 0

 ,
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[U ] := −


0 [m12] · · · [m1n]
... 0
.
.
.
...
... · · · . . . [mn−1n]
0 · · · · · · 0

 and [R] := [L] + [U ]
the following iteration methods have been introduced in [1]:
(a) The total step method:
(T )
{[x0] ∈ IRn, arbitrary,
[xk+1] := max{o, [D]−1([R][xk] − [q]), k = 0, 1, 2, . . .
b) The single step method
(S)


[y0] ∈ IRn, arbitrary,
[yk+1] := max {o, [D]−1 ([U ][yk] + [L][yk+1] − [q])} ,
k = 0, 1, 2, . . .
In [1], the following result has been shown.
Theorem 3.1. Let [M] ∈ IRn×n and [q] ∈ IRn. If all M ∈ [M] belong to H+, then
the total step method (T ) and the single step method (S) are both convergent to the
(same) unique interval vector [x∗] solving the fixed point equation
[x] = max{o, [D]−1([R][x] − [q])}.
Furthermore, it holds that 
([M], [q]) ⊆ [x∗].
The assumption that all M ∈ [M] belong to H+ is only sufficient to conclude
that (T ) and (S) are convergent, but not necessary as we will see in the following
example.
Example 3.1. Let
[M] = [M,M] =


1 [0, 12 ] [0, 12 ]
[0, 12 ] 1 [0, 12 ]
[0, 12 ] [0, 12 ] 1

 and [q] =

11
1

 .
It is shown in [15] that each M ∈ [M] is regular, and since the identity belongs to
[M] we have according to Theorem 1.2 in [16] that each M ∈ [M] is a P-matrix. So,
the unique solution of the LCP defined by any M ∈ [M] and q = (1 1 1)T is o.
Hence, 
([M], [q]) = {o}. On the other hand, not every M ∈ [M] is an H-matrix,
since 〈M〉 is singular. However, for any [x0] ∈ IR3, x0  o and any [y0] ∈ IR3,
y0  o we have concerning (T ) and (S)
[x2] = [x1] = o and [y2] = [y1] = o.
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In [1], it has been shown if M = M =: M is an H+-matrix and q = q¯ =: q, then (T )
and (S) converge to the unique solution of the LCP defined by M and q. This is not
true for the case that M is a P-matrix as we will see in the following example.
Example 3.2. Let
M =
(
2 4
−1 2
)
, q =
(−6
−1
)
.
It is easy to see that M is a P-matrix but not an H-matrix. The unique solution of the
LCP defined by M and q is z = (1 1)T. Let ε ∈ (0, 1) and
[x0] = [y0] =
([1 − ε, 1 + ε]
[1 − ε, 1 + ε]
)
,
then we get due to
[x1] =
([1 − 2ε, 1 + 2ε][
1 − ε2 , 1 + ε2
] ) , [x2] = ([1 − ε, 1 + ε][1 − ε, 1 + ε]
)
= [x0]
a cyclic sequence using (T ). On the other hand we get using (S)
[y1] = [y2] =
([1 − 2ε, 1 + 2ε]
[1 − ε, 1 + ε]
)
i.e., infinitely many fixed points. For completeness, we mention that we also get a
cyclic sequence concerning (S) if we start with [y0] := o. Then,
[y1] =
(
3
2
)
, [y2] =
(
0
1
2
)
, [y3] =
(
2
3
2
)
, [y4] =
(
0
1
2
)
= [y2].
In the first part of the preceding example we have seen that cyclic sequences can
occur even if we start (T ) with an interval vector that includes 
([M], [q]). This can
be avoided by forming intersections after each iteration step. In the following theo-
rem we will present these modifications. The symmetric single step method which
was omitted in Theorem 3.1 for brevity is also considered and as explained in [1] the
modified symmetric single step method is the method of choice.
Theorem 3.2. Let [q] ∈ IRn and let each M ∈ [M] ∈ IRn×n be a P-matrix. We as-
sume that we have an interval vector [start] ∈ IRn satisfying
([M], [q]) ⊆ [start].
Then, we consider three iterations:
(T I)
{ [t0] := [start]
[tk+1] := max{o, [D]−1([R][tk] − [q])} ∩ [tk]
(SIC)


[s0] := [start]
for i = 1 to n do [sk+1i ] :=
max
{
0, 1[mii ]
(
−∑i−1j=1[mij ][sk+1j ] −∑nj=i+1[mij ][skj ] − [qi])} ∩ [ski ]
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(SSIC)


[z0] := [start]
for i = 1 to n do
[
z
k+ 12
i
]
:=
max
{
0, 1[mii ]
(
−∑i−1j=1[mij ]
[
z
k+ 12
j
]
−∑nj=i+1[mij ][zkj ] − [qi]
)}
∩[zki ]
for i = n downto 1 do [zk+1i ] :=
max
{
0, 1[mii ]
(
−∑i−1j=1[mij ]
[
z
k+ 12
j
]
−∑nj=i+1[mij ][zk+1j ] − [qi]
)}
∩
[
z
k+ 12
i
]
Then, [tk] ⊇ [sk] ⊇ [zk] ⊇ 
([M], [q]), k = 0, 1, 2, . . .
Proof. The proof of [tk] ⊇ [sk] ⊇ [zk] is exactly the same as in [1]. To show [zk] ⊇

([M], [z]) for all k let z ∈ 
([M], [q]). Then, there exist D ∈ [D], U ∈ [U ], L ∈
[L] and q ∈ [q] such that
z = max{o,D−1(Uz+ Lz− q)}.
Then, one can show with the same ideas used in [1]
z = max
{
o, [D]−1([U ][z0] + [L]
[
z
1
2
]
− [q])
}
∩ [z0] =
[
z
1
2
]
and
z = max
{
o, [D]−1([U ][z1] + [L]
[
z
1
2
]
− [q])
}
∩
[
z
1
2
]
= [z1].
The proof follows then by induction. 
In order to construct an interval vector [start] satisfying 
([M], [q]) ⊆ [start]
actually one needs a vector v such that
z  v for all z ∈ 
([M], [q]).
Then, we can choose [start] = [o, v]. The following theorem will show that such a
vector v can easily be defined for the case that each M ∈ [M] belongs to PKS .
In [1], it was shown that the construction of an interval vector [start] satisfying

([M], [q]) ⊆ [start] was easy to find if all M ∈ [M] are assumed to be H+-matri-
ces.
Therefore, due to (6), we get a generalization.
Theorem 3.3. Let [q] ∈ IRn and let each M ∈ [M] ∈ IRn×n belong to PKS . Let v
be the (due to (6) unique) solution of the LCP defined by k(M) and q. Then, z  v
for all z ∈ 
([M], [q]).
Proof. Let z ∈ 
([M], [q]). Then, there exist M ∈ [M] and q ∈ [q] satisfying (1).
Setting  := {i : zi = 0} we define M̂ = (mˆij ) and qˆ = (qˆi) by
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mˆij :=


(k(M))ij if i ∈ ,
0 if i ∈  and i /= j,
(k(M))ii if i ∈  and i = j,
and qˆi :=
{
q
i
if i ∈ ,
0 if i ∈ .
We will show
qˆ + M̂z  o  qˆ + M̂v. (8)
Case 1: If i ∈ , then zi = 0 and
(qˆ + M̂z)i = 0  (k(M))iivi = (qˆ + M̂v)i .
Case 2: If i ∈ , then we have zi > 0 and qi + (Mz)i = 0. Hence,
q
i
+
n∑
j=1
(k(M))ij zj  qi +
n∑
j=1
mij zj  qi +
n∑
j=1
mij zj = 0
 q
i
+
n∑
j=1
(k(M))ij vj .
Applying Lemma 2.2 to k(M)  M̂ ∈ Zn×n we can conclude that M̂ is a K-matrix.
Hence, it follows from (8) that z  v. 
4. Examples
In this section we consider two examples where an interval matrix [M] and an inter-
val vector [q] are given. EachM ∈ [M]will belong to PKS , but not everyM ∈ [M]will
be an H-matrix. Applying Theorem 3.3 and Theorem 3.2 we will construct an interval
vector that includes the set (2). This interval vector can be optimal (see Example 4.1)
or not (see Example 4.2) even if an LCP is considered without interval entries.
Example 4.1. Let I denote the identity,
[M] =


1 [0, 12 ] [0, 12 ]
[0, 12 ] 1 [0, 12 ]
[0, 12 ] [0, 12 ] 1

 and [q] =

 −6[1, 2]
[−3,−2]

 .
As already stated in Example 3.1 each M ∈ [M] is a P-matrix but not every M ∈ [M]
is an H-matrix. As a consequence, we cannot use the idea described in [1] in order
to construct an interval vector [start] satisfying 
([M], [q]) ⊆ [start]. However,
according to Theorem 3.3 we have k(M) = I and the unique solution of the LCP
defined by I and q is
v = max{o,−q} =

60
3

 .
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Starting (T I), (SIC) and (SSIC) with
[start] = [o, v] =

[0, 6]0
[0, 3]


we get
[t1] = [t2] = [s1] = [s2] = [z1] = [z2] =

[ 92 , 6]0
[0, 3]

 . (9)
Since
z =

 920
3


is the unique solution of the LCP defined by
1 0 120 1 0
0 0 1

 ∈ [M] and

−61
−3

 ∈ [q]
and since
z =

60
0


is the unique solution of the LCP defined by
1 0 00 1 0
1
2 0 1

 ∈ [M] and

−61
−3

 ∈ [q],
we have that the interval vector given in (9) is even the narrowest interval vector
which includes 
([M], [q]). Therefore, the interval vector given in (9) is optimal.
In [1], it has been shown that the total step method, the single step method and
the symmetric single step method applied to an LCP with interval data converge to
the narrowest interval vector enclosing 
([M], [q]) for the case that all M ∈ [M]
are K-matrices.
This result cannot be extended to the case that all M ∈ [M] are H+-matrices ([1],
Example 3.1). Regarding Example 4.1 one might get the idea that for the case that all
M ∈ [M] are P-matrices fulfilling M  O the narrowest interval vector enclosing

([M], [q]) can be achieved if the iteration methods defined in Theorem 3.2 are
considered with [start] = [o, v] where v = max{o,−D−1q}. But this is not true as
we will see in the following example.
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Example 4.2. Let
M =

1 2 00 1 2
2 0 1

 , q =

−1−1
−1

 .
M is a P-matrix fulfilling M  O. Therefore, M ∈ PKS . The unique solution of the
LCP concerning M and q is z = ( 13 13 13 )T. We have that k(M) = I , where I
denotes the identity and
max{o,−q} =

11
1

 =: v.
Applying Theorem 3.3 and starting (T I), (SIC) and (SSIC) with
[start] = [o, v] =

[0, 1][0, 1]
[0, 1]


we get
[t1] = [s1] = [z1] = [start].
One might think that [start] was too crude for getting the real solution. But this is
not true. Let ε ∈ (0, 13 ). Then, with
[start] :=


[
1
3 − ε, 13 + ε
]
[
1
3 − ε, 13 + ε
]
[
1
3 − ε, 13 + ε
]


(T I), (SIC) and (SSIC) give
[t1] = [s1] = [z1] = [start].
Remark 4.1. In the preceding two examples it was very easy to solve the LCP
defined by k(M) and q. In general, this LCP can be solved by the method of Chan-
drasekaran ([6], Algorithm 4.7.3) within O(n3) operations. Of course, the total step
method, the single step method and the symmetric single step method can also be
applied. The latter can even be used on a computer with a rigorous error control [1].
5. Concluding remarks
We have given a new class of matrices PKS , for which it is easy to calculate an
interval vector [start] satisfying 
([M], [q]) ⊆ [start] for the case that all M ∈
[M] belong to PKS . The question remains open if there exists also an easy method
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for constructing such an interval vector [start] for the case that all M ∈ [M] belong
to P but not necessarily to PKS . An expensive method to describe 
([M], [q]) is
given in [2].
For the special case that M ∈ P and [q] ∈ IRn, the set 
(M, [q]) can be enclosed
using Lemma 1 in [11]. However, it has been already stated in [11] that it is not an
easy task to compute the number α(M) used in Lemma 1 in [11], and it is expensive
to obtain lower and upper bounds for α(M).
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