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1. Introduction
Consider the following nonlinear singular systems of second and fourth-order ordinary differential equations⎧⎪⎪⎨
⎪⎪⎩
x(4)(t) = f (t, x, y), (t, x, y) ∈ (0,1) × R+ × R+,
−y′′(t) = g(t, x), (t, x) ∈ (0,1) × R+,
x(0) = x′(0) = x(1) = x′′(1) = 0,
y(0) = y(1) = 0,
(1)
where f ∈ C((0,1) × R+ × R+, R+), g ∈ C((0,1) × R+, R+), R+ = [0,+∞), f , g may be singular at t = 0 and/or t = 1,
moreover f may be singular at x = 0.
The singular ordinary differential equations arise in a variety of different areas of applied mathematics and physics
(see [1–15] and the references therein). In recent years, considerable attention has been given to the existence of posi-
tive solutions of nonlinear boundary value problems by several authors, including Agarwal and O’Regan [1–3], Fink and
Gatica [4], Lou [11], and Lü et al. [8].
By applying Leray–Schauder theory, Agarwal and O’Regan [1] obtained the existence of positive solutions for the following
differential systems⎧⎪⎪⎨
⎪⎪⎩
−x′′(t) = f (t, y), a.e. t ∈ [0,1],
−y′′(t) = g(t, x), a.e. t ∈ [0,1],
α1x(0) − β1x′(0) = 0 = γ1x(1) + δ1x′(1),
α2 y(0) − β2 y′(0) = 0 = γ2 y(1) + δ2 y′(1).
(2)
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order two-point boundary value problem{
x(4)(t) = f (t, x), t ∈ [0,1],
x(0) = x′(0) = x(1) = x′′(1) = 0. (3)
The problem (3) describes deﬂection of an elastic beam rigidly fastened on the left and simply supported on the right.
Recently, Lü, Yu and Liu [8] presented the existence of multiple positive solutions for a coupled singular system of the
following second and fourth order ordinary differential equations⎧⎪⎪⎨
⎪⎪⎩
x(4)(t) = f (t, y), (t, y) ∈ (0,1) × R+,
−y′′(t) = g(t, x), (t, x) ∈ (0,1) × R+,
x(0) = x′′(0) = x(1) = x′′(1) = 0,
y(0) = y(1) = 0.
(4)
The argument in [8] is based on the ﬁxed point theorem of cone expansion and compression. For other existence results of
nonlinear boundary value problems, see [7,9,10,12–15].
In most real problems, only positive solution is signiﬁcant. To seek necessary and suﬃcient condition for the existence of
positive solution of singular differential system is interesting and important, but diﬃcult. To the best of the author’s knowl-
edge, the necessary and suﬃcient condition for the existence of positive solutions of system (1) has not been considered
until to now. The objective of the present paper is to ﬁll this gap.
In this work, we shall give a necessary and suﬃcient condition for the existence of positive solution of nonlinear singular
differential system (1) by using ﬁxed point theorem together with the properties of decreasing operator. What we obtain
is different from those previous papers in the following aspects. Firstly, nonlinearity of system (1) may be singular at t = 0
and/or t = 1, moreover f may be singular at x = 0. Secondly, the main method used in this paper is ﬁxed point theorem
and monotone iterative technique. Finally, under reasonable conditions, they obtain not only the existence results, but also
the uniqueness result as well as the estimate of the convergent rate of the iterative procedure.
The rest of the paper is organized as follows: In Section 2, some preliminaries and lemmas are presented. The main
results are formulated and proved in Section 3. Finally, in Section 4, some discussions are given to demonstrate the validity
of main results.
2. Preliminaries
Let G1(t, s) be Green’s function of the homogeneous linear problem{
x(4)(t) = 0, 0 t  1,
x(0) = x′(0) = x(1) = x′′(1) = 0.
Then G1(t, s) has the form
G1(t, s) =
{
1
12 (1− t)s2[3(1− s) − (1− t)2(3− s)], 0 s t  1,
1
12 (1− s)t2[3(1− t) − (1− s)2(3− t)], 0 t  s 1.
Let G2(t, s) be the Green’s function of the linear boundary value problem{
y′′ = 0, 0 t  1,
y(0) = y(1) = 0,
which is explicitly expressed by
G2(t, s) =
{
s(1− t), 0 s t  1,
t(1− s), 0 t  s 1.
Denote I = [0,1], J = (0,1), R+ = (0,+∞), e0(t) = t(1− t), t ∈ I . Obviously e0(t) = G2(t, t), G2(t, s) > 0, t, s ∈ J , and
e0(s)e0(t) G2(t, s) e0(t), t ∈ I.
Let e2(s) = s2(1− s), s ∈ J . It is easy to verify the Green’s function G1(t, s) has the following property.
Lemma 2.1. 16 e
2
0(t)e
2(s) G1(t, s) 14 e2(s), 0 t, s 1.
Proof. Since G1(t,0) = G1(t,1) = 0, 0 t  1, and e2(0) = e2(1) = 0, then the inequalities hold for s = 0 or s = 1.
For 0< s t  1, we have
G1(t, s)
1
(1− t)s23(1− s) 1 s2(1− s) = 1 e2(s)
12 4 4
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G1(t, s) = 1
12
(1− t)s2[3(1− s) − (1− t)2(3− s)] 1
12
(1− t)s2[3(1− s) − 3(1− t)2]
 1
4
(1− t)2s2t  1
6
e2(s)e20(t).
For 0 t  s < 1, we have
G1(t, s)
1
12
t2(1− s)3(1− t) 1
4
s2(1− s) = 1
4
e2(s),
and
G1(t, s) = 1
12
t2(1− s)[3(1− t) − (1− s)2(3− t)] 1
12
(1− s)t2(1− t)[3− (1− s)(3− t)]
 1
12
t2(1− s)(1− t)s(3− s) 1
6
e2(s)e20(t).
It follows from the above discussion that 16 e
2
0(t)e
2(s) G1(t, s) 14 e2(s), 0 t, s 1. This completes the proof. 
For convenience, we list the following conditions and assumptions
(H1) f ∈ C((0,1) × R+ × R+, R+), f (t, x, y) is nonincreasing in x for each ﬁxed t ∈ (0,1) and is −q homogeneous function
in y for a. e. t ∈ (0,1), y ∈ (0,+∞), and there exist constants p,q ∈ (0,1) and 0< p + q < 1 such that
f (t, rx,hy) r−p f (t, x,hy) = r−ph−q f (t, x, y) for r,h ∈ (0,1); (5)
(H2) g ∈ C((0,1) × R+, R+), g(t, x) is nonincreasing in x for each ﬁxed t ∈ (0,1) and there exists a constant k ∈ (0,1) such
that
g(t,wx) w−k g(t, x) for w ∈ (0,1), x ∈ (0,+∞). (6)
Remark 2.1. From (5) and (6) we know that
f (t, rx,hy) r−ph−q f (t, x, y) for (t, x, y) ∈ (0,1) × R+ × R+, r > 1, h > 1,
and
g(t,wx) w−k g(t, x) for (t, x) ∈ (0,1) × R+, w > 1.
Deﬁnition 1. By a C(I) × C(I) positive solution of system (1), we mean (x, y) ∈ C(I) ∩ C1(I) ∩ C2(I) ∩ C4( J ) × C(I) ∩ C2( J )
satisfying system (1) with x(t), y(t) not identically zero on J . (x, y) is called a C3(I)×C1(I) solution, we mean that x(3)(0+)
and x(3)(1− 0) exist, also y′(0+) and y′(1− 0) exist. (x, y) is called a positive solution of system (1) if (x, y) is a solution
of system (1) and x(t) > 0, y(t) > 0 for any t ∈ J .
We denote the maximum norm of C(I) by ‖x‖ = maxt∈I |x(t)|. Let C+(I) be the cone of all nonnegative function in C(I).
It is well know that (x, y) ∈ C[0,1] ∩ C1[0,1] ∩ C2[0,1] ∩ C4[0,1] × C[0,1] ∩ C2[0,1] is a couple of positive solution of
system (1) if and only if (x, y) ∈ C[0,1]× C[0,1] is a couple of positive solution of the following nonlinear integral equation
system⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x(t) =
1∫
0
G1(t, s) f
(
s, x(s), y(s)
)
ds for t ∈ I,
y(t) =
1∫
0
G2(t, s)g
(
s, x(s)
)
ds for t ∈ I.
(7)
Obviously, the above nonlinear integral equation system (7) is equivalent to the following nonlinear integral equation
x(t) =
1∫
0
G1(t, s) f
(
s, x(s),
1∫
0
G2(s, τ )g
(
τ , x(τ )
)
dτ
)
ds for any t ∈ I.
Now let us deﬁne a nonlinear operator A : De −→ De by
(Ax)(t) =
1∫
G1(t, s) f
(
s, x(s),
1∫
G2(s, τ )g
(
τ , x(τ )
)
dτ
)
ds for any t ∈ I,0 0
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]where De = {x ∈ C+(I) | there exist positive constants Mx,mx such that mxe2(t) x(t) Mxe2(t), t ∈ I} and
mx = sup
{
m > 0
∣∣ x(t)me2(t), t ∈ I}, Mx = inf{M > 0 ∣∣ x(t) Me2(t), t ∈ I}.
In the following paper mx , Mx will be taken in this way. Let x∗ ∈ De be a ﬁxed point of operator A. Then
x∗(t) =
1∫
0
G1(t, s) f
(
s, x∗(s),
1∫
0
G2(s, τ )g
(
τ , x∗(τ )
)
dτ
)
ds for t ∈ I.
After direction computation, we get
(x∗)(4)(t) = f
(
t, x∗(t),
1∫
0
G2(t, τ )g
(
τ , x∗(τ )
)
dτ
)
for t ∈ I.
Since G1(0, s) = G1(1, s) = 0, ∂∂t G1(0, s) = ∂
2
∂t2
G1(1, s) = 0, 0 t  1. Then we obtain
x∗(0) = (x∗)′(0) = x∗(1) = (x∗)′′(1).
Let
y∗ =
1∫
0
G2(t, s)g
(
s, x∗(s)
)
ds, t ∈ I.
Thus by simple computation, we get (y∗)′′(t) = g(t, x∗) and y∗(0) = y∗(1) = 0. Therefore, (x∗, y∗) is a couple of positive
solution of system (1).
Thus the existence of positive solutions to system (1) is equivalent to the existence of ﬁxed point of nonlinear operator A,
i.e. if x(t) is a ﬁxed point of A in C[0,1], then system (1) has a couple of positive solution (α,β), which can be written by⎧⎪⎪⎨
⎪⎪⎩
α(t) = x(t), t ∈ I,
β(t) =
1∫
0
G2(t, s)g
(
s, x(s)
)
ds, t ∈ I.
3. Main results
Theorem3.1. Suppose that (H1) and (H2) are satisﬁed. Then the necessary and suﬃcient condition for the existence of C3[0,1] × C1[0,1
positive solution (x, y) to system (1) is
(H3) 0<
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds < +∞.
Theorem 3.2. Suppose that (H1), (H2) and (H3) are satisﬁed, then system (1) has one and only one positive solution (x∗, y∗) in
De ∩ C1[0,1] ∩ C2[0,1] ∩ C4(0,1) × C[0,1] ∩ C2(0,1). Moreover, (x∗, y∗) satisﬁes the following
(i) constructing successively the sequence of functions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wn(t) =
1∫
0
G1(t, s) f
(
s,wn−1(s),
1∫
0
G2(s, τ )g
(
τ ,wn−1(τ )
)
dτ
)
ds, n = 1,2, . . . ,
zn(t) =
1∫
0
G2(t, s)wn(s)ds, n = 1,2, . . . ,
for any initial function w0(t) ∈ De, the sequence {wn(t)} converges to x∗(t) uniformly on [0,1], {zn(t)} converges to y∗(t)
uniformly on [0,1], and the rate of convergence is
sup
t∈(0,1)
∣∣w2n+2(t) − x∗(t)∣∣= O (1− ε(p+q)2n1 ), sup
t∈(0,1)
∣∣z2n+2(t) − y∗(t)∣∣= O (1− ε(p+q)2n2 ),
where 0< ε1 , ε2 < 1, which depend on initial function w0(t).
(ii) m1e2(t) x∗(t) M1e2(t), ∀t ∈ (0,1), m1e2(t) y∗(t) M1e2(t), ∀t ∈ (0,1), where m1,M1 are positive constants.
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⎪⎪⎩
x(t) = z(t), t ∈ I,
y(t) =
1∫
0
G2(t, s)g
(
s, z(s)
)
ds, t ∈ I,
be a couple of C3[0,1] × C1[0,1] positive solution of system (1).
From z(4)(t)  0, we know that z(3)(t) is nondecreasing for t ∈ J . This together with the boundary condition z′(0) =
z′′(1) = 0, we see there exists t0 ∈ J such that z(3)(t0) = 0. Consequently z(3)(t) 0 for all t ∈ (0, t0) and z(3)(t) 0 for all
t ∈ (t0,1). Hence z′′(t) is nonincreasing on (0, t0) and is nondecreasing on (t0,1). Combining with the convexity of z′′(t),
we obtain z′′(t) 0, which imply there exists positive constants 0< c1 < 1< c2 such that
c1e
2(t) z(t) c2e2(t). (8)
In fact, let z(t0) = ‖z‖ = max0t1 z(t). Since z(t) is nondecreasing and concave on (0, t0), then we have
z(t) z
(
tt0 + (1− t)0
)
 tz(t0) + (1− t)z(0) = t‖z‖ t2(1− t)‖z‖.
On the other hand, combining the nonincreasing properties with the concave properties of z(t), for all t ∈ (t0,1) and
(1− t)t0 + t ∈ (t0,1), we have
z(t) z
(
(1− t)t0 + t
)
 tz(1) + (1− t)z(t0) t2(1− t)‖z‖.
Let c1 = min{‖z‖, 13 }. Then we obtain z(t)  c1e2(t). It is easy to see z(t)  c2e2(t) for c2 > 1. This completes the proof
of (8).
Combining (H1) with (H2) we get
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
1∫
0
f
(
s, c−12 z(s),
1∫
0
G2(s, τ )g
(
τ , c−12 z(τ )
)
dτ
)
ds

(
c−12
)−p 1∫
0
f
(
s, z(s),
(
c−12
)−q 1∫
0
G2(s, τ )g
(
τ , z(τ )
)
dτ
)
ds
= cp2 cq2
1∫
0
f
(
s, z(s),
1∫
0
G2(s, τ )g
(
τ , z(τ )
)
dτ
)
ds
= cp+q2
1∫
0
z(4)(s)ds = cp+q2 z(3)(s)
∣∣1
0 = cp+q2
(
z(3)(1− 0) − z(3)(0+))< +∞.
On the other hand
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
1∫
0
f
(
s, c−11 z(s),
1∫
0
G2(s, τ )g
(
τ , c−11 z(τ )
)
dτ
)
ds

(
c−11
)−p 1∫
0
f
(
s, z(s),
(
c−11
)−q 1∫
0
G2(s, τ )g
(
τ , z(τ )
)
dτ
)
ds
= cp1 cq1
1∫
0
f
(
s, z(s),
1∫
0
G2(s, τ )g
(
τ , z(τ )
)
dτ
)
ds
= cp+q1
1∫
0
z(4)(s)ds = cp+q1 z(3)(s)
∣∣1
0
= cp+q1
(
z(3)(1− 0) − z(3)(0+)) 0,
thus
0
1∫
f
(
s, e2(s),
1∫
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds < +∞.0 0
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Let (t0, x0, y0) ∈ J × R+ × R+ such that f (t0, x0, y0) = α0 > 0. Obviously e(t0) > 0. Thus
f
(
t0, e(t0), y0
)

{
α0, if e(t0) x0,( x0
e(t0)
)p
α0, if e(t0) > x0.
Consequently, there exist subset [a1,b1] ⊂ (0,1) and x0 ∈ [a1,b1] such that
b1∫
a1
f
(
t, e2(t),
1∫
0
G2(t, τ )g
(
τ , e2(τ )
)
dτ
)
dt > 0.
Thus
0<
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds < +∞.
This complete the proof of necessary condition.
(ii) Suﬃciency. For any x ∈ De , there exist mx and Mx such that
mxe
2(t) x(t) Mxe2(t), t ∈ I.
Combining (H1) with (H2) we know that
Ax(t) =
1∫
0
G1(t, s) f
(
s, x(s),
1∫
0
G2(s, τ )g
(
τ , x(τ )
)
dτ
)
ds

1∫
0
G1(t, s) f
(
s,mxe
2(s),
1∫
0
G2(s, τ )g
(
τ ,mxe
2(τ )
)
dτ
)
ds

{∫ 1
0 G1(t, s) f
(
s, e2(s),
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, mx  1,
m−px
∫ 1
0 G1(t, s) f
(
s, e2(s),m−qx
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, mx < 1

{∫ 1
0 G1(t, s) f
(
s, e2(s),
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, mx  1,
m−p−qx
∫ 1
0 G1(t, s) f
(
s, e2(s),
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, mx < 1

(
1
4
max
{
1,m−p−qx
} 1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
)
e2(t) (9)
and
Ax(t) =
1∫
0
G1(t, s) f
(
s, x(s),
1∫
0
G2(s, τ )g
(
τ , x(τ )
)
dτ
)
ds

1∫
0
G1(t, s) f
(
s,Mxe
2(s),
1∫
0
G2(s, τ )g
(
τ ,Mxe
2(τ )
)
dτ
)
ds

{
M−p−qx
∫ 1
0 G1(t, s) f
(
s, e2(s),
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, Mx > 1,∫ 1
0 G1(t, s) f
(
s, e2(s),
∫ 1
0 G2(s, τ )g(τ , e
2(τ ))dτ
)
ds, Mx  1
min
{
1,M−p−qx
} 1∫
0
G1(t, s) f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds

(
1
6
min
{
1,M−p−qx
} 1∫
0
e2(s) f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
)
e2(t). (10)
According to the above discussions, we know that there exist m fx and M fx such that
m fxe
2(t) Ax(t) M fxe2(t), (11)
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fore A : De −→ De . We denote x1  x2 for x1(t) x2(t), t ∈ [0,1]. Then the following inequalities hold:
Ax1  Ax2, for any x1, x2 ∈ De, x1  x2, (12)
A(rx) r−(p+q)Ax, for any 0< r < 1, x ∈ De, (13)
A2(rx) r(p+q)2 A2x, for any 0< r < 1, x ∈ De, (14)
A(λx) λ−(p+q)Ax, for any λ 1, x ∈ De. (15)
It follows from (12) that A : De −→ De is a decreasing operator. Thus, for any x ∈ De and 0< t < 1, by virtue of (12) and
the decreasing property of A, we get
A2(rx) = A(A(rx)) A(r−(p+q)Ax) (r−(p+q))−(p+q)Ax = r(p+q)2 Ax.
Hence A2 : De −→ De is a increasing operator in De .
Denote
l0 = min
{
1,M
1
p+q
fe
,
(
M−(p+q)fe m fe
) 1
1−(p+q)2
}
,
L0 = max
{
1,m
1
p+q
fe
,
(
m−(p+q)fe M fe
) 1
1−(p+q)2
}
, (16)
then 0< l0  1, L0  1. Let
0< l l0, L0  L < +∞, (17)
x0 = le2(t), xn = Axn−1, n = 1,2, . . . ,
v0 = Le2(t), vn = Avn−1, n = 1,2, . . . . (18)
Then, we have
x1 = Ax0 =
1∫
0
G1(t, s) f
(
s, x0(s),
1∫
0
G2(s, τ )g
(
τ , x0(τ )
)
dτ
)
ds
=
1∫
0
G1(t, s) f
(
s, le2(s),
1∫
0
G2(s, τ )g
(
τ , le2(τ )
)
dτ
)
ds
 l−p
1∫
0
G1(t, s) f
(
s, e2(s), l−q
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
= l−(p+q)
1∫
0
G1(t, s) f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
= l−(p+q)Ae2(t) l−(p+q)M fe e2(t).
Hence x1  l−(p+q)M fe e2(t). Since A is a decreasing operator, combining (18) with (15) we get
x2 = Ax1  A
(
l−(p+q)M fe e2(t)
)

(
l−(p+q)M fe
)−(p+q)
Ae2(t) l(p+q)2M−(p+q)fe m fe e
2(t)
= l(p+q)2−1M−(p+q)fe m fe le2(t) = l(p+q)
2−1M−(p+q)fe m fe x0  x0, (19)
and
v1 = Av0 =
1∫
0
G1(t, s) f
(
s, v0(s),
1∫
0
G2(s, τ )g
(
τ , v0(τ )
)
dτ
)
ds
=
1∫
G1(t, s) f
(
s, Le2(s),
1∫
G2(s, τ )g
(
τ , Le2(τ )
)
dτ
)
ds0 0
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1∫
0
G1(t, s) f
(
s, e2(s),
1∫
0
L−qG2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
= L−(p+q)
1∫
0
G1(t, s) f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
= L−(p+q)Ae2(t) L−(p+q)m fe e2(t).
Then v1  L−(p+q)m fe e2(t). Since A is a decreasing operator, by virtue of (18) and (13), we get
v2 = Av1  A
(
L−(p+q)m fe e2(t)
)

(
L−(p+q)m fe
)−(p+q)
Ae2(t) L(p+q)2m−(p+q)fe M fe e
2(t)
= L(p+q)2−1m−(p+q)fe M fe Le2(t) = L(p+q)
2−1m−(p+q)fe M fe v0  v0. (20)
Combining (17) with (18) we get
lL−1v0 = x0  x2  · · · x2n  · · · v2n  · · · v2  v0 = Ll−1x0. (21)
Note that
∣∣(Ax2n)′(t)∣∣=
∣∣∣∣∣
( 1∫
0
G1(t, s) f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
)′∣∣∣∣∣
=
∣∣∣∣∣
( t∫
0
s2
12
(1− t)(3(1− s) − (1− t)2(3− s)) f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
+
1∫
t
t2
12
(1− s)(3(1− t) − (1− s)2(3− t)) f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
)′∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
s2
12
(−3(1− s) + 3(3− s)(1− t)2) f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
+
1∫
t
1− s
4
(
s2t2 + 4st − 2st2 − 2t2 − 2ts2) f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
∣∣∣∣∣
 2
1∫
0
f
(
s, x2n(s),
1∫
0
G2(s, τ )g
(
τ , x2n(τ )
)
dτ
)
ds
 2
1∫
0
f
(
s, le2(s),
1∫
0
G2(s, τ )g
(
τ , le2(τ )
)
dτ
)
ds
 2l−p
1∫
0
f
(
s, e2(s), l−q
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
= 2l−(p+q)
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds < +∞.
Thus {(Ax2n)(t): n ∈ N} is an equicontinuous set. Similarly, {(Av2n)(t): n ∈ N} is also an equicontinuous set. It follows
from (21) that {x2n} and {v2n} are relatively compact sets in De .
Clearly, x0 = t0v0, where t0 = lL , 0< t0 < 1. Then, by induction, we obtain
x2n  t(p+q)
2n
0 v0, n = 1,2, . . . . (22)
From (18) together with (21) and (22), for any natural number k, we have
0 x2(n+k) − x2n  v2n − x2n 
(
1− t(p+q)2n )v0 = (1− t(p+q)2n )Le2(t). (23)0 0
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x2n(t) −→ x∗(t) as n −→ ∞ uniformly on [0,1]. (24)
Similarly, we can prove that there exists a function v∗(t) ∈ De such that
v2n(t) −→ v∗(t) as n −→ ∞ uniformly on [0,1]. (25)
Then it is clear that
x2n  x∗  v∗  v2n, n = 1,2, . . . . (26)
Thanks to (18) and (21), we get x2n+2  A2x∗  A2v∗  v2n+2 (n = 1,2, . . .). Letting n → +∞, then it follows from (21),
(24) and (26) that
x2n  x∗  A2x∗  A2v∗  v∗  v2n, n = 1,2, . . . .
Now, employing the above inequality and (22), we have
0 A2v∗ − A2x∗  v∗ − x∗  v2n − x2n 
(
1− t(p+q)2n0
)
Le2(t).
By virtue of 0 < p + q < 1, we know that x∗ = v∗ = A2x∗ = A2v∗ . Then x∗ ∈ De , A2x∗ = x∗ , A2v∗ = v∗ . Thus x∗ = v∗ is a
ﬁxed point of A2, i.e. x∗(= v∗) is a solution of the operator equation A2x = x.
Now we prove that the solution x∗ is unique in De . Without loss of generality, suppose that x ∈ De is also a ﬁxed point
of A2. Let t1 = sup{t > 0: x tx∗}. Obviously 0 < t1 < +∞, x t1x∗ . We claim that t1  1. In fact, if 0 < t1 < 1, we know
that
x = A2x A2(t1x∗) t(p+q)
2
1 A
2x∗ = t(p+q)21 x∗.
Since t(p+q)
2
1 > t1, this contradicts the deﬁnition of t1. Consequently x x∗ . In a similar way, we can prove x x∗ . Therefore
x∗ = x is the unique solution of the operator equation A2x = x in De .
On the other hand, A2(Ax∗) = A(A2x∗) = Ax∗ . By the uniqueness of the ﬁxed point of A2, we have x∗ = Ax∗ , and x∗ is
the unique ﬁxed point of A.
Let
y∗ =
1∫
0
G2(t, s)g
(
s, x∗(s)
)
ds,
then system (1) has a unique positive solution (x∗, y∗) such that
le2(t) x∗  Le2(t),
γ1e
2(t) y∗  γ2e2(t),
where
γ1 = l−q
1∫
0
e2(s)g
(
s, e2(s)
)
ds, γ2 = L−q
1∫
0
e2(s)g
(
s, e2(s)
)
ds,
and l, L as mentioned above.
On the other hand
1∫
0
(x∗)(4)(s)ds =
1∫
0
f
(
s, x∗(s),
1∫
0
G2(s, τ )g
(
τ , x∗(τ )
)
dτ
)
ds

1∫
0
f
(
s, le2(s),
1∫
0
G2(s, τ )g
(
τ , le2(τ )
)
dτ
)
ds
 l−(p+q)
1∫
0
f
(
s, e2(s),
1∫
0
G2(s, τ )g
(
τ , e2(τ )
)
dτ
)
ds
< +∞
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1∫
0
(y∗)′′(s)ds
∣∣∣∣∣=
∣∣∣∣∣
1∫
0
−g(s, x∗(s))ds
∣∣∣∣∣
1∫
0
∣∣g(s, le2(s))∣∣ds l−q
1∫
0
∣∣g(s, e2(s))∣∣ds < +∞.
Then both (x∗)(4)(s) and (y∗)′′(s) are absolutely integrable, that is, x∗, y∗ ∈ C3[0,1]× C1[0,1], which implies that (x∗, y∗) is
a C3[0,1] × C1[0,1] positive solution to system (1). 
Proof of Theorem 3.2. Let (x∗, y∗) be a C3[0,1] × C1[0,1] positive solution of system (1). If there is another
C3[0,1] × C1[0,1] positive solution (u∗, v∗), then it follows from the proof of necessary condition (i) that there exist
positive constants 0< α1 < 1< α2 such that
α1e
2(t) u∗(t) α2e2(t).
So u∗ ∈ De . Let lmin{α1, l0}, L max{α2, L0}, then
x0(t) u∗(t) v0(t).
Note that A is a decreasing operator and A2 is a increasing operator, and Au∗ = u∗ , we have
x2n(t) u∗(t) v2n(t).
Letting n −→ +∞, we get x∗ = u∗ . Similarly, we have y∗ = v∗ . Hence, a couple of C3[0,1] × C1[0,1] positive solution
(x∗, y∗) of system (1) exists and is unique.
Finally, for any initial value w0 ∈ De , there exist 0 < m0 < 1 < α0 such that m0e2(t)  w0(t)  α0e2(t). Take l 
min{m0, l0}, L  {α0, L0}, then
x0(t) w0(t) v0(t).
Since A is a decreasing operator and A2 is a increasing operator, from the method of mathematical induction, one has
x2n(t) w2n(t) v2n(t), n = 1,2, . . . .
Letting n −→ ∞, then w2n(t) −→ x∗(t), where
w2n(t) =
1∫
0
G1(t, s) f
(
s,
1∫
0
G2(s, τ )g
(
τ ,w2n−2(τ )
)
dτ
)
ds, n = 1,2, . . . .
Denote
y2n(t) =
1∫
0
G2(t, s)g
(
s,w2n(s)
)
ds, n = 1,2, . . . .
Then
y2n(t) −→ y∗(t) =
1∫
0
G2(t, s)g
(
s, x∗(s)
)
ds as n −→ +∞.
Setting
zl,L = x = v, (27)
x∗(t) denotes the unique solution on [l0e2(t), L0e2(t)] of the operator equation A2x = x, then
l0e
2(t) x∗(t) L0e2(t), for all t ∈ I. (28)
Since x∗ ∈ [l0e2(t), L0e2(t)] ⊂ [le2(t), Le2(t)], and x∗ = A2x∗ , it follows from the uniqueness of solution for the operator
equation A2x = x on [le2(t), Le2(t)], we know that
zl,L(t) = x∗(t), for all l l0, L0  L. (29)
We construct successively the sequence
w2n −→ Aw2n−2, n = 1,2, . . . . (30)
For any initial function w0 ∈ De , by virtue of (11), there exist Mw0 ,mw0 > 0 such that
mw0e
2(t) w0  Mw0e2(t).
Y. Sun / J. Math. Anal. Appl. 357 (2009) 77–88 87Let lw0 = min{mw0 , l0}, Lw0 = max{Mw0 , L0}. Then
lw0e
2(t) w0  Lw0e2(t), x2n  w2n  v2n, n = 1,2, . . . ,
where x0 = lw0e2(t), xn = Axn−1, v0 = Lw0e2(t), vn = Avn−1, n = 1,2, . . . .
Combining (23)–(27) with (30), we obtain
w2n+2(t) −→ x∗(t) as n → +∞ uniformly on [0,1],
sup
t∈I
∣∣w2n+2(t) − x∗(t)∣∣= O (1− ε(p+q)2nw0 ),
where εw0 = lw0/Lw0 . If the initial function w2 = Aw0 takes the place of w0 in (30), we get
w2n(t) −→ x∗(t) as n → +∞ uniformly on [0,1],
sup
t∈I
∣∣w2n+2(t) − x∗(t)∣∣= O (1− ε(p+q)2nw2 )= O(1− (ε 1p+qw2 )(p+q)2n+1),
which implies x∗(t) is the unique solution of the operator equation A2x = x in De . Letting ε1 = min{εw0 , ε
1
p+q
w2 }, then the
conclusion (i) and (ii) of Theorem 3.2 hold. 
4. Further discussion
If f (t, x, y) is nonsingular at t, x, y and g(t, x) is nonsingular at t, x, then
0<
1∫
0
f
(
s,0,
1∫
0
G2(s, τ )g
(
(τ ,0)
)
dτ
)
ds < +∞.
Thus we have the following corollary.
Corollary 4.1. If f (t, x, y) ∈ C(I × [0,+∞) × [0,+∞), [0,+∞)) is decreasing with respect to y and is −q homogeneous function
in y, g(t, x) ∈ C(I × [0,+∞), [0,+∞)) is decreasing with respect to x, and f (t,a) ≡ 0, g(t,b) ≡ 0 for all a  0, b  0. Then
system (1) has a positive solution.
Remark 4.1. If both f (t, x, y) and g(t, x) are nonnegative, decreasing and not identically zero, we have the existence of
positive solution without other conditions.
In order to indicate the validity of our results, we consider the following nonlinear singular systems of second and
fourth-order ordinary differential equations⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x(4)(t) =
[
h(t) +
m∑
i=1
ci(t)x
−αi +
m∑
i=1
bi(t)y
−βi
] 1
ρ
,
−y′′(t) = ϕ(t)x−ν,
x(0) = x′(0) = x(1) = x′′(1) = 0,
y(0) = y(1) = 0.
(31)
Corollary 4.2. Suppose that h(t), bi(t) and ci(t) are nonnegative and continuous on J , 0 < αi < 1, 0 < βi < 1 (i = 1,2, . . . ,m),
0< ν < 1, ρ >max1im{αi, βi}, and∑mi=1 ci(t) ≡ 0,∑mi=1 bi(t) ≡ 0 on I .
Then the necessary and suﬃcient condition for the existence of C3[0,1]×C1[0,1] positive solution (u∗, v∗) of system (1)
is that
0<
1∫
0
[
h(t) +
m∑
i=1
ci(t)t
−2αi (1− t)−αi +
m∑
i=1
bi(t)ψ
−βi (t)
] 1
ρ
dt < +∞,
here
ψ(t) = (1− t)
t∫
s1−2ν(1− s)−νϕ(s)ds + t
1∫
s−2ν(1− s)1−νϕ(s)ds.0 t
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k1e
2(t) u∗(t) k2e2(t) (k1,k2 are positive numbers),
k3e
2(t) v∗(t) k4e2(t) (k3,k4 are positive numbers).
Constructing successively sequence of functions
un(t) = 1
12
(1− t)
t∫
0
s2
[
3(1− s) − (1− t)2(3− s)]
[
h(s) +
m∑
i=1
ci(s)u
−αi
n−1(s)
+
m∑
i=1
bi(s)
(
(1− s)
s∫
0
τϕ(τ )u−vn−1(τ )dτ + s
1∫
s
(1− τ )ϕ(τ )u−vn−1(τ )dτ
)−βi] 1ρ
ds
+ 1
12
(1− s)
1∫
t
t2
[
3(1− t) − (1− s)2(3− t)]
[
h(s) +
m∑
i=1
ci(s)u
−αi
n−1(s)
+
m∑
i=1
bi(s)
(
(1− s)
s∫
0
τϕ(τ )u−vn−1(τ )dτ + s
1∫
s
(1− τ )ϕ(τ )u−vn−1(τ )dτ
)−βi] 1ρ
ds,
vn(t) = (1− t)
t∫
0
sϕ(s)u−vn (s)ds + t
1∫
t
(1− s)ϕ(s)u−vn (s)ds, n = 1,2, . . . ,
for any initial function u0(t) ∈ De , the sequence {un(t)} must converge to u∗(t) uniformly on J , {vn(t)} must converge to
v∗(t) uniformly on J , and the rate of convergence is
sup
t∈(0,1)
∣∣u2n+2(t) − u∗(t)∣∣= O (1− ε(p+q)2n1 ), sup
t∈(0,1)
∣∣v2n+2(t) − v∗(t)∣∣= O (1− ε(p+q)2n2 )
where 0< ε1, ε2 < 1.
Proof. Obviously, f and g satisfy (H1) and (H2), then Theorem 3.2. yields the proof. 
Remark 4.2. From Corollary 4.2, we not only present a necessary and suﬃcient condition of the existence of
C3[0,1] × C1[0,1] positive solution for system (3), but also establish iterative sequence of the solution. We also note
that the iterative process is explicit, which can be implemented by suitable numerical computation.
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