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Kurzfassung:
Der Vergleich alternativer Strategien in stochastischen Warte-
schlangensystemen ist oft nur mittels Simulation möglich. Haupt-
probleme sind die Umwandlung der durch die Simulation gewonne-
nen Rohdaten in Stichproben, die den Voraussetzungen statisti-
scher Auswertungsverfahren entsprechen, und die Anwendung die-
ser Verfahren selbst. Im Bericht werden hierzu Methoden be-
schrieben und deren Implementierung in der Sprache SIMULA vor-
gestellt.
Simulation of queueing systems:
a programming system for sampling and evaluation of data
Abstract:
Simulation is often used to compare alternative strategies in
stochastic queueing systems. Problems arise as weIl from the
necessity to transform raw data gained by simulation into
sampIes matching the requirements of statistical decision
procedures. The report presents a description of statistical
evaluation methods and their implementation in the language
SIMULA.
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11. Einleitung
Der Bericht enthält eine Beschreibung der Implementierung von
Verfahren, die den Vergleich alternativer Strategien in sto-
chastischen Warteschlangensystemen mittels rechnergestützter
Simulation ermöglichen. Dabei wurden zwei Problemkreise unter-
schieden: Stichprobenerhebung und Stichprobenauswertung.
Die Strategien werden anhand verschiedener Charakteristika
- wie Mittelwert, Varianz, Verteilung - von Leistungskenn-
größen verglichen, die auf Grund der durch die Simulation ge-
wonnenen Meßwerte geschätzt werden. Da diese Meßwerte im allge-
meinen wegen der Autokorrelation und der Einschwingphase nicht
unmittelbar für die statistischen Verfahren der Stichprobenaus-
wertung verwendet werden können, müssen sie entsprechend umge-
wandelt werden. Hierzu dienen die Verfahren der Stichprobener-
hebung.
Bei der Stichprobenauswertung erfolgt der eigentliche Vergleich
der Strategien. Mittelwerte, Varianzen usw. der Leistungskenn-
größen werden durch Konfidenzintervalle abgesichert, auf Gleich-
heit untersucht und im Falle signifikanter Unterschiede der
Größe nach angeordnet.
Diese Arbeit entstand im Rahmen der Untersuchungen unterschied-
licher Auftragsvergabeverfahren in Rechnerverbundsystemen mit-
tels eines in der Sprache SIMULA /12/ implementierten Simula-
tionsmodells. Existierende Simulationssprachen - GPSS, SIMSCRIPT,
SIMULA usw. - sowie statistische Programmpakete wie Stat-Pack
/41/ oder der statistische Teil des SSP /40/ stellen zwar eine
Anzahl statistischer Prozeduren zur Verfügung, die jedoch auf
das Problem des Strategienvergleichs durch Simulation nicht zu-
geschnitten sind.
Im folgenden Abschnitt 2 wird die Problematik der Stichproben-
erhebung und -auswertung aufgezeigt und Vorgehensweisen mittels
der implementierten Prozeduren diskutiert. In Abschnitt 3 wer-
den die Verfahren beschrieben und deren Implementierung in der
für das Simulationsmodell verwendeten Sprache SIMULA vorge-
stellt.
22. Erhebung und Auswertung von Stichproben zum Strategien-
vergleich
2.1. Stationarität und Einschwingverhalten
·In der Zielsetzung von Simulations studien lassen sich zwei
grundsätzlich verschiedene Fragestellungen unterscheiden:
die eine richtet sich auf die Untersuchung von transienten,
die andere auf die stationärer Systemzustände. Transiente
Zustände kann man als Ausnahmezustände ansehen, d.h. als
Zustände, in denen das System besonderen Bedingungen unter-
worfen ist, wie z.B. Betriebsbeginn, Spitzenbelastungen oder
Ausfall von Systemkomponenten. Im Gegensatz dazu spricht man
von stationären Zuständen, wenn die Systemparameter als von der
Zeit unabhängig betrachtet werden können.
Bei unseren Untersuchungen an Simulationsmodellen von Mehr-
rechnersystemen beschränken wir uns stets auf den stationären
Fall, und zwar auf die Stationarität im weiteren Sinn, die de-
finiert ist durch einen zeitunabhängigen Mittelwert ~und ei-
ne zeitunabhängige Autokovarianzfunktion COV(T)
~ = E(X ) < 00t
mit ganzzahligen t,T und festem T /19/. Bei den von uns vorge-
stellten Verfahren genügt diese im Gegensatz zur Stationarität
im strengen Sinne - alle Momente sind zeitinvariant - schwächere
Voraussetzung.
Eine Vereinfachung im Hinblick auf praktikable Tests zum Auf-
decken von Instationaritäten erreicht man dadurch, daß an-
stelle der Autokovarianz nur die Varianz getestet wird. Für
T=O ist nämlich die Autokovarianz gleich der Varianz und es
ist höchst unwahrscheinlich, daß stationäre Systemgrößen für
alle T außer T=O eine zeitabhängige Autokovarianz besitzen.
3Für einfache Systeme wie z.B. die M/M/1-Warteschlange lassen
sich hinreichende Bedingungen dafür angeben, daß sich das Sy-
stem asymptotisch stationär verhält. Für komplexe Systeme wie
z.B. Rechnernetze ist dies jedoch i.a. nicht möglich. Man muß
dann mit Hilfe statistischer Tests überprüfen, ob das System
einen stationären Zustand erreicht.
In enger Verbindung mit dem Problem der Stationarität steht
die Analyse des Einschwingverhaltens, die zur Eliminierung
der eventuell auftretenden Verzerrung von Messungen durch die
Anfangswerte - in unserem Fall leere Warteschlangen und untäti-
ge Bedienungsstationen - notwendig ist. Unter der Annahme, daß
die Voraussetzungen für ein stationäres Verhalten gegeben sind,
geht das Simulations system nach Beendigung der Einschwingperiode
in die stationäre Phase über; es ist also zuerst die Einschwing-
periode zu bestimmen und anschließend zu prüfen, ob sich das
System im Gleichgewichtszustand befindet.
Zur Lösung des Problems der Einschwingperiode existieren heut-
zutage keine generell anwendbaren Verfahren, so daß man noch
auf die Erfahrung angewiesen ist. Grundsätzlich lassen sich
zwei Vorgehensweisen unterscheiden, zum einen den Lauf mit be-
stimmten für den Lauf repräsentativen Anfangswerten zu starten
und zum anderen mit dem idle-Zustand, d.h. leere Warteschlangen
und untätige Bedienungsstationen, zu beginnen und die bis zu
einem bestimmten Zeitpunkt erfaßten Werte nicht zur Berechnung
der Meßgrößen heranzuziehen.
Die erste Methode entfällt für uns, da wir keine Kenntnisse über
das zu erwartende Systemverhalten besitzen. Bei der anderen Metho-
de verlagert sich das Problem der Verzerrung durch die Anfangs-
werte auf die Bestimmung des Zeitpunkts, nach dem das Simula-
tionssystem in die stationäre Phase übergegangen ist.
Mit den in der Literatur vorgeschlagenen Verfahren (s. /10,17,
18,20,27,31 j 33/) dürfte folgende Vorgehensweise für einen Stra-
tegienvergleich geeignet sein: zuerst werden einzelne System-
größen über der Simulationszeit vom Zeitpunkt t=O bis t größer
4voraussichtliche Einschwingperiodenlänge geplottet /10/, um
einen groben Einblick in das Systemverhalten zu bekommen. Er-
gibt sich kein offensichtliches instationäres oder oszillato-
risches Verhalten, so wird dann ausgehend von der Graphik des
Einschwingvorganges dessen Länge festgelegt. Hierzu bieten
sich die von Morse, Tocher (s. /27/) und Conway /10/ vorge-
schlagenen Methoden an. Ausgehend von einer Approximations-
formel für die Autokorrelationsfunktion COV(T) eines M/M/1-
Warteschlangensystems mit der Ankunftsrate A und der Bedie-
nungsrate ~
mit den Konstanten a und b, empfiehlt Morse die Einschwingphase
mindestens so lang zu wählen, bis der Exponent einen Wert klei-
ner als ~3 annimmt:
A
T > 3 2
(~-A)
Tocher geht von einer Darstellungsmöglichkeit stochastischer
Prozesse durch Überlagerungen zyklischer Prozesse aus. Ist der
längste Zyklus drei- oder viermal durchlaufen, so kann in etwa
angenommen werden, daß der stationäre Zustand erreicht ist. Bei
einem Warteschlangensystem kann z.B. die Warteschlangenlänge
als ein solcher Prozeß betrachtet werden. Ein Zyklus ist been-
det, wenn der Warteprozeß mit dem Zustand einer untätigen Be-
dienungsstation begonnen und denselben Zustand zum ersten Mal
wieder erreicht hat.
Conway schlägt in seinem Artikel vor, dann mit der Messung ei-
ner Größe zu beginnen, wenn der Wert dieser Größe weder das
Minimum noch das Maximum der restlichen Werte der Meßreihe dar-
stellt.
Die drei Verfahren sind zum Teil für einfache stochastische Sy-
steme analytisch begründet. Ihre allgemeine Anwendbarkeit in der
Simulation von komplexen Warteschlangensystemen beruht jedoch
5vornehmlich auf der Erfahrung dieser Autoren. Daher halten wir
es für angebracht, die Länge der Einschwingphase durch alle
drei Verfahren abzusichern.
Das von Fishman /17/ entwickelte, auf der Theorie der Zeit-
folgenanalyse beruhende Verfahren zur Eliminierung der An-
fangswertverzerrung ist aufwendig und unsicher in seiner Aus-
sagekraft und soll hier nicht weiter diskutiert werden.
In 3.3.2. ist eine Prozedur beschrieben, die unter Vorgabe ei-
nes bestimmten Formats Werte einzelner vom Anwender zu spezi-
fizierender Systemgrößen über einen Bildschirm oder Schnell-
drucker in Balkendiagrammform ausgibt.
Da die Methoden zur Bestimmung der Einschwingperiode mit ei-
nigen Unsicherheiten behaftet sind, wird als nächster Schritt
mit den Daten, die nach der Einschwingphase anfallen, ein Test
auf Stationarität durchgeführt. Wie bereits erwähnt, genügt es
zum Nachweis der Stationarität im weiteren Sinne i.a., den Mit-
telwert und die Varianz der interessierten Zufallsgröße auf
Stationarität zu testen. Hierbei ist im übrigen die Autokorre-
lation der Meßwerte zu berücksichtigen bzw. zu eliminieren
(s. Kap. 2.2.). Für den eigentlichen Test auf Stationarität
lassen sich im Prinzip alle bekannten Tests für die Zufällig-
keit von Stichproben verwenden. Im allgemeinen wird man je--
doch Mittelwerte bzw. Varianzen nicht kennen, so daß sich ver-
teilungsunabhängige Verfahren wie der Run- bzw. Trendtest
(s. 3.5.) anbieten.
Während der Runtest zum Aufdecken flukturierender Trends ge-
eignet ist, wird der Trendtest zum Aufdecken monotoner Trends
empfohlen.
62.2. Autokorrelation
Eine wichtige Voraussetzung bei der Anwendung statistischer
Tests wie z.B. der Run- oder Trendtest ist die Unabhängigkeit
der einzelnen Stichprobenwerte voneinander, welches bei der
Simulation von Warteschlangensystemen i.a. wegen der Auto-
korrelation nicht zutrifft. Nimmt man z.B. als Zufallsgröße
die Warteschlangenlänge, so dürfte einleuchtend sein, daß die
Warteschlangenlänge zu einem bestimmten Zeitpunkt die Warte-
schlangenlängen an den unmittelbar folgenden Zeitpunkten be-
einflußt.
Zur Bestimmung von Vertrauens intervallen bezüglich des Mittel-
wertes x ist die Varianz desselben erforderlich, die bei ei-
ner Stichprobe vom Umfang N und der Varianz a 2 abgeschätzt
wird durch
(1 )
Formel (1) gilt jedoch nur bei voneinander unabhängigen Stich-
probenwerten, im Gegensatz zu
var(x)N 1= N
N-l
L:
s=l-N
(1 - ~)RN s (2 )
mit den Autokovarianzen R
s
' Letztere besitzen bei der Simula-
tion von Warteschlangensystemen positive Werte, so daß eine
Anwendung von Formel (1) zu einer Unterschätzung der Varianz
des Mittelwertes führen würde.
Zur Berücksichtigung der Autokorrelation gibt es entsprechend
Formel (1) und (2) zwei Vorgehensweisen, zum einen die Meß-
werte so festzulegen, daß man unabhängige Werte erhält /10,
11,30/, und zum anderen für Formel (2) eine Abschätzung zu fin-
den /1,15,16,17/. Beide Methoden gehen von den Meßwerten eines
Simulationslaufs aus, dessen Länge von einem vorzugebenden Ver-
trauensintervall abhängig ist.
7Eine Ausnahme zu diesen beiden Verfahren bildet die sogenannte
Methode der Wiederholungs läufe /31/, bei der N Läufe mit unter-
schiedlichen Zufallszahlen durchgeführt werden. Jeder Lauf wird
nach einem bestimmten Zeitintervall - i.a. nach der Einschwing-
phase - abgebrochen. Die Endwerte eines jeden Laufs werden dann
für die Statistik herangezogen. Da normalerweise jeder Lauf die
Einschwingperiode enthält, ist dieses Verfahren sehr aufwendig
und kommt deshalb für uns nicht in Frage.
Auch die Methoden, die von einer Abschätzung der Formel (2) aus-
gehen, können für unseren Strategienvergleich nicht unmittelbar
herangezogen werden, und zwar hauptsächlich aus zwei Gründen:
zum einen ist bei einem Strategienvergleich darauf zu achten,
daß die Simulationsläufe für die jeweiligen Strategien unter
möglichst gleichen Bedingungen, wie z.B. gleichem Stichproben-
umfang, ablaufen, zum anderen benötigen die einzelnen Tests
(siehe Kap. 2.1., 2.3.) unabhängige Stichprobenwerte. Beides
ist bei diesen Methoden nur unter großem Aufwand zu erreichen.
Das Verfahren von Fishman /17/ ist unter den Formel (2) zuzu-
ordnenden Methoden die geeignetste. Sie beruht auf der Annahme,
eine stationäre Zeitreihe durch einen sogenannten Autoregressiv-
Moving average-Prozeß abbilden zu können, dessen Parameter eine
einfache Abschätzung von Formel (2) gestatten. Das Verfahren
ist statistisch fundiert, jedoch nur für die Berechnung des Ver-
trauensintervalls des Mittelwertes einer Zufallsgröße in einem
Simulationslauf empfehlenswert.
Die von uns gewählte Vorgehensweise geht auf Conway /10/ und
Crane /11/ zurück: Die durch die Simulationsläufe gewonnenen
Meßreihen werden in einzelne Intervalle unterteilt, deren Mit-
telwerte für die Varianzanalyse herangezogen werden (3.4.). Der
Umfang der Intervalle, d.h. die Unabhängigkeit der Werte der
einzelnen Intervalle voneinander, wird vorher im Rahmen von
Pilotläufen durch Korrelationsmessungen bestimmt (3.6.). Die
Länge der Simulationsläufe ergibt sich sodann aus Intervall-
länge und Stichprobenumfang und wird für alle Strategien gleich
lang gesetzt (s. auch /10/).
8In 3.7. ist dazu noch eine Prozedur aufgeführt, die die Möglich-
keit bietet, ausgehend von bestimmten Korrelogrammwerten (3.6.)
das Leistungsspektrum zu berechnen. Obwohl das Korrelogramm
und das Leistungsspektrum, mathematisch gesehen, äquivalent
sind (Zeit - Frequenzbereichdarstellung), liefern sie doch
einen unterschiedlichen Blickwinkel auf die zu analysierenden
Daten. Für unsere Simulationsanwendungen bietet die Darstellung
im Frequenzbereich Möglichkeiten, gewisse Aussagen über die
Varianz der Zeitreihe zu treffen und Periodizitäten der Zeit-
reihe zu entdecken. Im übrigen ist eine Eigenschaft des Lei-
stungsspektrums - Bereitstellung unkorrelierter benachbarter
Schätzwerte - für z.B. Validationszwecke sehr vorteilhaft. Auch
ist der Aufwand zur Berechnung des Leistungsspektrums gering,
wenn die Korrelationswerte vorliegen.
2.3. Stichprobenauswertung
2.3.1. Allgemeines
Zum Vergleich alternativer Strategien ziehen wir als Maß für
die Bewertung der Strategien hauptsächlich die Mittelwerte
der Leistungskenngrößen heran. Daneben sind auch Aussagen über
die Varianzen der Kenngrößen von Interesse, nicht nur weil die
Varianzen zur Mittelwertsuntersuchung unerläßlich sind, sondern
auch die Gleichmäßigkeit der Strategien widerspiegeln. Die an-
hand der Stichproben ermittelten Schätzwerte sind durch Konfi-
denzintervalle abzusichern, auf Gleichheit zu untersuchen und
im Falle signifikanter Unterschiede der Größe nach anzuordnen.
Naheliegend ist die Verwendung der Methoden der Varianzanalyse,
die jedoch von den Stichproben neben der Unabhängigkeit die Nor-
malverteilung und die Varianzgleichheit fordert. Da die Unab-
hängigkeit - wie schon in 2.2. besprochen - durch geeignete
Auswahl der Stichproben und Experimentdurchführung zu gewähr-
leisten ist, konzentrieren wir uns im weiteren nur auf Auswir-
kungen der Abweichungen von der Normalverteilung und Varianz-
gleichheit und stellen geeignete Tests zur Prüfung der Abwei-
9chungen bereit. Einige Verfahren, insbesonders die auf dem
F-Test bestehenden, zeigen sich unempfindlich gegenüber Ab-
weichungen von diesen Voraussetzungen, sofern die Stichpro-
benumfänge der zu vergleichenden Strategien gleich und ent-
sprechend groß sind.
Nichtparametrische Tests sind naturgemäß aussageschwächer als
parametrische, da sie entweder keine Voraussetzung an die Ge-
stalt der den Stichproben zugrundeliegenden Verteilungen stel-
len oder nur deren Stetigkeit verlangen. Ihre Anwendung ist
daher insbesonders bei kleinen Stichprobenumfängen « 10) un-
problematischer.
Sequentielle Verfahren erlauben das sofortige Abbrechen des Ex-
periments bei Erfüllung des durch das vorgegebene Signifikanz-
niveau festgelegten Abbruchkriteriums und setzen nicht die
Existenz von Tabellen über kritische Werte der Irrtumswahr-
scheinlichkeiten voraus. Sie wurden nur bei Anordnungsproblemen
berücksichtigt, da in anderen Fällen ausreichend Tabellen vor-
handen sind.
2.3.2. Diskussion der Verfahren
Punktschätzungen der Mittelwerte und Varianzen (3.8.) der Ver-
teilungen der den Stichproben zugehörigen Grundgesamtheiten
liefern erste Übersichten, zumal wenn sie durch Angabe von Kon-
fidenzintervallen (3.9.) ergänzt werden. Verfahren 3.9.2. lie-
fert insbesonders gleichzeitig geltende Intervallschätzungen
für die Mittelwerte mehrerer Stichproben. Die Methoden setzen
zwar Normalverteilung voraus, können jedoch für beliebige Ver-
teilungen verwendet werden, falls die Stichprobenumfänge geeig-
net gewählt werden, etwa
30 für den Mittelwert und
100 für die Varianz.
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Lassen die hiermit erhaltenen Ergebnisse darauf schließen,
daß Mittelwerte bzw. Varianzen sich signifikant unterschei-
den könnten, so wird man multiple Vergleiche (engI.: multiple
comparison) durchführen oder Anordnungs- und Auswahlverfahren
(engI.: multiple ranking and selection) anwenden, ansonsten
aber zuerst Gleichheitsprüfungen vornehmen.
Wir betrachten zunächst die Untersuchung von Mittelwerten.
Die Mittelwerte zweier Grundgesamtheiten vergleichen wir mit-
tels des Student's-t-Tests (3.10.1.1.) oder seines nichtpara-
metrischen Gegenstücks, des Mann-Whitney-U-Tests (3.10.1.2.),
bei denen unterschiedliche Alternativen zur Nullhypothese be-
rücksichtigt werden können.
Zum Vergleich der Mittelwerte mehrerer Grundgesamtheiten ziehen
wir den F-Test (3.10.2.1.) oder den nichtparametrischen Kruskal-
Wallis-Test (3.10.2.2.) heran, deren einzige Alternative die
Ungleichheit der Mittelwerte ist.
F-Test sowie t-Test setzen Unabhängigkeit, Normalverteilung
und Varianzgleichheit voraus und lassen unterschiedliche Stich-
probenumfänge zu. Beide Tests sind relativ unempfindlich gegen-
über Abweichungen von der Normalverteilung und der Varianz-
gleichheit der Grundgesamtheiten, falls die betrachteten Stich-
probenumfänge gleich sind und entsprechend groß gewählt wer-
den, so beim t-Test etwa> 30. Während zu diesen Tests Tabel-
len über kritische Werte der Verwerfungsbereiche in den mei-
sten Statistikbüchern zu finden sind, existieren für ihre nicht-
parametrischen Gegenstücke oft nur Tabellen für kleine Stich-
probenumfänge. Bei umfangreichen Stichproben sind jedoch Nor-
malverteilung bzw. x2-Verteilung gute Approximationen für die
Verteilungen der Teststatistiken.
Sind m>2 signifikant unterschiedliche Mittelwerte gegeben
(der Fall m=2 ist mit o.a. Verfahren durch entsprechende Alter-
nativhypothesen erfaßbar), so sind Aussagen über die Mittel-
wertsdifferenzen erwünscht. Hierzu dienen die Verfahren von
3.11., die Unabhängigkeit, Normalverteilung und Varianzgleich-
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heit voraussetzen.
Ein vor dem Versuch bestimmter fester Vergleich zweier Mittel-
werte (aus einer Menge von m Mittelwerten) kann mit dem mul-
tiplen-t-Test (3.11.1.) behandelt werden.
Sollen jedoch nach Auswertung des Experiments mehrere Mittel-
werte verglichen werden, so genügt es nicht, die Fehlerwahr-
scheinlichkeit für einen einzelnen Vergleich zu berücksichti-
gen, sondern man muß die Fehlerwahrscheinlichkeit für alle mög-
lichen Vergleiche der Mittelwerte vorgeben. Aus diesem Grund
kann der mUltiple-t-Test nicht zu Aussagen über gleichzeitig
geltende Intervalle für alle (~)-Mittelwertsdifferenzenheran-
gezogen werden. Man verwendet hierzu im Falle des Vergleichs
eines Mittelwerts mit allen restlichen die Dunnet-Methode
(3.11.2.) und, falls alle (~)-Mittelwertsdifferenzenzu prü-
fen sind, die Tukey-Methode (3.11.3.).
Verallgemeinerte Mittelwertsvergleiche sind Gegenstand der
Theorie der Kontraste /37,42/. Ein Kontrast zwischen den Para-
metern ~1" .. '~m ist eine lineare Funktion ~,
m
~ = L:
i=1
c. ~' ,l l
der ~' mit bekannten konstanten Koeffizienten c. und der Be-
l l
m
dingung L:
i=1
c. = o.
l
Beispiele für Kontraste sind die bereits erwähnten Mittelwerts-
differenzen oder die Differenz zwischen Gruppen von Mittel-
werten etwa
Solche Kontraste untersucht man mit dem Scheffe-Test (3.11.4.).
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Für die Mittelwertsdifferenzen ist bei gleichen Stichproben-
umfängen die Tukey-Methode der Scheffe-Methode vorzuziehen,
da sie kürzere Vertrauensintervalle für die Kontraste gibt.
Andererseits besitzt die Scheffe-Methode den Vorteil, daß
sie unempfindlich ist gegenüber Abweichungen von Normalver-
teilung und Varianzgleichheit bei gleichgroßen Stlchproben-
umfängen.
Beide Methoden liefern Vertrauensintervalle, die alle gleich-
zeitig für die zu untersuchenden Mittelwertsdifferenzen gel-
ten, und können daher zur Anordnung der Mittelwerte nach ihrer
Größe verwendet werden (3.11.5.), falls die Stichprobenumfänge
der einzelnen Strategien gleich sind.
In der Praxis ist man aber oftmals nicht an Aussagen über Ver-
trauensintervalle von Mittelwertsdifferenzen interessiert,
sondern will im einfachsten Fall nur entscheiden können, wel-
che Strategie unter mehreren die im vorgegebenen Sinn "beste"
ist. Sei im folgenden unter der "besten" Strategie die mit
dem größten Mittelwert verstanden. Die Entscheidung wird schwie-
rig, falls der größte und zweitgrößte Mittelwert sich nur ge-
ring unterscheiden. Daher empfiehlt sich folgende statistische
Problemformulierung von Bechhofer /2/: Die Wahrscheinlichkeit
der korrekten Auswahl der besten Strategie soll größer oder
gleich einem vorgegebenen Wert P sein, falls der größte Mit-
telwert den zweitgrößten um einen vorgegebenen Wert 0 oder
mehr übersteigt. 0 ist also der kleinste Wert der Differenz
zwischen dem größten und zweitgrößten Mittelwert, den es zu
entdecken gilt. Durch ihn ist eine Indifferenzzone festgelegt.
Man nennt daher solche Methoden, Indifferenzzone-Methoden.
Eine andere Vorgehensweise wurde von Gupta /23/ entwickelt:
man bestimmt eine Untermenge der m Strategien, die mit vorge-
gebener Mindestwahrscheinlichkeit die t besten Strategien ent-
hält. Die Größe t wird als Zufallszahl behandelt und ergibt
sich als Resultat des Verfahrens.
Beide Probleme werden durch die Formulierung von Sobel /29,
39/ erfaßt. Sein Ziel ist es, eine Untermenge mit Mindestum-
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fang s auszuwählen, so daß mit Mindestwahrscheinlichkeit P
die t besten Mittelwerte gemäß einer vorzugebenden Indif-
ferenzzonenangabe darin enthalten sind. Neben P ist hier t
vorzugeben; s wird durch das Verfahren festgelegt.
Unter der Vielzahl der zu diesem Komplex entwickelten Lö-
sungsvorschläge /4,26/ berücksichtigen wir nur die Indif-
ferenz-Methoden, da sie es uns erlauben, mit einer vorzu-
gebenden Wahrscheinlichkeit festzustellen, welche Strategie
die beste ist, die somit die Problematik des Strategienver-
gleichs am direktesten angehen. Die von uns ausgewählten Ver-
fahren haben zudem den Vorzug, daß sie nur den Schätzwert
der Varianz und nicht deren genauen Wert benötigen, wie
dies bei speziell solchen Verfahren oft der Fall ist.
Das zweistufige Verfahren von Bechhofer (3.12.1.) kann zur
Bestimmung sowohl des größten Mittelwerts als auch der voll-
ständigen Anordnung benutzt werden. Unabhängigkeit und Normal-
verteilung werden vorausgesetzt, nicht jedoch gleiche Varianz,
wobei über Auswirkungen einer Abweichung von der Normalvertei-
lung nichts bekannt ist. Bei der Bestimmung des Stichproben-
umfangs ist man auf Tabellen /14/ angewiesen, die jedoch nur
für maximal 3 Strategien angegeben sind. Weitere Tabellen
sind den Autoren nicht bekannt.
Hier helfen die sequentiellen Verfahren von Bechhofer (3.12.2.)
und Paulson (3.12.3.) weiter, zu deren Anwendung keine Tabel-
len benötigt werden. Mit ihnen kann man nur die Strategie mit
dem größten Mittelwert finden. Zusätzlich zu den Voraussetzungen
von 3.12.1. verlangen sie gleiche Varianzen. Da die Wahrschein-
lichkeit der korrekten Strategieauswahl beim sequentiellen Bech-
hofer-Verfahren sich ähnlich wie die Macht des F-Tests verhält,
können umfangreiche und gleichgroße Stichproben Auswirkungen
geringer Abweichungen von der Normalverteilung und der Varianz-
gleichheit mildern /26/.
Das mehr heuristische Verfahren von Paulson (3.12.3.) elimi-
niert in seinem Verlauf ungünstige Strategien und ist daher
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aufwandsärmer in der Berechnung. Die Wahl eines effizienten
Umfangs der Ausgangsstichprobe wird durch Approximationswerte
unterstützt.
Bei der Untersuchung von Mittelwerten wurden für die den Stich-
proben zugrundeliegenden Verteilungen häufig Varianzgleichheit
gefordert. Die folgenden Tests prüfen diese Bedingung und set-
zen dabei Unabhängigkeit und Normalverteilung voraus.
Im Falle zweier Stichproben verwendet man Verfahren 3.13.1.
welches gegenüber Abweichungen von der Normalverteilung emp-
findlich i~t. Durch die in 3.13.1. beschriebene Stichproben-
transformation kann jedoch der bei solchen Abweichungen unemp-
findliche t-Test (3.10.1.1.) herangezogen werden.
Für mehrere Stichproben empfiehlt sich die Methode von Scheffe
(3.13.2.), die unempfindlich gegenüber Abweichungen von der
Normalverteilung ist. Die Stichproben werden mit der Scheffe-
Transformation (3.13.2.) behandelt und anschließend dem F-Test
unterworfen. Die Scheffe-Transformation bewirkt, daß die trans-
formierte Stichprobe besser normalverteilt ist als die Aus-
gangsstichprobe.
Verfahren, die gemessen an den Aussagen über Mittelwerte ähn-
liches für Varianzen leisten, sind notwendig, um bei starken
Abweichungen der Stichprobengrundgesamtheiten von Varianz-
gleichheit und Normalverteilung eine Bewertung der Strategien
vornehmen zu können.
Hier zeigt sich der große Vorteil der Scheffe-Transformation.
Die mit ihr gewonnenen Stichproben, die möglichst gleichen Um-
fang besitzen sollten, können mit den Verfahren von (3.11.)
und (3.12.) behandelt werden. Bedingt durch die Art der Trans-
formation erhält man keine Aussagen über Varianzdifferenzen,
sondern über Verhältnisse zwischen Varianzen, wie in 3.13.3.
näher erläutert wird. Spezielle Anordnungs- und Auswahlver-
fahren für Varianzen im Fall mehrerer Stichproben finden sich
in /5/.
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Um letztlich auch prüfen zu können, ob eine Stichprobe der
Normalverteilung entstammt, wurde der Kolmogoroff-Smirnov-
Test (3.14.) ausgewählt. Dieser gilt zwar nur für stetige
Verteilungen im Gegensatz zum Chi-Quadrat-Test, der auch für
diskrete Verteilungen verwendet werden kann. Er ist jedoch
leichter handzuhaben und zusätzlich zum Vergleich zweier
empirischer Verteilungsfunktionen geeignet.
3. Verfahren und ihre Implementierung
3.1. Allgemein~
Die Beschreibung der Implementierung eines Verfahrens ist
wie folgt gegliedert:
a) Beschreibung des Verfahrens
b) Dokumentation der Implementierung des Verfahrens
c) Literaturhinweise
zu a):
Die Beschreibung ist auf die Angabe des reinen Formalismus be-
schränkt und enthält i.a. keine nähere Erörterung theoretischer
Hintergründe. In c) wurden deshalb neben Hinweisen auf erfor-
derliche Tabellen auch solche auf Spezialliteratur berücksich-
tigt.
zu b):
Bei der Implementierung der Verfahren als Prozeduren wurde we-
niger auf Programmeffektivität als vielmehr auf Übersichtlich-
keit des Programmflusses geachtet. Um dem Benutzer mehr Infor-
mationsmöglichkeiten zu bieten, wurde die Anzahl der Ausgabe-
parameter zum Teil größer gewählt, als es das jeweilige Pro-
blem verlangt. Die Dokumentation umfaßt Hinweise auf Verwen-
dung der in 3.2. beschriebenen Hilfsprozeduren - QUICKSORT,
QUICKSR und NDTR - und Einschränkungen, die beim implementier-
ten Verfahren vorgenommen wurden. So sind z.B. einige Prozedu-
ren nur für den Fall gleichgroßer Stichprobenumfänge angelegt.
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An die Auflistung des Prozedurprogrammstücks - die Variablen-
namen entstammen dem Englischen - schließt sich die Dokumen-
tation über die formalen Prozedurparameter in Form einer
5-spaltigen Tabelle an:
Par. Typ E/A Überg. Bedeutung
Par. : Name des Parameters
Typ: Typ
I
IA
R
RA
B
BA
T
des Parameters
Integer
Integer Array
Real
Real Array
Boolean
Boolean Array
Text
E/A:
Überg. :
Eingabe- oder Ausgabeparameter
E Eingabe
A Ausgabe
Art der Parameterübergabe
Ref
Val
Name
Referenz}
Wert
Namens
Übergabe
Bedeutung: Beschreibung der Funktion des Parameters
3.2. Die Hilfsprozeduren QUICKSORT, QUICKSR, NDTR
3.2.1. Prozedur QUICKSORT
a) QUICKSORT sortiert die Elemente der als Vektor LIST einge-
gebenen Liste der Größe nach.
Bsp.: LIST = (4,7,2) wird durch QUICKSORT in
LIST = (2,4,7) umgewandelt.
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b)
fßUCEDUßf QLICKSORT(LIST,B,EI;
l~If~fß B,E;EfAL AßBAY LIST;
ßf~l~ l~IfGfß I,J;EfAL F;
I:=B;J:=E;
MI: E~ß J:=J~I ~tillf LIST(II <= LISTfJ)
DU lE I=J ltifN GQIQ M2;
F:=LIST( I);L IST( I) :=LIST(JI;L ISTfJI:=F;
EUE 1:=1+1 ~tillf LIST(!) <= LISTfJI
DQ lE I=J ltifN ßUln M2;
F:=l.IST( I) ;LIST(n :=LIST(JI;LIST(J}:=F;
ilQI1J "11;
"12: J:=J+I;
lf B<I~I IbE~ QUICKSORTfLIST,B,II;
lE J+I<E ltif~ QUICKSORT(LIST,J,E);
f~D OF QUICKSORT;
Par. Typ E/A überg. Bedeutung
LIST RA E Ref zu sortierende Liste
A sortierte Liste
B I E Val untere Bereichsgrenze
E I E Val um 1 erhöhte obere Be-
reichsgrenze
(ist N obere Bereichs-
grenze, so ist für E
der Wert N+1 einzuge-
ben)
c) Li t: 1441
3.2.2. Prozedur QUICKSR
a) QUICKSR sortiert nicht nur wie die Prozedur QUICKSORT
eine Liste LIST, sondern gibt zur sortierten Liste die
ursprüngliche Stellung der Elemente in der Liste im Vek-
tor RANG aus. RANG besitzt dieselben Bereichsgrenzen wie
LIST.
Bsp.: LIST = (4,7,2) und RANG = (1,2,3) werden von QUICKSR
in LIST = (2,4,7) und RANG = (3,1,2) umgewandelt.
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b)
EEQ~fOUßf QUICKSRILIST,B,E,RANG);
l~If~fß B,E;l~If~fB AßßAY RANG;B~L AEßAY LIST;
ßf~l~ l~IfGfR J,J,G;EfAL F;
I:=ß;J:=E;
MI: fQB J:=J-l ~Hlif LIST(I) <= lIST(J)
UO If I=J Itlf~ GUIO M2;
F: =L IST ( I ) ;L1ST ( I ) : =LI STC J ) ; LIST ( J ) : =F ;
G:=RANG(I);RANG(I):=RANG(J);RANG(J):=G;
fOB 1:=1+1 ~tilLf LIST(I) <= lIST(J)
UQ If I=J Itlf~ ~OIn M2;
F: =LIS T( I ) ;LIST ( I I : =LI ST( J ) ; LIST ( J) : =F ;
G:=RANG(I);R~NG(I):=RANG(J);RANG(J):=G;
~!UQ MI;
M2: J:=J+l;
IE B<I-1 ltiE~ QUICKSR(lIST,B,I,RANG);
lE J+l<E IHf~ QUICKSR(LIST,J,E,RANG);
EblQ OF QUICKSR;
Par. Typ E/A überg. Bedeutung
LIST RA E Ref
A
wie bei QUICKSORT (3.2.1.)
B I E Val
E I E Val
RANG IA E Ref }A wie oben unter a) erläutert
3.2.3. Prozedur NDTR
a) Die Zufallsvariable X sei normalverteilt mit Mittelwert 0
und Varianz 1. Die Prozedur berechnet zu vorgegebenem Ar-
gument X den Wert der Verteilungsfunktion und den der Dichte-
funktion. Hierbei wurde die Approximation aus /40/ verwen-
det, deren maximaler Fehler bei 7 . 10-7 liegt.
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b)
Eß~~llUEf NCTR(X,PROB,OENS);
~Ä~f PkCB,OENS;ßfAl X,PROB,OENS;
afGl~ REAL XABS,S,T;
XABS:==ABS( Xl;
S:=l.O/( 1.O+O.2316419*XABS);
OENS:=O.3989423*EXP(-X*X/2.0);
T:=«(1.330274*5-1.821256)+S+1.781478)*5-0.3565638)*5+0.3193815;
PR08:=1.0-DEN5*S*T;
lE X<O Ibf~ PROB:=1.0-PROB;
f~Q OF NOTR;
Par. Typ E/A Überg. Bedeutung
X R E Val Argument
PROB R A Name Wert der Verteilungs funktion
DENS R A Name Wert der Dichtefunktion
c) Li t: /40/
3.3. Plotprozeduren
3.3.1. Histogrammausgabe
a) Die Prozedur HISTO PLOT dient der Ausgabe von Histogrammen
über einen Bildschirm oder Schnelldrucker. Ausgehend von
Wertepaaren (x.,y.) für i = 0(1)N, die in den beiden Fel-
l l
dern X und Y bereitstehen, werden die y. 's in Balkenform
l
über den Xi-Werten dargestellt, und zwar jeweils ein Werte-
paar (xi'Yi) pro Schreibzeile, &0 daß die X-Achse senk-
recht zur Schreibzeile verläuft (s. Beispiel Abb. 1).
Die Werte des Feldes Y werden innerhalb der Prozedur auf
die maximale Schreibstellenanzahl einer Ausgabezeile
CHARPLINE normiert und Zeile für Zeile zusammen mit den
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arithmetischen Werten der x., y. ausgegeben. Die Lage der Ab-
l l
zisse ist dabei durch den maximalen negativen (minimalen po-
sitiven) und maximalen positiven (minimalen negativen) Ordi-
natenwert bestimmt.
Das Balkendiagramm kann wahlweise mit entsprechenden Über-
schriften und Achsenbezeichnungen versehen werden.
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O.OOOE+OJ
5.236E-02
1.041E-Ol
1.511E-Ol
2.094E-Ol
2.618E~01
3.142E-01
3.665E-Ol
4.189E-OI
4.112E-Ol
5.236E-Ol
5.160E-Ol
6.283E-Ol
6.801E-Ol
1 .. 330E-Ol
1.854E-Ol
8.318E-Ol
8.90lE-OI
9.425E-Ol
9 .. 948E-Ol
1.041E+OO
l.lOOE+OO
1.152E+OO
1.204E+OO
1.251E+OO
1.309E+OO
1.361E+OO
1.414E+OO
1.466E+OO
1.518E+OO
1.511E+OO
1.623E+OO
1.811E+05!*******************************************************************
1.318E+051*************************************************
5.403E+041********************
2.435E+041*********
2.681E+041**********
2.999E+041***********
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2.052E+041********
1.943E+041*******
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1.934E+041*******
2.239E+041********
2.658E+041**********
2.648E+041**********
2.506E+041*********
2.192E+041**********
3.055E+041***********
2.151E+04)**********
2.465E+041*********
2.152E+041**********
3.332E+041************
3.689E+041**************
3.545E+041*************
2.932E+041***********
2.630E+041**********
2.942E+041***********
2.920E+041***********
2.312E+041*********
l.819E+041*******
1.100E+041******
[\)
I-'
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b) EBn~~UBf HISTO_PlOT(TITlE,ABSZ,C~OI~,X,y,N,CHARPlINf,
OIGPVAlUEI;
~Al~f TITlE,ORDIN,ABSZ;
If~I TITlE,~BSZ,ORDIN;
ABBAY x,v;
l~IfßfB N,CHARPLINE,DIGPVAlUE;
afGl~ l~IfGfB I,AUX1,AUX2,BEA~lENGTH;
If~I STRCKE,STAR;
ßEAl VMAX,VMIN,CENTRE;
BEAMLENGTH:=CHARPlINE-2*(OIGPVALUE+7);
STROKE:-8lANKS(CHAPPlINE); STAR:~BlANKS(CHARPlINf);
fOß 1:=1 SlfE 1 U~lL CHARPlINE DO
.fll.Gl~ STPOKE.PUTCHAR( '_'); STAR.PUTCHAR( '*'1; fJ:HJ.;
faß 1:=0 ~lEE 1 U~lll N Dn
BEGIb lf V(!»VMAX ltif~ VMAX:=V( I);
If V(II<VMIN IBE~ VMIN:=V(I);
f.t:tD;
IE V~IN)O ltif~ CENTRE:=VMIN EiSE If VMAX<O I~f~ CENTRE:=VMAX
.ELSE CENTRE:=O;
EJEC1(l);
OUTTEXT(BlANKS«CHARPLINE-TITlE.lENGTH)!2);
OUTTEXT(TITLE); CUTIMAGE;
EJECT(lIt\E't2) ;
CUTCHAR(' V); OUTTEXT(ABSZ); OUTIMAGE;
OUTTEXT(BLANKS(OIGPVAlUE+8»; OUTTEXT(CROIN);
OUTIt-'AGE;
OUTTEXT(STROKE); OUTIMAGE;
OUTIMAGE;
AUX1:=ENTIER«CENTRE-VMIN)*(BEAMlENGTH-1)!
(lE VMAX-VMIN < 1 Itif~ 1 ELSE VMAX-VMIN)+O.5);
EOB 1:=0 ..5lfE 1 ll~Ill N no
ßfGI~ OUTREAl(X(I),DIGPVAlUE,OIGPVALUE+6);
OUTREAL(Y(I),DIGPVAlUE,DIGPVALUE~7);
AUX2:=ENTIER«V(I)-VMIN)*(BEAMlENGTH-1)/
(lE VMAX-VMIN < 1 Itlf~ 1 ELSE VMAX=VMIN)+O.5);
If AUX2<AUXl Itlf~
a.Eiil~ OUTTEXT(BlANKS(AUX2) 1; OUTTEXT(STAR.SUB(1,AUX1~AUX2»;
OU1CHAR ( " ') ; OlJTTEXT (BLANKS (BEAMLENGTH-AUX1-l);
ftsD;
If AUX2=AUXl ltif~
ßfGl~ OUTTEXT(BlANKS(AUX2»; OUTCHAR('*');
OUTTEXT(BlANKS(BEAMLENGTH-AUX1-1.1;
.E~D;
If AUX2>AUX1 Itif~
afGl~
OUTTEXT (BLANKS (AUXl).; OUTCHAR (' ");
OU1TEXT(STAR.SUB(1,AUX2-AUX1»;
OUTTEXT(BlANKS(BEAMLENGTH-AUX2-1) ;
f~D;
OUT IMAG E;
f~D;
f~O OF HISTC_PLOT;
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Par. Typ E/A überg. Bedeutung
TITLE T E Val Übersicht des Histogramms
ABSZ T E Val Abszissenbeschriftung
ORDIN T E Val Ordinatenbeschriftung
X RA E Ref Abszissenwerte
(Xi)' i=O(1)N
y RA E Ref Ordinatenwerte
(y i) , i=O(1)N
N I E Name Dimension von X und Y
CHARPLINE I E Name maximale DruckstelIen-
anzahl pro Zeile
DIGPVALUE I E Name Anzahl der Ziffern eines
Werts
3.3.2. Plotausgabe von Werten einer Meßreihe
a) Die Prozedur VALUE PLOT stellt Meßwerte in Balkendiagramm-
form über einen Schnelldrucker oder Bildschirm graphisch
dar. Die aufzuzeichnenden Werte x., i=1(1)N, werden der
1
Prozedur mittels eines Feldes X mit dem Umfang N überge-
ben. Innerhalb der Prozedur werden die x. auf ihren größ-
1
ten Wert, entsprechend der maximal zulässigen Balkenlänge,
normiert und sequentiell ausgedruckt. Da im Gegensatz zur
Ausgabe bei der Prozedur HISTO_PLOT in diesem Fall kein
hoher Auflösungsgrad benötigt wird - es soll nur ein gro-
ber Einblick in die Meßwertestruktur gegeben werden -,
verläuft die Abszisse parallel zu einer Druckzeile mit
der maximalen Schreibstellenanzahl CHARPLINE und der Druck-
zeilenanzahl pro Seite LINESPPAGE. Der Parameter NPAGE gibt
die Anzahl der Abschnitte einer Druckseite an (im Beispiel
(s. Abb. 2) ist NPAGE = 4).
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Abb. 2 : Auszug aus einer Plotausgabe mit dem Prozeduraufruf
VALUE_PLOT(X,2000,4,65,60);
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b) eB~~OUEE VALUE_PLOT(X,N,NPAGE,CHARPLINE,LINESPPAGE);
REAL ARBAY X;
l~If~EB N,NPAGE,CHARPLINE,LINESPPAGE;
ßE~~ l~IE~fß I,J,K,L,BL~AX,AUX1,AUX2,COUNTER;
fiEAL XMAX;
IE~l AXISj
LINESPERPAGE(LINESPPAGE);
BLMAX:=ENTIER(LINESPPAGE/NPAGE+O.5)-2;
AUX1:=ENTIER«CHARPLINE-l)/10);
AUX2:=ENTIER(N/(10*AUX1»;
AXIS:-BLANKS(AUX1*10+1);
AX I S. PUT CH AR (' ');
fDE 1:=1 SIEE 1 U~llL AUX1 un
ßf.Gll AXIS.PUTCHAR('I ');EnE J:=l SUf 1 .uliIll 9 OD
AXIS.PUlCHAR('-');
E~U;
EDB 1:=1 SlfE 1 U~lll N Dll
lf XCI) > XMAX IJ:jf~ XMAX:=X(I);
fQß 1:=1 SIEE 1 ~llL N ~
X( 1) : =ENTIER ( XCI) * BLM AX/ XMAX +0.5 ) ;
EJECrc 1) ;
EQß L:=O SlfE 1 UNlll AUX2 on
ßf1ilb
fnß J:=BLMAX SIfE -1 U~T.1L 1 Dll
afßIN OUTCHARC' I); EllE K:=1 SIEE 1 U~Ill AUX1*10 Ull
IE L*AUX1*10+K > N lti~ QQT~ FARTHER
~Sf lE X(L*AUX1*10+K»=J ltifN oUTCHARC'*')
ELSE OUT CHAP, (' ');
FARTHER:OUTIMAGE;
EMH
OUTTEXTCAXIS'; OUTIMAGE;
EllE J:=1 SIEf 1 U~Ill AUXl DU
ßfßl~ lE COUNTER<100 IJ:jf~
af~lb OUTINTCCOUNTER,Z);OUTTEXT(BLANKSCS»; .END
ELSE lE COUNTER<lOOO lti~
af1ilb OUTINTCCOUNTER,3);OUTTEXT(BLANKSC7»;E~D
fiSf a.Eßl~ OUTINTCCOUNTER,4);OUTTEXT(BLANKS(6»;END;
COUN1ER:=COUNTER+I0;
.E~O;
OUTIMAGE;
~O;
f~D OF VALUE_PLOT;
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Par. Typ E/A überg. Bedeutung
X RA E Ref Meßwerte feld
(xi) , i=1(1)N
N I E Val Anzahl der Meßwerte
NPAGE I E Val Balkendiagrammzeilen
pro Seite
CHARPLINE I E Val maximale DruckstelIen-
anzahl pro Zeile
LINESPPAGE I E Val Druckzeilenanzahl pro
Seite
3.4. Einteilen einer Stichprobe in Blöcke
Die Prozedur COMPRESS teilt die durch einen Simulationslauf
gewonnenen Daten in Blöcke ein und berechnet die Mittelwerte
und Varianzen der Blöcke. Voraussetzung für die Anwendung die-
ser Prozedur ist, daß die Werte der zu analysierenden Zufalls-
größe auf einem Datenträger sequentiell in folgender Form abge-
speichert sind
I Nummer Wert I
Nehmen wir als Beispiel die Verweilzeit eines Auftrags in ei-
nem Warteschlangensystem, in dem Überholvorgänge möglich sind,
dann gibt <Nummer> die laufende Nummer und <Wert> die Verweil-
zeit eines Auftrags an.
Auf dem Datenträger stehen die Daten ungeordnet in der Reihen-
folge wie sie bei der Simulation zeitlich nacheinander angefal-
len sind. <Nummer> dient dazu, sie wieder in die ursprüngliche
Ordnung zu bringen, d.h. in die Reihenfolge, in der die Auf-
träge erzeugt wurden. Die durch die Simulation gewonnenen Da-
ten werden in Blöcke gleicher Länge eingeteilt, deren Mittel-
werte der weiteren Datenanalyse zur Verfügung gestellt werden.
X.
l
ENDNR
BL
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Die Länge eines Blocks und der Beginn der Messung (Eliminierung
der Einschwingperiode) werden aufgrund vorhergehender Unter-
suchungen der Daten festgelegt.
Die Prozedur verwendet folgende Rechenalgorithmen
j = entier «i - BM) IBL + 1) i = BM(1)ENDNR
B. = {klj = entier «k - BM) IBL + 1)}J
X. 1 L:= BL xkJ kEB.
J
2 1 I 2 1 ( 2s . = BL-1 L: xk - BL L: xk ) IJ kEB. kEB.
J J
Dabei bedeuten
i Nummer des Datums
BM Nummer des Auftrags, mit dem die Messung beginnen
soll
größte Nummer, die noch gelesen wird
Blocklänge
Wert des Datums i i = BM(1)ENDNR
j Blocknummer
B. Menge der Nummer der zu Block j gehörigen Aufträge
J
X. Mittelwert des Blocks j
J
s~ Varianz des Blocks j
J
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b) E&D'fOU&f COMPRESS(STATPOINT,EATCHSIlE,ENDNO,N,lIMIT,SUMM,
SUMS,MEAN,VAR);
.llUf1af& ST AlPO INT, BATCHS I l E, ENDNO, N~'LI MI T;
ßfAL AßßAY SUMM,SUMS,MEAN,VAR;
ßfGlb l~ltßfB NO,I,INDEX,CCUNT; BfAL X;
ßfE(INFILE)TAPE;
If lENDNO-STATPOINT+l)/8ATCHSIlE.,= N I~t:1
ß.f.Gltl OUTTEXT("INCORRECT NUMBER OF BATCHES"); OUTIMAGE;
OUTI~AGE; OUTTEXT("N=(ENDNO-STATPOINT+!)/BATCHSIlE");
OUTIMAGE; uOID LAB;
.El'S.lH
TAPE:-b.E~ INFILE("IN");
TAPE.OPEN(BLANKS(80»;
~~lLf ~OI (TAPE.LASTITEM Dß COUNT>lIMIT) DU
ß~Ul~ NC:=TAPE.ININT;
X:=TAPE.INREAL;
lE NO>=STATPCINT At:10 NO(=ENDNO IHft:1
ßf.GIIS INDEX:=ENTIER«NO-STATPOINT+BATCHSIlE)/BATCHSIlE);
SuMM(INDEX):=SUMM(INDEX).X;
SUMS(INDExt:=SUMS(INDEX).X**2;
f~.r:;;
COUNT:=COUNT+! ;
.EtlO;
lE TAPE.ENDFILE IHfb OUTTEXT("E N D 0 F F I L E") flSf
ß.EUl~ OUTTEXT("NUMBER OF IMAGES READ =");
OUTINT(LIMIT,lO);
.ElSO;
OLTIMAGE; OUTIMAGE;
ENDE : TAPE.CLOSE;
fil& I:=lSIfE 1 .uNIIL N OD
ßfUlb MEAN(I):=SUMM(I)/BATCHSIlE;
VAR(I):=(SUMS(I)-SUMM(I)**2/BATCHSIZEl/(BATCHSIZE-ll;
OUTTEXT("BATCH-NO "); OUTINT(I,S);
OUTTEXT(" MEAN= "ti OUTREAl(MEAN(I),S,20);
OUTTEXT(" VARIANCE= "); OUTREAl(VAR(I),5,20);
OUTI~AGE; OUTIMAGE;
fbO;
LAB: ;
ft:1n COMPRESSi
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Par. Typ E/A überg. Bedeutung
STATPOINT I E Val Beginn der stationären
Daten (Nr. des Datums)
BATCHSIZE I E Val Zahl der Datensätze, die
zu einem Block zusammen-
gefaßt werden
ENDNO I E Val größte Nummer, die noch
gelesen wird
N I E Val Zahl der Blöcke
LIMIT I E Val Maximalzahl der Datensätze,
die gelesen werden sollen
SUMM RA A Ref Summe der eingelesenen
Werte (für jeden Block)
SUMS RA A Ref Summe der Quadrate der
Werte (für jeden Block)
MEAN RA A Ref Mittelwerte für jeden Block
VAR RA A Ref Varianzen für jeden Block
c) Li t: 1101
3.5. Tests auf Stationarität
3.5.1. Run-Test
Der Run-Test wird dazu verwendet, eine Folge von Werten darauf
hin zu untersuchen, ob sie als unabhängige Realisierungen einer
Zufallsvariablen betrachtet werden können. Hier wird er als Test
zum Aufdecken von Instationaritäten benutzt.
Das Prinzip des Tests besteht darin, die zu untersuchenden Da-
ten in zwei Klassen (+) und (-) einzuteilen und daraus Test-
statistiken zu berechnen.
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In unserem Fall dient als Kriterium für die Klassifikation
der Median M der gegebenen Daten x 1 ,x2 ' ... ,xN. Er ergibt
sich nach Anordnen der Daten in der Reihenfolge
x[1J $ x[2J ~ ... ~ x[NJ als
M =
x N + x N[-J [- + 1J2 2
2
falls
nungerade
n gerade
Die Klasseneinteilung erfolgt sodann durch
X. ;:: M
l
X. < M
l
Klasse (+)
Klasse (-)
i = 1(1)N
Nach der Klassifikation der Meßwerte ergibt sich eine Folge
++---+--+++-+-- .....
Ein Run ist nun eine ununterbrochene Folge von Werten einer
Klasse.
Zur Prüfung von Instationaritäten wurde folgende Teststatistik
(sum of squared lengths) gewählt
T =
N 2
L: 1 ml1=1
dabei ist 1 die Länge eines Runs und ml die Häufigkeit des
Runs mit der Länge 1.
Tafeln für T findet man in /24/.
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b) Zum Ordnen der Daten benutzt die Prozedur RUN TEST die
Hilfsprozedur QUICKSORT (3.2.1.). Bei der Anwendung der
Prozedur ist darauf zu achten, daß die Anzahl der Daten N
gerade ist und in dem Bereich 6 ~ N ~ 30 liegt.
EßQ~DUßl RUN_TEST(X,N,NOFRUNS,TESTSTAT);
~A~f NOFRUNS,TESTSTAT; RfAL AREAl x; l~If~fE N,NOFRUNS,
TES1STAT;
SIMSET ßf~l~ l~If~fß I,J,LENGTH, ßfAi MEDIAN;
ßfALAßBAY AUXLIST(l:N),
EBQCtDUßf REGRUN,
ßf~l~ ~f~ RUN(LENGTH).INTO(RUNLIST);
LENGTH:=O;
NOFRUNS:=NOFRUNS+l;
f~D ~EGRUN;
EBQCft~Bf TESTST;
TESTSTAT:=TESTSTAT+(Rl ~UA RUN.LENGTH**Z)*Rl ~~A RU~.MULT;
EEQ~fLUBf COMPARE;
If Rl ~~A RUN.LENGTH=R2 QUA RUN.LENGTH Ibftl
ßf~l~ Rl ~UA RUN.MULT:=Rl ~1A RUN.MULT+l;
RZ ~UA RUN.OUT;
t~O********************;
LINK ~iASS RUNlLENGTH);
l~Ifßfß LENGTH;
ß!ßltl l~If~fß MULT;
MULT:=l;
f~Q ~UN;
ßfE(lINK)Rl,RZ;
ßfElHEAO)RUNLIST;
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~ot~r~I MAIN FOR PROC RUN_TEST********************;
NOFRUNS:=TESTSTAT:=O;
fOß I :=1 SIfe 1 U~Ill N llO
AUXLIST(I ):=X(I);
RUNLIST:-~f~ HEAD;
LENGT ... :=1;
QUICK$ORT(AUXLIST,l,N+1);
If N/2=ENTIER(N/2) ltif~
MEDIA~:=(AUXLIST(N/2)+AUXLIST(N/2+1)'/Z
fl~f MEOIAN:=AUXLIST«N+l)/Z);
EDB 1:=1 SIfE 1 U~Ill N-1 ~
fiLßl~ lE (X(I'<=MEDIAN f~Y X(I+1})MEDIAN) Iti~
REGRuN;
LENGTH:=LENGTH+1;
ftHH
REGRUN;
f'cß R1:-RUNLIST.FIRST,Rl.SUC jiJ:jll.E R1=1=t;H:l~.E.QQ
f.1f.Gl~ R2: -R 1 ;
fOß R2:-R2.SUC ~tilLf R2=1=~~f UD
COMPARE;
.ElSU;
E,Cß Rl:-RUNLIST.FIRST,Rl.SUC jiJ:jlLf R1=1=~~f DO
TESTS1;
~.D RUN_lEST;
Par. Typ E/A überg. Bedeutung
X RA E Ref Feld der Eingabedaten
(x.),i = 1(1)N
l
N I E Val obere Feldgrenze
NOFRUNS I A Name Zahl der Runs
TESTSTAT I A Name Teststatistik T
c) /6,24/
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3.5.2. Trend-Test
a) Für die Anwendungsmöglichkeiten des Trend-Test gilt das
zum Run-Test (3.5.1.a) gesagte. Als Teststatistik dient
hier die Zahl der Inversionen, d.h. die Zahl der Fälle,
in denen auf ein Element xi einer Folge x1 ,x2 ' ... ,xN ein
Element x. mit x. > x. folgt. Ist die Zahl N der Meß-
J l J
werte groß (N)10), so läßt sich der kritische Wert aus
einer Normalverteilung mit dem Mittelwert
11 = N(N-1)
t-" 4
und der Varianz
bestimmen.
b)
EßotEQUßf TREND_TEST(A,N,TESTSTAT); NAMf TESTSTATi
REAL AßßAY A; l~lfGfß N,TESTSTAT;
ftfßlN lNIfGfß I,J;
faß 1:=1 Slff 1 UHIll N=l D~
EQß J:=I+l SIff 1 U~TIL N Dn
lE A(I_<A(J) IHE~ TESTSTAT:=TESTSTAT+li
f~D TREND_TEST;
Par. Typ E/A überg. Bedeutung
A RA E Ref Feld der Eingabedaten
(a. ) i = 1(1)Nl
N I E Val obere Feldgrenze
TESTSTAT I A Name Teststatistik
c) /6,24/
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3.6. Korrelogramm
a) Die Prozedur CORRELOGRAMM dient der Berechnung des Korrelo-
gramms einer schwach stationären Zeitreihe. Ausgehend von
einer Stichprobe einer Zeitreihe x1 ' ... ,xN werden die Ko-
varianzen cov(k) nach folgender Formel berechnet
( 1 )
(2)
1 N-k
cov(k) = TI L: (x. - x) (x. k - SC) k=0(1)Mi=1 l l+
1 Nx = L: x.N i=1 l
X ist der Mittelwert der Stichprobe und M die maximale
Verzögerung (engl. lag). Die Korrelationswerte cov(k) be-
rechnen sich aus den Kovarianzen mit
(3) cov(k) = cov(k)cov(O) , k=0(1)M
Die Schätzung der Kovarianzen nach (1) ist zwar konsistent,
jedoch nur asymptotisch unverzerrt, im Gegensatz zur übli-
chen Schätzung:
( 4 ) cov(k) 1= N-k
N-k
L: (xi - x) (x i +k - SC),i=1
k=0(1)M
Formel (1) ist jedoch entgegen Formel (4) positiv semide-
finit, welches zur Schätzung des Spektrums (s. 3.7.) eine
günstige Eigenschaft (nur positive Spektralwerte) darstellt.
Weiterhin besitzt die Abschätzung (1) einen kleineren mitt-
leren quadratischen Fehler als (4). Insgesamt wird aus die-
sen Gründen heute bei günstigen Verhältnissen von N zu M
(N »M) und großem N (N > 50) die Schätzung (1) der von
(4) vorgezogen /8,25/. Im übrigen ist bei Simulationsanwen-
dungen der Stichprobenumfang relativ groß (N > 500) und
i.a. N » M.
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b) Die Prozedur CORRELOGRAMM liefert als Ausgabe sowohl die
Kovarianz - als auch Korrelationswerte einer Stichprobe
vom Umfang N.
EßQCfOUßf CCRRELOGRAM(X,N,COV,COR,M);
AßEAY X,COV, COR ;
ItHfrlfß N, M;
af~l~ l~IfGfß I,J;
REAl. MEAN;
fDß 1:=1 SlfE 1 U~llL N DO MEAN:=X(I)+MEAN;
MEAN :=MEAN/N;
EnB 1:=1 SIEf 1 ~~llL N 00 X( I):=X(I)~MEAN;
fQß 1:=1 Slff 1 U~llL M00 CO~(I ):=0;
Eaß J:=U Slff 1 U~IIL MDO
faß 1:=1 Slff 1 U~llL N DO
eov(J):=COV(J)+(lf I+J > N ttl.Ebl 0 .ELSE X(U*X(!+J»);
lOß 1:=0 SIEE 1 U~Ill. M Da CO~(I ):=CCV(I)/N;
fDß 1:=0 SIff 1 U~IIL M 00 eOR(I ):=COV(I)/COV(O);
f~D OF CORRELCGRAM;
Par. Typ E/A überg. Bedeutung
X RA E Ref Eingabefeld (x i ),i=1(1)N
N I E Val Umfang von X
COV RA A Ref Feld der Kovarianzen
(COVi ),i=O(1)M
COR RA A Ref Feld der Korrelationswerte
(CORi ),i=O(1)M
M I E Val Umfang von COV und COR
c) Li t .: /8,25/
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3.7. Leistungsspektrum
Die Prozedur SPECTRUM berechnet das Leistungsspektrum durch
die Formel
f(w. )
J
1 M
= 2n (A o . cov(O) + 2 L A. cov(i) . cos (w .. i»i=1 1 J
mit den Frequenzen
j=O(1)M
und den Parzen-Gewichts faktoren
r-6i 2 i 0 i MIiiI (1~- ) ~ < 2"MA. für1
i)3 M2(1 ~ i ~ MM 2"
Die Kovarianzen cov(i) mit i=O(1)M müssen zuvor mit der Proze-
dur CORRELOGRAMM (3.6.) bestimmt werden.
Zur Berechnung des Spektrums wurde nicht die Fast-Fourier-
Transform herangezogen (s. /25/), weil primär das Korrelogramm
interessiert, der Rechenaufwand im Vergleich zur Rechenzeit
für die Simulation gering ist und, wie schon in 3.1. bemerkt,
unser Interesse auf einer mehr übersichtlichen als laufzeit-
effizienten Programmierung lag.
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b)
EßUc.EDUBt SPECTRUM( COV,FREQ,SPEC,M) ;
ßfAL Aßß~Y COV,FREQ,SPEC;
l~l~fR M;
a~~l~ l~I.E~fR I,K;
ßfA~ PI,AUX1,AUX2;
PI:=4*ARCTAN(1.O);
AUXl:=PI/M;
fUß 1:=0 SlfE 1 U~IIL M 00 FREQ(I):=AUX1*I;
AUX1:=COV(C)/(2*PI);
EUß 1:=0 ~lfe 1 U~llL M DU
ß.EGl~ AUX2:=M//2;
EUß K:=l SlfE 1 UNIll AUX2 .00
SPEC( I) :=SPEC<I )+(l~6*(K/M)**2*(l-K/M))*CCV(K)*
COS( fREQ( I )*K);
ALX2::M/12+1;
EUß K:=AUX2 SIfE 1 ~~Ill M-l DU
SPEC(I):=SPEC(I)+2*(1-K/M)**3*COV(K)*CCS(FREQ(II*K) ;
SPEC( I) ::SPEC (I )/PI+~UX1;
.E~.Q;
.END OF SPEC1RUM;
Par. Typ E/A Überg. Bedeutung
COV RA E Ref Feld der Kovarianzen
(COV.), i=O(l)M
l
FREQ RA A Ref Feld der Frequenzen
(FREQi),i=O(l)M
SPEC RA A Ref Feld der Spektralwerte
(SPEC i ),i=O(l)M
M I E Val Dimension von COV, FREQ, SPEC
c) Lit.: /8,22,25,43/
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3.8. Punktschätzung von Mittelwert und Varianz
3.8.1. Schätzung des Mittelwerts
a) Der Mittelwert x einer Stichprobe xl'" ,x
n
wird als Schätzung
für den Mittelwert ~ der Wahrscheinlichkeitsverteilung der
zugehörigen Grundgesamtheit benutzt:
b)
1~ F=' X = -
n
n
L:
i=l
X.
l
eEQCfUUßf MEAN_VALUE(X,N,MEAN);
t:LM:1,E ME ÄN ;
l~IEßER N;ß~AL MEAN;lifAL AßßAY X;
ßfGl~ l~I.E.G.Eß !;
ME AN: =0;
fUß 1:=1 ~IEE 1 U~IIL N DD MEAN:=MFAN+X(!);
MEAN:=MEAN/N;
ENU OF MFAN_VALUE;
Par. Typ E/A überg. Bedeutung
X RA E Ref Stichprobenvektor (x. ) i=l(l)n
l
N I E Val Umfang der Stichprobe
MEAN R A Name Mittelwert der Stichprobe
c) Lit.: /28/
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3.8.2. Schätzung der Varianz
a) Als Schätzung für die Varianz 0 2 der Verteilung der Grund-
gesamtheit wird die Varianz s2 unabhängiger Stichproben-
werte xl'" "xn herangezogen:
1
= n-l
X ist die Schätzung des Mittelwertes.
b)
EBQCEOUßf VARIA~CE(X,N,MFAN,VAR);
t:LM:lf VAR;
l~IfGER ~;~fAl ~EA~,VAR;&EA~ AßßAY X;
tf1ilJi lbilf~fß 1;
VAR:=O;
EGli 1:=1 ~IfE 1 UtlIIL N UQ VAF:=VAR+(X(!l-MEANl**Z;
VAR: =VAR/ ( N- 1 l ;
fb!lJ llF VARIANCf:;
Par. Typ E/A überg. Bedeutung
X RA E Ref Stichprobenvektor (x. ) i=l(l)n
l
N I E Val Umfang der Stichprobe
MEAN R E Val Mittelwert der Stichprobe
VAR R A Name Varianz der Stichprobe
c) Li t.: /28/
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3.9. Int8I'vallschätzung für Mittelwert und Varianz
3.9.1. Konfidenzintervall für einen Mittelwert
a) Das Konfidenzintervall für den Mittelwert ~ einer Normal-
verteilung mit bekannter Varianz 0 2 anhand einer Stich-
probe xl'" "xn ist bestimmt durch:
1(;;2
x - Q • V~ ~ ~ ::; x + Q • V~2
wobei x die Schätzung des Mittelwertes und Q zu vorgege-
bener Konfidenzzahl y (95%,99% od. dgl.) die Lösung der
Gleichung
F(Q) 1= 2" (l+y)
aus Tafeln für die Normalverteilung F mit Mittelwert °
und Varianz 1 ist.
Ist die Varianz 0 2 unbekannt, so ist in obigem Verfahren
die Lösung Q aus der Student's-t-Verteilung mit (n-l)-
Freiheitsgraden zu bestimmen und 0 2 durch die Schätzung
s2 zu ersetzen. Für große Stichproben mit n > 30 kann
hierzu aber auch die Normalverteilung herangezogen werden.
b)
fBQLtDUßf ~EAN_CONF(N,Q,MfAN,VAR,MCONF,lMEAN,UPMEAN);
~A~f MCCNF,LMEAN,UPMEAN;
INIE~EE N;EfAL Q,MEAN,LMEAN,UPMEAN,MCONF,VAR;
ßE.Glbl
Me 0 NF : =Q*SQR T ( VA RIN) ;
LMEAN:=MEA~-MCONF;
UPMEAN:=MEAN+MCONF;
E~D OF MFAN_CONF;
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Par. Typ E/A überg. Bedeutung
N I E Val Stichprobenumfang
Q R E Val Wert Q aus Normal- bzw.
Student's-t-Verteilung
MEAN R E Val Mittelwert der Stichprobe
VAR R E Val Varianz der Stichprobe
MCONF R A Name Wert des Ausdrucks
Q·Va 2/n bzw. Q·Vs 2 /n
LMEAN R A Name MEAN-MCONF
UPMEAN R A Name MEAN+MCONF
c) Lit.: /21,28,42/
3.9.2. Konfidenzintervall für mehrere Mittelwerte
a) Man erhält Intervallschätzungen für die wahren Mittelwerte
~1"" '~m von m Stichprobengruppen xi1 '···· ,xin ' i=1(1)m,
xij unabhängig, mit jeweiligem Umfang n wie folgt:
Zu vorgegebenem a (0.05, 0.01 od. dgl.) entnimmt man einer
Tafel für Studentized maximum modulus den Wert q , wo-
a,m,v
bei v = m(n-1) die Anzahl der Freiheitsgrade der Stichpro-
benvarianz
MSE 1= m(n-i)
m n
L: L:
i=1 j=1
(x .. - x.)2
lJ 1
und X" i=1(1)m, der Mittelwert der i-ten Stichprobe sind.
1
Mit Wahrscheinlichkeit 1-a erfüllen dann alle ~i' i=1(1)m,
gleichzeitig:
-x - . VMSE < 11. ~ - VMSEi qa,m,v n - ~l Xi + qa,m,v' -n-
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b)
EßUCEOUßL CCM_MF!~_CONF(X,M,N,Q,MEAN,MCONF,LMfAN,UPMEAN,MSE,DF);
~AME MCCNF,~SF,DF;
l~IfßEß M,N,OF;REAL Q,MCONF,MSf;B[Al AEßAY X,~EAN,LMEAN,UP~EAN;
fE~l~ 1~IEG1a I,J;REßl S,T;
DF : =M* ( N-1 ) ;
S: =0 ;
fUß 1:=1 ~IEE 1 U~IIL M UD
ßt.Gl~ T:=0;
EDR J:=l SIEE 1 U~Ill N UD T:=T+(X(I,J)-MEAN(!»**2;
S:=S+T;
EtlD;
MSE:=S/DF;
MC 0 NF : =Q*SQR T ( MSEI N) ;
Ewß 1:=1 SIEE 1 U~IIL M UQ
1il.Glb LMEAN( I ) : = ME AN ( I )- MCC NF ; UP ME AN ( r ) : =M FAN ( I )+MCONF ;.E~Q ;
[~.!.2 eiF ClJM_JIIEll~I_C()NF;
Par.
x
M
N
Q
MEAN
MCONF
LMEAN
UPMEAN
MSE
DF
c) Lit.: /35/
Typ
RA
I
I
R
RA
R
RA
RA
R
I
E/A
E
E
E
E
E
A
A
A
A
A
Überg.
Ref
Val
Val
Val
Ref
Name
Ref
Ref
Name
Name
Bedeutung
Stichprobenmatrix (x .. )
i=1(1)m, j=1(1)n lJ
Anzahl der Stichprobengruppen
Umfang der Stichprobengruppen
Tafelwert q m \\a, , v
Mittelwertsvektor (x.) i=1(1)m
l
Wert des Ausdrucks q ·VMSE/na,m,v
Vektor (Xi-MCONF)} i=1(1)m
Vektor (x.+MCONF)
l
MSE
Freiheitsgrade von MSE
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3.9.3. Konfidenzintervall für die Varianz
a) Das Konfidenzintervall für die Varianz 0 2 einer Normal-
verteilung, deren Mittelwert nicht bekannt ist, wird be-
stimmt durch
wobei s2 die Schätzung der Varianz aus einer Stichprobe
des Umfangs n und Q1,Q2 zu vorgegebener Konfidenzzahl y
(95%,99% od. dgl.) die Lösungen der Gleichungen
2 1X (Q1) = 2 (1-y) ,
aus der x2-Verteilung mit (n-1)-Freiheitsgraden sind.
b)
eRU~LnURf VAK_CONF(N,VAR,Ql,Q2,LVAR,UPVAR);
t;.A~.E LVAR, UPVA::<-;
ll:::lI.E.G.Eß. j\); E..Elü. VAP, r;)l ,(J 2, LVAK, LJP VAq ;
fifGl~ B.tAL H;
H: =(N-l I *VAR ;
LVAP:=H/Q2;
UPVAf<:=H/Qlö
i.;..blQ llF VAR_CUf\;F;
Par. Typ E/A überg. Bedeutung
N I E Val Stichprobenumfang n
VAR R E Val V' 2arlanz s
Q1 R E Val }Tarelwerte Ql,Q2 aus
Q2 R E Val 2 V .X - ertellung
Name Wert des Ausdrucks 2LVAR R A (n-1)·s /Q2
2UPVAR R A Name Wert des Ausdrucks (n-1)'s /Q1
c) Li t. : /21,28,42/
a) Gegeben
mit den
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3.10. Tests auf Gleichheit von m> 2 Mittelwerten
3.10.1. Der Fall m=2
3.10.1.1. Student's-t-Test
seien 2 Stichproben X = {xi" .. x
n
} und Y = {Y1"" ,Ym}
entsprechenden Mittelwerten x,y und Varianzen s 2,s 2.
x y
Ihre Grundgesamtheiten seien normalverteilt mit Mittelwerten
~x'~y und gleicher Varianz, die nicht bekannt zu sein braucht.
Man testet die Hypothese ~ =~ gegen die Alternative ~ >~ ,
x y x y
indem man zu vorgegebener Signifikanzzahl a (0.05,0.01 od. dgl.)
die Zahl q gemäß der Gleichung
F(q) = 1-a
aus Student's-t-Verteilung F mit n+m-2 Freiheitsgraden be-
stimmt und die Teststatistik
,/n.m (n+m-2)
V n+m
x - y
berechnet. Ist t o ~ q, so wird die Hypothese angenommen.
Ist t o > q, so wird sie verworfen.
Ersetzt man die Alternative ~ > ~ durch ~ < ~ bzw.
x Y x Y~ - ~ so ist F(q) = 1-a durch F(q) = a bzw. F(q)=1-a2x - y
zu ersetzen. Für n=m ergibt sich die Vereinfachung
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b) fßQCEQUhE T_TEST(NX,Ny,XMF~N,YMEAN,XVAR,YVAR,A,Q,T,OEC,lERDVAP);
tlAM.E T,CEC,lERGVAR;
l~I~GES NX,NY;&EAL XMEAN,YMF.AN,XVtQ,YVAR,Q,T;
nQCLtA~ A,DEC,l~POVAR;
llfGl~ l~IE~~ß DF;ßEAL AUX1,AUX2;
lE XVAR=O A~Q YVAR=O Itif~ ßEGl~ lERUVAR:=I&Uf;GQIC LAB;[~D
ELSE lERCVßP:=fALSf;
lE NX=NY It!Ebl
ßfGl~ DF:=2*(NX~1);
T:=(XMEAN-YMEAN)*SQRT(N/(XVAR+YVAR) ),
.Ebl.Q
ELSE afGl~ DF:=NX+NY-2;
AUX1:=SQRT(NX*NY*OF/(NX+NY»;
AU X2: =SQR Tl (N X- 1 )*XVA R+ ( NY- 1) *YVAR) ;
T:=AUX1*(XMEAN-YMEAN)/AUX2;
.END;
lE A It:lf~ .6EGl~
lE ABS(T)(=Q It!fN DEC:=IßUf fLSf DEC:=EALSf;fblD
ELSE lE T<=Q It!f~ DEC:=IRUl fiS~ DEC:=EAi~t;
LA B:
tt::lQ OF T_TEST;
Par.
NX
NY
XMEAN
YMEAN
XVAR
YVAR
A
Q
T
DEC
ZEROVAR
Typ
I
I
R
R
R
R
B
R
R
B
B
E/A
E
E
E
E
E
E
E
E
A
A
A
überg.
Val
Val
Val
Val
Val
Val
Val
Val
Name
Name
Name
Bedeutung
Umfang der Stichprobe X
Umfang der Stichprobe Y
Mittelwert der Stich-
probe X
Mittelwert der Stich-
probe Y
Varianz der Stichprobe X
Varianz der Stichprobe Y
{
TRUE = zweiseitige} Alt~r­
FALSE = einseitige natlve
Tafelwert q
Wert der Teststatistik t o
TRUE, falls t o < q
FALSE sonst
TRUE, falls s 2 = s 2 = 0
x y
FALSE sonst
c) Lit.: /7,21,28,42/
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3.10.1.2. Mann-Whitney-U-Test
a) Dieser Test prüft, ob zwei unabhängige Stichprobengruppen
derselben Grundgesamtheit entstammen. Seien n 1 ,n2 die Um-
fänge der Stichprobengruppen mit n 1 < n 2 und n 2 > 20 (für
n 2 < 20 siehe /38/). Die Stichprobenwerte aus beiden Grup-
pen werden zusammengefaßt, der Größe nach angeordnet und
mit dem kleinsten Wert beginnend von 1 bis N=n1 +n 2 durch-
numeriert. Ist ein Wert von allen anderen verschieden, so
wird ihm seine Nummer als Rangzahl zugewiesen. Sind mehrere
Werte gleichgroß, so werden diesen als Rangzahl der Mittel-
wert ihrer Platzziffern zugeordnet. Man berechnet die Summe
R1 der Rangzahlen der Gruppe mit Umfang n 1 und hiermit den
Wert
Existieren j Gruppen gleichgroßer Stichprobenwerte, deren Um-
fang mit t., i=1(1)j, bezeichnet sei, so bestimmt man zunächst
l
1 j 3
T = -12 . L: (t . - t.)
. 1 l ll=
und danach die Teststatistik
U -
Man entnimmt einer Tafel für Normalverteilung mit Mittelwert 0
und Varianz 1 den der Alternative entsprechenden Wahrscheinlich-
keitswert p und vergleicht ihn mit vorgegebenem a (0.05, 0.01
od. dgl.) Ist er größer als a, so entstammen die Stichproben-
gruppen derselben Grundgesamtheit.
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Bezeichnet Z die zu Zo zugehörige Zufallsvariable und
Prob (Z > zO) die Wahrscheinlichkeit, daß Z > Zo ist, so
ist bei einseitiger Alternative p = Prob (Z > zO) und
bei zweiseitiger Alternative p = 2 Prob (Z > zO) zu
setzen.
b) Die folgende Implementierung gilt nur für den Fall n 2 > 20,
kann jedoch zur Berechnung der Teststatistik durchaus ver-
wendet werden. Zur ausführlichen Darstellung der Entschei-
dungsfindung für n 2 < 20 wird auf /38/ verwiesen.
EBoctDUEE MANN_WHITNEY_TEST(X,NX,Y,NY,ALPHA,A,PX,PY,C,l,DE();
tL~t!.E (,l,DtC;
l~lf~f~ NX,Ny,DEC;RE~i ALPHA,C,Z;
~Eßi ABEßt X,RX,y,RY;ßQQlrß~ A;
ff~l~ l~IfGfR I,Il,J,N,H,INO,L;ßEAl D,INC,U,S,PS,T,lABS,PRCB;
l~lt~ER ~ßEbt NUM(1:21;Rt~i AEEAY R(1:2,1:NYI;
fIJ: =~'~X+NY ;
31Gl~ l~lf~tB AEBA1 ~ANK(l:NI ;Rf~L ABß~~ LIST(l:NI;
f~E 1:=1 SIfe 1 U~IIL NX UD
ttG.lt:! L IST ( T ) : =X( I ) ; p. AN K( I ) : :::: 1; E!.:m;
fUß 1:=NX+l SIEE 1 litlIll N QQ
fiiG.l~ LIST(!):=Y(I-NX);PANK(!):=2; r~u;
NUMll):=NUM(2l:=O;
L:=f\I+l;
QUICKSR(LIST,l,L,RANK);
I:=1);K:=l ;T:=O;
IDE I:=I+K ~HlLE I<l OD
ßf..Glt:! J:=IjK:=l;
fuß J:=J+l ~~lLE J<L DU
fiE~lb lE LIST(J)=lIST(I) IHf~ K:=K+l E1Sf ßDID lA8;E~D;
LAB: lE K=l I!:IEN
tif~l~ H: =P Af\/ K( I ) ; NU '1 ( H I : =NU M( H ) + 1 ; R. ( H, ~lU~q H) I : =I ;
IE H=l ItlEN X(NUr-1(H»:=LIST(I) ELSE Y(NUM(H»:=LISTl Il;.f.tiD.
EL~.E ßEG.l~ Il:=I+K=l;INC:=I;
EDa J:=I+l SIre 1 U~~lL 11 DU INC:=INC+J;
It\C:=INC/K;
Eca J:=I SIE~ 1 U~IIL 11 00
fifG.IN H:=RANK(J);NUM(HI:=NUMIH)+l;F(H,NUM(H»):=INC;
lE H=1 ltif~ X(NUM(H)}:=LIST(J) fL~E Y(NUM(H» :=LIST(J);t~D;
T:=T+(K**3-K)/12;
HLQ;
IW2;
RS:=C;H:=NX*NY;
EDß I :=1 SIEe 1 U~IIL NX UQ
ßE..Gll::! RS:=RS+R (1, I);F x( r): =P( 1, I) ;f.N.Q;
fUE. I :=1 .sIE!: 1 Uf:::lIIL NY UD RY (I) :=R( 2, I);
U:=H+~X*(NX+l)/2-RS;
S:=(H/(N*IN-l) I )*( (N**~-'N) 112-1);
I : =(l! ~ H/2 ) I l SQR T ( SI) ; ZABS : =ABS l l ) ;
i'lDTR ( lABS, PRG8, 0);
C:=l~PPOß;
lE A IHf~ (:=C*2;
IND:=(lE C<=ßlPHA Itif~ 1 fLSf 0);
It A IHf~ DEC:=2*IND ~LSf DEC:=-SIGN(l)*IND;
.stHH
E~D OF M~N~_~HITNEY_TEST;
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Die Prozedur benutzt die Hilfsprozedur QUICKSR,NDTR.
Par.
x
NX
Y
NY
ALPHA
A
RX
RY
C
Z
DEC
Typ
RA
I
RA
I
R
B
RA
RA
R
R
I
E/A
E
A
E
E
A
E
E
E
A
A
A
A
A
überg.
Ref
Val
Ref
Val
Val
Val
Ref
Ref
Name
Name
Name
Bedeutung
Stichprobenvektor (xi) i=1(1)n1
sortierte Stichprobe
n 1 (Umfang von X,RX)
Stichprobenvektor (Yi) i=1(1)n2
sortierte Stichprobe
n 2 (Umfang von Y,RY)
a
TRUE: falls zweiseitige Alternative
FALSE: sonst
Rangzahlen des sortierten Vektors X
Rangzahlen des sortierten Vektors Y
Wahrscheinlichkeit der Teststatistik
Wert der Teststatistik
bei einseitiger Alternative:
-1 X stochastisch kleiner als Y
o X stochastisch gleich Y
1 X stochastisch größer als Y
bei zweiseitiger Alternative:
o X stochastisch gleich Y
2 X stochastisch ungleich Y
c) Lit.: /7,38/
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3.10.2. Der Fall m > 2
3.10.2.1. Der Vergleich mittels F-Test
a) Hiermit testet man die Hypothese, daß m normalverteilte Grund-
gesamtheiten gleicher Varianz, aus denen die unabhängigen Stich-
probengruppen stammen, alle denselben Mittelwert besitzen.
Sei n. der Umfang der i-ten Stichprobengruppe, x. deren MitteI-
l 1
wert
x. =
1
n.
1 1
l: x ..
n i j =1 lJ
i=l(l) m
und x der Mittelwert der gesamten Stichprobe
=
1 n.
l: l:l x ..
n i=l j=l lJ
1 m
= l: n. x.
n i=ll 1
m
wobei n= l: n.
i=l 1
Man berechnet die Quadratsumme ql zwischen den Mittelwerten der
Gruppen
m
ql = l:
i=l
( _ _)2n .. x. - x ,
1 1
die Quadratsumme q2 innerhalb
n.
m 1
q2 = l: l: (x ..
i=1 j =1 lJ
und den Quotienten
der Gruppen
- )2
- x.
1
ql I(m-l)
= q2 / (n-m)
Zur vorgegebenen Signifikanzzahl a (0.05, 0.01 od. dgl.) bestimmt
man die Lösung c der Gleichung
F(c) = 1-a
aus einer Tafel für die F-Verteilung mit (m-l, n-m) Freiheits-
graden.
Ist vo~c, so wird die Hypothese angenommen, andernfalls verworfen.
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b) Die Prozedur ist für den Fall n.=N, i=1(1)m implementiert.
l
ERQCLDUEE F_TtST(X,~,N,MFAN,C,SSP,MSP,DMSP,SSf,MSF,O~Sf,TOT,
OTnT,VO,lERO~SE,C~C);
~A~f SSP,MSP,O~sp,SSt,~SE,OMSE,TOT,DTOT,VO,lF.POMSF,OtC;
l~Ir~fß M,~,O~SP,D~SE,DTOT;
~fAL C,SSP,MSP,SSE,MSE,TOT,VO;
EfAL AEßAY X,~EAN;
ßUOlfAN OEC,ZEROMSE;
ßEGl~ l~IE~fß I ,J;ßfAl S,TOTMfAN;
$:=0;
fUß 1:=1 ~lE~ 1 llNIIL M Da S:=S+MEAN(I);
TOTMEAN:=S/M;
SSP:-=SSE:=O;
EQB 1:=1 Slf~ 1 lltlIIL M DU
afGl~ sSP:=SSP+(MEAN(I)-TOTMEANI**2;
$.:=0;
EOß J:=l SIff 1 UNIIL N DU S:=S+(X(I,J)-MEAN(I)**2;
SSE:=SSE+S;
f~Lli
DMSP:=M-liDMSE:=M*(N-l);DTOT:=OMSE+OMSP;
SSP:=N*SSP;
TOT: =SSP +SS~;
MSP:=SSP/D~SP;MSF:=SSE/DMSEi
lE MSE=O IHE~ lEqOMSE:=IßUf
~LSE fifGl~ lEROMSE:=fALsr;
VO:=MSP/MSf.;
DEC:=(lf VO<=C IHf~ IEUE ELSE EAl~) ;f~U;
f.tl~ OF F_T~ST; .
Par Typ E/A überg. Bedeutung
X RA E Ref Stichprobenmatrix (x .. ) , i=1(1)m, j=1(1)NlJ
M I E Val m
N I E Val N
MEAN R.A. E Ref Mittelwertsvektor (xi)) i=1(1)m
C R E Val Tafelwert c
SSP R A Name q1
MSP R A Name q1 / (m-1)
DMSP I A Name m-1
SSE R A Name q2
MSE R A Name q2 / (m(m-1))
DMSE R A Name m(n-1)
TOT R A Name SSP+ SSE
DTOT I A Name DMSE+DMSP
VO R A Name Wert von Vo
ZEROMSE
DEC
B
B
A
A
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Name
Name
{
TRUE falls MSE=O
FALSE sonst
{
TRUE Annahme der Hypothese
FALSE Zurückweisen der Hypothese
c) Lit: 128, 371
3.10.2.2. Kruskal-Wallis-Test:
a) Es seien m unabhängige Stichprobengruppen (x .. ),i=1(1)m, j=1(1)n.,lJ l
mit n. zufälligen Beobachtungen gegeben. Der Test prüft die Hypo-
J
these, daß die m Gruppen der gleichen Grundgesamtheit entstammen,
gegen die Alternative, daß die Grundgesamtheiten verschiedene Lage-
parameter wie z.B. Mittelwert, besitzenw
Die x.. , i=1(1)m, j=1(1)n., werden zusammengefaßt, der Größe nachlJ l
geordnet und wie im Falle des Mann-Whitney-U-Tests mit Rangzahlen
von
m
1 bis n = l:
i=1
n.
l
S = 1 _ 1
n 3-n
versehen. Existieren k Gruppen
jeweiligem Umfang t l , 1=1(1)k,
k
l:
1=1
gleichgroßer Stichprobenwerte mit
so berechne man zunächst
sowie die Rangzahlensummen R. der Stichprobengruppen. Die Test-
l
statistik lautet
12
T = ( n(n+1)
m R~
. l: l - 3(n+1»/S;
i=1 n i
Für m > 3 oder n. > 5, i=1(1)m ist aus einer Tabelle für die
2 l
X -Verteilung mit m-1 Freiheitsgraden der Wert T 't zu ent-
crl
nehmen, so daß die Wahrscheinlichkeit, bei vorgegebener Sig-
nifikanzschwelle a (0.05, 0.01 ode dgl.) einen gleich großen
oder größeren Wert als T 't zu erhalten, a beträgt. Ist
crl
T < T 't' so ist die Hypothese anzunehmen. Für m=3 und u 1crl
u 2 ' u 3 ~ 5 existieren Tabellen 138/, denen man die dem Wert
von T zukommende Wahrscheinlichkeit direkt entnehmen kann.
Ist diese größer als a, so kann die Hypothese angenommen werden.
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b) Die folgende Implementierung ist nur für den Fall m
und n i = N, i=1(1)m, gedacht; sie kann jedoch stets
nung der Teststatistik T herangezogen werden.
Die Prozedur benutzt QUICKSR.
EBCCEllUßE KRUSKAL_WALLIS_TEST(X,M,N,TCRIT,DF,T,R,SR,DEC';
t:.lA~f DF,T,DEC;
It:.lIE1:zfE. M,N,DF;
ß.E1l1 TCRIT,T;
EEAL llEßAX X,R,SR;
D..ClULfAtj DEC;
> 3, n. > 5
1
zur Berech-
fi.E~lt:.l l~IE~~ß I,J,K,KK,Il,H,L;
~TE~EB ABRAX Z(l:M);
REAL O,S,SS,INC,PROB,ST;
L:=t-l*N;DF:=M-l;
BEul~ ~tiIEGEB ARBAY RANK(l:Ll ;REAL AEßAX Y(l:L);
f.Clh 1:=1 ~lfE 1 U~llL M UD
fiflllN K:=(I-l'*N;
fUB J:=1 ~1.EE 1 U~Tll N DU
ß.fillI:::l KK : =K+J ; Y(KK) : =X ( 1 ,J , ; RANK (KK): =I; ft:lO;
ZII):=O;
tI::lD;QUICKSRlY,1,L+1,QANKI;
I:=O;K:=l;ST:=O;L:=L+l;
EDß I:=I+K ~blL.E I<l OQ
ßf.!21ti J:=I;K:=l;
fQß J:=J+l ~blLE J<L DU
ßE!21I::l lE Y(J)=V(I' ttifI:::l K:=K+l E.1..~.E ~QIQ LAB;fNU;
LAB: lf K=1 ltiEN ßf!21I::l H:=RANK(I';Z(H):=Z(H)+1;R(H,Z(H)':=I;
X( h, ZI H) ) : =Y( I , ; EI::Ill
ELSE ß..E!21N Il:=I+K-l;INC:=I;
fUß J:=I+l S.lfE 1 :llNIIL 111:20 INC:=INC+J;
INC:=INC/K;
EUR J:=I SIEE 1 UNIIL 11 OQ
ßfGII::l H: -= RAN K( J, ; Z( H) : = Z( H, +1 ; R ( H, l ( H, , : = I NC ; X( H, l ( H , ) : =Y( J, ;ft:l.U;
Sl:=ST+K**3-K;
.ENQ;
ft:l.f.H
l:=L-l;
ST:=1~ST/(L**3-L);
S5:=0;
fOE 1:=1 SIEE 1 Ut:l.Ill M UU
fiEGl~ S:=0;
fOE J:=l SllE 1 U~Il.1.. N OQ S:=S+R(I,J';
SR(I):=S;
SS : = SS+SR ( T, ** 2 ;
t.~.Q;
T:=(12*.sS/(L*(L+l)*N'-3*(L+l)) IST;
DEC:=(lf T<=TCRIT ltifI::I IEUf f.1..Sf fAlSE);
ft:.l.Q;
fI::lQ OF KRUSKAL_WALLIS_TEST;
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Par Typ E/A überg. Bedeutung
x R.A. E Ref Stichprobenmatrix (x .. ),i=1(1)m,lJ
M I
N I
TCRIT R
DF I
T R
R RA
SR RA
DEC B
A
E
E
E
A
A
A
A
A
Val
Val
Val
Name
Name
Ref
Ref
Name
j=1(1)N
Stichprobenwerte innerhalb der
Gruppen der Größe nach sortiert
Anzahl der Gruppen
Gruppenumfang N
T 'tcrl
Anzahl der Freiheitsgrade rn-i
Wert der Teststatistik
Rangzahlen (r .. ) ,i=1(1)m, j=1(1)NlJ
der sortierten Stichprobenmatrix
Vektor (sr.) ,i=1(1)m der Rangzahlen-
l
summen der Gruppen
{
TRUE falls Hypothese anzunehmen
FALSE sonst
c) Lit: /7,38, 42/
3.11 Multiple Vergleiche von m > 2 Mittelwerten:
In 3.11 wird folgendes vorausgesetzt:
n .•
l
m
E
i=1
1
n-m
MSE =
Seien x .. , i=1(1)m, j=1(1)n. zufällige Beobachtungen unabhängiger
lJ l
normalverteilter Zufallszahlen mit gleicher Varianz. Sie seien weiter
in m Gruppen eingeteilt mit Umfang n., i=1(1)m, innerhalb der die Zu-
l
fallszahlen gleiche Mittelwerte ~. besitzen sollen. Mit x. wird die
l l
Schätzung des Mittelwertes ~i bezeichnet und sei
m n.
E E
l (x .. - x.)2 mit n =
i=1 j=1 lJ l
3.11.1. Multipler t-Test:
a) Für ein vor dem Versuch festgelegter Vergleich zweier Mittelwerte
~., ~., i, js {1, ... , m} ,i+j, konstruiert man unter vorgegebenem
l J
a (0.05, 0.01 od. dgl.) das zugehörige Konfidenzintervall gemäß
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(x. - x .) +
l J- t· VMSE' (L + 1.-)n. n.
l J
wobei t aus Student's-~VerteilungF mit n Freiheitsgraden als
Lösung der Gleichung F(t) = 1- ~ bestimmt wird.
b) Die folgende Implementierung setzt n.=N für i=1(1)m voraus.
l
RßQCfD~RE MULTIPLE_TIX,M,N,T,CF,I,J,MFAN,MOIFF,CONF,A,MSE,DEC);
~A~f ~DIFF,CO~F,MSE,DF,DEC;
l~If~fR M,N,I,J,DF;
REAl T,MDIFF,CONF,MSE;&fAl AEßA~ X,MEAN;
ß.lJD.L.EAbl A,DEC;
ß.E~l~ l~If~fß K,L;ß.EA.L S;
OF:=~*M;
If A ItLH:l
ßfGl~ MSE:=Cl;
EQE K:=l SIfR 1 U~Ill M UD
ßfGlbl S:=);
fUß L:=l SIER 1 ~NIIL N QQ S:=S+(XIK,L)-MEAN(K))**2;
MSE:=MSE+S;
.El:lD;
MSE= : =MSEI I M*(N- 1) ) ;
f~Q;
MOIFF:=MEAN(Il~MEAN(J);
CONF:=T*SQRT(2*MSE/~l;
OEC:=(lf ABS(MOIFF)(=CONF 1tifN IEUE .ELSE EALSE);
E~D OF ~ULTIPLF_T;
Par Typ E/A Überg. Bedeutung
X RA E Ref Stichprobenmatrix (x .. ) , i=1(1)m, j=1(1)N
lJ
M I E Val m
N I E Val N
T R E Val Wert t aus Student's-t-Verteilung
DF I A Name Anzahl der Freiheitsgrade n=m N
y I E val} Indizes der zu vergleichenden
J I E Val Mittelwerte
MEAN R.A. E Ref Vektor (Xi) , i=1(1)m, der Mittelwerte
MDIFF R A Name (x. - x.)
l ,]
CONF R A Name t'V2MSE/N
- 55 -
A B E Val fRUE falls MSE von Prozedur zu berechnen
ist
FALSE falls MSE eingegeben werden kann
MSE R E/A Name MSE
DEC B A Name {TRUE falls ,x: . -x. I< t· V2 . MSE 1Nl J-
FALSE sonst
c) Lit: 1421
3.11.2. DUNNET-Test:
a) Dieser Test vergleicht einen bestimmten Mittelwert ~j' jE{1, ... ,m}
mit allen andern ~i' i=1(1)m, ifj, setzt aber ni=N für i=1(1)m vor-
aus. Die Wahrscheinli?hkeit ist 1-a ( a=0.05, 0.01 od. dgl.), daß
alle der folgenden Vertrauensbereiche für die Differenzen ~.- ~.,J l
i=1(1)m, ifj gelten:
(x.-x.) + d. J!2'MSE/N
J l V , i=1(1)m, ifj
wobei d aus Dunnets - t - Statistik mit m·(N-1) Freiheitsgraden
entnommen wird.
b) EßO~tDUtE OUNNET_TEST(X,M,N,D,OF,J,MEAN,MDIFF,CONF,A,MSE,DEC);
~~~E CF,MSE,CCNF;
l~If~f~ M,N,DF,J;
E.EAi O,CONF,MSE;
REAL ARßAY X,~EAN,MOIFF;
ßDilLfA~ A;ßQQLfA~ ABRAt DEC;
ßf~~ l~If~fß K,L;ßfAi $;
OF : =M* ( N-l ) ;
lE A U:lftl
ßEulf.s MS E: =1) ;
t~B K:=l SIfR 1 U~IIL M UD
ßfGIN s:=o;
tUß L:=l SIEE 1 UtlIIL N UD S:=S+(X(K,L)~MEAN(K))**2;
MSE:=MSE+S;
END;
MSf:=fIolSE/DF;
E:HH
CONF:=O*SQRT(2*MSE/N);
fOB K:=l SIER 1 U~IIL M UD
ßf~l~ MDIFF(K):=MEÄN(J)-MEAN(K);
DEC(K):=(lE ABS(MDIFF(K})<=CONF ItlE~ IBUE EiSE EALSE);
.E.bl Q;
EtlQ OF OUNNET;
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Par Typ E!A überg.. Bedeutung
x R.A. E Ref Stichprobenmatrix (x .. ), i=l(l)m,lJ
j=l(l)N
m
N
d aus Dunnet's - t - Statistik
Anzahl der Freiheitsgrade m.(N-l)
Index des Mittelwertes, der mit den
anderen verglichen werden soll
Vektor der Mittelwerte (x.),i=l(l)m
l
Vektor der Mittelwertdifferenzen
(x . - x. ), i =1 ( 1 ) m
J l
d'V 2MSE/N
{
TRUE falls MSE innerhalb Prozedur
berechnet werden muß
FALSE sonst
MSE
{
TRUE falls IMDIFF(i)I ~CONF) i=l(l)m
FALSE sonst
Name
Val
Ref
Ref
Name
Name
Val
Val
Val
Name
Val
A
E
E!A
A
E
A
E
E
E
A
E
R
B
R.A.
R.A.
R
B
I
I
R
I
I
MEAN
MDIFF
CONF
A
MSE
DEC
M
N
D
DF
J
c) Lit: /13/
3.11.3 TUKEY-Test:
a) Dieser Test vergleicht alle Mittelwerte miteinander und setzt
n.=N für i=l(l)m voraus.
l
Die Wahrscheinlichkeit ist 1-a (a=0.05, 0.01 od dgl.), daß alle
(~) Differenzen der Mittelwerte ~., i=l(l)m, gleichzeitig erfüllen.
l
q . ~ MNSE(x. -Sc.) +
l J
wobei q der Studentized-Range-Statistik mit (m, m.(N-l»- Frei-
heitsgraden gemäß obigem a zu entnehmen ist.
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b)
EßO~EUUßE TUKEY(X,M,N,Q,OF1,DF2,MEAN,MDIFF,CONF,A,MSE,DEC';
t~~~ CF1,DF2,CONF,MSE;
l~If~E& M,N,DF1,DF2;
EfAl Q,CONF-,MSE;
ßfAL AßRAY X,~fAN,MOIFF;
ßQOLEA~ A;~~DlfA~ AERAt DEC;
aEnl~ l~IfGfß I,J;RfAl S;
DF1:=M-l;DF2:=M*(N~1';
1f A I!:if!S
ßf~l!S MSE:=');
fOß 1 :=1 SIfE 1 UNIIL M DU
ß.E~lN s:= 0 ;
tQB J:=l SollE 1 UNI.lL N DU S:=$+(X(I,J'-MEAf\J(1)'**2;
MSE:=MSE+S;
f!::lQ;
MSE:=MSE/DF2;
f~Q;
CONF:=Q*SQRT(MSE/N);
fOß 1:=1 SIER 1 UNIIL DF1 DU
ß.f~l!::l
fCR J:=I+1 SIff 1 U!::l~ll M DD
ß.t~lbi MOl FF ( I , J ) : = ME AN ( I )- tJ EAN( J ) ;
DEC(I,J) :=(lE ARS(MDIFF(I,J»)<=CONF ltifN laUE ~L.s.~ EALSE);
E~Q;
ENO;
EblO OF TUKEY;
Par Typ E/A überg. Bedeutung
X RA E Ref Stichprobenmatrix (x .. ) ,i=1(1)m,
lJj=1(1)N
M I E Val m
N I E Val N
Q R E Val Wert q der Studentized-Range-Sta-
tistik
DF1 I A Name DF1= m-1
DF2 I A Name DF2= m·(N-1)
MEAN RA E Ref Vektor der Mittelwerte (x . ) , i =1 ( 1 )ml
MDIFF RA A Ref Matrix der Mittelwertsdifferenzen
(x . -x . ) , i=1(1)m-1, j=2(1)m
l J
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CONF R A Name Q. VMSE/N
A B E Val {TRUE falls MSE innerhalb Prozedur zu be-
rechnen
FALSE falls MSE eingegeben wird
MSE
DEC
R
BA
E/A Name
A Ref
MSE
DEC(i,j)= {TRUE falls IMDIFF(i,j) 12CONF
FALSE sonst
für i=1(1)m-1 und j=2(1)m
c) Lit: 1371
3.11.4. SCHEFFE-Test:
a) Ein Kontrast ~ der Mittelwerte ~1'" ~m ist eine Linearform
der ~.,l m
~ = E c.~.
i=l l l
mit bekannten, konstanten Koeffizienten und der Bedingung
m
E
i=l
c. =
l
o .
Geschätzt wird ~ mittels
m
~ E c. -= x·
i=l l l
2
und die Varianz cr ~) von ~ mittels
2 m 2
crw = MSE . E (c. 1 n. ) .i=1 l l
Die Wahrscheinlichkeit ist 1-a (a=0.05, 0.01 od. dgl.), daß die
Werte aller Kontraste ~ gleichzeitig erfüllen
~ + ~(m-1) • Fijj • iJ~
mit F~ aus Tafeln für die F-Verteilung mit
(m-1,
m
E n. - m)-Freiheitsgraden.
. 1 ll=
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b) Die folgende Implementierung setzt n.=N für i=i(i)m voraus.·
l
EROCfDUhf SCHEF~E(X,M,N,MEAN,C,F,DFl,OF2,PSI,A,MSE,CONF,DEC);
~~ME CF1,DF2,PSr,~SE,DEC;
l~lEGE~ M,N,DF1,DF2;
REAL F,PSI,~SE,CONF;
REAL AEßAY X,C,MEAN;
!HJQlfAbl A, 0 EC;
fi.EGl~ l~IfGfß I,J;ßfAl S,SC;
OF 1: =M=l; DF2 :=M* (N~l);
lE A IJ:lE1
ß.EGl~ MS E: =~ ;
fUE 1:=1 SIf~ 1 U~Ill MUQ
ß.E~lbl $:=0;
fUR J:=l SIEE 1 U~Ill N DU $:=S+(X(I,J)-MEAN(I»**2;
MSE:=MSE+S;
fWH
MSE:=MSE/OF2;
fl::j D;
SC:=PSI:=O;
fOR 1:=1 SIEE 1 UtlIll M UD
ßf~l~ SC:=SC+C(I)**2;PSI:=PSI+C(I)*MEAN(1);ftlU;
CCNF:=$QRT(OF1*F*MSE*SC/N);
OEC:=(lE ABS(PSI)(=CONF ltiftl IEUE fL~E EAlSE);
ftW OF SCHEFFE;
Par Typ E/A überg. Bedeutung
X R.A. E Ref Stichprobenmatrix (x .. ),i=i(i)m,j=i(i)N
lJ
M I E Val m
N I E Val N
MEAN R.A. E Ref Mittelwertsvektor &.. ),i=i(i)ml
C R.A. E Ref Vektor (c. ) , i=i(i)m
l
F R E Val F~ aus F-Verteilung
DFi I A Name rn-i } Freiheitsgrade von Fl/J
DF2 I A Name m(N-i)
PSI R A Name ijJ
A B E Val {TRUE falls MSE innerhalb Prozedur zu be-
rechnen
FALSE falls MSE bekannt und eingegeben
werden kann
MSE R E/A Name MSE
CONF R A Name Vem-i) F cr~
DEC B A Name {TRUE fal!S 1ijj] < CONF
FALSE sonst.
c) Lit: /37/
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3.11.5. Prozedur PARTITION:
a) Die Prozedur ordnet n Mittelwerte x., ... , x der Größe nach unter
1 n
Beibehaltung ihrer Identifikation. Weiter druckt sie zu jedem
Mittelwert die Gruppierung der Mittelwerte, die sich nur um einen
vorgegebenen Wert 0 von ihm unterscheiden.
b)
EßQkfD~ßE PAPTITION(X,N,DELTA);
l~If~fh NiEfAl DELTA;EfAl AEß1~ Xi
ß.E.Gli:':l SIMSET
ßfGl~ l~lf~ER I,J,Kl,K2,L;
l~IEGfB Aßß~Y RANK(l:N);
ßfE(HEAO) ABRAY V(l:N);
ßEE(LINK) l;
E..EE(GROUP) Wi
LINK ClA~S GROUP(J,X);~lE~tE J;EEAL X;
L:=N+l;
fUß 1:=1 SIfE 1 U~lll N ua RANK(I):=I;
QU I CK SR (X, 1, L, RANK) ;
fUß 1:=1 SIfE 1 U~Ill N UU
ßt~lN V(I ):-Nf~ HEAO;
,J : =K1 : =K2 : =I ;
fQB j:=j-l ~bllE J>O UU
lE ABS(X(j)=X(I»<=OELTA ltif~ Kl:=Kl=l EL~f GaIU LAB1;
LABl: J:=I;
EUß J:=J+l WtilLE J<L DD
lE ABS(X(J)-X(I»<=OELTA lHf~ K2:=K2+1 fLSE GDlD LAE2;
LAB2: EUß J:=Kl SIEE 1 U~IIL K2 DU
ßfG11 W:=~E~ GPOUP(RANK(J),X(J)};W.INTO(V(I})ifND;
.ENU;
OUTTEXT("PARTITION");OUTIMAGE;OUTIMAGE;
E~E 1:=1 SlfE 1 U~Ill N QQ
ßfGIN OUTTEXTP'GROUpU);OUTINT(RANK( I) ,3);OUTIMAGE;
tUß Z:-V(I).FIRST,Z.SUC ~tlilf Z=/=~Qtif UD
ß.E.Gl~ OUTINTCl Q.UA GROUP.J,3);OUTREAL(Z Q.UA GROUP.X,5,15);
OUTI~AGf;.E~Q;
OUTItJAGE;
.END;
.Et:lU;
f~Q OF PARTITION;
Par Typ E/A überg. Bedeutung
X R.A. E Ref zu sortierende Mittelwertsliste
(xi») i=1(1)n
A sortierte Liste
N I E Val n
DELTA R E Val 8
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3.12 Anordnung und Auswahl von Mittelwerten:
3.12.1. Zweistufiges Verfahren von Bechhofer:
j=1,2, .. ad info
a) Seien x .. zufällige Beobachtungen
1J
Zufallsvariablen der Population i
o? = a. 0 2 , i=1(1)m,
1 1
normalverteilter, unabhängiger
mit Mittelwert ~. und Varianz
1
Die a. seien bekannte natürliche Zahlen, die ~. und 0 2 seien unbe-
1 1
kannte Die angeordneten ~i seien bezeichnet mit ~111 ~"'2 ~Iml
und die Differenzen zwischen ihnen mit 0ij=~lil-~ljI) i,j=1(1)m.
Es ist nicht bekannt,welche Population der von ~Iil entspricht.
Zwei Ziele werden behandelt:
Ziel 1: Es ist die Population mit dem größten Mittelwert auszu-
wählen. Hierzu muß man den kleinsten Wert von 0 l' im weite-
m,m-
ren mit 0 bezeichnet, spezifizieren, den man entdecken will, so-
wie den kleinsten annehmbaren Wert P für die Wahrscheinlichkeit)
Ziel 1 zu erreichen, falls 0m m-1 >0 ist.
,
Ziel 2: Es ist die Population mit dem größten, die mit dem zweit-
größten, ... , und die mit dem kleinsten Mittelwert auszuwählen.
Hierzu muß man die kleinsten Werte von 0'+1 .) i=1(1)m-1, im
1 ,1
weiteren mit o~ 1 . bezeichnet, spezifizieren, die man gemein-
1+ ,1
sam auffinden will, sowie den kleinsten annehmbaren Wert P für
die Wahrscheinlichkeit, Ziel 2 zu erreichen, falls 0'+1 .>0~+1 .,
* 1 ,1- 1 ,1
i=1(1)m-1, ist. Im folgenden wird für i=1(1)m-1 o. 1 .=0 ange-
1+ ,1
nommen.
Verfahren:
Man nimmt eine erste Stichprobe von a .. N Beobachtungen von jeder
. 1 0
Population i, die mit x .. , j=1(1) a .. N , bezeichnet wird. Die
1J 1. 0
natürliche Zahl N muß dabei die Bedingung erfüllen, daß
o
positiv ist.
m
j = No • L:
i=1
a. - m
1
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Man berechnet
121 m 1
s = -f l:
i=1 a i
(x .. -lJ a.
l
N
o
welches eine erwartungstreue Schätzung von 0 2 ist mit f Freiheits-
graden,und bestimmt die kleinste ganze Zahl, die gleich oder größer
als
2 h f ) 2N1 = 2 . s . ( -8-
ist, wobei die Bestimmung von h f weiter unten behandelt wird. Sei
N=max {N
o
,N1 }. Man nimmt eine zweite Stichprobe des Umfangs (N1 -No )·ai
von jeder Population i,i=1(1)m, falls N1 > No ist.
Die Stichprobenmittelwerte
X. =
l
1
a. N
l
x ..lJ i = 1 (1)m
sind zu berechnen und der Größe nach anzuordnen:
Sind zwei oder mehrere der X. gleich, sollten sie mittels einer Zu-
l
fallsprozedur angeordnet werden, die jeder möglichen Anordnung gleiche
Wahrscheinlichkeit zuordnet. Gemäß dem vorgegebenen Ziel kann von
dieser Anordnung auf die Anordnung ~111~"'~~lml geschlossen werden.
h f ist eine positive Konstante, die von f, P und dem Ziel abhängt.
Für m=2 kann die univariate Students-t-Verteilung für beide Ziele ver-
wendet werden. Für m=3 ist h f in 114/ Tafel 3 für Ziel 1 und Tafel 4
für Ziel 2 gegeben. Für m>4 sind den Autoren keine Tabellen für h f
bekannt.
b) Implementiert wurden 2 sich ergänzende Prozeduren, die beide gleiche
Stichprobenumfänge voraussetzen, also a.=1 für i=1(1)m.
l
BECH_TWO_A entscheidet, ob das Verfahren beendet ist oder weitere
Stichproben zu nehmen sind. Im ersten Fall werden die Anordnung der
Mittelwerte und ihre Identifikation ausgegeben; im zweiten Fall
wird die Anzahl der zusätzlichen Beobachtungen angegeben.
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BECH TWO B liefert Anordnung und Identifikation der Mittelwerte,
falls zusätzliche Beobachtungen erforderlich waren.
Die Anordnung der Mittelwerte durch beide Prozeduren erfolgt ohne
die Sonderbehandlung, die bei Auftreten gleichgroßer Mittelwerte
zu erfolgen hat. Beide Prozeduren setzen die Existenz der Prozedur
QUICKSR voraus.
Eß..CiUDUE.E. fHCH_2_A( X,M,N,OEL,H,MEAN,MEANIO,A,MSE,t-n,OEC,SAMP);
~A~f SAMP,OfC,~SE,N1;
l~I~EB M,N,SA~P,N1;
fifAl DEL,H,~SE;
l~l.E~fE AßE~Y ~EANIO;EfAl ARßA~ X,MEAN;
ßQ.lJ.L..EM:J 0 f: C , A ;
ßEGl~ l~I.EGfß I,J;efA.L. S;
It A ltiE~ ß[~I~ MSE:=0;
fUß 1 :=1 ~IEE 1 U~II.L. M UU
.BEGIb! 5:=0;
EDE J:=l SI.EE 1 U~IIL N DD S:=S+(X(I,J)~MEAN(I»**2;
MSE:="'1SE+S;
EtiU;
MSE: = M5 EI ( M*( N~ 1 ) » ;
.END;
N1 :=ENTI ER(2*MSE*( (H/f)EL )**2) );
lE N1>N ltiEtl ßfGl~ OEC:=fALSf;5AMP:=N1-N;.ENU
aSE
aE~l~ DEC:=IRUEjSAMP:=O;
feE 1:=1 SIfE 1tmIIl M UD MEANIO(I ):=1;
QUICKSR(MEAN,1,M+1,MEANID);
.E~Q;
.Eblll OF BECH_2_Ä;
Par Typ E/A Überg. Bedeutung
X R.A. E Ref Stichprobenmatrix (x .. ) , i=1(1)m,,j=1(1)n
lJ
M I E Val Anzahl der Gruppen
N I E Val Anzahl der Beobachtungen pro Gruppe
DEL R E Val Ö
H R E Val h f
MEAN R.A. E Ref Vektor der Mittelwerte (x. ) , i=1(1)ml
A falls DEC=TRUE: Vektor der angeordneten
Mittelwerte
MEANID LA. A Ref falls DEC=TRUE:Identifikation der Mittel-
werte
A B E Val tRUE falls MSE von Prozedur zu berechnen
FALSE sonst
MSE R E/A Name MSE
Ni
DEC
SAMP
I
B
I
A
A
A
Name
Name
Name
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Wert von N1
TRUE falls N12 n
Anzahl zusätzlicher Beobachtungen, falls
DEC=FALSE.
EECCtDUEf ßECH_2_B(MEAN,~,MEANID);
l~If~f~ M;l~If~ER ARRAY MEANIO;&~l ARRAY MEAN;
bE.GIN l~lf.G.EE I;
EDE 1:=1 SIEE 1 U~Ill M Q2 MEANID(II:=I;
QUICKSR( tJEAN, 1 ,M+l,MEANID);
.E~D elF BECH_2_B;
Par Typ E/A überg. Bedeutung
MEAN R.A E Ref Vektor der Mittelwerte (xi) , i=l(l)m
A Vektor der angeordneten Mittelwerte
MEANID J.A A Ref Mittelwertsidentifikation
M J E Val m
c) Lit: /2, 14/
3.12.2. Sequentielles Verfahren von Bechhofer
a) Die Voraussetzungen hierzu sind die gleichen wie für Bechhofers
zwei-Stufen-Verfahren bis auf folgende Ausnahmen~
1)
2 )
a. = 1, i = 1 (1)m
l
Es wird nur Ziel 1 (3.12.1) behandelt.
Verfahren:
Auf der n-ten Stufe des Experiments (n=1,2, ... ) nimmt man eine Be-
obachtung von jeder der m Populationen.
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Mit n=2 beginnend, berechnet man die unten definierte Stopp-
statistik z (d ).n . n
Ist z (d ) < (i-P)/P, beendet man das Experiment und wählt die
n n -
Population mit dem größten Wert der Summe der Stichprobenwerte
als die mit dem größten Mittelwert.
Ist z (d ) > (i-P)/P, nimmt man eine weitere Beobachtung von jeder
n n
Population und berechnet zn+i (d
n
+i )
Man fährt in dieser Weise fort, bis die Stoppregel erfüllt ist.
Seien die y. =1n
n
l:
j=i
x ..1J , i=i(i)m, angeordnet gemäß
.••••• <
Man berechnet für i=1(i)m-i
d + rn-i
[ Hm- 2'O' Y1 m1n] (
n )2L. =1n H - 2·8· VI' Im < 1 n
mit d = m(n-i) und
n
1 m n 2 m 2H = {m·n· l: l: x .. - (l: y. ) +n m n i=i j=i 1J . 1 1n1=
m 2+ 2n 8 l: Yin + (m-i).(n·8) }i=i
rn-i
und damit z (d
n
) = l: L.
n i=i 1n
b) Die Prozedur entscheidet zu vorgegebenem n, ob die Population
mit dem größten Mittelwert feststeht oder das Verfahren fortge-
setzt werden muß.
Sie benutzt die Hilfsprozedur QUICKSR.
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RRQC1DUßf ßECH_SEQ(X,M,N,P,DELTA,Z,PROß,OEC,ST~AT);
NA~f Z,PROE,OEC,STRAT;
l~lfßfE M,N,STRAT;ßfAL P,OELTA,PROB,Z;EfAL AEEAY X;
ll.QQ.l...EAt OH ;
bE~l~ l~I~GfE f,J,E,B;
l~It~Eß ~ßEAY RANK(l:M);
MAL O,HA,HB,HC,H,LA,lR,SXZ,SY,SYQ;
REAL ~ßh~Y HSX2,HSY,LIST,L(1:M);
fQß 1:=1 SIEE 1 U~lll M QQ
.eH21tl
[QR J:=l SIEE 1 U~Ill N QQ
ß.EGltJ HSY (I ): =HSY ( I) +X ( I, J ) ;
HSX2 (I ): =HSXZ( I )+X( I ,J) **2;
f.~Q;
s X2 : =5 X2+ HSX2 ( 1 ) ;
SY:=~Y+HSY( 1);
.E~l:l;
SYQ:=$Y**2;
fU& 1:=1 SIf.~ 1 UtlIIL M ll~
ßf.Glt:! LI ST (I) :=H$V (I) ;RANK( I): = I ;E~.Q;
ß:=1;E:=M+1;
QUICKSR(LIST,ß,E,RA~KI;
n: =M*(N~ 1 ) ;
HA:=SYQ/(M*N);
rlß:=SY*Z*OELTA/M;
HC:=(M~1)*N*(DELTA**2)/M;
H:=SXZ-HA+HR+HC;
LA:=H-Z*OElTA*LIST(M);
fOß 1:=1 ~IEf 1 Utllil M-l .QQ
UEGltl L8:=H-2*OfLTA*LIST(I);
l(!):=(LA/LBl**«D+M-l)/Z) ;
ftl.Q;
fUß 1:=1 ~IEE 1 U~Ill M-l LQ Z:=l+L(!);
PROB:=(l-PI/P;
lE Z<=PPOB It:if.~
af.~l~ DEC:=I~Uf.;STRAT:=RANK(M);Etll:l ELSE DEC:=EAlSE;
ftm CiF BECH_S EQ;
Par Typ E/A überg. Bedeutung
X R.A. E Ref Stichprobenmatrix (x .. ), i=1(1)m, j=1(1)nlJ
M I E Val Anzahl m der Populationen
N I E Val Umfang n der Populationen
P R E Val Wahrscheinlichkeit P
DELTA R E Val 0
Z R A Name Wert der Stopp-Statistik
PROB R A Name Wert von (1-P)/P
DEC B
STRAT I
A
A
Name
Name
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{
TRUE: Verfahren beendet
FALSE: weitere Beobachtungen notwendig
falls DEC = TRUE: ist i die Population mit dem
~r~ßten Mittelwert, dann STRAT=i
c) Li t: /3/
3.12.3 Sequentielles Verfahren von Paulson:
a) Die Voraussetzungen und die Problemformulierung sind die des·
sequentiellen Bechhofer-Verfahrens (3.12.2).
Man beginnt mit n Beobachtungen zu jeder der m Stichproben-
gruppen und berechnet
x. =
l
1
n
n
L: x .. ,i=l(l)m
i=l lJ
sowie
MSE 1= m(n-l)
m n
L: L:
i=l j=l
(x .. _x.)2
lJ l mit f=m(n-l)
a =
Freiheitsgraden. Danach wird zu vorgegebenem Signifikanzniveau
a (0.05, 0.01 od.dgl.) und 0 die folgenden Größen g, a und w be-
stimmt:
2
g = ((m~l) f _ 1)' ~
4 • MSE · g
3 • 0
w = [ ~a J, wobei mit [~ die größte ganze Zahl
kleiner als c bezeichnet wird.
Ist n > w, so ist das Verfahren beendet, und es wird die Gruppe
i* ausgewählt, für die gilt:
n
L:
j=l
n
= max {L: xkJ,},k=l(l)m j=l
Falls n < w, wird jede Gruppe eliminiert, für die gilt:
n n 0L: < { L: } + n·x .. max xkj - a 4j=l lJ k=l(l)m j=l
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Falls genau eine Gruppe übrigbleibt, ist das Verfahren ebenfalls
beendet.
Ansonsten wird zu (n+1) - ten Stufe übergegangen, indem zu jeder
der n-ten Stufe noch nicht eliminierten Gruppe eine neue Beobach-
tung getätigt wird. So fortfahrend, werden nach der (n+t)-ten Stufe,
t=1,2, .. ,w-n, diejenigen Gruppen eliminiert, für die gilt:
n+t
l:
j =1
n+t
x.. < max· { l:
lJ k=1(1)m j=1
o
xkj } - a + (n+t)· Ir
wobei das Maximum über die nach der (n+t-1)-ten Stufe noch nicht
eliminierten Gruppen genommen wird. Bleibt nach der w-ten Stufe
mehr als eine Gruppe übrig, so wird das Verfahren nach der (w+1)-
ten Stufe beendet, indem die Gruppe als Gruppe mit dem größten
Mittelwert ausgewählt wird, deren Summe der Beobachtungswerte am
größten ist.
Die Wahl des Ausgangswerts von n ist sehr wichtig für die Effizienz
des Verfahrens.
Paulson schlägt vor,die den Wert n bestimmende Größe f so auszu-
wählen, daß g seinen Grenzwert nicht um mehr als einen spezifi-
zierten Betrag (z.B. 10%) überschreitet, d.h. man wählt als f die
kleinste ganze Zahl, für die gilt
2
(( m-1 ) f -1 ).f < 1.1 ln ( m-1)
a 2 a
wobei ln den natürlichen Logarithmus bezeichnet. Paulson liefert
auch einige Annäherungswerte für bestimmte m, fund a.
f
m 2 4 10 20
a = 0.05 30 45 55 60
a = 0.01 50 60 70 80
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b) Die Implementierung umfaßt die Prozeduren PAULSON1, PAULSON2
und PAULSON_3, die alle die Existenz der Procedure QUICKSR
voraussetzen.
PAULSON_1 liefert die Entscheidung, ob n Beobachtungen der m
Gruppen zum Auffinden der Gruppe mit dem größten Mittelwert
genügen oder noch zusätzliche Beobachtungen vorzunehmen sind.
PAULSON_2 liefert diese Entscheidung für die (n+t)-te Stufe.
PAULSON_3 bestimmt für die (w+1)-te Stufe diejenige Gruppe,
deren Mittelwert am größten ist.
e~UCEOUlif PAULSON_l(X,M,N,MEAN,SUMX,ALPHA,DELTA,MSE,DF,DEC,$TRAT,
CAT,W,A,ANl,SAMP);
~A~f OF,MSE,OEC,STRAT,W,A,ANl,SAMP;
l~If~fß M,N,OF,STRAT,W,SAMP,ANl;EIAl ALPHA,DELTA,MSE,A;
REAL AREAY X,M~AN,SUMX;
IJ:Uf.ci.EE. AB.!iAY CA T ;
fHJOllAt:! OE C;
Ef~ltl l~IEGEß I,J,K;l~I.E~.EE AEßAY RANK(l:M);
REAL G,MAX,S; REAL ABBAY LIST(l:M);
MSE:=O;DF:=M*(N-l) ;
.E~R 1:=1 SI.ER 1 Ut:!IIL M UD
aE..GH:l S: =0;
E~ß J:=l SIER 1 U~llL N OU S:=S+(X(I,J)~MEAN(I)l**2;
MSE: =MSE+ S;
.E~O ;
MSE:=MSE/OF;
G: =( ( (M-' 1 ) IA L P HA )**(210 F ) - 1) *0 F1 2 ;
A:=4*MSE*G/(3*OELTA);
W:=ENTIER(4*A/DELTA);
EDE 1:=1 SIER 1 U~IIL M UQ
.B..E..Glb LI ST (1 ): =SUMX( 1); RANK( 1 ):= I ;f.tlD;
QUICKSR(LTST,1,M+l,RANK);
lE N>W I.l:.E.~ ß.EGltl [)EC:=IB.u.E.;STRAT:=RANK(M)UJ~!.Q
.ELSE. fi.E~lb MAX:=LI5T(M)~A+N*OELTA/4;
K: =0 ;
EQE 1:=1 SI.EE 1 U~I1L M-1 DD
lE LIST (II<MAX ItlEN K:=K+l fL~.E ~IO LAB;
LAB: ANZ:=M-K;
lE K=M~l lti.E~ afGl~ OEC:=IßllE;STPAT:=RANK(M);ft:!Q
ELSE. ßf~lN OEC:=EALSf;
EOB 1:=1 SIEe 1 U~IIL K Da CAT(RANK(I) ):=0;
fUB. I:=K+1 SIER 1 llNllL M UD CAT(RANK(!»:=l;
SA MP :=W-N;
.E.1::W;
.E~.Q ;
I~Q OF PAULSON_1;
Par
X
M
N
MEAN
SUMX
ALPHA
DELTA
MSE
DF
DEC
STRAT
CAT
W
A
ANZ
SAMP
Typ
R.A.
I
I
R.A.
R.A.
R.
R.
R
I
B
I
LA.
I
R
I
I
E/A
E
E
E
E
E
E
E
A
A
A
A
A
A
A
A
A
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Überg.
Ref
Val
Val
Ref
Ref
Val
Val
Name
Name
Name
Name
Ref
Name
Name
Name
Name
Bedeutung
Stichprobenmatrix (xij ),i=1(1)m,j=1(1)n
Anzahl m der Stichprobengruppen
Umfang n der Stichprobengruppen
Vektor der m Gruppenmittelwerte (x.)
l
Vektor der m Gruppenstichprobensummen
a
Ö
MSE
f
{
TRUE Verfahren beendet
FALSE sonst
Falls DEC=TRUE: Nummer der Gruppe mit
größtem Mittelwert
Falls DEC=FALSE, dann für i=1(1)m
CAT (i) ={O falls i-te Gruppe eliminiert
1 sonst
w
a
falls DEC = FALSE: Anzahl der elimi-
nierten Gruppen
falls DEC=FALSE: SAMP=w-n
EßOCf~Ußf PAULSON_2(SUMX,M,NOPLUST,W,A,DELTA,
DEC,STRAT,CAT,ANl,SAMP);
~AMf DEC,STKAT,ANl,SAMP;
l~lfG..Eß M,NOPLtJST,STRAT,ANZ,SAMP,W;
&.EAl A,DELTA;
ßfAl ABRAY SUMX;ltlIEG..E~ ~REAY CAT;
ßO.ClUA~ OE C;
ßt~l~ l~IE~fß I,K;
REAL MAX;ßfAl A~ßAY LIST(l:M) ;ltlIf~fa AßBAY RANK(I:M);
EOß 1:=1 ~lf~ 1 UtlilL M UD
ßEGlti LI ST (1) :=SUMX( I); RANK(!):= 1 ;,EtlQ;
QUICKSR(LIST,l,M+l,RANK);
MAX:=LIST(M)-A+NOPLUST*OELTA/4;
OUTPEAL(MAX,5,15);CUTIMAGE;
EQB 1:=1 SIE~ 1 UNIIL M UU ßf~l~
OUTRFAL(lIST(I),5,15);OUTI~AGE;ftln;
K: =0 ;
EOß 1:=1 Slf~ 1 UNIIL M-1 UD
lE lIST( I)<MAX ItlEtl K:=K+l ELSf ~QIQ LAB;
LAB: ANZ:=M-K;
If ~=M-l IHE~ ßf~ltl OEC:=IßUf;STRAT:=RANK(M) ;.EtlD
ELSL ßf~l~ DEC:=EA1SE;
EDR 1:=1 SIEf 1 UNIll K UO CAT(RANK(I »):=0;
f~ß I:=K+l ~IEf 1 UNIIL M DQ CAT(RANK(III :=1;
SAMP:=W-NOPlUST;
ft:HH
E~Q OF PAUlSON_2;
Par
SUMX
Typ E/A
R. A. Em
Über.
Ref
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Bedeutung
Vektor der Stichprobensummen der m noch
nicht eliminierten Gruppen
M I
NOPLUST I
W I
A R
DELTA R
DEC B
STRAT I
CAT LA.
ANZ I
SAMP I
E
E
E
E
E
A
A
A
A
A
Val
Val
Val
Val
Val
Name
Name
Ref
Name
Name
m
n+t
w
a
o
{
TRUE Verfahren beendet
FALSE sonst
falls DEC=TRUE: Nummer der Gruppe mit
größtem Mittelwert
falls DEC=FALSE, dann für i=l(l)m
CAT(i)=[O falls i-te Gruppe eliminiert
11 sonst
falls DEC=FALSE: Anzahl der eliminierten
Gruppen
falls DEC=FALSE: SAMP=W-(n+t)
fßQ~fDUBf PAULSON_3(SU~X,M,STRAT);
t4 M:1.E STRAT;
l~IE~fß M,STRAT;ßEAl ARßAY SU~X;
af~l~ IbItG.EB ARBlY RANK(l:M);
Ibl Tf.G.Eß I;
tQB 1:=1 SIfe 1 UblIIL M DD RANK(!):=I;
QUICKSR(SUMX,l,M+l,RANK);
STFAT: =RAI\K("'1) ;
(~Q OF PAULSON_3;
Par Typ E/A überg. Bedeutung
SUMX RA E Ref Vektor der Stichprobensummen der m noch
nicht eliminierten Gruppen
M I E Val m
STRAT I A Name Nummer der Gruppe mit dem größten Mittel-
wert.
c) Lit: /34/
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3.13 Vergleich und Anordnung von Va~ianzen:
3.13.1. Vergleich zweier Varianzen:
a) Das folgende Verfahren testet die Hypothese, daß die Varianzen
cri, cr~ zweier Normalverteilungen gleich sind, gegen die Alter-
native cr~ > a~ unter Benutzung der unabhängigen Stichproben
x1 ' .. , x und Y1 , .. , Y •n j n 2
Man wählt hierzu eine Signifikanzzahl a (0.05, 0.01 od. dgl.),
bestimmt die Zahl c als Lösung der Gleichung F(c) = 1-a
aus Fisher's-F-Verteilung mit (n 1 - 1, n 2 - 1) Freiheitsgraden,
berechnet die Stich~robenvarianzen si,s~ und bildet
sl
v = --2-
o s
2
Ist v < c, so wird die Hypothese angenommen und als Schätzwert
o
cr
2 fu"r dl'e V' 2 2arlanzen cr 1 ' cr 2
2 2(n1 -1) sl + (n2-1) s2
verwendet. Ist v
o
> c, wird die Hyptohese verworfen.
Weichen die Verteilungen stark von der Normalverteilung ab, so
bilde man aus der ersten Stichprobe die Werte
*x. =1 lXi - xl, i=1(1)n1 , und aus der
und aus der zweiten yj = IYj-yl, j=1(1)n2 ,
wobei x, y die entsprechenden Stichprobenmittelwerte sind. Die
Hypothese cr~ = cr~ testet man dann, indem man mittels des gegen-
über Abweichungen von der Normalität unempfindlichen t-Tests(3.10.1.1)
* *prüft, ob die zugehörigen Variablen X ,Y denselben Mittelwert
besitzen.
b) Die Implementierung setzt Normalverteilung voraus, nimmt also
keine Transformation der Stichproben vor.
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1::. 2. UL~ jJlJ l::-E v /If' ( );A P _hi:: ( >-: , ~ x ~ Y I t, Y, rv f /I. 1\ Xy , vf:, r xY, F, r; FXY , vr: ,
[; Fe, ': V (j P , l E f. LJ V Ii F Y ) ;
:1 f :::l.L. VIJ ? DF( , zC [' ')V :\ r' y 1 C \f i\", ;
l~ltLiL NX,~Y;l~ltGES A8LA~ rrXY;
.:.~.L:.c..L f,Vi),~,V/l!~;Ec[:LL bEE.ay X,y,'v1EM)xy,VAr~XYi
.3CLLEA~ [JEe, l f:f:: (lV 4,;; Y;
b~~l~ IbIE~fß I igEAL Si
oF XY ( 1 I : =1\\ X- 1 ; f) F XY ( 2 ) : =f\! Y- 1 ;
S: =0 ;
fUR 1:=1 ~IER 1 ~~IIL NX QQ S:=S+(X(I)- MfANXY(111**2.
VA RXY( 1 ) : =SI n F XY ( 1 ) ;
S:=Q;
EDE 1:=1 .s.IEe 1 ~blIIL I\jY LU:; S:=SHY( 11=1'1t::ll~!XY(?l1=""'2;
V/:lPXY(ZI :=S/DFXY(2);
lE VA~XY(2)=) l~[~ ß~Glt lEROVA~Y:=IEUfiGDIQ LtM;t~D;
zr '<u VAR Y : =fALSE;
Vn : =Vt" F X Y ( 1 ) I V AR XY ( 2 ) ;
JE VC<=F I.tlE~
BtGlt1 fJF.C:=IEI1.Ei
S V AR : = ( er:: xY ( 1 ) *VAR XY ( 1) .... DF XY ( 2 ) *V AR XY( 2) ) I ( DF XY ( 1 ) .... DF XY ( 2 ) ) ;
E~D
f.lSi: DE(: =E~l5Lf;
LAB:
f~D UF VARCCMP_TWO;
Par Typ E/A Überg. Bedeutung
DEC=TRUE, SVAR= 0 2
2falls s2 = 0
sonst
X R.A.
NX I
Y R.A.
NY I
MEANXY R.A.
VARXY R.A.
F R
DFXY I
VO R
DEC B
SVAR R
ZEROVARY B
c) Li t: 12 BI
E
E
E
E
E
A
E
A
A
A
A
A
Ref
Val
Ref
Val
Ref
Ref
Val
Ref
Name
Name
Name
Name
Stichprobenvektor (x i ),i=1(1)n1
n 1
Stichprobenvektor (Yj),j=1(1)n2
n 2
Vektor mit den Stichprobenmittelwerten
MEANXY(l)=x, MEANXY(2)=y
Vektor mit 2den Stichpro~envarianzenVARXY(1)=sl' VARXY(2)=s2
Wert für c aus F-Verteilung
DFXY(1)=n1-1, DFXY(2)=n 2-1
V
o
!TRUE Hypothese angenommen
lFALSE sonst
falls
!TRUE
lFALSE
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3.13.2. Vergleich von m > 2 Varianzen:
a) Das Verfahren prüft die Hypothese, daß die Varianzen o~, i=1(1)m,
l
von m Normalverteilungen gleich sind,gegen die Alternative,daß nicht
alle gleich sind, unter Benutzung m unabhängiger Stichproben-
gruppen
Man teilt hierzu jede Gruppe in J. Mengen des Umfangs n .. ein,
2 l lJ
bildet die Varianzen s .. dieser Mengen und benutzt diese als
lJ 2
Schätzwert für die jeweilige Varianz 0i' i=1(1)m, also
2 2E(s .. ) = 01' j = l(l)J., i=l(l)mlJ l
wobei E(s) den Erwartungswert der Zufallsgröße s bedeutet.
Dann bildet man mit dem natürlichen Logarithmus ln
y .. = ln(s~.), i = l(l)m, j = 1(1)J.lJ lJ l
für s~. :l: O. Da mit E (s~.) = o~ gilt, daß E(y .. ):::::: ln o~ = : n.,
. lJ·.. lJ 2 l 2 lJ l l
l=l(l)m, wlrd dle Hypothese 01 = ... = 0m der Hypothese n1 =... =n m
äquivalent, die mit dem F-Test (3.10.2.1) geprüft werden kann,
falls alle n .. gleich groß sind. Der Fall unterschielicher n ..lJ lJ
wird hier nicht betrachtet (siehe dazu 1371 ).
Diese Transformation der Stichproben x' k in die y .. bezeichnenl . lJ
wir als Scheffe-Transformation, deren Implementierung unter b)
aufgeführt ist.
Die Methode kann nicht angewendet werden, falls alle J.=1,i=1(1)m,
l
sie ist empfindlich, falls
m
l: (J.-1)
i=l l
klein ist.
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b) Die Prozedur SCHEFFE_TRANS unterwirft die Stichprobenmatrix
(xik ) i=l(l)m, k=l(l)n der Scheffe-Transformation, wobei
n.=n, i=l(l)m sowie alle n .. gleich groß und die J. gleich
l lJ l
groß vorausgesetzt werden.
eBQ~fDUBf SCHEFFE_TRANS(X,M,N,JI,~IJ,S2,y,lEROVAR);
l~lf~.EE. M,N,JI,NIJ;B.,EAL AB.B.AY X,Y,S2;.6QDi...fAtj AfiB..AY lEROVAR;
ßf~l~ l~If~fß I,J,JK,K,LjRfAL S,SSj
L:=NIJ-lj
EDB. 1:=1 ~IEe 1 U~IIL M 00
lDB. J:=l ~lEe 1 U~IIL JI ur
ßE~lb S:=SS:=0jJK:=(J~1)*NIJ;
EDB. K:=l ~I.Ee 1 UNIIL NIJ UD
ßf.G.lt::! s: = S+x( I , J K+ K) j SS : =S S+x( I ,J K+ K)**2 j ElliH
S:=S/NIJ;
S 2 ( I , J) : =(S s- NI J*(S**2 ) ) I L ;
lEROVAR(I,J):=(lf S2(I,J)=O ltif~ lfiUf ELSE fAL~f)j
1i NUl lF.ROVAR( I,J} Il::iEt:l Y(I,J):=LN(S2(I,J»;
EtjUj
E~Q OF SCHEFFE_TRANSj
Par Typ E/A überg. Bedeutung
X R.A. E Ref. Stichprobenmatrix (xik ),i=l(l)m, k=1(1)n
M I E Val m
N I E Val n
J1 I E Val J.l
N1J I E Val n ..
lJ (s~.),i=l(l)m,s2 R.A. A Ref Matrix j=l(l)J.lJ . l
Y R.A. A Ref Matrix (y .. ),i=l(l)m, j=l(l)J.
lJ l
ZEROVAR B.A. A N me für i=l(l)m, j=l(l)J. 2ZEROVAR (i,j) ={TRUE l falls s .. = 0lJ
FALSE sonst
c) Li t : /37/
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3.13.3 Multiple Vergleiche" Anordnung und Auswahl von Varianzen
Wendet man auf die mittels Scheffe-Transformation erhaltene Stich-
proben Y'k=ln(s~k) mit E(Y·k)=n.=ln(O"~) die Scheffe-bzw. Tukey-Me-1 11 1 1
thode für Konstraste (3.11) der Art (n.-n.) an" erhält man zur Aus-
1 J
sage
a<n.. -n·<b
- 1J
deren äquivalente Aussage
0~
e
a
< 1 < e
b falls O"~ f O.O"~ , J
J
Ähnliches ist zu berücksichtigen" falls man die Anordnungs- und
Auswahlverfahren des Abschnittes 3.12 zu Aussagen über die An-
ordnung
< •••• <
verwendet. Für Ziel 1 (3.12) ergibt sich wegen nlml -n!m-l! > 8
die Beziehung
2~>e8
2
0" Im-li
und für Ziel 2 (3.12) entsprechend
3.14 Kolmogoroff-Smirnov-Test:
a) Dieser testet die Hypothese" daß F(x) die Verteilungsfunktion
der stetig verteilten Grundgesamtheit ist" der die Stichprobe
xl"···" xn entstammt.
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Man berechnet die Werte der Verteilungsfunktion~(x) der Stich-
probe, wobei F(x) gleich der Summe der relativen Häufigkeiten
aller Stichprobenwerte ist, die kleiner oder gleich x sind.
Man bestimmt
a = max I ~(x) - F(x) I und
XE{X 1 ,··· ,xn }
zur Signifikanzzahl a (0.05, 0.01 od. dgl.) die Lösung c der
Gleichung K(c) = 1 - a aus der dem Stichprobenumfang n ent-
sprechenden Tafel des Kolmogoroff-Smirnov-Tests. Für große
n (n 100) existieren Näherungen z.B.
0.05 0.1
1~.22
vn
Ist a < c, so wird die Hypothese angenommen, andernfalls ver-
worfen.
b) Die folgende Prozedur nimmt für F(x) die Normalverteilung mit
Mittelwert ~ und Varianz 0 2 an und benötigt hierzu die Proze-
dur NDTR.
Außerdem wird die Prozedur QUICKSORT verwendet.
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E8Q~tDUlif KOL~U_SMIR(X,N,MEAN,VAR,KOLM,LIST1,MAX,DfC);
bJ~~.t MAX,DEC;
IblIf.GfE N;
REAL MEAN,VAR,KOLM,~AX;
~EAL A&ßAX X,LIST1;
ß.o.cltA~ DEC;
uf.Gl~ l~I.E~.Eß I,J,L,ß,EN;
ßEAl AMAX,S,P,D,H;
REAL ABEAX LIST2,WERT,Al,A2,RELFREQ(1:N);
&.EAL Aß&AY F,PHI(O:NJ;
EQR 1:=1 SIEE 1 U~lll N DQ LIST1(I):=X(I);
$:=SQRT(VAR) ;
B: =1; EN : = N+ 1 ;
QUICKSORT(LIST1,B,EN);
L:=1; F(O):=P~l(0) :=MAX:=');
EDß 1:=1 SIEl J U~Ill N un
ß.E .Gl~ LI ST2 ( L ) : =L IST l( I ) ;
J : =1 ;
LAB: lE I+J<=N lti.E~
a.E.Gl~ lE LISTI(I+J)=lISTl( I) LHf~ ß.E.Gl~ J:=J+l;.GUIQ lAB;.E~t;.EHn;
RELFREC(L):=J/N;
F(L):=F(L-l)+RELFREQ(L);
WERT(L):=(LIST2(L)-MEAN)/S;
H:::::WERT(L';
N CT R ( H, P, 0) ;
PHI(L):=P;
Al ( L) : = A8 S( PH I I L)- F( L-l ) ) ;
A2(L):=AßSIPHI(L)-F(L»;
IE Al IL»AZIL) lti.E~ AMAX:=Al(L) ELSE AMAX:=A2(L);
lE MAX<AMAX I~f~ MAX:=A~AX;
L:=L+l;
.E~!H
OEC:=(lE MAX<=KOLM ltif~l8.:u..E .ElSE fAlS.f);
.E~D CF KOLMC_SMIR;
Par Typ E/A überg. Bedeutung
X R.A. E Ref Stichprobenvektor (xi)' i=1(1)n
N I E Val n
ME AN R E Val 1-1 = Mittelwert der Normalverteilung
VAR R E Val a2= Varianz der Normalverteilung
KOLM R E Val Wert c
List1 R.A. E Ref Vektor der nach Größe angeordneten Stich-
probenwerte
MAX R A Name max IF (x )-F (x) I
DEC B A Name {TRUE falls Hypothese angenommen
FALSE sonst
c) Lit: 17,28,381
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4. Schlußbemerkungen
Die Verwendung varianzreduzierender Techniken zur Bestimmung
von Schätzwerten kann oft eine Verkürzung des Simulations-
laufs bedeuten /27,33/. Da aber hierzu Korrelationen zwischen
Meßgrößen bekannt sein müssen, deren Kenntnis oftmals nicht
vorausgesetzt werden kann, wären diese zuvor zu untersuchen.
Die Anwendung solcher Methoden kann somit gerade bei kom-
plexen Systemen aufwendig und unter Umständen zweifelhaft
sein (siehe /31/). Daher wurden solche Verfahren hier nicht
berücksichtigt.
Die aufgeführten Verfahren, insbesonders die der Stichproben-
erhebung, sind nicht nur im Fall des Strategienvergleichs von
Interesse, sondern auch zur Untersuchung anderer Problem-
stellungen in Warteschlangensystemen mittels Simulation,
z.B. die Analyse von Zeitreihen. Insgesamt kann hierdurch
dem Anwender die Durchführung von Simulationsstudien erleich-
tert werden.
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