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In the paper we propose a new methodological approach to core in-
ﬂation estimation, based on a frequency domain principal components
estimator, suited to estimate systems of fractionally cointegrated pro-
cesses. The proposed core inﬂation measure is the scaled common
persistent factor in inﬂation and excess nominal money growth and
bears the interpretation of monetary inﬂation. The proposed measure
is characterised by all the properties that an “ideal” core inﬂation pro-
cess should show, providing also a superior forecasting performance
relative to other available measures.
Keywords: long memory, common factors, fractional cointegration,
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While the available core inflation measures differ in terms of the statistical or 
econometric tools employed for estimation, there is substantial agreement in the 
literature concerning the theoretical framework of reference and the properties that a 
core inflation process should show. According to Brian and Cecchetti (1994), a core 
inflation process should be highly persistent, forward looking and tied to monetary 
dynamics. Coherent with the quantity theory of money, this latter property implies that 
core inflation should measure the inflation rate determined by the monetary authority. 
However, although most of the core inflation processes proposed in the literature make 
reference to the quantity theory framework (Brian and Cecchetti, 1994; Quah and 
Vahey, 1995; Bagliano and Morana, 1999, 2003a,b; Bagliano et al., 2002, 2003c; 
Cogley, 2002), the linkage between inflation and excess nominal money growth is only 
indirect, since at most either monetary aggregates have been considered in the 
information set, and a Cambridge real money demand has been estimated in levels 
(Bagliano et al., 2002, 2003c, Cassola and Morana, 2002), or a long-run relationship 
linking inflation and nominal money growth has been estimated (Bagliano and Morana 
1999, 2003a,b), the latter leading to a core inflation process bearing the interpretation 
of the common permanent component in inflation and nominal money growth. Morana 
(2002) has recently made some progress on this issue, estimating the core inflation 
process as the scaled common persistent factor in inflation and excess nominal money 
growth, annihilated by the quantity theory long-run relationship. Coherent with recent 
contributions in the literature, which point to the presence of long memory and 
structural change in inflation (see for instance Hassler and Wolters, 1995; Baillie et al., 
1996; Delgado and Robinson, 1994; Bos et al., 1999, 2001; Ooms and Doornik, 1999; 
Morana, 2000, 2002; Hyung and Franses, 2001; Baum et al., 2001), a more accurate 
modelling of the persistence properties of core inflation is also allowed in this 
framework.  
In the paper we propose a new methodological approach to core inflation estimation, 
grounded on recent results of Morana (2003). Our definition of core inflation is the 
same as the one proposed by Morana (2002). However, differently from Morana 
(2002), estimation is carried out by means of a principal components frequency domain 
approach, suited to estimate systems of fractionally cointegrated processes. The 
approach improves upon the common long memory factor model of Morana (2002) 
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February 2004under several respects. Firstly, the estimation procedure is simplified, since the 
maximisation of the spectral likelihood function is not required, making the approach 
suitable to handle large systems and sample sizes. Secondly, the extraction of the 
persistent component is carried out through the Kasa (1992) decomposition, avoiding 
end-sample problems and arbitrary in the selection of the length of leads and lags, 
which is a drawback of double-sided filters. This also grants computability in real time 
of the core inflation measure. The main results of the paper are as follows. Firstly, by 
using an extended data set for the period 1980:1-2003:3, comprising data for Greece 
since the 1980s, and a different methodological approach, we confirm previous results 
of Morana (2000, 2002), concerning the presence of regime shifts and long memory in 
euro area HICP inflation. We also confirm the existence of a long-run linkage between 
inflation and excess nominal money growth. In fact, over the period 1980-2003 
inflation and excess nominal money growth in the euro area share a common break 
process, with a near homogeneous cofeature (cobreaking) vector, which can be related 
to monetary policy regimes, i.e. to the break process in nominal money growth. We 
also find that break-free inflation and excess nominal money growth are fractionally 
cointegrated long memory processes. Therefore, inflation persistence can be accounted 
by both regime shifts and long memory dynamics. Coherent with the persistence 
properties of inflation and the structural linkages with the excess nominal money 
growth process, we compute the core inflation process as the scaled common persistent 
factor in inflation and excess nominal money growth. We find that the proposed core 
inflation measure is characterised by all the properties that a core inflation measure 
should show, namely forecasting ability, smoothness, robustness, theoretical 
foundation, computability in real time. In addition, by construction, the proposed core 
inflation process is tied to monetary aggregates, bearing the interpretation of monetary 
inflation rate. An out of sample forecasting exercise also shows that the proposed core 
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While the available core inﬂation measures diﬀer in terms of the statistical
or econometric tools employed for estimation, there is substantial agreement
in the literature concerning the theoretical framework of reference and the
properties that a core inﬂation process should show. According to Brian
and Cecchetti (1994), a core inﬂation process should be highly persistent,
forward looking and tied to monetary dynamics. Coherent with the quan-
tity theory of money, this latter property implies that core inﬂation should
measure the inﬂation rate determined by the monetary authority. However,
although most of the core inﬂation processes proposed in the literature make
reference to the quantity theory framework (Brian and Cecchetti, 1994; Quah
and Vahey, 1995; Bagliano and Morana, 1999, 2003a,b; Bagliano et al., 2002,
2003c; Cogley, 2002), the linkage between inﬂation and excess nominal money
growth is only indirect, since at most either monetary aggregates have been
considered in the information set, and a Cambridge real money demand has
been estimated in levels (Bagliano et al., 2002, 2003c, Cassola and Morana,
2002), or a long-run relationship linking inﬂation and nominal money growth
has been estimated (Bagliano and Morana 1999, 2003a,b), the latter leading
t oac o r ei n ﬂation process bearing the interpretation of the common per-
manent component in inﬂation and nominal money growth. Morana (2002)
has recently made some progress on this issue, estimating the core inﬂation
process as the scaled common persistent factor in inﬂation and excess nomi-
nal money growth, annihilated by the quantity theory long-run relationship.1
T h ec o r ei n ﬂation process proposed by Morana (2002), therefore, is derived
from the estimation of a structural model for inﬂation, granting a theoret-
ical deﬁnition to the core inﬂation process in terms of monetary inﬂation
rate.2 Coherent with recent contributions in the literature, which point to
the presence of long memory and structural change in inﬂation (see for in-
stance Hassler and Wolters, 1995; Baillie et al., 1996; Delgado and Robinson,
1994; Bos et al., 1999, 2001; Ooms and Doornik, 1999; Morana, 2000, 2002;
Hyung and Franses, 2001; Baum et al., 2001), a more accurate modelling of
the persistence properties of core inﬂation is also allowed in this framework.
1In Bagliano and Morana (2003a,b) nominal money growth and inﬂation are modelled
as I(1) processes and the quantity theory relationship involves only the nominal money rate
of growth and the inﬂation rate, being output growth assumed to be I(0). In Morana (2002)
the quantity theory relationship involves excess nominal money growth and inﬂation, since
both variables are modelled as long memory processes.
2Yet, the concept of core inﬂation is not univocally deﬁned. For instance, Mankiw
and Reiss (2002) is another contribution to the theoretical foundation of the core inﬂation
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estimation, grounded on recent results of Morana (2003). Our deﬁnition of
core inﬂation is the same as the one proposed by Morana (2002). However,
diﬀerently from Morana (2002), estimation is carried out by means of a prin-
cipal components frequency domain approach, suited to estimate systems of
fractionally cointegrated processes. The approach improves upon the com-
mon long memory factor model of Morana (2002) under several respects.
Firstly, the estimation procedure is simpliﬁed, since the maximisation of the
spectral likelihood function is not required, making the approach suitable
to handle large systems and sample sizes. Secondly, the extraction of the
p e r s i s t e n tc o m p o n e n ti sc a r r i e do u tt hrough the Kasa (1992) decomposition,
avoiding end-sample problems and arbitrary in the selection of the length of
leads and lags, which is a drawback of double-sided ﬁlters. This also grants
computability in real time of the core inﬂation measure.
The main results of the paper are as follows. Firstly, by using an extended
data set for the period 1980:1-2003:3, comprising data for Greece since the
1980s, and a diﬀerent methodological approach, we conﬁrm previous results
of Morana (2000, 2002), concerning the presence of regime shifts and long
memory in euro area HICP inﬂation. We also conﬁrm the existence of a long-
run linkage between inﬂation and excess nominal money growth. In fact,
over the period 1980-2003 inﬂation and excess nominal money growth in the
euro area share a common break process, with a near homogeneous cofeature
(cobreaking) vector, which can be related to monetary policy regimes, i.e.
to the break process in nominal money growth. We also ﬁnd that break-free
inﬂation and excess nominal money growth are fractionally cointegrated long
memory processes. Therefore, inﬂation persistence can be accounted by both
regime shifts and long memory dynamics. Coherent with the persistence
properties of inﬂation and the structural linkages with the excess nominal
money growth process, we compute the core inﬂation process as the scaled
common persistent factor in inﬂation and excess nominal money growth.
We ﬁnd that the proposed core inﬂation measure is characterised by all the
properties that a core inﬂation measure should show, namely forecasting
ability, smoothness, robustness, theoretical foundation, computability in real
time. In addition, by construction, the proposed core inﬂation process is
tied to monetary aggregates, bearing the interpretation of monetary inﬂation
rate. An out of sample forecasting exercise also shows that the proposed core
inﬂation measure outperforms other available approaches both in the short
and medium term.
The rest of the paper is organised as follows. In section two we discuss the
economics of core inﬂation, showing that a common theoretical framework
c a nbef o u n df o rt h ev a r i o u sc o r ei n ﬂation measures proposed in the literature.
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of the proposed core inﬂation measure. In sections four and ﬁve we introduce
the econometric methodology and present the results. Finally, in section six
we conclude.
2 The economics of core inﬂation
Despite the diﬀerences in the statistical approach used for estimation, it
is possible to ﬁnd in the quantity theory of money a common theoretical
framework underlying the various measure of core inﬂation recently proposed
in the literature. The quantity theory of money predicts that inﬂation is a
monetary phenomenon. The relationship between the money supply and the
p r i c el e v e lc a nb es t a t e dt h r o u g ht h eF i s h e r ’ st r a n s a c t i o ne q u a t i o n
MV = PY,
where M is the nominal money supply, V is velocity, P is the price level, and
Y is real output. By taking relative changes, we then have
π = m + v − y,
stating that the inﬂation rate (π) is equal to the excess nominal money rate
of growth (m − y), corrected for the drift in velocity (v). In the standard
version, therefore, the theory predicts that inﬂation in the steady state is
determined by the nominal money rate of growth, being velocity constant
and the output growth rate equal to zero.
This framework is clearly consistent with the general deﬁnition of core
inﬂation as the (long-run) persistent inﬂation process, tied to monetary dy-
namics (Brian and Cecchetti, 1994). In general, however, the theoretical
long-run linkage between inﬂation and nominal money growth has been only
indirectly exploited in the computation of the core inﬂation process, being
t h ec o r ei n ﬂation measure proposed by Morana (2002) the only exception in
the literature.
For instance, Bryan and Cecchetti (1994) justify the use of limited inﬂu-
ence estimators through an implicit reference to the quantity theory of money
and an explicit reference to the price setting model of Ball and Mankiw
(1992). Ball and Mankiw (1992) assume that ﬁrms at each point in time
decide to change prices according to the core inﬂation rate, which is deﬁned
as the nominal money rate of growth, under the assumption of constant ve-
locity and zero trend output growth (πc = m). Then, after having set prices
9
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to change prices immediately after having observed the shock, ﬁrms have to
pay a menu cost. Hence, they will choose to reset prices only if the observed
shock is large enough. If the price shock distribution is skewed, also the
actual inﬂation distribution will be skewed. It follows that computing the
expectation of the cross sectional inﬂation distribution at each point in time
will fail to deliver an estimate of the core inﬂation rate (Eπs,t 6= πc
t = mt). On
the other hand, an accurate measure of the central tendency of the inﬂation
distribution can be computed from the central part of the distribution, ne-
glecting the tails. Limited inﬂuence estimators, such as the trimmed mean or
the weighted median, can then successfully deliver the required core inﬂation
estimate.3
The reference to the quantity theory of money is also implicit in the
framework suggested by Quah and Vahey (1995), Blix (1995), Bagliano et
al. (1999, 2002, 2003a,b,c)4. The common element in these approaches is
the exploitation of a long-run neutrality restriction to identify the nominal
shock underlying the core inﬂation process. As predicted by quantity theory,
changes in the money supply will only aﬀect the price level in the long-run,
being output determined by supply side factors. The challenge is then to
identify the monetary shock, which does not have a long-run impact on real
activity. Given the assumption made on the persistence properties of the
series, Bagliano and Morana (1999, 2003ab) have established a linkage be-
tween inﬂation and nominal money growth, deriving a core inﬂation process
which bears the interpretation of the common permanent component in in-
ﬂation and nominal money growth. However, Cassola and Morana (2002)
have shown that the core inﬂation process obtained as the long-run inﬂation
forecast from a common trends model (the Beveridge-Nelson-Stock-Watson
inﬂation trend), under a suitable speciﬁcation of the cointegration space and
3Note that the rationale underlying the computation of variance weighted core inﬂation
measures (Dow, 1994; Diewert, 1995) is diﬀerent. In these latter measures the weighting of
the diﬀerent categories of goods is inversely proportional to their price changes variance.
The approach can ﬁnd some theoretical grounding in the recent work of Mankiw and Reis
(2002), which establishes that in a stability price index, i.e. a price index that if targeted
would lead to the lowest variability in economic activity, the weights would be larger for
sectors that are sensitive to the state of the economy, experience few sectoral shocks, have
sluggish prices, and are relatively small in the aggregate price index.
4Despite the fact that the SVAR approach and the common trends approach are strictly
related, the core inﬂation process obtained from the former does not bear the interpreta-
tion of long-run inﬂation forecast (see Evans and Reichlin, 1994). This is an important
drawback of the Quah and Vahey (1995) approach, since core inﬂation is an expectational
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t − ηkθ = γ2βt + γ3θt,
where βt is the nominal trend determined by the shocks which are output
neutral in the long-run, θt is the real trend determined by productivity shocks,
and kθ is the drift in the real trend. The same interpretation also holds for
the core inﬂation process obtained in Bagliano et al. (2002, 2003c).
On the other hand, in Morana (2002) the exploitation of quantity theory
for the estimation of the core inﬂation process is direct, since the core inﬂation
measure is given by the (scaled) common persistent factor in inﬂation and
excess nominal money growth
π
c
t =ˆ µcbp,t +ˆ µclm,t,
where ˆ µcbp,t is the common break process in inﬂation and excess nominal
money growth, bearing the interpretation of long-run inﬂation forecast, and
being determined by the break process in the nominal money growth rate, i.e.
by changes in monetary policy regimes; ˆ µclm,t is the (scaled) common long
memory factor in break-free inﬂation and excess nominal money growth,
determined by output dynamics. An important novelty of the approach of
Morana (2002) is that the quantity theory equation is directly estimated and
interpretable as a cobreaking and fractional cointegration relationship. In
addition, diﬀerently from the other approaches, the core inﬂation process is
assumed to be covariance stationary, but strongly persistent.5
While the core inﬂation measure proposed by Cogley (2002) is still co-
herent with a monetary interpretation of long-run inﬂation, its theoretical
justiﬁcation is diﬀerent and related to the work of Sargent (1999). In this
framework inﬂation persistence is explained by changes in monetary policy
regimes, which alter the mean towards which actual inﬂation converges, i.e.
by the inﬂation break process. However, in practice, the estimated core in-
ﬂation process is fully unrelated to monetary aggregates, since the proposed
5By controlling for long memory and structural change the approach should allow a
more accurate modelling of the persistence properties of inﬂation. Relatively to the core
inﬂation measure proposed by Morana (2000), the approach allows to relate also the break-
free persistent dynamics to the excess nominal money growth process. The theoretical
framework is presented in detail in the following section.
constant gain ﬁlter is applied to the inﬂation process only.6
6Both in Morana (2000, 2002) and Cogley (2002) there is the attempt to relate (core)
inﬂation persistence to a break process determined by monetary policy regimes. However,
the approach of Cogley (2002) seems to be suboptimal, relative to the direct estimation of
the break process, for the purpose of tracking policy changes and estimating core inﬂation.
The updating of the mean is in fact more timely when the break process is directly esti-
mated, possibly exploiting information on monetary aggregates. Moreover, not allowing
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in the other approaches available in the literature (Bryan and Cecchetti,
1993; Arrazola and de Hevia, 2002, Angelini et al., 2001a,b; Cristadoro et al.,
2001). Despite the diﬀerent statistical framework employed, i.e. the Dynamic
Factor Index (Stock and Watson, 1991), the Independent Inﬂation Rate, the
Diﬀusion Index approach (Stock and Watson, 1998), and the Generalised
Factor Model (Forni et al., 2000), respectively, the common element of these
studies is the attempt to extract a noise-free measure of inﬂation, common
to the various categories of goods (Brian and Cecchetti, 1993; Arrazola and
de Hevia, 2002), i.e. a measure of monetary inﬂation unaﬀected by changes
in relative prices, or which is determined by common real or nominal factors
(Angelini et al., 2001a,b; Cristadoro et al., 2002), computed from a large
information set comprised of variables which are believed to be related to
inﬂation. These approaches are therefore purely statistical, and it is not
granted that the factors determining the estimated core inﬂation process are
suitable of economic interpretation, i.e. for instance whether they are related
to the excess nominal money growth process.
A conclusion which can be drawn at this stage is that, if any, the available
core inﬂation measures make reference to a common theoretical framework,
i.e. the quantity theory of money. However, the linkage between inﬂation and
excess nominal money growth has not been directly exploited in estimation
in none of the approaches, apart from Morana (2002). As noted above,
the general deﬁnition of core inﬂation requires the core inﬂation process to
be forward looking, strongly persistent, not aﬀected by idiosyncratic shocks
associated with relative price changes, and tied to nominal money growth.
The deﬁnition of core inﬂation provided in Morana (2002), i.e. the scaled
common persistent factor driving inﬂation and excess nominal money growth,
annihilated by the quantity theory long-run relationship, is coherent with all
t h ee l e m e n t so ft h ea b o v ed e ﬁn i t i o n ,i na d d i t i o nt ob eo b t a i n e dd i r e c t l yf r o m
a structural model. Moreover, this measure of core inﬂation is the only
measure available in the literature which accurately models the persistence
properties of inﬂation.7
7It should be noted that, if the causes of inﬂation persistence are acknowledged, all the
core inﬂation estimation approaches proposed in the literature, apart from Morana (2000,
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The inﬂation equilibrium relationship can be described by the following equa-
tion
πt = mt − ηgt + επ,t, (1)
where πt is the inﬂation rate, mt is the nominal money rate of growth, gt
is the real output rate of growth, επ,t ∼ i.i.d.(0,σ2
π) or follows a stationary
ARMA process. Therefore, equation [1], as predicted by quantity theory, re-
lates the long-run inﬂation rate to the long-run excess nominal money growth
rate. The persistence properties of the excess nominal money growth pro-
cess are therefore inherited by the inﬂation rate through the quantity theory
relationship. Hence, when the excess nominal money growth process is a sta-
tionary process, it follows that also inﬂation should show the same property.
Under stationarity, persistence can be explained by unaccounted structural
breaks, long memory, or both. Depending on the cause of persistence, the
common feature shared by inﬂation and excess nominal money growth may
be described by a common break process, a common long memory compo-
nent, or both. Morana (2002) has considered several cases, showing how the
common persistent feature may be related to either nominal or real factors
or both. In what follows we only sketch the case which has been found of
empirical relevance for the euro area.
Persistent dynamics In our framework the following assumptions will
be made. Firstly, the excess nominal money growth process is a perturbed
long memory process (Granger and Marmol, 1997) subject to structural
change. Both long memory and structural change explain the persistence
of nominal money growth. The break process may be related to the working
of monetary policy, in particular to disinﬂation policies, given the sample
considered. On the other hand, long memory explains the persistence of real
output growth. Hence, the excess nominal money rate of growth process is
a long memory process subject to structural change. From these assump-
tions, through the equilibrium relationship [1], it also follows that inﬂation
is a perturbed long memory process subject to structural change, and that
13
ECB
Working Paper Series No. 305
February 2004excess nominal money growth and inﬂation are cobreaking and fractionally
cointegrated processes.
The model therefore can be set up as follows.
mt = µ
n
clm,t + µcbp,t + εm,t, (2)
gt = −(1/η)µ
r
clm,t + εg,t, (3)
where µcbp,t is the break process, µn
clm,t ∼ I(d)0<d<0.5 is the nominal
long memory component, µr
clm,t ∼ I(d)0<d<0.5 is the real long memory
component, and εi,t ∼ i.i.d.(0,σ2
i) i = m,g or follows a stationary zero mean
ARMA process. This implies that the excess nominal money growth process




clm,t + εm,t − ηεg,t, (4)
is a perturbed long memory process subject to structural change. We also
have




clm,t + εm,t − ηεg,t + επ,t, (5)
i.e., inﬂation is a perturbed long memory process subject to structural change.
Then the equilibrium relationship [1] can be interpreted as a cobreaking and
fractional cointegration relationship, since
πt − emt = επ,t. (6)
is a stable and weakly dependent process.8
As shown by Morana (2002), the core inﬂation process can then be con-
structed by adding the estimated persistent factors, i.e.
π
c





=ˆ µcbp,t +ˆ µclm,t.
Diﬀerently from Morana (2002), the long memory inﬂation component
(ˆ µclm,t)i sg i v e nb yb o t hn o m i n a l( ˆ µ
n
clm,t)a n dr e a l( ˆ µ
r
clm,t) forces. This speci-
ﬁcation is justiﬁed by the empirical results of the paper, which suggests that
also nominal money growth is a perturbed long memory process (subject to
structural change).
8An implication of this result is that real money growth and output growth should be
pure long memory processes and fractionally cointegrated. In fact, the above long-run
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Lets assume the following common long memory factor model
xt = Θµt + ut
∆
dµt = εt, (7)
where xt is a p × 1 vector of observations on the p fractionally cointegrated
processes, Θ is the p×k factor loading matrix with k<p , µt is a k×1 vector of
observations on the long memory factors (I(d) 0 <d<0.5), εt ∼ i.i.d.(0,Σε)
with dimension k × 1, ut is a p × 1 vector of observations on the weakly
dependent components (I(0)), with Φ(L)ut = Ω(L)vt, all the roots of the
polynomial matrices in the lag operator Φ(L) and Ω(L) are outside the unit
circle, and vt ∼ i.i.d.(0,Σu) with dimension p × 1.
Applying fractional diﬀerencing to (7), yields
∆
dxt = Θεt + ∆
dut (8)




0 + f∆du(ω), (9)
where the fi(ω) matrices contain the spectral and cross spectral functions








since fε,∆du0(0) = 0, f∆du,ε0(0) = 0, f∆du(0) = 0.9
Hence f (0) inherits the properties of the matrix ΘΘ
0
, namely f (0) is sym-
metric, it is of reduced rank equal to k<p ,and it is positive semideﬁnite.10
9f∆du(0) = 0 follows from the fact that the ut vector is I(0), so that applying the
fractional diﬀerencing ﬁlter leads to an overdiﬀerenced vector process with null spectral
matrix at the zero frequency. fε,∆du0(0) = 0, f∆du,ε0(0) = 0 follows from the above
argument and the εt having a ﬁnite spectrum at the zero frequency. Moreover, the i.i.d.
assumption implies fε(ω)= 1
2πΣε at all frequencies. Since Σε is orthonormal we then have
fε(ω)= 1
2πIk. See properties 1-3 in section 3 in Morana [59].
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where Λ is the p × p diagonal matrix of (real) eigenvalues and the matrix
Q is the p × p matrix of its associated orthogonal eigenvectors. Since f(0)
is of reduced rank k,o n l yk eigenvalues are greater than zero. Hence, QΛ
1
2
contains k non zero columns and Λ
1
2Q0 k non zero rows. Without lack of
generality, by assuming that the eigenvalues are ordered in descending order,
the matrix QΛ
1










, so that by the




































is therefore our estimator of the factor loading ma-
trix Θ.












with the identiﬁcation conditions imposed in such a way
that the upper square submatrix of order k is the identity matrix. This will




















The matrix ρρ0 is positive deﬁnite and symmetric, containing k(k +1)/2
distinct parameters which can be estimated through its Choleski decompo-
sition, leading to a lower triangular ρ matrix and to k(k +1)/2 independent
equations. A total of k2 over pk parameters in Θ will result to be identiﬁed
using the above discussed procedure. Finally, the remaining (p−k)k param-
eters will result to be identiﬁed by using the condition Q
0
k+1,..,pQ∗
0 = 0. After
16
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the results.11
Estimation of the cointegration space Given the orthogonality prop-








1,..,k and Qk+1,..,p denote the submatrices composed of the k eigen-
vectors associated with the ﬁrst k largest roots, and the last r = p−k eigen-
vectors associated with the zero roots, respectively. Hence Qk+1,..,p is a right
null space basis of the transposed factor loading matrix, which is the deﬁni-
tion of the cointegration space, since the cointegration relationships are the
linear combinations of the variables which remove the persistent (I(d)) or per-
manent (I(1)) component from them. We can write therefore β = Qk+1,..,p,












Estimation of the common long memory factors and persistent-
non persistent decomposition A persistent-non persistent decompo-
sition (P-NP decomposition) of the observed variables can be performed
through the decomposition of Kasa (1992), which can be written as














is the non persistent (I(0)) component or the less persistent I(b) component
b>0,d− b>0,w h e nut ∼ I(b).12 This decomposition has the important
advantage of being implemented using the observed series and is suitable also
11A similar approach has been proposed by King et al. (1991) and Warne (1993) for the
identiﬁcation of the common trends model in time domain.
12The ut vector is I(b) when the cointegrating residuals are I(b) or when the largest
order of fractional integration of the cointegrating residuals is I(b). Note in fact that the
ut vector is computed as a linear combination of the cointegrating residuals.
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position follows from the projection theorem, and it is always valid provided
that, given a vector of xt in Rp, a closed subspace Θ of Rp is available. Then
the vector xt can be decomposed in the sum of its projections on Θ and Θ⊥,
where the projection operators are Θ(Θ0Θ)




1992). See Morana (2003) for further details on the methodology and for a
proof of consistency.
5R e s u l t s
Since a strong degree of long memory may be a spurious ﬁnding due to ne-
glected structural change (Mikosch and Starica, 1998; Granger and Hyung,
1999), it is important to control for structural change when testing for long
memory. However, with the available methodologies distinguishing between
long memory and structural change is far from being clear-cut.13 Two possi-
ble strategies indicated in the literature so far are to allow for long memory
and structural change when assessing the persistence properties of a time se-
ries (Hidalgo and Robinson, 1996; Kuan and Hsu, 2000; Kokoszka and Leipus,
2000), or, as suggested by Granger and Hyung (1999), testing for a spurious
break process by checking whether the break-free series is characterised by
antipersistence, while the actual series shows long memory. Morana (2002)
has proposed an approach that uniﬁes the above mentioned strategies, based
on an augmented Engle and Kozicki (1993) feature test. The test amounts
to checking the statistical signiﬁcance of a candidate break process in an
ARFIMA model. By controlling for both long memory and structural change,
this test is expected to provide reliable results concerning the causes of per-
sistence. The approach improves upon the ﬁrst strategy since the available
methodologies are suited to test for just one break point. Moreover, coher-
ent with the second strategy, the evaluation of the actual presence of a break
process can also be assisted by considering the implications of selecting the
wrong model, i.e. the antipersistence induced by the removal of a spurious
break process.
13For instance Hsu (2001) and Kuan and Hsu (1998) have shown that the Bai (1994)
test rejects the null of no structural change with probability one and is biased to select a
break point in the middle of the sample when the process is actually characterised by long
memory and no structural change. In addition, Granger and Hyung (1999) have shown
that the number of spurious breaks detected increases with the magnitude of the Hurst
exponent and is zero only when the process is I(0).
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switching model (Hamilton, 1990), which, as shown by Ang and Bekaert
(1998), allows for consistent estimation of the break process, provided the
omitted variables are not regime dependent. This approach has been suc-
cessfully employed to this purpose in several papers (Morana 2000, 2002;
Morana and Beltratti, 2002; Timmerman, 2001). See Morana (2002) for a
description of the methodology followed to estimate the break process and
test for the existence of a common break process.
5.1 Computing the excess nominal money growth pro-
cess
As already noted in the theoretical section, the existence of a common break
process and long memory factor driving inﬂation and excess nominal money
growth implies that real money growth and output growth should be pure
long memory processes and fractionally cointegrated. Evidence in favour of
such properties have been provided by Morana (2002), using euro-11 area
data for the period 1980-2000. In our study we have extended the previous
analysis by considering an updated dataset (euro-12 area), comprising data
also for Greece since 1980, spanning over the period 1980:1-2003:3.14
In the analysis we have proceeded as follows. Firstly, we have estab-
lished the causes of persistence of the real money growth and output growth
processes by testing for structural change and long memory. Secondly, we
have estimated the long-run relationship linking the two processes. In fact,
in order to compute the excess nominal money growth process we need an
estimate of the output elasticity of real money balances (η).
5.1.1 Persistence analysis
Coherent with previous results of Morana (2002), the Schwarz-Bayes infor-
mation criterion and the Likelihood ratio test (with p-value computed as in
14Figures for inﬂation are monthly rates of growth of euro-12 area seasonally adjusted
HICP. The national HICP series have been extended backwards using growth rates in
CPI (national deﬁnition), using consumer spending weights converted by irrevocable ﬁxed
exchange rates for EMU. Figures for M3 are monthly rates of growth of the month-end
stocks of M3 (ECB database, in millions of euro, seasonally adjusted). Until 1997Q4 M3
data are based on stocks; from 1997Q4 on ﬂow statistics. Monthly rates of growth of
real M3 are computed by subtracting HICP inﬂation from the monthly rates of growth
of nominal M3. Figures for GDP are national series on seasonally adjusted real GDP at
market prices from BIS and AMECO. They are converted to euro via the irrevocable ﬁxed
conversion rates of 31 December 1998. Monthly ﬁgures are derived via interpolation.
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to the Markov-switching model15. Moreover the Kokoszka and Leipus (2000)
test does not allow to reject the null of no structural change, even at the 10%
signiﬁcance level for both processes.
Semiparametric estimators have been employed to assess the degree of
persistence of the series (Table 1). According to the results of the Monte
Carlo analysis reported in the Appendix, the estimator of Robinson (1998)16
has been employed in the analysis. In addition to be unbiased, the estimator
is the one characterised by minimum RMSE, relative to the Local Whittle
estimator (Kunsch, 1987; Robinson, 1995b), the log periodogram estimator
(Geweke and Porter Hudak, 1983; Robinson, 1995), and the averaged peri-
odogram estimator (Robinson, 1994; Lobato and Robinson, 1996)).17 Since
when observational noise characterises the data all the above mentioned es-
timators may be aﬀected by downward bias, the non linear log periodogram
estimator (Sun and Phillips, 2003) has also been employed in the analysis. As
shown in the Table, both the LM and the non linear log periodogram estima-
tor point to a moderate degree of long memory for both real money growth
and output growth. Over the investigated interval (20-138 periodogram or-
dinates), the estimates provided by the LM estimator range between a min-
imum of 0.30 and a maximum of 0.34 for real money growth, and between
a minimum of 0.28 and a maximum of 0.32 for real output growth. On the
other hand, the estimates provided by the non linear log periodogram esti-
mator tend to be more unstable. For real money growth the non linear log
periodogram estimator points to estimates in the range 0.35-0.37 in the stable
region detected between 68 and 86 ordinates, with an average value equal to
15Estimation has been performed using the Ox code ”MSVAR” written by H.M. Krolzig.
A full set of results on the estimated break processes is available from the author upon
request. Estimating the break process on low frequency data helps the detection of break
points, since only infrequent changes are detected by the Markov switching model. See
Morana and Beltratti (2002) and Morana (2002) for details on how to recover the implied
high frequency break process.
16The estimator proposed by Robinson (1998), which we denote the LM estimator since
it can be derived from the LM I(0) stationarity test of Lobato and Robinson (1998),
has the same asymptotic properties of the local Whittle estimator suggested by Kunsch
(1987), i.e. asymptotic normality, consistency, and eﬃciency, under the assumption of
weak dependence. Under the assumption of long memory the estimator still retains the
consistency property, although its asymptotic distribution is unknown. In the empirical
application we have computed approximate standard errors assuming the same asymptotic












17Empirical applications have also shown that the LM estimator tends to provide more
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February 20040.36. The estimated inverse long-run signal to noise ratio in the same region
ranges between 0.81 and 0.95, with an average value equal to 0.87. For out-
put growth the estimator does not seem to be appropriate given that, over
the interval analysed, the estimated inverse long-run signal to noise ratio is
equal to zero, apart from the interval 22-46 ordinates, where is ranging be-
tween a minimum of 0.19 and a maximum of 0.298). Moreover, the estimated
fractional diﬀerencing parameter tends to be unstable. In the interval 38-54
ordinates the estimates range between a minimum of 0.26 and a maximum
of 0.36, with an average value equal to 0.30. A test for the equality of the
fractional diﬀerencing parameter carried out in the framework of the multi-
variate non linear log periodogram estimator (Beltratti and Morana, 2003;
see the Appendix) points to the non rejection of the null of equality at the
5% signiﬁcance level over all the range investigated. Given the instability of
the estimates provided by the non linear log periodogram estimator the joint
estimate of the fractional diﬀerencing parameter has then been computed by
averaging the upper bound estimates obtained from the LM estimator for
the two processes, yielding a value equal to 0.33.
5.1.2 Fractional cointegration analysis
Given the evidence of observational noise in the real money growth process,
the denoising approach of Beltratti and Morana (2003) has been implemented
(see the Appendix for a description of the methodology). The trimmed cen-
tered ﬁlter (c∗
70) has been employed, with trimming bandwidth determined
optimally through Monte Carlo simulation (70 ordinates). In Table 2, Panel
A we report the results of the Monte Carlo simulation, while in Figure 1 we
plot the actual and denoised real money growth process. As shown in the
table, the optimally centered trimmed ﬁlter shows a RMSE which is close
to the theoretical minimum achieved by the two sided parametric Wiener
Kolmogorov ﬁlter, also showing the same U coeﬃcient and RMSE decompo-
sition. The superior performance of the centered trimmed ﬁlter relatively to
the other semiparametric ﬁlter is also noticeable from the Table.
In Table 3 Panel A we report the results of the fractional cointegrat-
ing rank analysis, computed as in Robinson and Yajima (2002), and of the
squared coherence analysis; in Panel B we report the estimated eigenvectors,
with standard errors computed using the jack-knife.
A ﬁrst important ﬁnding of the analysis is the strong evidence in favour of
fractional cointegration between real money growth and output growth, given
that the bulk of variance is explained by the largest eigenvalue. The propor-
tion of variance associated with the largest eigenvalue tends to decrease as
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ordinates, Table 2, Panel A), and falls to about 84% for a bandwidth equal
to ﬁve ordinates, stabilising at a value close to 0.70 thereafter (Figure 2).
Given the potential downward bias aﬀecting the estimated proportion of ex-
plained variance pointed out by the Monte Carlo analysis of Morana (2003),
it is possible to safely conclude in favour of a single persistent factor driv-
ing the two processes, despite the Robinson and Yajima (2002) test points
to rejection of the null of cointegration between the two processes. Further
evidence in favour of cointegration is also provided by the squared coherence
analysis tests. As shown by Morana (2003), fractional cointegration implies
and it is implied by a unitary squared coherence at the zero frequency for the
fractionally diﬀerenced processes in the bivariate framework, while the lack
of fractional cointegration is implied by a zero squared coherence at the zero
frequency.18 In fact, the point estimate of the squared coherence at the zero
frequency is about 0.73 (0.20), and the null of no cointegration (orthogonal-
ity) can be rejected at the 5% signiﬁcance level, while the null of cointegration
cannot be rejected.19 The bias corrected estimates (see Morana, 2003), tend
to be stable, ranging between 0.90 and 1 over the range selected for the
stability analysis (1-30 ordinates), being equal to 0.95 in correspondence of
the selected bandwidth (two ordinates). Following economic theory, we have
then set to one the estimated parameter. Support for the imposed restric-
tion is provided by the correlation between the estimated factors obtained
from the unrestricted and restricted models, which is equal to 0.975. The
importance of denoising the real money growth process before estimation can
be gauged by comparing our estimate of the output elasticity of real money
balances with the one obtained by Morana (2002), which was close to 1.39.
5.2 Common persistent features: the nominal side
According to the results of Morana (2002), a common break process, origi-
nating from nominal money growth, can be detected in euro-11 area excess
18As shown by Granger and Weiss (1983) and Levy (2002), the existence of cointegration
between I(1) bivariate processes implies that the squared coherence at the zero frequency
of the series in diﬀerences is equal to one, while when more than two processes are involved
it is the multiple squared coherence to assume a unitary value. As argued by Granger and
Weiss (1983) the same results hold also for the CI(d,d)0<d<1 case. Morana (2003) has
generalised the above ﬁndings, considering the case of vector long memory cointegrated
processes, for the case CI(d,b)0<d<0.5,d>b ,f o rt h es e r i e si nd i ﬀerences (ω =0 )a n d
levels (ω → 0+). Morana (2003) has also provided new results concerning the number of
unitary and zero squared coherences at the zero frequency.
19The p-value of the zero squared coherence at the zero frequecy test is 0.047, while the
p-value of the unitary squared coherence at the zero frequency test is 0.283.
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originating from output growth, explains the break-free persistent dynam-
ics of the two series. In the analysis that follows we have assessed whether
these features hold also for euro-12 area data. We have proceeded as fol-
lows. Firstly, we have tested for the existence of a common break process in
nominal money growth, inﬂation and excess nominal money growth. Then,
we have tested for fractional cointegration between the break-free inﬂation
and excess nominal money growth processes. Coherent with our theoretical
framework, we expect a long-run relationship relating the above mentioned
variables, i.e a single common long memory factor driving the two series. As
it will be shown below, diﬀerently from Morana (2002), the common long
memory component in inﬂation and excess nominal money growth is deter-
mined by both real and nominal forces.
5.2.1 Structural break analysis: determining monetary policy regimes
A simpler strategy than the one suggested by Morana (2002) to test for a
common break process in inﬂation and excess nominal money growth has
been followed, since the previous section has already provided evidence of no
breaks in the real variables. Hence, if a break process is found in the nominal
variables, then it has to be common. Namely, a candidate common break
process has been estimated from a multivariate Markov switching model as-
suming perfect correlation of the states across processes (see Krolzig, 1997).
Then, the augmented Engle and Kozicki test has been employed to assess
whether the estimated break process may be regarded as a real feature of the
variables, while controlling for long memory. If the null of no feature can be
rejected, then there is evidence in favour of the existence of a common break
process for the variables analysed.
The results of the persistence analysis are reported in Table 4. The follow-
ing ﬁndings are noteworthy. Firstly, the Schwarz-Bayes information criterion
and the Likelihood ratio test support the constrained three regimes model,
estimated on annual data, for all the processes considered. The estimated
common break process bears the interpretation suggested by Morana (2002)
also for the extended data set, pointing to a high inﬂation period (1980-
1982), an average inﬂation period (1983-1993) during which disinﬂation poli-
cies were undertaken in many euro area countries (see also Soderstrom and
Vredin, 2000), and a low inﬂation period (1994-2000) consistent with the
price stability objective of the ECB (see also Cassola, 1999). In fact, in the
low inﬂation regime the mean annual HICP inﬂation rate is not statistically
diﬀerent from the ECB reference value (2%) (Table 3, Panel B). In addition,
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(4.5%). Finally, the mean annual excess nominal money growth rate is not
statistically diﬀerent from the mean inﬂation rate, and numerically very close
to it in the low inﬂation regime. This ﬁnding is consistent with the long-run
relationship between inﬂation and excess nominal money growth postulated
by quantity theory, pointing to a homogeneous cobreaking vector.20 Accord-
ing to the estimated transition matrix (Table 3, Panel A), the estimated
regimes are very persistent, with a low probability to switch from the low
inﬂation regime to the average inﬂation regime, suggesting the credibility of
the current monetary policy framework. However, since 2001 the Markov
switching model detects a reversion to the average inﬂation regime. One
problem with the estimation of the common break process using annual data
is that, by construction, when moving from the annual model to the monthly
or quarterly models, regime changes will be estimated in correspondence
of the ﬁrst month or quarter of the selected year. For robustness we have
checked the dating of the regime shifts by estimating a quarterly common
break process directly21. Interestingly, the quarterly model does not suggest
a reversion to the average inﬂation regime since 2001. We regard this ﬁnding,
therefore, as pointing to spurious evidence of a switch to the average regime
for the series considered. The Kokoszka and Leipus (2000) test supports this
conclusion, since this latter switch is only signiﬁcant at the 5% level for the
excess nominal money growth process, but not for money growth and inﬂa-
tion. Therefore, we did not estimate a break point occurring in 2001. In ad-
dition, the overlapping of the implied (obtained from the annual model) and
actual quarterly common break processes is not perfect. The quarterly model
suggests that the high inﬂation regime ended in 1983:3, while the average in-
ﬂation regime in 1992:1. Since the quarterly model allows for more ﬂexibility
in determining break points, proving to be as successful as the annual model
in uncovering the low frequency shifts with the data at hand, we have se-
lected 1992:2 as the starting quarter for the low inﬂation regimes. The dating
of the monthly common break process is therefore: 1980:1-1983:3(9) (high
inﬂation regime), 1983:4(10)-1992:1(3) (average inﬂation regime), 1992:2(4)-
2003:1(3) (low inﬂation regime). Then, the estimation of the monthly break
process has been carried out by regressing the actual variables on the three
step dummies corresponding to the identiﬁed regimes. Statistical tests pro-
vide support for our modelling strategy. In fact, the augmented Engle and
20A formal test partially supports this conclusion. The estimated cobreaking vector
for inﬂation and excess nominal money growth is [1 − 0.807(0.040)], the p-value of the
cobreaking test (κ2
(1)) is equal to 0.365. On the other hand, the null of homogeneity is
rejected at the 1% signiﬁcance level.
21T h er e s u l t sa r ea v a i l a b l eu p o nr e q u e s tt ot h ea u t h o r .
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is a common feature for all the series, since the null of no feature is rejected
at the 1% level for all the processes.22 Moreover, coherent with the ﬁndings
of Morana (2002), the break process seems to explain all the persistence in
nominal money growth, since the estimated fractional diﬀerencing parameter
is not statistically diﬀerent from zero.23 On the other hand, for the other
processes still a signiﬁcant degree of persistence can be detected, with the
estimated fractional diﬀerencing parameter being close to 0.30 for both pro-
cesses. The estimates of the fractional diﬀerencing parameter, obtained from
the LM estimator, for the break-free processes are also coherent with these
conclusions, allowing to exclude the presence of a spurious break process,
and pointing to both long memory and structural change in excess nomi-
nal money growth and inﬂation. For inﬂation and nominal money growth
the estimates of the fractional diﬀerencing parameter are stable, yielding an
average estimate equal to 0.19 and 0.11, respectively, over the interval 40-
138 ordinates. For excess nominal money growth the estimated fractional
diﬀerencing parameter tends to increase with the bandwidth, yielding an av-
erage value equal to 0.14 over the same interval. The estimates provided by
the non linear log periodogram estimator suggests that the LM estimator
may be aﬀected by downward bias. In fact, for all the processes the NLP
estimator points to a larger degree of persistence over all the investigated
range (20-138 ordinates), and to a signiﬁcant inverse long-run signal to noise
ratio for inﬂation and nominal money growth over most of the bandwidth
analysed. A test for the equality of the fractional diﬀerencing parameter,
carried out in the framework of the multivariate non linear log periodogram
estimator does not allow to reject the null, at the 5% signiﬁcance level, that
the three process are characterised by the same degree of persistence for any
of the bandwidths investigated. Contrary to the univariate estimates, the
constrained model yields stable estimates for bandwidth larger than 68 or-
dinates, ranging between 0.28 and 0.31, with an average value equal to 0.30.
Interestingly, nominal money growth shows a larger inverse long-run signal
to noise ratio than inﬂation. In fact the average values over the stable region
are close to 0.89 and 0.44, respectively. The zero value of the inverse signal
to noise ratio for the excess nominal money growth process suggests that the
output component dominates the nominal component, since for the former
process we did not ﬁnd any evidence of observational noise. Therefore, the
22Estimation was performed using the ARFIMA Ox code written by J.A. Doornick and
M. Ooms. See Sowell (1992) for details on ML estimation of ARFIMA models.
23However, as it will be shown below, this result is spurious and due to the presence of
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parameter is appropriate for the three processes, which, given the diﬀerent
degree of noisiness, is also consistent with the results of the augmented Engle
and Kozicki (1993) test.
5.2.2 Fractional cointegration analysis
Noise-free nominal money growth and inﬂation series have been obtained by
means of the denoising approach of Beltratti and Morana (2003). The results
of the Monte Carlo analysis for the selection of the optimal bandwidth for
the centered trimmed semiparametric ﬁlter are reported in Table 2, Panel B.
The Monte Carlo simulation has been calibrated using the estimates for the
inﬂation process, since for the money growth process the optimal trimming
bandwidth is the same as the one determined for the real money growth
process, given the estimated fractional diﬀerencing parameter and inverse
long-run signal to noise ratio. As shown in the table, when the inverse long-
run signal to noise ratio is equal to 0.45 the optimal trimming bandwidth for
the centered semiparametric ﬁlter is equal to 60 ordinates (c∗
60). Again the
optimally centered trimmed ﬁlter shows a superior performance relatively to
the other semiparametric ﬁlters, and RMSE, U and RMSE decomposition
which are close to the theoretical optimal values achieved by the two sided
parametric Wiener Kolmogorov ﬁlter.
In Figure 1 we plot the actual and denoised nominal money growth and
inﬂation processes. We also plot the denoised excess nominal money growth
process. The latter has been computed by subtracting the output growth
process from the denoised nominal money growth process. We have also ap-
plied a compression factor to the excess nominal money growth process equal
to the ratio of the standard deviations of the break-free denoised inﬂation
and excess nominal money growth processes.24
In Table 6 Panel A we report the results of the fractional cointegrating
rank test and the squared coherence analysis, while the estimated eigen-
vectors are reported in Panel B. As is shown in the table, the evidence in
favour of fractional cointegration between break-free excess nominal money
growth and inﬂation is strong. At the selected bandwidth (two ordinates)
the Robinson and Yajima (2002) test does not allow to reject the null of
cointegration at the 1% signiﬁcance level, the largest eigenvalue explains all
the variance and the squared coherence tests do not allow to reject the null
24This correction ensures that the compressed excess nominal money growth process
has the same standard deviation of the inﬂation process, and, as it will be shown later
in the paper, is justiﬁed on the basis of compliance with economic theory and forecasting
perfomance of the core inﬂation process.
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squared coherence is strongly rejected.25 A si ss h o w ni nF i g u r e2 ,t h ep e r -
centage of explained variance by the largest eigenvalue tends to decrease as
the bandwidth increases, being larger than 80% up to a bandwidth equal
to ﬁve ordinates, stabilising at a value close to 65% for bandwidths larger
than ﬁfteen ordinates. In correspondence of the selected bandwidth, the es-
timated bias corrected cointegrating parameter is equal to 0.95, value which
is close to the unitary value predicted by economic theory, and consistent
with previous ﬁndings of Morana (2002). The estimated cointegrating pa-
rameter is still close to one for bandwidths up to four ordinates. Following
economic theory, we have imposed the homogeneity restriction. Support for
the imposed restriction is provided by the correlation between the estimated
factors obtained from the unrestricted and restricted models, which is equal
to 0.997.
The estimated break-free core inﬂation processes obtained with (FDPC)
and without (FDPC∗) applying the compression factor are reported in Fig-
ure 3. For comparison also the estimated break-free core inﬂation process ob-
tained using the approach of Morana (2002) (WK) is shown in the same plot.
The estimated components are strongly correlated (the correlation coeﬃcient
is equal to 0.975 for FDPC and WK and 0.911 for FDPC∗ and WK), with the
series obtained from the Kasa decomposition showing higher variability than
the series obtained by means of the Wiener Kologorov ﬁlter only when the
compression factor is not applied (the estimated standard deviations are 0.08
(FDPC), 0.15 (FDPC∗) and 0.11(WK)). The close similarity between the es-
timated persistent components should be expected, given that both methods
are suited to extract the long memory signal from the data. Moreover, given
the diﬀerent procedure followed to compute the weights used to derive the
smoothed processes, a perfect overlapping of the estimated processes should
not be expected. Theoretically, the Wiener-Kolmogorov ﬁlter yields optimal
estimates of the persistent components (it is the minimum MSE estima-
tor under the assumption of Gaussianity, and the minimum MSE estimator
within the class of linear estimator when Gaussianity does not hold). Similar
optimal properties have not been demonstrated for the Kasa (1992) decom-
position. Both approaches are however appropriate to eﬀect a persistent-non
persistent decomposition (P-NP). Moreover, the key advantage of using the
Kasa (1992) decomposition is that it allows the core inﬂation process to be
computed in real time, avoiding arbitrary in the selection of the leads and
25The p-value of the zero squared coherence at the zero frequecy test is 0.008, while the
p-value of the unitary squared coherence at the zero frequency test is 0.315.
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in this paper has the advantage, relative to the approach of Morana (2002),
of not requiring the maximisation of the spectral likelihood function, avoid-
ing the well known problems of local maxima and convergence which arise in
numerical optimisation. This is a clear asset, particularly when the number
of processes involved is large.
5.2.3 Computing and evaluating the core inﬂation process
Following the deﬁnition of core inﬂa t i o np r o v i d e di nt h em e t h o d o l o g i c a ls e c -
tion, our measure of core inﬂation is obtained from the common persistent
signal in inﬂation and excess nominal money growth, i.e. by adding the




t =ˆ µcbp,t +ˆ µclm,t.





), obtained by applying the ARFIMA(0,0.30,0)
ﬁlter, scaled by the estimated inﬂation loading, while the common break
process ˆ µcbp,t is the common break process estimated for the inﬂation pro-
cess. This allows to smooth the ﬁltered signal obtained through the Kasa
decomposition (FDPC process).
A si ss h o w ni nF i g u r e4 ,t h ee s t i m a t e dc o r ei n ﬂation process (Kasa de-
composition) shows the expected feature of being smoother than actual in-
ﬂation (the standard deviations of the year on year rates are 2.23 and 2.10).
As also expected, core inﬂation was signiﬁcantly below actual inﬂation in
correspondence of the second oil price shock, and signiﬁc a n t l ya b o v ei ti n
correspondence of the mid-eighties oil price counter shock, not being aﬀected
by the non persistent inﬂation dynamics induced by the oil shocks.
As shown by Morana (2002), in a multi regime framework the break pro-
cess can be interpreted as the long-run forecast, so that price stability may
be assessed by evaluating whether the actual inﬂation observations belong
to a regime characterised by an unconditional mean coherent with the HICP
inﬂation reference value. As already noted, according to this criterion inﬂa-
tion developments since the start of Stage Three would have been consistent
with the price stability reference value. However, as shown in Figure 4, our
core inﬂation measure suggests that since June 2001 there is evidence of
26Computability in real time of the core inﬂation measure proposed by Morana (2002)
c a nb ea l l o w e db ym e a n so fao n e - s i d e dﬁlter. This is however suboptimal relatively to the
use of the two-sided ﬁlter. See the Monte Carlo results reported in Table 2.
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September 2002. The core inﬂation estimate for March 2003, the last ob-
servation of our sample, is 2.5%. It is interesting to note that the ex-food
and energy inﬂation rate provides similar evidence up to December 2002, also
suggesting that since February 2000 the deviation of HICP inﬂation from the
2% threshold is mainly explained by developments in oil prices. Diﬀerently
from the proposed core inﬂation measure, the ex-food and energy inﬂation
rate shows a sudden drop in January 2003, stabilising below the 2% reference
value thereafter.
Robustness analysis As far as the robustness property is concerned, we
have compared the estimated core inﬂation processes obtained using the
1980:1-2003:3 and 1980:1-2002:3 samples. Over the period 1981:1-2002:3 the
mean and maximum absolute deviations between the two estimated year
on year processes have been equal to 0.08% and 0.3%, suggesting that our
measure is robust to sample updating.
Forecasting analysis The forward looking property of the proposed core
inﬂation measure is displayed in Figure 4. From the cross-correlogram it can
be noted that the core inﬂation measure leads actual inﬂation at horizons
of interest for the policy maker, while actual inﬂation shows some leading
properties only in the very short-run. The forecasting performance of the
proposed core inﬂation measure has also been assessed by means of an out
of sample forecasting exercise, considering both the year on year HICP in-
ﬂation rate and the HICP inﬂation three-year centered moving average as
benchmarks. Four forecasting horizons have been employed, namely six,
twelve, eighteen, and twenty four months. The forecasting performance has
been contrasted with that of other core inﬂation measures, namely the (MS-)
Cogley (2002) model27, the Cristadoro et al. (2002) core inﬂation process,
and the MS-ARFIMA model (Morana, 2000), in addition to a random-walk
model for the year on year HICP inﬂation rate. The out of sample forecast-
ing horizon selected is 1999:1-2002:4, in order to allow for comparison with
the results reported in Cristadoro et al. (2002, Table 2) for their proposed
core inﬂation measure. We denote the forecasting models as follows: FDPC
(the proposed core inﬂation process), Ams (MS-ARFIMA model), Cms (MS-
27The MS-Cogley (2002) model has been constructed by applying the Cogley (2002)
ﬁlter on the break-free inﬂation series, where the break process has been estimated by
means of a Markov switching model. This allows to assess the improvement in forecasting
provided by the use of a long memory ﬁlter.
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(2002) model).28
The main results of the forecasting exercise are as follows. Firstly, allow-
ing for long memory leads to better forecasts. The forecasts generated by the
Ams model are always superior to those of the Cms model independently of
the benchmark and the forecasting horizon, outperforming also the CFRVa
model and the RW model. Secondly, as already found by Nicoletti Altimari
(2002) and Morana (2002), allowing for the information contained in mon-
etary aggregates leads to better forecasts in the medium term for the euro
area. In fact, at the twelve, eighteen and twenty four months horizons the
FDPC model is the best forecasting model for both benchmarks, followed by
the Af
ms models, with the Cms model ranking third and the CFRVa ranking
fourth. Moreover, the FDPC model is also the best forecasting model for
the three-year centered moving average also at the six-month horizon.29 Ex-
tending the out of sample forecasting exercise up to 2003:3 yields the same
ranking of the models, apart from the CFRVa model, for which forecasts are
not available.30
It can be concluded that the proposed core inﬂation measure shows all the
properties that should characterise the “ideal” core inﬂation measure, namely
smoothness, robustness, forecasting ability, theoretical foundation, and com-
putability in real time. In addition, by construction, our core inﬂation mea-
28The Markov switching models (FDPC, Ams,C ms) have been forecasted following a
two-step procedure. Firstly, the break process is forecasted using the Markov switching
model; secondly, the relevant break-free process is forecasted using the appropriate time
series ﬁlter. The two forecasts are then added. On the other end, the Cristadoro et al.
(2002) model has been forecasted by means of a naive model (random walk model), where
the forecasts for the year on year rate are generated by annualising the last estimated
value in the sample.
29However, according to the West-Cho test (Table 7, Panel B) the ranking of the models
is not statistically signiﬁcant at the six-month horizon, independently of the benchmark
(5% signﬁcance level). At the twelve-month horizon the forecasts from the Ams and Cms
models are statistically diﬀerent from the one generated from the RW model for both
benchmarks. At the eighteen-month and twenty-four month horizons the forecasts from
the FDPC, Ams and Cms models are statistically diﬀerent from the ones generated by
the RW model when the year on year rate is considered as the benchmark, while for the
case of the three-year centered moving average only the forecasts from the Ams and Cms
models are statistically diﬀerent from the ones of the RW model. For the case of the
year on year rate the forecasts from the Ams and Cms models are statistically diﬀerent
at the eighteen-month horizon, while at the twenty four-month horizon the forecasts from
the FDPC and Cms models are statistically diﬀerent. The statistical signiﬁcance of the
diﬀerence of the RMSE for the CFRVa model and the other models has not been tested,
since, for this latter model the ﬁgures reported in the paper are from Cristadoro et al.
(2002).
30T h er e s u l t sa r ea v a i l a b l eu p o nr e q u e s tt ot h ea u t h o r .
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In this paper we have introduced a new approach to core inﬂation estima-
tion, based on recent theoretical developments in the estimation of fraction-
ally cointegrated processes (Morana, 2003). Our deﬁnition of core inﬂation
i st h es a m ea st h eo n ep r o p o s e db yM o r ana (2002), i.e. the scaled common
persistent component in inﬂation and excess nominal money growth. The
common persistent component is measured by the common break process in
inﬂation and excess nominal money growth, explained by the break process
in nominal money growth, and by the scaled common long memory factor,
which, diﬀerently from Morana (2002), can be related to both nominal and
real forces. The proposed measure of core inﬂation shows all the properties
that should characterise the “ideal” core inﬂation process, namely smooth-
ness, forecasting ability, economic interpretation, computability in real time
and robustness. In addition, by construction, our core inﬂation measure is
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The table reports the Schwarz-Bayes information criterion for the Markov
switching (SCms) and the linear (constant mean) model (SCm). The
variables considered are real money growth (rm) and real output growth
(g). LR is the p-value of the likelihood ratio test, computed as in Davies
(1987). db denotes the fractional diﬀerencing operator estimated in the
augmented Engle and Kozicki regression, with standard error in brackets.
AEK is the p-value of the augmented Engle and Kozicki test. dLM and
dNLP are the fractional diﬀerencing operators estimated using the LM
estimator and the non linear log periodogram estimator. βNLP is the
estimated inverse long-run signal to noise ratio. Standard errors and
selected bandwidths are reported in brackets and square brackets,
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February 2004T a b l e2 ,P a n e lA :M o n t eC a r l or e s u l t s( d =0 .30,N=3 0 0 ,l=3 ,s n=0 .9)
sp 1s 2sc c ∗
70
ρ 0.78 0.78 0.77 0.77
bias -0.01 0.00 -0.01 0.00
RMSE 0.75 0.71 1.03 0.72
U 0.41 0.38 0.47 0.36
Um 0.02 0.01 0.03 0.02
Uv 0.43 0.30 0.55 0.14
Uc 0.55 0.69 0.42 0.84
p 1s 2sc
ρ 0.79 0.80 0.77
bias 0.00 0.00 -0.01
RMSE 0.70 0.68 0.73
U 0.36 0.34 0.38
Um 0.01 0.01 0.02
Uv 0.20 0.15 0.25
Uc 0.78 0.84 0.72
Table 2, Panel B: Monte Carlo results (d =0 .30,N=3 0 0 ,l=3 ,s n=0 .45)
sp 1s 2sc c ∗
60
ρ 0.86 0.86 0.86 0.85
bias -0.00 -0.00 -0.01 0.00
RMSE 0.57 0.56 0.59 0.57
U 0.30 0.28 0.32 0.28
Um 0.01 0.00 0.02 0.01
Uv 0.25 0.18 0.32 0.13
Uc 0.74 0.82 0.66 0.86
p 1s 2sc
ρ 0.86 0.87 0.86
bias -0.00 -0.00 -0.00
RMSE 0.56 0.55 0.57
U 0.28 0.27 0.29
Um 0.01 0.01 0.01
Uv 0.13 0.09 0.16
Uc 0.86 0.90 0.83
The table reports the results of the Monte Carlo simulation exercise for
the semiparametric (sp) and parametric (p; Harvey, 1993) denoising ap-
proaches. ρ is the correlation coeﬃcient between the simulated and ﬁltered
processes, bias is the mean deviation of the two processes, RMSE is the root
mean square error, U is the Theil (1961)’ U index, Um,U v,U c, are the mean,
variance and covariance components obtained from the RMSE decomposi-
tion. One sided (three lags, 1s), two sided (three leads and three lags, 2s)
and contemporaneous ﬁlters (zero leads and zero lags, c) have been consid-
ered. c∗
i denotes the optimal trimmed contemporaneous semiparametric ﬁlter
with trimming ordinate equal to i. The sample size (N) is equal to 300 ob-
servations. The inverse long-run signal to noise ratio (sn)i se q u a lt o0 . 9a n d
0.45. The fractional diﬀerencing parameter (d) is equal to 0.3. 500 Monte
Carlo replications have been computed.
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r =1 0.125 0.103
T0 T1
0.047 0.283
Table 3, Panel B, Unrestricted and restricted eigenvectors











Panel A reports the Robinson and Yajima (2002) fractional cointegrating
rank test. eig denotes the estimated eigenvalues, pv the proportion of
explained variance, and r =1denotes the corresponding test at the given
signiﬁcance level (1%, 5%). The last two rows of Panel A report the
p-values of the zero squared coherence tests (T0) and the unitary squared
coherence tests, computed according to the modiﬁed procedure suggested in
Priestly (1981, p.705) (T1). Panel B reports the unrestricted (ﬁrst two
columns) and restricted (second two columns) eigenvectors of the scaled
spectral matrix. The ﬁrst column refers to the cointegration space, while
the second column is the factor loading matrix. Standard errors have been
computed using the jack-knife.
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February 2004Table 4, Panel A: Transition matrix of mean switching: 3-regimes annual model
Regime 1 Regime 2 Regime 3
Regime 1 0.85 0.08 0
Regime 2 0.15 0.92 0.38
Regime 3 0 0 0.72
Number of observations 6 13 2
Duration 7 12 3









































































The table reports the transition matrix (Panel A) and the switching
unconditional means (Panel B) for the multivariate estimate of the break
processes (nominal money growth (m), inﬂation (π), excess nominal money
growth (em)) obtained from the annual model, with standard errors in brack-
ets. The third row reports the estimates of the switching means obtained by
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February 2004neglecting the transition to the average inﬂation regime in 2001. The ele-
ment i,j of the transition matrix is the probability that at time t there is a
switch to regime i, given that at period t − 1 the system was in regime j.
Figures are annual percentages. Panel C reports the implied estimates of the
break process for the monthly model, with standard erros in brackets, and
annualised values in the third row.
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February 2004Table 5: Persistence analysis
m π em
SCms 2.687 3.776 2.191
SCm 2.476 2.931 2.021















































The table reports the Schwarz-Bayes information criterion for the Markov
switching (SCms) and the linear (constant mean) model (SCm). LR is the
p-value of the likelihood ratio test, computed as in Davies (1987). The
variables considered are nominal money growth (m), excess nominal money
growth (em), and inﬂation (π). db denotes the fractional diﬀerencing
operator estimated in the augmented Engle and Kozicki regression, with
standard error in brackets. AEK is the p-value of the augmented Engle and
Kozicki test. dLM and dNLP are the fractional diﬀerencing operators
estimated using the LM estimator and the non linear log periodogram
estimator. βNLP is the estimated inverse long-run signal to noise ratio.
Standard errors and selected bandwidths are reported in brackets and
square brackets, respectively. T is the p-value of the test for the equality of
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r =1 0.005 0.005
T0 T1
0.008 0.315
Table 6, Panel B: Unrestricted and restricted eigenvectors











Panel A reports the Robinson and Yajima (2002) fractional cointegrating
rank test. eig denotes the estimated eigenvalues, pv the proportion of
explained variance, and r =1denotes the corresponding test at the given
signiﬁcance level (1%, 5%). The last two rows of Panel A report the
p-values of the zero squared coherence tests (T0) and the unitary squared
coherence tests, computed according to the modiﬁed procedure suggested in
Priestly (1981, p.705) (T1). Panel B reports the unrestricted (ﬁrst two
columns) and restricted (second two columns) eigenvectors of the scaled
spectral matrix. The ﬁrst column refers to the cointegration space, while
the second column is the factor loading matrix. Standard errors have been
computed using the jack-knife.
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H I C P 6 1 21 82 4
FDPC 0.46 0.40 0.40 0.41
Ams 0.33 0.41 0.44 0.46
Cms 0.41 0.46 0.49 0.50
RW 0.47 0.77 1.00 1.21
CFRV a 0.50 0.66 0.82 0.90
M A 3 66 1 21 82 4
FDPC 0.20 0.13 0.11 -
Ams 0.21 0.16 0.19 -
Cms 0.37 0.23 0.20 -
RW 0.67 1.01 1.26 -
CFRV a ----
Table 7, Panel B: West-Cho test, p-values
HICP6,12 FDPC A ms Cms RW
FDPC 0.10 0.56 0.98
Ams 0.85 0.21 0.37
Cms 0.39 0.17 0.62
RW 0.07 0.03 0.04
HICP18,24 FDPC A ms Cms RW
FDPC 0.21 0.06 0.00
Ams 0.13 0.02 0.00
Cms 0.00 0.06 0.00
RW 0.00 0.00 0.00
MA366,12 FDPC A ms Cms RW
FDPC 0.97 0.55 0.20
Ams 0.93 0.21 0.05
Cms 0.78 0.51 0.06
RW 0.07 0.03 0.03
MA3618,24 FDPC A ms Cms RW
FDPC 0.76 0.75 0.05
Ams - 0.60 0.04
Cms -- 0 . 0 3
RW -- -
Panel A reports the RMSE of the year on year forecasts generated by the
core inﬂation model (FDPC), the MS-ARFIMA model (Ams), the
MS-Cogley model (Cms), the random walk model for the HICP inﬂation
rate (RW), and the Cristadoro et al. (2002) core inﬂation process
(Cristadoro et al., 2002, Table 2) (CFRV a). Panel B reports the p-values
of the West-Cho test for the equality of the RMSE. Upper diagonal
elements refer to the forecasts for the 6-month and 18-month horizons,
respectively; lower diagonal elements refer to the forecasts for the 12-month
and 24-month horizons, respectively. The year on year rate (HICP) and the
three-year centerd moving average (MA-36) are the two benchmarks
employed to evaluate the forecasting performance of the models.
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Figure 1: Actual (A) and denoised (DN) processes (real money growth
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Fugure 2: Estimated eigenvalues, proportion of explained variance (top
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Figure 3: Estimated break-free core inﬂation process (Wiener Kolmogorov
(WK) ﬁlter (Morana; 2002); Kasa decomposition (FDPC∗;F D P C ) ) .
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Figure 4: Actual inﬂation (HICP: π, ex-food and energy: exfe) and
estimated core inﬂation process (πc), MA-12 (top and center plots).
Cross-correlation functions (bottom plot).
50
ECB
Working Paper Series No. 305
February 20047 Appendix I: Monte Carlo Analysis
The performance of the semiparametric estimators (Local Whittle (LW),
Averaged Periodogram (AP), Robinson, 1998 (LM), log periodogram (LP))
has been evaluated by means of a Monte Carlo experiment (see Appendix
II for a descritpion of the semiparametric estimators). The sample size has
been set equal to 300 observations to match the sample size used in the
paper. The simulated model is (1 − φL)(1−L)dyt = εt, εt˜NID(0,1). Four
values have been employed for the autoregressive parameter φ ={ 0 ,0 . 3 ,0 . 5 ,
0.7} and the fractional diﬀerencing parameter d ={0.1, 0.2, 0.3, 0.4}. The
number of Monte Carlo replications is 5000. Optimal bandwith theory has
been employed for the LW, LM and AP estimators (see Appendix II). For the
LM estimator the optimal bandwidth has been determined through Monte
Carlo simulation, since the analytical one has not yet been determined. The
optimal bandwith has been computed through bias minimisation, since this
lead to a very little loss of eﬃciency. For reason of space we do not report the
results for the case φ =0 . Tables A1, A2 report the Monte Carlo bias (bias)
and root mean square error (rmse) for the various estimators. The optimal
bandwidth is reported in square brackets. As is shown in the tables, all the
estimators tend to be unbiased, with the LM estimator always performing
best in terms of eﬃciency. The LM estimator however shows some bias for
the case d =0 .40 φ =0 .3,0.5, which is close in magnitude to the one shown
by the average periodogram estimator.
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The table reports the Monte Carlo bias and root mean square error for the
semiparametric estimators (Local Whittle (LW), log periodogram (LP),
averaged periodogram (AP), Robinson, 1998 (LM)). d is the fractional
diﬀerencing parameter and φ is the autoregressive coeﬃcient. The sample
size is 300 observations and the number of replications is 5000.
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The table reports the Monte Carlo bias and root mean square error for the
semiparametric estimators (Local Whittle (LW), log periodogram (LP),
averaged periodogram (AP), Robinson, 1998 (LM)). d is the fractional
diﬀerencing parameter and φ is the autoregressive coeﬃcient. The sample
size is 300 observations and the number of replications is 5000.
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8.1 Break process estimation
Markov switching model Lets consider a k regime model for the un-
conditional mean of the return or t h el o gv a r i a n c es e r i e sa n dl e tη be a vector
consisting of the mean elements µ1, µ2 and the variance of the error process in
the model yt = µst +εt, with εt ∼ N (0,σ2). The transition between states is
governed by a Markov chain whose realizations take on values in {1,...,k},
p(st = j|st−1 = i)=pij, with
k X
j=1
pij =1 . Let p =( p11,p 12,...,pkk)0 the
(k2 × 1) vector of transition probabilities. The econometrician is supposed
to observe only the realizations of the variable yt but not of the state st. The
unknown parameters can be collected in the vector λ =(p0,η0)
0 and maxi-
mum likelihood estimates of the parameters of the model can be obtained via
the Expectation-Maximization algorithm. See Hamilton (1989) for further
details.
T h eb r e a kp r o c e s si st h e nc o m p u t e da s




where ˆ pt,s,j is the estimated probability that the observation t of process j
belongs to state s and ˆ µs,j is the estimated value of the mean in the sth state.
The break-free series can then be obtained as ytbf = yt − ˆ yt.
As suggested by Beltratti and Morana (2001), a more reliable estimate of
the break process may be obtained from data sampled a low frequency.
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estimator of the break point is
ˆ k =m i n
½





i.e. the point at which there is the maximal evidence of a break point. The
statistical signiﬁcance of the break point can be evaluated using the results
sup{|UN (k)|}/ˆ σ →D[0,1] sup{B (k):k ∈ [0,1]},





0). The 90%, 95%,
and 99% critical values (two sided test) are 1.22, 1.36 and 1.63, respectively.
8.2 Semiparametric methodologies and stationarity test
Local Whittle estimator (Kunsch, 1987; Robinson, 1995b) It
















where I (λj) is the periodogram at frequency λj =2 πj/T, j =1 ,...,m, m
is the bandwidth parameter, C is a positive constant, and H is the Hurst
exponent, which is related to the fractional diﬀerencing parameter through
the relation H = d +0 .5.F o r H<0.5 the process is antipersistent, for














LM estimator (Robinson, 1998) An alternative estimator for H,





(1 − 2vj)I (λj)
m X
j=1
(2 − 2vj)I (λj)
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logj. We denote this estimator as HLM s i n c ei tc a n
be derived from the LM test of Lobato and Robinson (1998).
Averaged periodogram estimator (Robinson, 1994; Lobato and


























































Log periodogram estimator (Geweke and Porter-Haudak, 1983;
Robinson, 1995) A consistent but less eﬃcient estimate of the fractional
diﬀerencing parameter can be obtained by the log periodogram regression
lnI (λj)=c + d(−2logλj)+µj j = l,...,m,
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February 2004A test for the equality of the fractional diﬀerencing parameter H0 : Pd =0
for two processes can be computed in the following way




























is the sample variance covariance matrix of the error terms. A constrained es-
timate of the fractional diﬀerencing parameter, under the constraint d= Qθ,
































, Q = ι2,a n dY =
¡
lnI (λj)1 lnI (λj)2
¢
.
Multivariate non linear log periodogram estimator (Beltratti
and Morana, 2003) Following Sun and Phillips (2003), consider the per-
turbed long memory process
xt = µt + ut
∆
dµt = εt, (17)
0 <d<0.5, εt ∼ N.I.D.(0,σ2
ε) and ut ∼ N.I.D.(0,σ2
u). The spectrum can









where ωi = 2πi
T denotes the frequency in radians and T i st h es a m p l es i z e .
By taking logs we have
lnfx (ωi)=−2dlnωi +l nf













i ) and replacing fx (ωi)
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2d
i + wx (ωi), ωj → 0
+ (20)
where wx (ωi) is a disturbance term, and α, β, and d are the intercept, the in-
verse long-run signal to noise ratio, and the fractional diﬀerencing parameter,
respectively. In particular, α =l nfε(ω0)−c (c =0 .577216... is the Euler con-
stant), β = fu(ω0)/fε(ω0), where fε(ω0) and fu(ω0) are the spectral matrix
at the zero frequency of the signal and noise components of the process x, re-





2 ) − lnωi
¤
.
The estimator proposed by Sun and Phillips (2003) is the minimizer of the




































Sun and Phillips (2003) have proved the consistency and asymptotic nor-
mality of the estimator.
When p perturbed long memory processes are available, a multivariate
generalization can be implemented in a seemingly unrelated non linear log
periodogram framework, similarly to the extension provided by Robinson
(1995) for the linear log periodogram estimator. We would then have
lnI1(ωi)=α1 − 2d1 lnωi + β1ω
2d1
i + w(ωi)1 ,
. . .
lnIp(ωi)=αp − 2dp lnωi + βpω
2dp
i + w(ωi)p , (22)
The multivariate model can be estimated by means of a GLS approach,
where the objective function to be minimized, concentrated with respect to
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. Since the Σ matrix is not known, a two step proce-
dure can be followed to obtain eﬃcient estimates of the parameters. In the
ﬁrst step univariate estimation is performed on each equation separately by
means of the estimator proposed by Sun and Phillips (2003), obtaining an
estimate of the residuals vectors ˆ ws s =1 ,...,p,w h i c hc a nb ee m p l o y e dt o
















Asymptotic standard errors can be computed as the square root of the
diagonal elements of the matrix
AsyV ar
h













where hs(d,β) s = i,j =1 ,...,p is an m×2p matrix of pseudoregressors ob-
tained as the derivatives of the function Zs(d,β) in the compact formulation
of the model in deviations from the mean
ln˜ Is = ˜ Zs(d,β)+ws, (26)
Since only the parameter ds and βs enter in the generic sth equation, the
matrix hs will contain 2p − 2 zero columns, corresponding to the omitted
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February 2004with hs,ωl,ds denoting the generic element (frequency ωl) of the pseudore-
gressor vector obtained by diﬀerentiating the Zs(d,β) function with respect
to ds,a n dhs,ωl,βs the generic element (frequency ωl) of the pseudoregressor
vector obtained by diﬀerentiating the Zs(d,β) function with respect to βs.
Linear restrictions can be easily tested in this framework. Of particular
interest are restrictions which involve the equality of the fractional diﬀerenc-
ing parameter for two or more processes. Assuming the following ordering for
the vector of parameters (d0,β
0), with d =
¡
d1,...,d p)0 and β =( β1,...,βp
¢0 ,
lets consider the case of homogeneous restrictions
H0 : Rd = 0, (29)
where R is an h × p matrix of rank equal to h<p .Following Robinson


















Rˆ d ∼ χ
2
(h), (30)
where 0 is a null matrix with dimension h × p.
If the hypothesis under the null cannot be rejected, the restricted model
can be estimated with gains in terms of eﬃciency. For instance, a model
with equal fractional diﬀerencing parameter for the various processes can be
easily estimated from the constrained model
lnI1(ωi)=α1 − 2dlnωi + β1ω
2d
i + w(ωi)1 ,
. . .
lnIp(ωi)=αp − 2dlnωi + βpω
2d
i + w(ωi)p , (31)
and minimizing the function in [24].
Denoising (Beltratti and Morana, 2003) Following Beltratti and
Morana (2003), from the non linear log periodogram regression a semipara-
metric denoising approach can be easily implemented. By writing the noise
corrected log periodogram for the generic jth process as
lnI
c





Working Paper Series No. 305
February 2004it is possible to recover an estimate of the periodogram for the unperturbed
long memory process as
I
c
j(ωi)=e x p ( l nI
c
j(ωi)).
Similarly to the Wiener-Kolmogorov approach, two sided time domain
weights to ﬁlter the long memory signal from the observed process, can be







According to the results of the Monte Carlo simulation reported in Bel-
tratti and Morana (2003), the performance of the semiparametric ﬁlter is
very similar to the performance of the parametric ﬁlter of Harvey (1993).
Both the approaches allow an accurate recovering of the simulated signal
when the inverse long-run signal to noise ratio is low, with the performance
worsening as the inverse of the signal to noise ratio increases. However, both
ﬁlters are always unbiased, independently of the value of the long-run signal
to noise ratio. According to the RMSE decomposition, the parametric model
provides a superior performance than the semiparametric model as the long-
run inverse signal to noise ratio increases. However, a modiﬁed version of
the contemporaneous semiparametric ﬁlter in general outperforms also the




j(ωi)=l n Ij(ωi) − ˆ γjω
2dj
i
ˆ γj =00 < ωi ≤
2πm∗
T




i.e. by not ﬁltering out the lowest frequencies in the computation of the term
lnIc
j(ω).T h eo p t i m a lb a n d w i d t hm∗ can be easily determined through Monte
Carlo simulation by minimising the RMSE. The optimal bandwidth, obtained
through the minimization of the RMSE, enable the semiparametric ﬁlter to
achieve the same RMSE of the parametric model (which yields the minimum
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terms of RMSE decomposition. 31
Stationarity test A test for the null H0 : H =0 .5 against a two-sided
alternative can be computed as follows
LM = m


















ˆ HLM − H





    



















    




Bandwidth selection A theory of optimal bandwidth selection, based
on the minimization of the asymptotic MSE, has been proposed for various
semiparametric estimators (Robinson, 1994b; Henry and Robinson, 1996;
Hurvich et al., 1998) and eﬀorts have been made to make it implementable
(Delgado and Robinson, 1996; Henry, 2001). Following Henry (2001) the































31A GAUSS code implementing the optimal semiparametric ﬁlter is available upon re-
quest to the author.
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dx
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Optimal bandwidths and the corresponding estimates of d are then de-
















i = LW,AW, for the Gaussian semiparametric estimator and the averaged
periodogram estimator, while for the log periodogram estimator and the
LM estimator the formula simply is ˆ dx = d(ˆ mj) j = LP,LM.T h e r e -
cursions were started setting ˆ m(0) =
£
T4/5¤
and an estimate of the smooth-
ness parameter τ∗ =
f∗00 (0)
2f∗ (0)
, where the function f∗ (·) describes a short-
term correlation structure in the spectral density of the process f (λ)=
|1 − exp(iλ)|
1−2 ˆ H f∗ (λ), was obtained using the least square regression sug-
gested by Delgado and Robinson (1996)
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= |1 − exp(iλj)|
1−2 ˆ H λ
k
j/k!. τ∗ is then estimated by ˆ β2/2ˆ β0.32
Fractional cointegration test (Robinson-Yajima, 2001) Lets con-
sider the n×1 vector wt of long memory processes with continuous spectral
distribution function satisfying the condition fw (λ) ∼ ΛE
−
Λ as λ → 0+,w h e r e
−
Λ denotes the complex conjugate of Λ, E is a real symmetric matrix of dimen-




i=1 , 0 <d i < 1/2,i=1 ,...,n. Fractional
cointegration implies β
0Eβ = 0,s ot h a tE is of reduced rank k = n−r,w h e r e
r is the number of cointegration relations. Therefore, the number of cointe-
gration relations is given by the number of zero eigenvalues of the E matrix
(r), and the number of common long memory factors is given by k = n − r.
Robinson and Yajima (2001) have proposed a cointegrating rank test
b a s e do nt hs i g n i ﬁcance of the eigenvalues of the E matrix. Assuming that
all the processes are characterized by the same order of fractional integration,
or that the series have been partitioned in groups according to the order














ˆ di,w h e r eˆ di are the estimated fractional diﬀerencing param-
eters of each individual series.
Under the assumptions detailed in Robinson and Yajima (2001), the es-
timator is consistent and asymptotically normally distributed
m
1/2vec(E(¯ d∗) − E) → N(0,
1
2
(E ⊗ E +( E ⊗ E1,...,E ⊗ Ep))),
where Ei denotes the i- t hc o l u m no fE. By denoting the eigenvalues of the
estimated E(¯ d∗) matrix as ˆ δi i =1 ,...,n,o r d e r e da sˆ δ1 > ... > δn−r > 0,w i t h
ˆ δn−r+1 = ... = ˆ δn =0for r ≥ 1, it is shown that
32Optimal bandwidth estimation has been performed using a GAUSS routine written
by Mark Henry, to whom the author is grateful.
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it is shown that
m
1/2 (ˆ πj − πj)/sj
d → N (0,1) j =1 ,...,n− 1,r=0 .
In practice, since the asymptotic distribution of ˆ πj is standard normal
only when r =0 , a test for a non zero cointegration rank can be carried out
by considering the 100(1-α)% upper conﬁdence interval
ˆ πr + srzα/m
1/2,
not rejecting the null of rank = r if ˆ πr + srzα/m1/2 < 0.1/n.
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