In this paper the performance of Quasi Maximum Likelihood (QML) and Monte Carlo Likelihood (MCL) methods are compared through Monte Carlo studies for Constant Correlations MSV and Time-Varying Correlations MSV. Also two MSV models with leverage are proposed and their speci…c transformation for MCL estimation are provided. Our results con…rm that the MCL estimator has better small sample performance compared to the QML estimator. In terms of parameter estimation, both estimators perform better when the series are highly correlated. In terms of volatility and correlation estimates, QML estimator's performance comes closer to that of MCL estimator when the SV process become more pronounced or when estimating the time varying correlations while performing relatively worse in MSV models with leverage. Estimation of an MSV model with leverage using a trivariate data from the major European stock markets is also included in the paper.
Introduction
In …nancial time series literature, it is already established that the volatilities of asset returns are changing over time. Moreover, they are likely to be serially correlated. To illustrate this stylized fact with an example, in Figure 1 we present the indices and returns of FTSE-100 and DAX stock markets between dates 3/2/2009 and 12/10/2011. We also plot the squared returns, as a proxy of volatilities, and a rolling window estimate of correlations, with a window of 30 days. It is observed that the volatilities and correlations are changing over time. Moreover, the volatilites are clustered; i.e. higher (lower) values of volatilities are followed by higher (lower) values, which implies that the volatilities are serially correlated. To capture this kind of a dynamic volatility e¤ect, the generalized autoregressive conditional heteroskedasticity (GARCH) models have been proposed by Engle (1982) and Bollerslev (1986) . In GARCH models the time varying volatility is modelled as a deterministic function of squared previous day returns and previous day volatilities; therefore in GARCH approach the volatilities are observation driven. Currently a wide range of GARCH models are available in the literature and are well documented in the surveys: see Bollerslev (1992) An alternative approach to modelling time varying volatility is to model it as an unobserved component and let the logarithm of it change following an autoregressive process. Models of this kind are named as stochastic volatility (SV) models in the literature. The SV models are attractive because of their similarity to the models used in …nancial theory to describe the behaviour of …nancial prices; see Shephard and Andersen (2008) for the origins of SV models.
Moreover it has been shown that the SV models describe the behavior of volatilities more accurately compared to GARCH models (see for example Danielsson (1994) , Kim et al. (1998) and Carnero et al. (2004) ). Given the way the SV models are set up, their statistical properties are easy to derive from the process that the volatilities follow. However, although statistically more attractive than GARCH models, SV models have the disadvantage in terms of estimation due to the fact that this exact likelihood is di¢ cult to evaluate. The following survey papers are available about the univariate and multivariate SV models and estimation methods: Broto and Ruiz (2004) Ghysels et al (1996) , Yu and Meyer (2004) , Maasoumi and McAleer (2006) . Several methods have been proposed for estimating SV models. A relatively easier approach is the quasi-maximum likelihood estimation (QML) proposed independently by Nelson (1988) and Harvey et al. (1994) . In this approach, the log-squared returns are modelled as a linear state space model where the transformed innovations are assumed to follow a Gaussian distribution although in fact, as noted by Sandman and Koopman (1998), the true distribution is a ln . Ruiz (1994) shows that the QML estimators are consistent and asymptotically normal however due to this Gaussianity assumption, QML approach is an estimation based on approximations. Therefore, as noted by several papers as Jacquier et al. (1994) , Breidt and Carriquiry (1996) and Sandmann and Koopman (1998) , QML estimator is ine¢ cient.
The evaluation of exact likelihood requires high dimensional integration which could be based on evaluating these integrals with simulation methods and then maximizing the resulting likelihood function. This class of estimation approaches include the accelerated importance sampling (AGIS) approach as developed in Danielsson and Richard (1993) and e¢ cient importance sampling (EIS) approach proposed by Richard (2003, 2006 ) and the Monte Carlo likelihood (MCL) approach proposed by Sandman and Koopman (1998). Di¤erent from the QML estimation, the MCL method of Sandman and Koopman (1998) uses log-squared transformation of returns taking into account the true distribution of the errors therefore modelling the log-squared returns via a linear non-Gaussian state space model. A review of these importance sampling methods could be found again in M. .
The MCL method considered in this paper is the one proposed by Jungbacker and Koopman (2006) that extends the theoretical results of Shephard and Pitt (1997) , Durbin and Koopman (1997) and Jungbacker and Koopman (2005) . In this method, the returns are modelled without the log-squared transformation. Durbin and Koopman (1997) shows that the log-likelihood of the state space models with non-Gaussian errors can be written as a sum of the log-likelihood of the approximating Gaussian model and a correction for the departures from the Gaussian assumptions in relation to the true model. This form of likelihood has the advantage that the simulations are only required for the departures of the likelihood of the true model from the Gaussian likelihood, rather than for the likelihood itself. Jungbacker and Koopman (2006) uses this approach to estimate three multivariate stochastic volatility (MSV) models: the stochastic time varying scaling factor model, where the variance matrix of the returns are scaled by the log-volatilities, the constant correlations MSV model of Harvey et al. (1994) and a time varying correlations MSV model based on Cholesky decomposition. In the latter one, the correlation dynamics is driven by the volatilities and a correlation parameter. Tsay (2005) adopts a Cholesky decomposition based approach to ensure the positive de…niteness of the covariance matrix and the MSV model he proposes is the same dynamic correlations MSV model considered in Jungbacker and Koopman (2006) with the correlation parameter following a stochastic autoregressive process.
Finally the Monte Carlo Markov Chain (MCMC) methods are receiving much attention since they provide the most e¢ cient estimation tools (see Andersen et al. When …tting an MSV model to a …nancial time series, researchers are ultimately interested in estimating the underlying volatilities and correlations. Therefore, when making a comparison of performances between di¤erent estimators, one should also consider looking at their relative performances in estimating the in-sample volatility and correlations. In this respect, we employ several Monte Carlo (MC) experiments where the performances of QML and MCL methods in estimating the parameters, volatilities and correlations are compared. It is already known that MCL methods have better small sample properties compared to QML methods in terms of parameter estimation. However, in the literature there is a need for Monte Carlo simulation studies comparing QML and MCL methods in terms of in-sample volatility and correlation estimations in a multivariate setup and for di¤erent parameter sets. In this paper, we attempt to …ll this gap with a number of MC experiments for several models.
For our MC experiments, we …rst consider the Constant Correlations MSV model of Harvey et al. (1994) and the Time Varying Correlations MSV model discussed in Jungbacker and Koopman (2006) . Jungbacker and Koopman (2005) proposes a univariate SV model with leverage and discusses how to estimate it via MCL method. In our paper we propose a direct multivariate generalization of this model and refer to it as MSV with diagonal leverage, where the correlations between the innovations of returns and volatilities are diagonal and discuss how to estimate it via MCL method. A similar but more restrictive model has been proposed, but not estimated, by Danielsson (1998) , where these correlations are modelled as a function of the variances of the innovations in the volatility equations. estimated the MSV with leverage model of Danielsson (1998) via MCL method of Sandman and Koopman (1998) and they provided the log-squared transformation of the model necessary to implement this estimation. Using the transformations they provided, it is also possible to estimate Danielsson (1998) MSV with leverage model with QML method. Furthermore, we propose the MSV with nondiagonal leverage model where the correlations between the innovations of returns and volatilities are non-diagonal; i.e. the innovations of the volatility of series i is correlated with the innovations of the returns of series j. We also provide the necessary transformations to estimate these two MSV with leverage models via MCL method which are derived based the univariariate estimation in Jungbacker and Koopman (2006) . We borrow the transformations of for estimating our two leverage MSV models via QML method.
The paper is organized as follows: we …rst discuss brie ‡y the Constant Correlations MSV model, Time Varying Correlations MSV model and the two MSV models with leverage we propose and later provide information on how these models can be estimated via Quasi Maximum Likelihood and Monte Carlo Likelihood methods. In the next section we explain the set up of our Monte Carlo experiments and discuss the results. In section 4, we estimate a trivariate MSV model with leverage for the returns on three major European stock markets. Finally in section 5, we discuss further topics for research and conclude.
2 Multivariate Stochastic Volatility (MSV) Models
The Basic Model
The …rst MSV model introduced to literature was that of Harvey et al. (1994) . If we let y t = (y 1t ; y 2t ; :::; y kt ) 0 be a kx1 vector of observations at time t and h t = (h 1t ; h 2t ; :::; h kt ) 0 be the corresponding log-volatilities, then this model is de…ned as:
where is a kx1 vector of, and is a kxk matrix of parameters. The covariance matrices P " and Q are of the corresponding errors " t and t . The diagonal elements of P " are restricted to be equal to one for identi…cation purposes, therefore P " is a correlation matrix. For simplicity, we do not consider volatility spillovers, i.e.
is a diagonal matrix. However, the volatilities h t are still dependent on each other via Q matrix. Finally, the (i; j) element of 0 is the (i; j) element of Q divided by (1 ii jj ). 1 By construction, this model assumes constant correlations, therefore following Yu and Meyer (2006), we will refer to this model as Constant Correlations MSV (CCMSV) model. In our analysis, we focus on the parameters, in order:
0 . In this model there are k 2 +2k parameters to estimate.
Time-Varying Correlations MSV
The Time Varying Correlations MSV model considered in our paper is the one mentioned in Jungbacker and Koopman (2006) . We will refer to this model as TVCMSV. Following the notation above, the observation equation (1) is modi…ed as:
where D is a lower unity triangular marix and I denotes the identity matrix. The idea is to decompose the conditional variance of y t , V ar(y t jh t ) = V t = DH t D 0 , and therefore having a stochastic dynamics behind the variances and correlations implied by V t . If we would call g ii;t = exp(h i;t ) and D = fq ij 6 = 0 when i > j; 0 otherwiseg, then the implied correlations by the model are given by:
is g ss;t ; i = 1; 2; :::; k
q is q js g ss;t ; i > j; i = 2; 3; :::; k 1 That is, 0 satis…es the stationarity condition: 0 = 0 + Q . Therefore the elements of 0 can be obtained by: This model is also a special case of factor MSV models proposed by Shephard (1996) and further studied in Aguilar and West (2000) and Chib et.al. (2006) with the number of factors being equal to the number of series. A shortcoming of this model is that the driving forces underlying the volatility and correlation dynamics are the same; g ii;t and q ij . The model para-
The number of parameters to be estimated in this model is also given by k 2 + 2k.
Tsay (2005) lets the correlation parameters to be dynamic in the sense that the unity lower triangular matrix D becomes D t = fq ijt 6 = 0 when i > j; 0 otherwiseg where q ijt follows a Gaussian AR(1) process. Then the equation (4) becomes:
where q t evolves with the equation: where 0 is de…ned similar to 0 . We can put this model to a state space form as follows:
This TVCMSV model de…ned via (5) and (6) TVCMSV model with stochastic correlation parameter will be considered in the empirical part where we assigned a parameter also for the correlation between t and v t . This parameter implies that in periods of high volatility, the returns of di¤erent assets tend to be more correlated.
MSV with Leverage E¤ect
The MSV model with diagonal leverage we propose here is a direct generalization of the univariate model considered in Jungbacker and Koopman (2005) . Changing the de…nition of the errors slightly, we could rewrite the equations (1), (2) and (3) of CCMSV model as follows:
with the following modi…cation is made to the CCMSV model:
where L = f ii ; i = 1:::k : ii [ 1; 1]g is assumed to be a diagonal matrix. Therefore by construction, the MSV with diagonal leverage model de…ned by equations (7) and (8) implies constant correlations. A transformation similar to the one in Jungbacker and Koopman (2005) could be then adapted to write this model in a state space form: where S matrix is a diagonal matrix of the signs of each element of L while jLj is the absolute value of (the elements of) L matrix. (Therefore SjLj = L). P " and Q are obtained via Cholesky defactorization of P " and Q , respectively. The errors are all mutually and serially independent. It can be shown that the transformed model in equation (9) is consistent with the MSV model with leverage de…ned by equations (7) and (8) .
De…ning the state and signal vectors as t = (h
, we have transformed model ready for MCL estimation:
The parameter vector to be estimated is therefore = (vecl(P " );
and the number of parameters to estimate in this model is k 2 + 3k. A similar but more restricted model is considered in Danielsson (1998) and estimated in where
22 ; :::; k 1=2 kk ) and Q = f ;ij g. It should be noted that in relation to our model, L = Q LP " :
It could also be the case that the L matrix is non-diagonal in the sense that the errors in the observation equation of series i are correlated with the errors in the volatility equation of series j. Then the transformation above should be modi…ed. Assuming that L matrix is symmetric and (positive or negative) semi-de…nite, we can de…ne a scalar s which takes a value 1 ( 1) if the L matrix is positive (negative) semi-de…nite. Therefore replacing the S matrix with the scalar s and jLj with sL in the equations above would provide us with the necessary transformation.
where is de…ned as above. The parameter vector in this case is = (vecl(P " );
which has 2k 2 + 2k parameters to estimate.
Estimating the MSV Models
The estimation methods considered in this paper are the Quasi-maximum Likelihood (QML) method of Harvey et al. (1994) 
Quasi-maximum Likelihood (QML) Estimation
In this estimation method, the multivariate return vector y t is put through a log-squared transformation in order to obtain a state space formation (SSF) of the model. For the CCMSV model; the observation equation and the state equation are given as:
where is a vector of ones and the mean of log(" 2 it ) is known to be 1:2703, and its variance is 2 =2. In fact, the distribution of log(" (2006) for multivariate model). We can replace log(" 2 t ) + 1:2703 with t whose mean is a vector of zeros and covariance matrix is given by P ; which is de…ned below. QML method approximates the distribution of t with N (0; P ). The estimation procedure is relatively easier: Kalman …lter is applied to the logsquared returns and afterwards, the one-step ahead prediction errors and their variances are used to obtain the likelihood function. However, this estimation only yields minimum mean square linear estimators because Kalman …lter is a linear …lter. How to improve the performance of QML estimators using a better …lter is an interesting topic for future research. 2 Taking into 2 Watanabe (1999) uses a nonlinear …ltering to improve the performance of QML estimators in a univariate setting.
account the non-Gaussian distribution of t , the asymptotic standard errors can be obtained following Dunsmuir (1979) . Harvey (1989, pp 212-3) notes that these asymptotic standard errors cannot be used for testing if the parameters in the matrix Q are signi…cantly di¤erent from zero. To estimate the in-sample estimates of volatilities and correlations, a Kalman smoothing algorithm is employed. Although, the QML method provides consistent estimators, because of the Gaussian approximation, it is likely to have poor small sample properties. Breidt and Carriquiry (1996) and Sandman and Koopman (1998) are some of the papers that document the ine¢ ciency of QML estimation.
It is shown in Harvey et al. (1994) that the ij-th element of the covariance matrix P is given by ( 2 =2)p ij , where p ii = 1 and:
where (x) s = x(x + 1):::(x + s 1). After obtaining jp ij j, the sign of it can be recovered from the sign of the product of corresponding pair of observations, i.e. y i y j . If more than half of the multiplications y i y j is positive, then the sign of p ij is positive.
One problem with the QML estimation is the existence of inliers, i.e. due to missing data or simply by chance some returns will be zero or very close to zero. Therefore a log-squared transformation of this return will explode. To take care of this, several methods are used in the literature. Kim et al. (1996) considers a transformation such as log(y 2 t + c) where c = 0:001, while Fuller (1996) assumes a data driven transformation. We follow here the transformation discussed in Sandman and Koopman (1998) where the values of log(y 2 t ) which are less than 20 is set equal to 20.
The estimation of TVCMSV model via QML method is very similar. It is only required that in the estimation, the log-squared transformation should be applied to D 1 y t and the resulting loglikelihood function contains an additional term: 0:5T log(det(D)): Given that in TVCMSV set up in our paper the D matrix is lower unity triangular, its determinant is one and therefore this additional term is equal to zero. Alternatively the D matrix could have been de…ned as a lower triangular matrix where with nonzero values in the leading diagonal and the intercept term in the volatility equation, , is a vector of zeros. Then the additional term in the loglikelihood would be di¤erent than zero. See Jungbacker and Koopman (2006) for details. For the MSV model with (diagonal or nondiagonal) leverage, the log-squared transformation as discussed in can be applied to the model:
# where s t is a vector constructed from the signs of the returns in y t vector, c = 1:2703; and the expressions for P j"j and R j"j can be found in the appendix of . It should be noted once again that L = Q LP 0 " in relation to the construction of our leverage model. As expected, when the parameter values in L matrix are equal to zero, the state space form representation in CCMSV is obtained. Using this transformation, it is straightforward to estimate the MSV models with leverage by QML method by using a properly constructed Kalman …ltering.
Monte Carlo Likelihood (MCL) Estimation
Proposed by Durbin and Koopman (1997) and Shephard and Pitt (1997) , this estimation method is based on constructing the likelihood function for general state space models using Monte Carlo techniques. Sandman and Koopman (1998) puts the log-squared transformed returns to a linear non-Gaussian state space form and proceeds with the estimation taking into account the true distribution of the log-squared transformed errors. What we refer to as the MCL method in this paper is the one proposed by Jungbacker and Koopman (2006) , which extended the method in Durbin and Koopman (1997) for the observation vector without the log-squared transformation. Other simulated maximum likelihood methods are considered by Danielsson and Richard (1993) , Liesenfeld and Richard (2003) . In MCL method, the loglikelihood function is approximated as a sum of a Gaussian part, constructed via Kalman …lter, and a minor remainder part which is evaluated using simulations. Therefore it only needs a small number of simulations to achieve the desirable accuracy for empirical analysis.
After some manipulations Durbin and Koopman (1997) show that the likelihood function for the non-Gaussian model based on importance sampling can be written by:
where p G (y) represents the Gaussian likelihood function of the approximating model which is de…ned by:ỹ 
where M is the number of samples to be generated from p G (hjỹ) using the simulation smoother algorithm of Jong and Shephard (1995) log p(y t jh t ) = 0:5k log(2 ) 0:5
h it 0:5 log(det(P " )) 0:5d (2006) suggests, when the model gets too complicated or when explicit expressions for _ p(y t jh t ) and • p(y t jh t ) can not be obtained analytically, as a last resort numerical approximations can be used. For the CCMSV model the analytical derivatives are provided by Jungbacker and Koopman (2006) and these can also be used to obtain the derivatives for TVCMSV. In our estimations, we used analytical derivatives also for the MSV with leverage models and we provide them in the appendix.
Finally, the in-sample estimates of the underlying volatilities can be obtained from the smoothed estimate of the state vector (which is just volatilities in case of CCMSV and TVCMSV models but a larger vector in MSV models with leverage) which can be computed from: 
Monte Carlo Simulations
In this section, we report the results of our MC experiments in order to compare the performance of QML and MCL methods when estimating the models considered in the paper for several di¤erent parameter sets. For this comparison we look at the performances in parameter estimation as well as in in-sample smoothed volatility and correlation estimations. The results are reported in terms of parameter estimates, corresponding MC standard deviations and root mean squared error (RMSE) for each parameter estimate as a measure of e¢ ciency. On the other hand, the kernel density estimates of the average deviations of estimated volatilities, b h it , and correlations, b p t , from their true values are provided. These average deviations are calculated for each series over the number of simulations B: i :e: for each t:
Given that in the case of Constant Correlations MSV (CCMSV) and MSV models with leverage the correlations are constant (the correlation estimate is actually a parameter estimate), the kernel density estimate of the deviations of B di¤erent estimates of the correlation parameter from the true correlation parameter will be plotted. However, for the Time Varying Correlations MSV (TVCMSV), as in the case of volatilities, the kernel density estimate of b p t is plotted.
In the MC simulations, we generated B = 100 time series vectors of dimension k = 2 with sample size T = 500. For the CCMSV model, the true values of the parameters = (vecl(P " ) 0 ; 0 ; diag( ) 0 ; vech(Q ) 0 ) 0 and parameter estimation results are given in Table 1 .
Parameter estimation results for the CCMSV model con…rm the previous results in the literature that the small sample performance of MCL is better than that of QML; the QML method is less e¢ cient. The e¢ ciency of QML estimator of the correlation parameter increases as the two series become more correlated. When the series are less correlated, the QML doesn't estimate the correlation parameter very accurately: even though the mean is more or less around the true value, we observe a relatively high variance. Also when the variance of the SV processes are higher (comparing Exp 1 and Exp 3) the QML estimator gains e¢ ciency in estimating the autoregressive coe¢ cients : The same can be said also for the MCL estimator of that the RMSE is smaller when the SV processes become more pronounced. Comparing Exp 1 and Exp 4, we can say that when the true value of p is high, QML and MCL estimates of this parameter have less MC standard deviation. It is also noticed that overall the performance of MCL estimator improves consistently for all the parameters when p increases. When the variance of SV process is higher, it is seen that the estimation performance of both QML and MCL estimators for autoregressive parameters increase while there are slight changes in the RMSE's of the correlation estimates. (Comparing Exp 2 and Exp 5, Exp 6 and Exp 8) Figure 2 -3 imply that MCL estimators of the volatilities are more e¢ cient compared to QML estimators. The high variance of the QML correlation estimates can be noticed in the third column. especially in the experiments where the true correlation parameter value is 0:2. While higher variance of the SV process errors bring with it an increase in the variance of the estimated volatilities for both QML and MCL estimators, when the series are highly correlated both estimators seem to perform better in estimating the underlying volatilities and correlations. In Table 2 , the RMSE of the volatility and correlation estimates of QML and MCL estimators are given. From this table the ine¢ ciency of QML estimation in estimating the correlation parameter when the true value is low can be seen clearly: when the correlation parameter value is increased from 0:2 to 0:8, the RMSE of QML correlation estimates improves twofolds. Looking at this table, it can be said that QML performs closest to MCL estimator in the experiments where the second autoregressive parameter and the variance of the SV processes are high (Exp 5 and Exp 6). On the other hand, QML estimator of the correlation parameter performs closer to MCL estimator when the correlation parameter is high. (Exp 6) For the experiments with TVCMSV model, the values for the parameters (except the correlation parameter) is chosen from the experiment 1 of CCMSV model. The correlation parameter values 0:2041 and 1:3333 are chosen such that the correlation between the volatility adjusted series are 0:2 and 0:8, respectively. The parameter estimation results in Table 3 suggest that QML estimator performs better in estimating the correlation parameter as well as the under- lying correlations with TVCMSV model than with CCMSV model. Also, it is observed that when the correlations are higher (in Exp 2 relative to Exp 1), the MC standard deviations and RMSE's of all QML estimates are less; while the performance of MCL estimator seems to be similar in these two experiments. Figure 5 shows the kernel density estimates of the deviations of volatility and correlation estimates from the true values for both estimators. The underlying correlations are estimated with less variance by both QML and MCL methods when the correlations between the series are high. (Notice the range of the y-axis of the …gure for the correlations) Looking at Table 4 , we can see that while the performance of QML and MCL in estimating the underlying volatilities is more or less that same as in corresponding CCMSV experiments (Exp 1 and Exp 4), the performance of these estimators in estimating the underlying correlations increased. For the MSV with diagonal leverage model, all the parameter values are taken from experiment 1 of CCMSV model. For the additional parameters that control for the leverage, we chose L = diagf 0:2000; 0:2500g and L = diagf 0:5500; 0:6000g. In Table 5 , we report these true values of the parameters as well as the results of the QML and MCL estimations when the data was generated by an MSV model with diagonal leverage. It is observed that compared with the Exp 1 of CCMSV model, the performance of QML estimator has decreased Table 5 . The parameter estimation results of the simulations where the data is generated by an MSV model with diagonal leverage and estimated via QML and MCL methods. For each experiment, the true parameter values are reported in the first row. Then for each estimation method, MC mean, standard deviation (in paranthesis) root mean squared error (in square brackets) are reported, respectively.
Estimation\Parameters when two more parameters were included to control for the leverage while performance of the MCL estimator seems to be similar. When the leverage e¤ect is higher the QML estimates of the autoregressive parameters have less standard deviation and RMSE. It is also observed that among all the experiments done, the performance of QML estimator in estimating the correlations of this model is the lowest. This results can be con…rmed visually from Figure  6 . Finally the RMSE's of the volatility and correlation estimates are reported in Table 6 . It is observed that for both estimators the volatiltiy estimates have higher variation and RMSE and it increases with the strength of leverage. The correlation estimates obtained via QML estimator have 5 to 7 times higher RMSE than the MCL estimator. The estimation of the MSV model with leverage requires the restriction that the L matrix is symmetric and positive or negative semide…nite. This restriction is not required by the QML estimation. However for comparison purposes, we also estimated the model via QML assuming this restriction. The estimation results are given in Table 8 . When comparing the unrestricted QML and MCL estimation results, we see that the correlation estimates obtained by these two methods are more or less the same. While the MCL estimates of the autoregressive parameters are higher, the MCL estimate of elements of the variance matrix of the SV process is much lower. On the other hand it is noted that the intercept in the SV process is estimated to be much higher by the QML process. When we look at the leverage matrix estimates, we see that MCL estimates of the diagonal of L matrix are higher compared to the QML estimates while the o¤-diagonal elements are estimated by MCL to be lower in absolute value. Overall we see that with the MCL estimation, the standard errors obtained are lower for all parameter estimates. Figure 6 shows for each series the absolute values of the returns plotted along with the QML and MCL smooth estimates of the standard deviations. It is observed that the evolution of standard deviations estimated by MCL method is smoother. This is due to the fact that the elements of the variance-covariance matrix of the SV process is estimated to be lower under MCL method compared to QML method. On the other hand it is observed that the MCL estimates of the standard deviations follow the absolute values of the returns closely while QML estimates are experiencing some jumps when volatility of the data is increasing. Jungbacker and Koopman (2006) . Moreover, we propose two MSV models with leverage which are new to the literature. The …rst MSV model with leverage is a direct generalization of the univariate model in Jungbacker and Koopman (2005) . In this model, each series has its own leverage e¤ect: i.e. the return shocks of series i is correlated with the volatility shocks of series i while the correlation of the return shocks of series i and the volatility shocks of series j is zero. Therefore in this model the leverage matrix is diagonal, hence we refer to it as MSV model with diagonal leverage. In the second MSV model with leverage, we relax this assumption and let the o¤-diagonals of the leverage matrix to be non-zero. We refer this model as MSV with non-diagonal leverage.
The estimation of CCMSV model via QML and MCL are discussed in Harvey et al. We considered eight di¤erent parameter sets for the CCMSV model in our MC experiments. The results con…rm the previous …ndings in the literature that QML estimator is ine¢ cient in terms of parameter estimation. It is observed that when the true value of the correlation parameter is low, the QML estimator of this parameter has very high variance. Therefore, when estimating a model with real data, if the underlying correlation parameter is low, the QML estimate will not be very informative. We also observed that the performance of the QML estimator increases as the series become more correlated and when the SV processes have higher variance. The performance of MCL estimator was superior to that of QML estimator in all parameter sets, although the QML estimator was performing closely in the experiments where the correlations were higher or SV processes had higher variance.
For the TVCMSV model, we considered two experiments; one with low correlation and another one with high correlation. It appeared that the performance of the QML estimator relative to the MCL estimator was much better compared to the experiments of CCMSV model. With time varying correlations, the QML estimator was able to perform close to the MCL estimator even when the correlations were low.
For the MSV models with leverage, our results showed that relative to the experiments with CCMSV, the ine¢ ciency of the QML estimator increased while the performance of MCL stayed the same when leverage is introduced. The correlation estimates QML model had very high root mean squared error (…ve to seven times the ones of MCL estimator).
Based on our results, we conclude that even though in the case of TVCMSV, QML estimator performs close to MCL estimator, the latter is always preferred. We do not recommend using QML estimators for the models with leverage. Although QML method can be implemented much easier than MCL and the estimation time is much less in QML estimation; we suggest its use if it is expected that the series are highly correlated and the SV processes are more pronounced. Given the results in the literature on the ine¢ ciency of QML estimator in small samples, it would be also a plus if the sample size is large, when using QML method.
The ine¢ ciency of QML method is also due to Kalman …ltering, which is a linear …lter. It is a very interesting question how to improve the performance of QML estimators using a non-linear …lter. An answer is provided by Watanabe (1999) for the univariate SV model and extending it to a multivariate setup would be an interesting topic.
Another point to consider would be to introduce a correlation between the SV process errors and the stochastic correlation parameter errors in the Tsay (2005) model. The intuition behind this extra parameter would be that the volatility shocks are correlated with the correlation shocks, meaning that when the series are more volatile, they are expected to be more correlated. As we have seen in the recent crisis, the markets tend to move more closely when there are bad news, while their recoveries from these falls might not be as quick.
Appendix
Following Jungbacker and Koopman (2006) and Lutkepohl (1996) , we obtained the derivatives for the bivariate MSV model with diagonal leverage needed for deriving the approximating linear model. For the nondiagonal leverage model, it can be easily modi…ed. On the other hand, these derivatives are extendable to cases with more than k = 2 series; in the empirical estimation part these derivatives are used for k = 3 case.
y t H t and P " as de…ned in (1) and (3). Then we can write:
2;t de…ned as in (7): If we would ignore the constants and let X = I 2 SL where I 2 is a 2x2 identity matrix, the log-likelihood would be given by: 
