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The one-atom maser or micromaser is a quantum optics system that
allows the observation of single two-level atoms interacting with a single-mode
field. The microscopic nature of the micromaser system and the absence of
significant amounts of stochasticity and noise, allows for the observation of
behavior that is drastically different from that of macroscopic masers. This
dissertation describes theoretical studies of the micromaser system and ex-
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The most basic system of radiation-matter coupling is a single two-
level atom interacting with a single mode of an electromagnetic field. This
system was first treated theoretically by Jaynes and Cummings in 1963 [29].
Their model predicted an enhancement of the spontaneous emission rate near
resonance and Rabi oscillations of energy exchange between the atom and field
in agreement with the earlier classical models. The Jaynes-Cummings model
also predicts collapse and revivals [42] and fractional revivals [1] of the Rabi
oscillations at large interaction times. This system was of purely academic
interest until the development of frequency-tunable lasers allowed the study
of highly excited Rydberg atoms. The use of Rydberg atoms allows for very
strong atom-field coupling and long spontaneous lifetimes. Also, transitions
to neighboring levels being coupled to microwave frequency modes allows for
the construction of cavities with low-order modes being sufficiently large to
insure long interaction times. Enhancement of the spontaneous emission rate
of a single atom in a tuned cavity was observed in 1983 [23]. Later in 1985 a
group led by H. Walther achieved the construction of a cavity of sufficiently
high Q that the oscillatory energy exchange between the atom and field could
be observed [41]. Their system consists of a series of identically prepared
Rydberg atoms injected into a maser cavity at a rate small enough so that it
is rare for more than one atom to interact with the field at the same time.
Since then, the Jaynes-Cummings model has been found useful in a number of
other applications including quantum nondemolition measurements [7, 8, 27],
quantum state teleportation [10, 15], quantum computation [59], ion traps [11],
and optical cavity QED [21].
In the one-atom maser or micromaser, as it came to be called the atoms
play a dual-purpose role of both pumping the field and also probing the field
via measurements made on the outgoing atoms. Any other means of measuring
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the field has the detrimental effect of lowering the Q of the cavity. The long
photon-storage time of the cavity allows for the build up of a significant field
without needing higher pump rates that would include a significant amount
of cooperative effects. It also allows for the decay of the field to be negligible
during the passage of an atom whose interaction time is much less than the
photon-storage time. The dynamics of the micromaser system thus separates
into times of pure damping of the field punctuated by the passage of single
atoms through the cavity with the atom-field interactions described by the
Jaynes-Cummings model. This is the micromaser theory that was first pro-
posed by Filipowicz, Javanainen, and Meystre in 1986 [20]. Their model also
included the effect of a highly peaked distribution of atomic velocities. The
theory predicts a number of behaviors that are drastically different from that
of macroscopic masers due to the microscopic nature of the micromaser system
and the absence of significant amounts of stochasticity and noise. These be-
haviors include sub-Poissonian statistics [20, 37], bistability and hysteresis [20],
trapping states [44], and quantum jumps [3].
In 1987 Rempe and Walther et al. measured the probability of detect-
ing atoms in the upper maser level and obtained results in good agreement
with the theory and observed an effect analogous to the collapse and revivals
of the Jaynes-Cummings model [54]. Then in 1990 they argued that the sub-
Poissonian statistics of the micromaser field could be observed by the presence
of sub-Poissonian statistics in the detection of lower state atoms [53] and mea-
sured the Fano-Mandel function for the detection of lower state atoms [52].
They observed sub-Poissonian statistics and obtained results in good agree-
ment with the theory. In 1995 Raithel and Walther et al. [50] observed atom-
atom correlations and bistability. More recently, Weidinger and Walther et
al. have reported evidence of trapping states in measurements of the atomic
inversion and the Fano-Mandel function [67], though their results show poor
agreement with the theory.
In order to increase the regime of applicability of micromaser theory
and to improve the comparison with past and future experiments, much work
has been done to extend the theory of Filipowicz, Javanainen, and Meystre.
Zhu et al. have extended the Jaynes-Cummings model to include the effect of
atomic damping and discussed its effect on the microamser field statistics [68],
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though they assumed zero temperature and gave results only for the case of
the two atomic levels having the same decay rate. The micromaser theory
has also been extended by determining the detection statistics of the outgo-
ing atoms including the effect of inefficient detection. The evolution of the
micromaser field between detection events was derived by Briegel et al. [6].
They showed that conditioned evolution of the field is described by a nonlin-
ear master equation. However, a linear master equation and a non-normalized
conditioned density operator, as used by Herzog [25], can be used in place of
the nonlinear equation and the normalized conditioned density operator. For
the case of inefficient detection, the counting statistics [6], the sequence statis-
tics [30], and the waiting-time statistics [30] of detection events were derived.
The detection statistics of the emerging atoms have been shown to be sensitive
to the photon-number distribution in steady state [53] and the intensity fluc-
tuations [12, 13, 25, 26]. The theory was also extended to include the counter-
rotating terms neglected in the rotating-wave approximation by Zheng-Dong
et al. [35]. We extended the theory to include two-atom events [31] making
use of the results of Kolobov and Haake [33] who derived the equivalent of the
Jaynes-Cummings model for two atoms interacting with the same field. Even
at the pump rates used in Walther’s experiments where the occurrence of two-
atom events are extremely rare, two-atom events were predicted to affect the
visibility of trapping states [47, 66], though our analysis showed that the effect
of including of two-atom events was negligible in the experiment of Ref. [67]
in which Walther’s group reported evidence of trapping states.
Other micromaser arrangements have been proposed. Krause and oth-
ers [34, 39, 56] have proposed coherently pumped micromasers. Wagner et
al. [63–65] have proposed introducing a π/2 pulse on the atomic beam be-
tween the exit port of the maser cavity and the detection apparatus. Both
of these experiments were proposed in order to break the phase symmetry
of the field in order to achieve measurements sensitive to the field coherence
properties. They have been shown to allow measurements of the phase diffu-
sion rate and linewidth of the field, but neither has been shown to give the
full details of the spectrum. Briegel et al. [5] has considered a periodically
pumped maser in which the atoms arrive at equal intervals. Such a setup is
attractive for its simplicity and is susceptible to analysis using the damping
basis [4]. More recently, Varcoe and Walther et al. have begun observations
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on a pulsed micromaser, in which a packet of excited atoms arrive at a maser
cavity containing only a thermal field. With this setup they have been able to
observe number states [61].
For good reviews of the micromaser theory and experiments consult
Refs. [18, 24, 45, 51, 58].
In Chapter 2 of this dissertation we review background material about
electromagnetic fields inside a high-Q cavity. We also discuss the theory of
system-reservoir interactions and the damping of the electromagnetic field.
In addition, we discuss the eigenstates of the damping operator that were
derived by Briegel [4]. We make a small contribution by correcting the errors
in the discussion of Ref. [4] and by treating the left eigenstates of the damping
operator differently which simplifies the establishment of orthonormality.
In Chapter 3 of this dissertation we review background material about
Rydberg atoms in electromagnetic fields. We also discuss the damping of two-
level atoms using a density operator approach similar to the theory of system-
reservoir interactions used to describe the damping of the field. This approach
gives the usual depletion of the atomic levels due to Wigner-Weisskopf spon-
taneous emission without making the assumption of zero temperature. It also
leads to reservoir-induced transitions between the two levels of the two-level
atom that cause the atom to approach a steady state inversion. If you were
to describe the reservoir-induced transitions between the two levels of the
two-level atom as spontaneous emission at zero temperature, you would con-
clude that the steady state inversion of the atom is −1. Our contribution is
therefore to relax this assumption by describing the relaxation of the atom
to the exact steady state inversion. We also discuss the Jaynes-Cummings
model of a two-level atom interacting with a single mode field. We extend the
Jaynes-Cummings model by including the effect of a spacial-dependent atom-
field coupling strength, but show that it has no effect for the case of an atom
traversing the cylindrical axis of a cylindrical cavity containing the TE mode
used in the experiments of Walther et al. [41, 50, 52, 54, 67]. We also extend
the Jaynes-Cummings model to include depletion damping, obtaining results
that agree with Zhu et al. [68].
In Chapter 4 of this dissertation we discuss the micromaser system.
We first derive a continuous master equation averaged over the Poissonian
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arrival times of the injected atoms. This establishes an operator describing the
evolution of the microamser field which had been in use but lacked a formal
derivation. We then derive a more general steady state of the micromaser
field that includes a non-zero temperature, depletion damping, and velocity
averaging. Using this, we discuss the effect of depletion damping on the photon
statistics of the micromaser field.
In Chapter 5 of this dissertation we discuss the extension of the mi-
cromaser theory to include two-atom events. Kolobov and Haake [33] studied
the equivalent of the Jaynes-Cummings model including two atoms interacting
with the same field. They also considered the effect of two-atom effects on the
micromaser, but their subsequent analysis suffered from approximations and
their results were dubious. We extend the theory of Kolobov and Haake by
making no approximations and derive the evolution operator and steady state
of the micromaser field including two-atom events [31]. Earlier Casagrande
et al. [9] made the same extension using a quantum trajectory method, but
their results have errors. A comparison of our results (in which the spacings
between the two atoms in two-atom events are averaged over) with the two
extreme cases of two-atom events consisting of atoms arriving in pairs and
atoms arriving sequentially, places the average result in between the two ex-
treme cases (as a result of the smooth dependence on the arrival spacings of
the two atoms). The results of Casagrande et al. does not give this result. As
a further test, we perform a Monte Carlo simulation and find that the results
agree with our theory.
In Chapter 6 of this dissertation we discuss the detection statistics of
the outgoing atoms due to inefficient detection. We contribute to the dis-
cussion by deriving the sequence statistics and waiting-time statistics of the
detection events [30]. We derive the average number of successive detections
of atoms in the upper and lower maser level. We also show that the average
waiting-times between detections of atoms in the same state are given by the
uncorrelated rates of atomic detections, but that the average waiting-times be-
tween atoms in different states exhibit correlations. The waiting-time statistics
were calculated earlier, but only for particular trapping states [6, 25].
In Chapter 7 of this dissertation we discuss results of calculations of
observable quantities. First we discuss results of calculations of the atomic in-
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version including non-zero temperature, atomic depletion damping, and veloc-
ity averaging for comparison with the experiment of Weidinger et al. [67]. We
then perform the same comparison between calculations of the Fano-Mandel
function and the experimental measurements in Ref. [67]. Despite the effort to
perform a comprehensive comparison with the experimental results, the agree-
ment remains very poor. In light of the good agreement between the previous
experiments and the theory, the recent lack of agreement is unexpected. We
also show results of calculations of various sequence statistics that have not
been measured by experiment. We show that the mean number of successive
detections of atoms in the upper and lower maser levels are sensitive to the
presence of trapping states and might provide a better alternative to measure-
ments of the atomic inversion for observing trapping states. Finally, we show
calculations of the average waiting-time statistics between atoms in different




2.1 Classical Cavity Fields
This sections presents some background material that sets the stage
for a later discussion of quantized electromagnetic fields in a cavity. A good
reference of classical cavity fields and classical electrodynamics in general is
the book by J.D. Jackson [28].
Consider a cavity of volume V , enclosed by perfectly conducting walls.
The electromagnetic field inside the cavity is described classically by Maxwell’s
equations. In the absence of charges and currents, they are given by
∇ · E = 0 (2.1)
∇ · B = 0 (2.2)
∇× E = −∂B
∂t
(2.3)









B = ∇×A, (2.6)
where A and Φ are the vector and scalar potentials. Choosing the Coulomb
guage condition
∇ · A = 0 (2.7)
Φ = 0, (2.8)
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Eq. (2.1) is automatically satisfied. By using the vector identity
∇×∇× A = ∇(∇ ·A) −∇2A, (2.9)















where the coefficient ǫ
−1/2
0 is used for normalization. If we substitute this into
the wave equation (2.10), then for each l we have
q̈l + ω
2
l ql = 0 (2.12)
∇2ul + k2l ul = 0, (2.13)
where the frequencies ωl are separation constants, and the wavenumbers kl are
given by kl = ωl/c. The guage condition (2.7) further requires that
∇ · ul = 0. (2.14)




(the real solution being the real part of this complex solution and ql(0) being
an arbitrary amplitude and complex phase).
The solution to Eq. (2.13) will depend on the boundary conditions. For
boundary conditions, we require that at the walls of the cavity the tangential
component of E and the normal component of B vanish. That is
n̂× E|wall = 0 (2.16)
n̂ · B|wall = 0, (2.17)
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where n̂ is a unit normal at the wall. The electric and magnetic fields corre-
sponding to the vector potential (2.11) are given by











and so the boundary conditions become
n̂× ul|wall = 0 (2.20)
n̂ · (∇× ul)|wall = 0. (2.21)
Independent of the shape of the cavity, a discrete set of spatial functions




dV ul · um = δlm. (2.22)
The spatial functions ul are then completely specified and describe the normal
modes of the cavity, with the amplitude of the lth mode given by the real part
of ql(t).






























dV (∇× ul) · (∇× um). (2.24)







(∇× ul) · (∇× um) = um · ∇ ×∇× ul + ∇ · (um ×∇× ul), (2.25)
and Gauss’s theorem, the last integral in Eq. (2.24) becomes
∫
V
dV um · ∇ × ∇× ul +
∫
∂V
dA · (um ×∇× ul), (2.26)
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where dA is an element of area on the cavity wall. The surface integral vanishes
because of the boundary condition (2.21). The first integral in Eq. (2.26) is
∫
V
dV um · (∇(∇ · ul) −∇2ul) = k2l
∫
V
dV ul · um = k2l δlm, (2.27)











which is equivalent to the Hamiltonian for an infinite set of uncoupled harmonic
oscillators of unit mass and frequencies ωl. In this way, we associate a radiation
oscillator with each normal mode of the cavity.
We have shown that a cavity with perfectly conducting walls has a
discrete set of frequencies of oscillation with a definite spatial mode for each
resonance frequency. In actuality, there is a narrow band of frequencies around
each resonance frequency over which appreciable excitation of the mode can
occur. The principle source of this is the dissipation of energy due to losses
in the cavity walls and perhaps in a dielectric filling the cavity. A measure of
the sharpness of a cavity’s response to excitation near a resonance frequency





Here ω0 is the resonance frequency of the cavity. This says that free oscillations
of the field decay at the rate γf = ω0/Q. A damped oscillator driven at a














where the decay rate γf is also the half-width of the line shape. The modes
in a cavity thus have a characteristic width, and, as a matter of practicality,
it is best for the dimensions of the cavity to be chosen so that the resonant
frequency of operation lies well separated from other resonant frequencies.
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2.2 Quantized Cavity Fields
The field is quantized by quantizing each mode of the cavity as a
quantum-mechanical harmonic oscillator. For each mode l, we define boson
anihilation and creation operators al and a
†








(ωlql − iq̇l). (2.32)






























∇× ul(al + a†l ), (2.36)
The time-dependence of the field is now given by the action of the operators
al and a
†
l on the time-dependent state of the field in the Schrödinger picture.
2.3 Hollow Cylindrical Cavities
The discussion here follows closely the discussion of wave guides and
resonant cavities in Ref. [28]. We consider a category of resonant cavities
consisting of a hollow metallic cylinder with plane end faces perpendicular to
the cylindrical axis. Of particular interest here are right circular cylindrical
cavities like the one used in the experiments of Walther et al. [41, 52, 54, 67].
In order to find the mode structure of such a cavity it is easier, in practice, to
work with E and B rather than with A alone (or equivalently, working with ul
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and wl = ∇× ul rather than with ul alone). As will be shown, the modes of
a hollow cylindrical cavity separate neatly into two distinct categories called
transverse magnetic modes and transverse electric modes. Taking the curl
of Eqs. (2.3) and (2.4), and making use of the vector identity (2.9) and the











For a particular mode of frequency ω (dropping the l subscripts for clarity),
we set







and assume solutions of the form
u(x, y, z) = u(x, y)e±ikzz (2.40)
w(x, y, z) = w(x, y)e±ikzz (2.41)
appropriate for standing waves along the cylindrical axis in the ẑ direction.














is the transverse part of the Laplacian operator and
k2t = k
2 − k2z . (2.44)
It is useful to separate the fields into components parallel and transverse
to the cylindrical axis:
u = uzẑ + ut (2.45)
w = wzẑ + wt. (2.46)
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By applying ẑ× to the curl equations (2.3) and (2.4), the transverse compo-
nents of the curl equations can be written as
∂ut
∂z
+ ẑ ×wt = −∇tuz (2.47)
∂wt
∂z
+ k2(ẑ× ut) = −∇twz. (2.48)
It is evident that, if uz and wz are known, the transverse components ut
and wt are determined. This suggests that our strategy should be to first
solve the wave equation (2.42) for just the longitudinal components uz and
wz (with appropriate boundary conditions) and then determine the transverse
components ut and wt from Eqs. (2.47) and (2.48).
Now we will consider the boundary conditions for the parallel compo-
nents. On the cylindrical surface S (the walls of the cavity without the end
surfaces), the boundary condition (2.20) gives
uz|S = 0. (2.49)
The component of Eq. (2.48) parallel to the normal n̂ is
∂
∂z




where ∂/∂n is the normal derivative at a point on S. The boundary conditions
(2.20) and (2.21) imply that (n̂ × ẑ) · ut|S = 0 and n̂ · wt|S = 0, and so the










Since the boundary conditions on uz and wz are different, the fields naturally
separate into two distinct categories: transverse magnetic (TM) modes with
wz = 0 uz|S = 0 (2.52)












On the end surfaces, taken to be located at z = 0 and z = d, the boundary
conditions (2.20) and (2.21) require that ut and wz vanish. For TM modes,
the vanishing of ut at the end surfaces requires




, p = 0, 1, 2, . . . . (2.55)
For TE modes, the vanishing of wz at the end surfaces requires




, p = 1, 2, . . . . (2.57)
These boundary conditions plus the wave equation (2.42) completely specify
the functions uz(x, y) and wz(x, y) defining the parallel components of the
field.
Once the parallel components of the field are known, the transverse
components of the field are completely specified by Eqs. (2.47) and (2.48). For






(ẑ × ut). (2.58)















cos(kzz)ẑ ×∇tuz(x, y). (2.61)










Now consider a right circular cylindrical cavity with inner radius R.
Because of the circular symmetry, it is useful to transform to cylindrical coor-



























where Jm(x) is a Bessel function of the first kind (so that the solutions are
finite at r = 0), and m is an integer taking on the values m = 0, 1, 2, . . . (so
that the solutions are single valued). For TM modes, the boundary condition





where xmn is the nth root of the equation Jm(x) = 0. For TE modes, the





where x′mn is the nth root of the equation Jm
′(x) = 0. Using Eqs. (2.60) and




















r̂ + J ′m(ktr)φ̂
)
e±imφ sin(kzz). (2.69)
If desired, the auxiliary mode functions w can be obtained by taking the curl
of u or using Eqs. (2.61) and (2.63).
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2.4 Thermal Equilibrium of a Cavity Field
Consider a cavity field with the Hamiltonian (2.33) in thermal equilib-
rium for which we know only the average energy 〈H〉. The density operator





and is called the thermal state. The partition function Z is given by
Z = tr{e−βH} (2.71)
and β = 1/kBT is the Boltzmann coefficient with the temperature T of the
system defined by the relation
〈H〉 = − ∂
∂β
lnZ. (2.72)























1 − e−βh̄ωl , (2.73)











The average excitation level of the lth mode in thermal equilibrium is given
by
νl ≡ 〈a†lal〉th =
1
eβh̄ωl − 1 , (2.75)



















2.5 Thermal Damping of a Single-mode Field
The statistical treatment of system-reservoir interactions is treated
rather nicely by a number of references on Quantum Optics. Of particular
interest is the book by Scully [58]. Consider a single mode of the cavity field
as a system which is being driven away from equilibrium by some external
mechanism. The system remains weakly coupled to other environmental de-
grees of freedom (e.g. phonons in the cavity walls), which act as a reservoir
of energy that the system can exchange with. We postulate that the reservoir
is in thermal equilibrium at temperature T , and is much larger than the sys-
tem in regards to number of degrees of freedom and total energy. Left alone,
the system would exchange energy with the reservoir until it approaches ther-
mal equilibrium. We wish to describe this damping of the system for times
short compared to times for which there is a significant change in the system
variables. Any driving mechanism for the system is therefore neglected.
The Hamiltonian for a single-mode field is
Hf = h̄ωa†a, (2.78)
and the reservoir is modelled as being a large number of harmonic oscillators







where bl and b
†
l are the boson anihilation and creation operators for the lth
mode of the reservoir. We model the weak coupling between the single-mode






l − gla†bl). (2.80)
The exchange of energy is thus modelled as consisting of the simultaneous
creation of a quantum of excitation of the system with an anihilation of a
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quantum in the lth mode of the reservoir, or the reverse process. The coupling
coefficients gl denote the strength of the coupling and depend on the actual
interaction mechanism.
It is assumed that initially the system and reservoir do not exhibit any
correlations. Thus the initial state of the combined system is described by the
factorized density operator
ρ(0) = ρf(0)ρr, (2.81)





is the density operator describing the time-independent thermal state of the
reservoir.
In the absence of a driving mechanism, the dynamics of the combined





where the total Hamiltonian is given by H = Hf + Hr + V. We transform to
the interaction picture with the transformation Hamiltonian H0 = Hf + Hr.
The interaction Hamiltonian becomes
V → eiH0τ/h̄Ve−iH0τ/h̄
= ih̄(aF † − a†F ), (2.84)
where we have used the identities
exa
†aa†e−xa
†a = exa† (2.85)
exa
†aae−xa













We use time-dependent perturbation theory to solve the master equa-
tion to second order. We start with the formal solution of the master equation




dτ ′ [V(τ ′), ρ(τ ′)]. (2.89)
We then take ρ(τ) ≃ ρ(0)(τ) = ρ(0) in the commutator to obtain a first order
solution:




dτ ′ [V(τ ′), ρ(0)]. (2.90)
Using the improved approximation ρ(τ ′) ≃ ρ(1)(τ ′) we obtain a second order
solution:












dτ ′′ [V(τ ′), [V(τ ′′), ρ(0)]]. (2.91)
Combining this with ρ(2)(−τ), we can define the course-grained equation of

















dτ ′′ [V(τ ′), [V(τ ′′), ρ]]. (2.92)
We proceed by tracing over the reservoir states to obtain the equation of
motion for the reduced density operator for the single-mode field ρf = trr{ρ}.
Using the explicit form of the interaction Hamiltonian (2.84), we encounter
terms such as
trr{a†Fρ} = a†ρftrr{Fρr}. (2.93)
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The final trace in this equation vanishes since ρr is diagonal. Eliminating all









dτ ′′ [a†aρf〈F (τ ′)F †(τ ′′)〉r − aρfa†〈F (τ ′′)F †(τ ′)〉r
+aa†ρf〈F †(τ ′)F (τ ′′)〉r − a†ρfa〈F †(τ ′′)F (τ ′)〉r] + adj., (2.94)
where we have used the property of traces that allows us to cyclically per-
mute the operators under the trace. The averages are first-order correlation
functions of the reservoir. They depend only on the time difference T =
τ ′ − τ ′′ since the reservoir is stationary. Hence, for example, 〈F (τ ′′)F †(τ ′)〉r =
















dT e−i(ω−ωl)T . (2.95)






where D(ω′) is the density of reservoir modes. We also note that the integral
over T is strongly peaked near ω′ = ω. We thus make the Markoff approxima-













This corresponds to assuming that the reservoir has sufficient bandwidth that
the correlations decay away much faster than all times of interest for the sys-
tem. The principal part in Eq. (2.97) produces a shift in frequency analogous
to the Lamb shift of an atom undergoing thermal damping, which we will






dτ ′′ 〈F †(τ ′)F (τ ′′)〉r = γfτν, (2.98)
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where we have defined
γf ≡ 2πD(ω)|g(ω)|2 (2.99)
ν ≡ 〈a†a〉th = 〈b†(ω)b(ω)〉r. (2.100)
Deriving similar results for the other terms in Eq. (2.94), we obtain the
master equation for the evolution of the system in the interaction picture
(ρ̇f)damp = Lfρf , (2.101)




(ν + 1)(a†aρ− 2aρa† + ρa†a)
−γf
2
ν(aa†ρ− 2a†ρa + ρaa†). (2.102)
Note the identity
tr{Lfρ} = 0, for any ρ. (2.103)
Using Eq. (2.101), the average excitation level of a single-mode field




〈a†a〉 = γfν(〈a†a〉 + 1) − γf(ν + 1)〈a†a〉. (2.104)
The rate of change of the mean excitation level of the system is seen to result
from the balance between emission from the system into the reservoir and from
the reservoir into the system. The solution to Eq. (2.104) is
〈a†a〉(t) = 〈a†a〉(0)e−γf t + ν(1 − e−γf t), (2.105)
which shows that the excitation level of the system decays to the thermal
average. We recognize γf as the decay rate of free field oscillations and hence
it is related to the quality factor Q by γf = ω/Q.
If the field is diagonal (such as when it is in a steady state), then the
damping operator has the matrix elements
〈n|Lfρ|n〉 = Lf (+1)n−1 〈n− 1|ρ|n− 1〉 − (Lf (+1)n + Lf (−1)n−1 )〈n|ρ|n〉
+Lf (−1)n 〈n+ 1|ρ|n+ 1〉. (2.106)
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The coefficients
Lf (+1)n = γfν(n + 1) (2.107)
Lf (−1)n = γf(ν + 1)(n+ 1) (2.108)
give the rates at which |n〉 → |n+ 1〉 transitions and |n+ 1〉 → |n〉 transitions
occur. In this notation the superscript indicates the gain (+1) or loss (−1) of
the excitation level of the field. The steady state of the field ρss is established
when the rates of |n〉 → |n + 1〉 transitions and |n + 1〉 → |n〉 transitions are
equal and Lfρss = 0. This establishes the recurrence relation




































which is equivalent to Eq. (2.74) when restricted to a single mode. Thus the
steady state of the master equation (2.101), is indeed a thermal state as it
should be for a field undergoing pure damping.
2.6 Field Damping Eigenstates
The right and left eigenstates of the field damping operator (2.102) were
derived in a paper by Briegel and Englert [4], though some typing errors need
to be fixed and our treatment of the left eigenstates and the establishment of
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orthonormality will be different. The right eigenstates ρλ and left eigenstates
ρ̌λ of the field damping operator are defined by
Lfρλ = λρλ (2.113)
ρ̌λLf = λρ̌λ. (2.114)
The left action ρLf is defined by the requirement that
tr{(ρ1L)ρ2} = tr{ρ1(Lfρ2)} (2.115)




(ν + 1)(a†aρ− 2a†ρa + ρa†a)
−γf
2
ν(aa†ρ− 2aρa† + ρaa†)]. (2.116)
The eigenstates are normalized such that the duality relation
tr{ρ̌λρλ′} = δλλ′ (2.117)














†a), k ≥ 0
fλ(a




†a), k ≥ 0
f̌λ(a
†a)a†|k|, k ≤ 0 , (2.121)
for k = 0,±1,±2, . . . . Upon substitution into Eqs. (2.113) and (2.114), we
could proceed by hitting the equations with 〈m| and |n〉 and finding difference
equations for the functions fλ(n) = 〈n|fλ(a†a)|n〉 and f̌λ(n) = 〈n|f̌λ(a†a)|n〉.
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Instead, we will proceed in the manner of Ref. [4] that leads to differential
equations.
We start by normal ordering the equation for the right eigenstates and
antinormal ordering the equation for the left eigenstates, using the identities








Our reason for deriving the antinormal form of the left eigenstates instead of
the normal form of the left eigenstates (as was done in Ref. [4]) will become
clear when we establish the orthonormality of the eigenstates. The same result
is achieved for the two cases k ≥ 0 and k ≤ 0, and is given by




















































†, a) and f̌
(a)
λ (a
†, a) are the normal and antinormal forms of fλ(a
†a)
and f̌λ(a





























We can use the uniqueness of the normal and antinormal forms of a
function to establish a one-to-one correspondence between either f (n)(a, a†) or
f (a)(a, a†) and the ordinary functions f (n)(α, α∗) or f (a)(α, α∗) of the complex
variable α. We do this by defining the operators N and A:
f (n)(a, a†) = N{f (n)(α, α∗)} (2.128)
f (a)(a, a†) = A{f (n)(α, α∗)}. (2.129)
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Here N denotes the process of replacing α by a and α∗ by a† in normal form
with all of the a’s to the right of the a†’s and A denotes the process of replacing
α by a and α∗ by a† in antinormal form with all of the a’s to the left of the
a†’s. The reverse processes of replacing a by α and a† by α∗ are denoted by
N−1 and A−1. The ordinary function f (n)(α, α∗) associated with the normal
form of a function f(a, a†) is equivalent to the diagonal matrix elements in the
coherent state representation:
f (n)(α, α∗) = 〈α|f(a, a†)|α〉. (2.130)
On the other hand, the ordinary function f (a)(α, α∗) associated with the anti-





|α〉〈α|f (a)(α, α∗), (2.131)
where the integration is over the entire complex plane.
By Applying N−1 and A−1 to Eqs. (2.124) and (2.125), respectively,
and dropping the (n) and (a) superscripts, we obtain the second order differ-
ential equations




















where z = α∗α. Note that Ref. [4] does not mention the process of replacing
a and a† by the complex variables α and α∗ to obtain real-valued differential
equations. Note also that z does not equal a†a as was misstated in Ref. [4],
and N{zn} = a†nan 6= (a†a)n. Equation (2.132) turns into Kummer’s equation
when −z/(ν + 1) is regarded as the variable. Equation (2.133) turns into the
associated Laguerre equation when z/(ν + 1) is regarded as the variable. The
solutions are given by

































, j = 0, 1, 2, . . . . (2.136)
Here the Lkj are the associated Laguerre polynomials.
The constants Ckj and Č
k
j are to be determined from the orthonormality
condition tr{ρ̌kjρk
′
j′} = δjj′δkk′. Insofar as the factor δkk′ is obvious, it suffices to
establish the orthonormality for k′ = k. Here is where deriving the antinormal
form of the left eigenstates becomes useful. We make use of the theorem:










Using this, we obtain









k+1 (j + k)!
j!
δjj′, (2.138)







(j + |k|)! . (2.139)
Transforming the eigenstates into functions of a and a† by reversing
the normal and antinormal processes can be done by expanding in powers of
z and then using the identities













































































































m=0 means “sum over m from 0 to the smallest of j or
s”.
It is evident that tr{ρkj} = 0 for k 6= 0. For k = 0, we can use the
identity (2.137) with f1 = 1 = L
0
0(x) to establish
tr{ρkj} = C00 (ν + 1)δj0δk0. (2.145)
Thus ρ00 is the only right eigenstate to have a non-zero trace and represents a





Since λ00 = 0, ρ
0
0 is the time-independent steady state of a field undergoing






















which agrees with Eq. (2.112).
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Chapter 3
Rydberg Atoms in Electromagnetic Fields
3.1 Rydberg Atoms
Consider an atom with one highly-excited valance electron—a so called
Rydberg atom. The electron has mass me, position operator re, and momen-
tum operator pe. The electron spin is neglected. The nucleus of the atom
(along with any remaining electrons) has a total mass mn, center-of-mass
position operator rn, and total momentum operator pn. The Hamiltonian








+ V (|re − rn|), (3.1)
where V is the effective interaction Hamiltonian between the electron and the
ground state of the nucleus and remaining electrons, suitably averaged over
any thermal fluctuations. We assume that the result is spherically symmetric
and V is a function of the magnitude of the relative position operator re − rn
only. This corresponds to assuming that the atom has no permanent dipole
moment. Introducing the total mass








and the relative position operator
r ≡ re − rn, (3.4)
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we can express the position operators of the electron and nucleus as








Introducing the total momentum
P ≡ pe + pn (3.7)




























is the reduced mass of the relative motion.
Without specifying the form of V , we write the Hamiltonian as















corresponds to the internal states of the atom, here expanded in terms of
eigenenergy states. We have denoted the eigenenergies of the atom as h̄ωs,
where s labels the eigenstate, and we have found it useful to introduce the
transition operators
σab ≡ |a〉〈b|. (3.16)
Note the commutators
[σab,Hint] = h̄ωabσab (3.17)
[Hint, σ†ab] = h̄ωabσ†ab, (3.18)
where ωab ≡ ωb − ωa, and the identities
eiHintτ/h̄σabe
−iHintτ/h̄ = e−iωabτσab (3.19)
eiHintτ/h̄σ†abe
−iHintτ/h̄ = eiωabτσ†ab. (3.20)
3.2 Hamiltonian of a Rydberg Atom in an
Electromagnetic Field
We will first consider the interaction of a single charged particle with
an electromagnetic field. The standard approach of coupling a single charged
particle to an electromagnetic field relies on the minimal coupling scheme,
where the canonical momentum operator p of the particle is replaced by the
kinetic momentum p + qA(r). Here A(r) is the vector potential as a function
of the position operator r of the particle, and q is the charge of the particle.
In addition, we would add the potential energy qΦ(r) to the Hamiltonian, but
in the absence of other charges and currents Φ = 0 in the coulomb guage.
H. Weyl in 1928 showed that assuming the minimal coupling assures that
the Schrödinger equation is invariant under local transformations (in which
the wave function is transformed by a phase that depends on position and
time)—local transformations then being identical to electromagnetic guage
transformations. The Hamiltonian of a charged particle in an electromagnetic
field is then given by
H = 1
2m







where m is the mass of the particle.
When we evaluate the square in the kinetic energy, we obtain the two
cross-terms p · A and A · p. Considering the action of p · A on an arbitrary
position dependent function ψ(r), we have
p · (Aψ) = −ih̄∇ · (Aψ)
= −ih̄(ψ∇ ·A + A · ∇ψ). (3.22)
In the coulomb guage we have ∇ · A = 0, and we find
p · A = A · p. (3.23)
















Dropping the terms describing the free evolution of the particle and field, we
obtain the interaction Hamiltonain
V = q
m




that describes the interaction between a particle and a field.
Applying this result to the valence electron and nucleus of a Rydberg
atom gives the interaction Hamiltonian of a Rydberg atom interacting with
an electromagnetic field:
V = − e
me





































































This simplifies considerably when we apply the dipole approximation. The
position dependence of A is of the form A(R+ δr), where δr is either mnr/M
or −mer/M . Expanding A(R + δr) in a Taylor series around R, we have
A(R + δr) ≃ A(R) + (δr · ∇R)A(R) + . . . . (3.27)
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The vector potential changes on a characteristic length determined by the
wavelengths λl = 2π/kl, which vanish at optical wavelengths less than about
10−5 m. The atomic wave functions 〈r|s〉 vanish when r is greater than about









Hence the vector potential does not change considerably over the size of the
atom, and, in the dipole approximation, we can assume that the electron and
nucleus of the atom interact with essentially the same electromagnetic field
described by the vector potential A(R) as a function of the center-of-mass
coordinate operator. The interaction Hamiltonian (3.26) becomes
V = − e
µ




The higher order terms in the Taylor series expansion (3.27) that we neglect
correspond to effects of the inhomogenity of the field over the size of the atom
and differences in the field as seen by an observer moving with the electron.
The first term of Eq. (3.29) is first order in the coupling constant e and
describes the coupling of the relative momentum to the electromagnetic field.
The second term is of order e2 and describes the interaction between different
modes of the radiation field through the coupling of the electron to the field.
Neglecting the term of order e2, we have
V ≃ − e
µ
A · p. (3.30)
Substituting the vector potential (2.34) gives







ul · p(al + a†l ). (3.31)
The matrix element between the atomic states |a〉 and |b〉 is







ul · pab(al + a†l ). (3.32)
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where in the last step we used the identity [xi, p
2
j ] = 2ih̄pjδij. Finding the
matrix element between |a〉 and |b〉 of both sides of this equation gives








ul · rab(al + a†l ).
(3.35)





(glabσab − g∗labσ†ab)(al + a†l ), (3.36)




ul · rab. (3.37)




vanishes as a consequence of the assumed spherical symmetry of the interaction
Hamiltonian V (r) and the atomic wave functions 〈r|s〉. Hence, the sum in
Eq. (3.36) includes only the terms with a 6= b.
Consider the time-dependence of the expectation values:
〈σ†aba†l (t)〉 = ei(ωab+ωl)t〈σ†aba†l (0)〉 (3.39)
〈σaba†l (t)〉 = e−i(ωab−ωl)t〈σaba†l (0)〉 (3.40)
〈σ†abal(t)〉 = ei(ωab−ωl)t〈σ†abal(0)〉 (3.41)
〈σabal(t)〉 = e−i(ωab+ωl)t〈σabal(0)〉. (3.42)
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The first and last combinations evolve at optical frequencies and tend to av-
erage to zero in a few optical periods. The second and third combinations, in
contrast, vary slowly near resonance. Therefore, in the rotating-wave approxi-
mation, we assume that only field modes and atomic transitions that are near






l − g∗labσ†abal), (3.43)
where the sum is now assumed to include only near resonant interactions.
3.3 Thermal Equilibrium of a Rydberg Atom










































3.4 Thermal Damping of a Two-level Rydberg Atom
Consider a single pair of neighboring energy levels in a Rydberg atom
as a system—an atom with only two levels |a〉 and |b〉, and transition frequency
ωab. We assume that the atom is initially in a superposition of the two states
|a〉 and |b〉 and that transitions between the two states are in near resonance
with a particular electromagnetic mode of frequency ω, such that ω ≃ ωab.
This particular mode acts as a driving mechanism for transitions between the
two levels. The coupling between the two levels and the single mode must be
very strong (stronger than any other interaction) such that the description of
the atom as having only two levels and the field as having only one mode is
valid. However, the two levels remain weakly coupled to the remaining modes
of the field which act as a thermal reservoir and cause the atom to undergo
damping. These other modes of the field include modes that are not normal-
modes of the cavity (vacuum modes). As in Sec. (2.5), we wish to describe
the damping for times short compared to times for which there is a significant
change in the system variables, and we therefore neglect the driving interaction
with the single mode of frequency ω. There are three damping mechanisms
for the two-level atom that we will treat separately and then combine. The
first damping mechanism is the exchange of energy between just the two levels
due to their interaction with the reservoir, which causes the two-level atom
to relax to the steady state inversion. This we shall call inversion damping.
The second damping mechanism is the depletion of the population of the two
levels caused by reservoir induced transitions to other atomic states, which we
shall call depletion damping. This result is equivalent to the Wigner-Weisskopf
theory of spontaneous emission, except that we are using a density operator
approach and are relaxing the assumption of zero temperature. The third
damping mechanism is radiationless damping.
3.4.1 Inversion Damping
The interaction between the two levels of the atom and the reservoir is
a situation similar to what we have considered in Sec. (2.5), except that our
system is now a two-level atom and our reservoir is now the remaining modes
of the electromagnetic field. We will show that this interaction leads to the
35
relaxation of two-level atom to the steady state inversion. The Hamiltonian
for the two-level atom is





where we have lowered the zero-point energy by the constant h̄(ωa +ωb)/2 and
have defined the inversion operator
σz ≡ σ†abσab − σabσ†ab. (3.49)
Dropping the label “ab” on the transition operators, we recognize σ and σ† as









where the sum is over the remaining modes of the field. The interaction








l − g∗l σ†al). (3.51)
Transforming to the interaction picture with the transformation Hamiltonian
H0 = Hat + Hr, we have
V → eiH0τ/h̄Ve−iH0τ/h̄








Here we have used the identities (3.19) and (3.20). From here, we proceed as








(1 + Γ)(σσ†ρat − 2σ†ρatσ + ρatσσ†), (3.54)
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where we have again neglected the principal part in the integration over the
density of reservoir modes (corresponding to the Lamb shift in the frequency).
Here, we have defined the inversion damping rate
γat ≡ 2πD(ωab)|g(ωab)|2 (3.55)
and the average inversion in thermal equilibrium




If you were to describe the reservoir-induced transitions between the two levels
of the two-level atom as spontaneous emission at zero temperature, you would
conclude that the steady state inversion of the atom is −1. Our contribution
here is therefore to relax this assumption by describing the relaxation of the
atom to the exact steady state inversion given by Eq. (3.56).
3.4.2 Depletion damping
The results of this section are essentially identical to the usual Wigner-
Weisskopff theory of spontaneous emission, but we will be using a density
operator approach as in the previous sections. Transitions between the two
levels |a〉 and |b〉 and the other atomic states are induced by the exchange of
energy with the reservoir, causing a depletion in the population of the two
levels. If the atom is left to undergo pure damping for a sufficient length
of time, this exchange of energy with the reservoir will continues until the
thermal state (3.45) is achieved. Our system now consists of the two-level atom
combined with the set of states C other than |a〉 and |b〉. The Hamiltonian of





We will consider only transitions between the two levels and states in C while
neglecting transitions between states in C with other states in C. The atom-















































sbρat − 2σ†sbρatσsb + ρatσsbσ†sb)], (3.60)
where
γαβ ≡ 2πD(ωαβ)|gαβ(ωαβ)|2 (3.61)
ναβ ≡ 〈b†(ωαβ)b(ωαβ)〉r. (3.62)
Here, we have eliminated cross-terms such as
∑
s,s′∈C










is appreciable only if ωsa = ωs′b, and we assume that that is not the case.
We now make the assumption that the temperature is sufficiently low
that in thermal equilibrium the occupation level of the states |a〉, |b〉, and any







where we now take the set C to contain only atomic states of lower energy than
|a〉 and |b〉. In this limit, the atom never absorbs energy from the reservoir,
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it only looses energy to the reservoir as it decays to atomic states of lower
energy. The thermal state of the atom becomes
ρthat ≃ |c〉〈c| (3.66)





to represent all of the atomic states in C. Here, the coefficients αs are arbitrary
provided the normalization 〈c|c〉 = 1 is satisfied, and any such superposition is
considered identical to |c〉. Our atomic system is now considered to consist of
just the three states |a〉, |b〉, and |c〉. The terms with the factors νsa+1 and νsb+
1 in Eq. (3.60) describe the decay of the atom to |c〉 along with the associated
decay of off-diagonal elements. On the other hand, the terms with the factors
νsa and νsb describe the opposite effect of the atom making a transition from
|c〉 to |a〉 or |b〉, a process that is negligible under our assumption. We therefore




(σ†caσcaρat − 2σcaρatσ†ca + ρatσ†caσca)
−γb
2
(σ†cbσcbρat − 2σcbρatσ†cb + ρatσ†cbσcb), (3.68)








γsb(νsb + 1). (3.70)
3.4.3 Radiationless Damping
In many cases of radiationless damping (e.g. collisions) there are pro-
cesses which lead purely to an additional loss of coherence. Without specifying




(ρat − σzρatσz), (3.71)
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where D is the decoherence rate.
Putting this together with the other two damping mechanisms, we have
( ˙ρat)damp = Latρat, (3.72)








(1 + Γ)(σσ†ρat − 2σ†ρatσ + ρatσσ†)
−γa
2
(σ†caσcaρat − 2σcaρatσ†ca + ρatσ†caσca)
−γb
2
(σ†cbσcbρat − 2σcbρatσ†cb + ρatσ†cbσcb)
−D
2
(ρat − σzρatσz). (3.73)
In order to keep the terms in the damping operator that do not correspond to
depletion damping from giving rise to matrix elements involving the state |c〉,
we must assume that the actions of the operators σ†, σ, and σz are independent
of |c〉. That is, we assert the identities
σ†|c〉 = σ|c〉 = σz|c〉 = |c〉. (3.74)
3.5 A Two-level Atom Interacting With a Single-mode
Electromagnetic Field
Combining results from the previous sections, we arrive at a model for a
two-level atom interacting with a single-mode electromagnetic field in a cavity.
Our master equation is given by
ρ̇ = − i
h̄
[Hf + Hcm + Hat + V, ρ] + Ľfρ+ Ľatρ, (3.75)
where ρ is the density operator for the combined two-level atom and single-
mode field, the Hamiltonian Hf for the free single-mode field is given by
Eq. (2.78), the Hamiltonian Hcm for the center-of-mass motion of the atom is
given by Eq. (3.14), and the Hamiltonian Hat for the free two-level atom is
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given by Eq. (3.48). The strong coupling of the two-level atom to the single-
mode field is described by the interaction Hamiltonian V given by Eq. (3.43)
restricted to just the two levels of the atom and the single mode of the field:
V = ih̄g(σa† − σ†a), (3.76)
where we have dropped the labels l, a, and b, and have chosen the quantization
axis of the atom so that the coupling strength g is real. The weak coupling of
the two-level atom and the single-mode field to the other states of the atom
and field are described by the damping operators Ľf and Ľat which are the
Schrödinger operators that have the form of Eqs. (2.102) and (3.73) when
transformed to the interaction picture.
We proceed by assuming that the motion of the atom through the field
is essentially classical, such that Hcm can be neglected. We then transform to
the interaction picture. If we transform to the interaction picture via
V → eiH0τ/h̄Ve−iH0τ/h̄ (3.77)
with the transformation Hamiltonian H0 = Hf + Hat, we arrive at the time-
dependent interaction Hamiltonian
V(τ) = ih̄g(σa†eiδτ − σ†ae−iδτ ), (3.78)
where δ = ω − ωab is the detuning of the field. Instead, we will rewrite the




h̄(ω − δ)σz , (3.79)
and use H0 = Hf + 12 h̄ωσz as our transition Hamiltonian. Using this the in-
teraction Hamiltonian remains unchanged in the interaction picture and time-
independent. The master equation in the interaction picture is then







+ Lfρ+ Latρ, (3.80)
where the interaction Hamiltonian V is given by Eq. (3.76). The damping
operators Lf and Lat are again given by Eqs. (2.102) and (3.73). However,
since we used ω instead of ωab in our transformation Hamiltonian, we must
use ω instead of ωab in the definitions of Γ, γat, γa, and γb.
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3.5.1 The Jaynes-Cummings Model
The simplest model of a two-level atom interacting with a single-mode
field is the Jaynes-Cummings Model first studied by Jaynes and Cummings in
1963 [29]. In this model the damping of the atom and field is neglected. In
its original form, the spacial dependence of the atom-field coupling strength
was also neglected—the coupling strength being averaged over the trajectory
of the atom. The master equation is then given by








Pure state solutions ρ = |ψ〉〈ψ| to this equation obey the Schrödinger equation












(ψan|an〉 + ψbn|bn〉), (3.83)
and we note that the interaction Hamiltonian V couples only the states |a, n+1〉
and |bn〉 for each n. Substituting this into the Schrödinger equation, we find





















The eigenvalues are given by ±iωn/2 with
ωn ≡
√
4g2(n+ 1) + δ2, (3.85)































































By using this result to form the matrix elements of a density operator, the
solution to the master equation (3.81) can easily be found. It can be written
in the form
ρ(t) = (1 + U1(t))(ρf(0) ⊗ ρat(0)), (3.88)
where the one-atom event operator U1 is defined by the matrix elements
〈a, n+ 1|U1ρ|a, n+ 1〉 = −U1(−1)n 〈a, n+ 1|ρ|a, n+ 1〉
+U1(+1)n 〈bn|ρ|bn〉 (3.89)
〈bn|U1ρ|bn〉 = U1(−1)n 〈a, n+ 1|ρ|a, n+ 1〉
−U1(+1)n 〈bn|ρ|bn〉. (3.90)
Here we have assumed that the field and atom are both initially diagonal (as
when the field is in a steady state and the atom is in the upper or lower state
but not in a superposition of both). We have also assumed that the atom will
either be observed in the upper or lower state by a detector or deliberately
ignored (as opposed to being manipulated further and then detected)—thus
we neglect the terms that are off-diagonal in the atomic states. The coefficients








(1 − cosωnt) (3.91)
give the probabilities of |bn〉 → |a, n+1〉 and |a, n+1〉 → |bn〉 transitions. As
before the superscripts indicate the gain or loss of field excitation, though it is
superfluous here since the transition probabilities are equal. Note the identity
tr{U1ρ} = 0, for any ρ. (3.92)
3.5.2 The Jaynes-Cummings Model with a Spacial-dependent
Coupling Strength
Here we will extend the Jaynes-Cummings model to include a spacial-
dependent atom-field coupling strength. We consider the case of an atom
traversing the cylindrical axis of a right circular cylindrical cavity. We will
assume that the field, as in the experiments of Walther et al. [41, 50, 52, 54, 67],
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is in a TE mode with p = 1. The spacial-dependence of the coupling strength
is then given by Eq. (2.69)







We will treat the trajectory of the atom classically. The z-coordinate of
the center-of-mass position of the atom is then given by z(t) = d t/tint, where
tint is the total interaction-time between the atom and field. The spacial-





























where we have assumed perfect resonance (δ = 0). We Assume a solution of
the form
ψa,n+1(t) = cos φ(t)ψa,n+1(0) + sinφ(t)ψbn(0) (3.95)
ψbn(t) = − sin φ(t)ψa,n+1(0) + cosφ(t)ψbn(0), (3.96)
where φ(t) is a function to be determined with the constraint φ(0) = 0. Upon
























After the atom has traversed the cavity, the state of the combined
atom-field system is given by evaluating the coefficients at t = tint, giving




n + 1tint. (3.99)
This agrees with the result of the Jaynes-Cummings model if the coupling

















We thus conclude, that replacing the spacial-dependent coupling strength with
the spacially-averaged coupling strength gives the exact result when determin-
ing the state of the atom-field system after the interaction. Though including
other effects in the model such as atomic damping might affect this result, we
have confidence that using a spacially-averaged coupling strength remains a
good approximation.
3.5.3 The Jaynes-Cummings Model with Depletion Damping
Here we will extend the Jaynes-Cummings model to include the effect
of depletion damping of the two-level atom. This model was developed by Zhu
et al. [68] and independently by us. The master equation is given by
ρ̇ = − i
h̄
[V, ρ] + (ρ̇at)dep, (3.101)
where we have taken δ = 0 and the depletion damping (ρ̇at)dep is described
by Eq. (3.68). If the atom is initially in a superposition of the upper and
lower maser transition, then we can ignore the decay of off-diagonal elements
involving superpositions of state |c〉. The depletion damping then factors into



















now concerns only the states |a〉 and |b〉 and describes the depletion of the







describes the increase in the population of the state |c〉 representing all of
the other levels in the decay channels of |a〉 and |b〉. We will proceed by
first treating the non-unitary evolution of the combined two-level atom and
45
field system, where the non-unitary of the evolution comes about due to the
depletion of the two levels undergoing damping. We can then later expand
the system to include the state |c〉 and obtain a normalized density operator
by integrating the equation
d
dt
〈cn|ρ|cn〉 = γa〈an|ρ|an〉 + γb〈bn|ρ|bn〉. (3.105)
The non-unitary evolution of the two-level atom and field system is
described by the equation
ρ̇ = − i
h̄







Pure state solutions ρ = |ψ〉〈ψ| to this equation satisfy the Schrödinger-like
equation
































The eigenvalues are given by −γ+/2 ± iωn/2 with
ωn ≡
√




(γa ± γb), (3.110)






























































By forming the matrix elements of a density operator and integrating
Eq. (3.105), the solution to the master equation (3.101) can be put in the
form of Eq. (3.88). Again we assume that the field and atom are initially
diagonal and that the atom will either be detected in the state |a〉 or |b〉 or
deliberately ignored. Then the one-atom event operator U1 that includes the
effect of depletion damping has the matrix elements
〈a, n+ 1|U1ρ|a, n+ 1〉 = −
[
U1(−1)n + A(0)n + B(−1)n
]
〈a, n+ 1|ρ|a, n+ 1〉
+U1(+1)n 〈bn|ρ|bn〉 (3.113)
〈bn|U1ρ|bn〉 = U1(−1)n 〈a, n+ 1|ρ|a, n+ 1〉
−
[
U1(+1)n + A(+1)n + B(0)n
]
〈bn|ρ|bn〉 (3.114)
〈cn|U1ρ|cn〉 = A(0)n−1〈an|ρ|an〉 + A(+1)n−1 〈b, n− 1|ρ|b, n− 1〉
+B(−1)n 〈a, n+ 1|ρ|a, n+ 1〉
+B(0)n 〈bn|ρ|bn〉. (3.115)
The coefficients are given by




































































(ηn − ζn) , (3.120)





























As before, the coefficients give the transition probabilities with the superscripts
indicating the gain or loss of field excitation. Here we use the notation “A” or
“B” to indicate that the atom decayed while in state |a〉 or |b〉, respectively.
For example, the coefficient A(+1)n gives the probability of the transition |bn〉 →




A one-atom maser or micromaser consists of a series of identically pre-
pared two-level atoms interacting with a single-mode microwave field inside
a high-Q cavity. The atoms are injected at a rate small enough so that it is
rare for more than one atom to interact with the field at the same time and
cooperative effects can be neglected. The micromaser therefore is a system
that allows us to observe single atoms interacting with the field. The high-Q
of the cavity is necessary for the operating mode of the cavity to have a sharply
defined energy response function. The cavity can therefore be tuned to tran-
sitions between the two levels with no other atomic transition being coupled
to the cavity with an appreciable strength. The high-Q also gives the cavity
a long photon storage-time necessary to build up an appreciable field without
requiring higher injection rates. The photon storage-time is usually taken to
be much longer than the interaction time for an atom passing through the
cavity so that field damping can be neglected during the passage of an atom.
The atoms play the dual-purpose of both pumping the field and also probing
the field via measurements made on the outgoing atoms. Any other means of
probing the field has the harmful effect of lowering the quality of the cavity.
4.1 Micromaser Field Dynamics
The dynamics of the micromaser field consists of times of pure damping
punctuated by interactions with single atoms passing through the cavity. The
interaction times between the atoms and field are taken to be much shorter
than the photon-storage time of the cavity, such that the damping of the
field can be neglected during the atom-field interactions. This is the standard
micromaser model that was first proposed by Filipowicz et al. [20]. Here,
we will derive a master equation describing the continuous evolution of the
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micromaser field averaged over the stochastic arrival times of the injected
atoms.
When no atom is present, the pure damping of the field for a time t is
described by the equation
ρf(t) = e
Lf tρf(0), (4.1)
where ρf is the density operator for the micromaser field and Lf is the field
damping operator given by Eq. (2.102). When an atom is injected into the
cavity, the effect of the atom’s passage is described by the equation
ρf(tint) = (1 + U1f)ρf(0). (4.2)
Here we have introduced the reduced one-atom event operator for the field
defined by
U1fρ = trat{U1(t = tint)(ρ⊗ ρat)}, (4.3)
where ρat is the initial state of the injected atom and tint is the total time for
the passing of the atom and it’s interaction with the cavity. We will assume
here that all atoms arrive with the same velocity and interact with the cavity
for the same length of time. The interaction is described by the one-atom
event operator U1 which acts on the combined atom-field system, and is the
solution to the Jaynes-Cummings model or one of its more general extensions.
Tracing over the atomic variables gives the reduced density operator for the
field—giving the best description of the field without utilizing any information
gained from measurements made on the atom.
We wish to describe the evolution of the micromaser field averaged
over the arrival times of injected atoms. Assuming the atoms are injected at
a Poissonian rate r, the spacings s between the arrival times of the atoms are
random variables with the probability density
ρs(s) = re
−rs. (4.4)
The probability that no atom arrives in the interval (0, t) is exp(−rt), while
the probability density that an atom arrives at time t is given by r dt. The
validity of assuming that in the micromaser there is never more than one atom
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in the cavity at a time hinges upon the approximation exp(−rtint) ≃ 1 and
the smallness of the parameter rtint.
We proceed by expanding the density operator of the field at time t in














dt1ρ2(t; t1, t2) + · · ·
}
. (4.5)
Here ρn(t; t1, . . . , tn) denotes the density operator for the field at time t condi-
tioned by the passing of n-atoms arriving at the times 0 ≤ t1 ≤ · · · ≤ tn ≤ t.
The probability density rn dt1 · · · dtn gives the distribution of arrival times of
n atoms, while the factor e−rt gives the exclusive probability of no atoms ar-
riving at any other times. It is easy to verify that this expression satisfies the
condition tr{ρ(t)} = 1. The conditioned density operators are given by
ρn(t; t1, . . . , tn) = e
Lf(t−tn)(1 + U1f) · · · eLf(t2−t1)(1 + U1f)eLf t1ρ(0), (4.6)
where we have assumed that the interaction time is much smaller than the
photon storage-time (γftint ≪ 1) such that the damping of the field can be ne-
glected during atom-field interactions. The damping of the field was therefore
neglected in the model used in deriving the one-atom event operator and we
have here neglected factors of exp(Lftint). This has the effect of describing the
one-atom events as if they were point-like events in time requiring no dura-
tion. Substituting the conditioned density operators into the expansion (4.5)
we obtain

















= re(r−Lf)t(1 + U1f)ρf . (4.8)
This establishes the master equation for the micromaser field:
ρ̇f = Xρf , (4.9)
where the evolution operator X for the micromaser field is defined by
X = Lf + rU1f . (4.10)
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The matrix elements of X are given by
〈n|Xρ|n〉 =
[


























where we have again assumed that the atom and field are initially diagonal.
Filipowicz, Javanaeinen, and Meystre [20] proved that the steady state
of the micromaser field was given by Xρssf = 0 (though their definition of X did
not include depletion damping). Since then, X has been used as an operator
describing the evolution of the micromaser field, though it has been lacking a
formal derivation.
The steady state of the micromaser field ρssf was first derived by Fil-
ipowicz et al. [20]. Here we will derive a more general form for the steady state
that includes atomic decay. The steady state of the field is established when
the rates of |n〉 → |n + 1〉 transitions and |n + 1〉 → |n〉 transitions are equal
and Xρssf = 0. This establishes the recurrence relation
〈n+ 1|ρssf |n+ 1〉 =





















where 〈0|ρssf |0〉 is determined by the normalization condition tr{ρssf } = 1.
There are other ways to derive this result (see for example the steps lead-
ing up to Eq. (2.13) of Ref. [20]).
The master equation (4.9) and the steady state (4.13) rely heavily on
the assumption that the atomic events are point-like events in time requiring
durations much smaller than the photon storage-time of the cavity. Without
this assumption, no continuous dynamical equation for the micromaser exists.
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Instead, the dynamics of the micromaser field would need to be described by
a return map such as:
ρf(ti+1) = e
Lf (ti+1−tint−ti)(1 + U1f)ρf(ti), (4.14)
giving the density operator of the micromaser field at successive atomic injec-
tions.
4.2 The Micromaser with Velocity Averaging
The atoms arriving at the micromaser cavity have a distribution of ve-
locities and hence a distribution of interaction times. For simplicity we assume
that the distribution of the interaction times is a highly peaked Gaussian with











As argued by Filipowicz et al. [20], as long as the interaction times of successive
atoms are statistically independent, the correct way to introduce a distribution
of interaction times is to average the one-atom event operator U1f over the
distribution. This method also relies on the assumptions of the model: that
the interaction times are much less than the photon-storage time of the cavity.
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Figure 4.1: The average photon number 〈n〉 normalized by Nex for a micro-
maser in which all of the atoms arrive in the upper maser level. The parameters
used here are Nex = 200, ν = 0.054, and g = 39 kHz. The thick curve is with-
out atomic damping, and the thin curve is with the parameters γa = (244 µs)
−1
and γb = (488 µs)
−1. The dotted curves are the stable stationary solutions to
a semiclassical rate equation.
4.3 The Micromaser Field Statistics
The photon statistics of the micromaser field were discussed rather
nicely in Ref. [20]. Our discussion here will include the effect of atomic damp-
ing on the cavity photon distribution. The effect of atomic decay was also
considered in Ref. [68], though the authors considered only the case when the
decay rate of the upper and lower atomic states were equal. Figure 4.1 shows






for a micromaser in which all of the atoms arrive in the upper maser level.






The parameters used were Nex = r/γf = 200, ν = 0.054, and g = 39 kHz.
The thick curve is without atomic damping, and the thin curve is with the
parameters γa = (244 µs)
−1 and γb = (488 µs)
−1.
A semiclassical rate-equation analysis for the average number of cavity
photons similar to that in Refs. [20, 43] gives
d
dt













The terms in Eq. (4.21) with (+1) superscript describe the gain in field exci-
tation due to interaction with the atom and reservoir, while the terms with
(−1) superscripts describe the losses. For large Nex, the possible mean photon
numbers in steady state are approximately given by the stable stationary solu-
tions of this equation. The dotted curves in Fig. 4.1 show the stable stationary
solutions of Eq. (4.21) for no atomic damping. The quantum mechanical calcu-
lation is given approximately by these solutions separated by first-order phase
transitions as described in Refs. [20, 43]. The micromaser field in the vicinity
of these phase transition regions has been shown to exhibit quantum jumps,
and hysteresis [3, 20].
For small damping, the stable stationary solutions of Eq. (4.21) for
no damping remain approximately valid, and the effect of atomic damping
is to cause the phase transitions to shift. Since the atom is more likely to
decay while in the lower state, the cavity is more likely to gain excitation
levels. This causes the phase transition to larger 〈n〉 to occur at a smaller tint.
Atomic damping also has the effect of changing the asymptotic limit of 〈n〉 as
tint → ∞.
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Figure 4.2: The normalized standard deviation σ for a micromaser in which
all of the atoms arrive in the upper maser level. The parameters used here
are Nex = 200, ν = 0.054, and g = 39 kHz. The thick curve is without atomic
damping, and the thin curve is with the parameters γa = (244 µs)
−1 and
γb = (488 µs)
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Figure 4.3: The average photon number 〈n〉 normalized by Nex for a micro-
maser in which all of the atoms arrive in the upper maser level. The parameters
used here are Nex = 7, ν = 0.054, and g = 39 kHz. The thick curve is without
atomic damping, and the thin curve is with the parameters γa = (244 µs)
−1
and γb = (488 µs)
−1. The vertical dotted lines indicate the trapping states for
nq = 0, 1, 2.
of the photon distribution for a micromaser in which all of the atoms arrive in
the upper state. The parameters used here are the same for those of Fig. 4.1.
The figure shows the sub-Poissonian nature of the field (Poissonian photon
statistics correspond to σ = 1) with super-Poissonian peaks centered at the
values of Θ where the phase transitions occur. The inclusion of a small amount
of atomic damping as before shifts the location of the phase transitions and
hence shifts the locations of the super-Poissonian peaks and the sub-Poissonian
regions. The sub-Poissonian regions are indicative of the quantized nature
of the field and its sources and the lack of sufficient stochasticity and noise,
which when added to the model lead to the recovery of the ordinary Poissonian
statistics of a macroscopic maser [20].
Figure 4.3 shows the normalized average number of cavity photons for
57
the small value of Nex = 7. All other parameters are the same. There is no
longer any evidence of isolated phase transitions. The vertical dotted lines







for nq = 0, 1, 2, which are visible for small Nex. As was described by Meystre
et al. [20, 44], these are specific interaction times for which an atom will un-
dergo an integer number q of Rabi cycles when interacting with a cavity field
of nq photons. Each atom leaves the cavity photon number unchanged, and
the photon number is “trapped” with nq being the maximum number of cavity
photons allowed (except for thermal noise). As seen, they have the effect of
suppressing the average number of cavity photons. The presence of atomic
decay greatly reduces the effect of trapping states.
Figure 4.4 shows the normalized standard deviation of the cavity pho-
ton distribution for Nex = 7. All other parameters are the same. The statis-
tics of the micromaser field is no longer neatly separated into sub-Poissonian
regions with super-Poissonian peaks centered on the location of phase transi-
tions. There still is a significant amount of sub-Poissonian behavior and the
largest peaks in σ appear to still indicate locations where 〈n〉 undergoes abrupt
changes as a function of Theta. The inclusion of atomic damping for this small
value of Nex is seen to greatly suppress the deviation from Poissonian statis-
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Figure 4.4: The normalized standard deviation σ for a micromaser in which
all of the atoms arrive in the upper maser level. The parameters used here
are Nex = 7, ν = 0.054, and g = 39 kHz. The thick curve is without atomic
damping, and the thin curve is with the parameters γa = (244 µs)
−1 and
γb = (488 µs)
−1. A Poissonian photon distribution corresponds to σ = 1.
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Chapter 5
The Micromaser with Two-atom Events
An extension of the standard micromaser theory that is of interest is the
inclusion of two-atom events. Even when two-atom events are rare, two-atom
events are expected to make the effect of trapping states less visible [47, 66].
It has been shown for the trapping states that, after a single two-atom event,
the micromaser field relaxes slow enough that another two-atom event is likely
to occur before the field returns to the steady-state (as calculated using single
atom events only) [66]. Also, we would like to generalize the micromaser theory
to larger pump rates where the one-atom approximation becomes invalid.
5.1 Two Atoms Interacting with the Micromaser Field
When two atoms are interacting with the micromaser field, we will ne-
glect any direct interactions between the two atoms. Correlations between the
atoms will develop solely due to their interaction with the same field. As with
the Jaynes-Cummings Model, we will neglect damping during the interaction
and neglect the spacial dependence of the atom-field coupling strength. We
will also assume that the atoms are in resonance with the field and take δ = 0.
The Schrödinger equation is then given by
|ψ̇〉 = − i
h̄
V|ψ〉, (5.1)
with the interaction Hamiltonian
V = ih̄g[(σ1 + σ2)a† − (σ1 + σ2)†a]. (5.2)
Here the subscripts “1” and “2” indicate the first or second atom to arrive at




(ψaan|aan〉 + ψabn|abn〉 + ψban|ban〉 + ψbbn|bbn〉) (5.3)
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and note that the interaction Hamiltonian V only couples the states |aa, n+2〉,
|ab, n+1〉, |ba, n+1〉, and |bbn〉 for each n. Here the first and second ket labels
refer to the state of the first and second atoms, respectively. Substituting this

























































































(ψab,n+1 − ψba,n+1), (5.8)








we obtain the differential equations







These equations are solved by
ψ0n(t) = ψ0n(0) (5.13)
ψ1n(t) = ψ1n(0)c2n(t) + ψ2n(0)s2n(t) (5.14)
ψ2n(t) = ψ2n(0)c2n(t) − ψ1n(0)s2n(t) (5.15)
ψ3n(t) = ψ3n(0), (5.16)
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where we have defined
c2n ≡ cos(g
√
4n+ 6t) s2n ≡ sin(g
√
4n+ 6t). (5.17)























































αns2n(ψab,n+1(0) + ψba,n+1(0)). (5.21)
This result is identitcal to Eq. (3.11) of Ref. [33] if we correct for notational
differences and set ψaa,n+2(0) = ψba,n+1(0) = 0 (which corresponds to having
the second atom arrive in the upper state). Note that the one instance of
Cab,n+1 in Eq. (3.11) of Ref. [33] is a typing error, and needs to be replaced
with Cba,n+1.
5.2 Two-atom Events
A two-atom event consists of two atoms entering the microamser cavity
such that the second atom arrives before the first atom has left. Here we will
assume that both atoms arrive in the upper maser level and with the same
velocity—interacting with the cavity for the same time tint. When the first
atom arrives at the cavity we have
ψbbn(0) = ψn(0) (5.22)




n ψn(0)|n〉 is the initial state of the field. The first atom
interacts with the field for a time s before the second atom arrives. This is
described by the solution to the Jaynes-Cummings Model where only the first
atom and the field interact. This gives
ψab,n+1(s) = s1nψn(0) (5.24)
ψbbn(s) = c1nψn(0) (5.25)
















The second atom then arrives and both atoms interact with the field for a time

























[(βn + αnc2n)c1n −
√
αns2ns1n]ψn(0), (5.32)
where c2n and s2n are evaluated at t = tint − s. The first atom then leaves the
cavity while the second atom continues to interact with the field for a time s.
This is described by the solution to the Jaynes-Cummings Model where only
the second atom and the field interact. This gives





αnβn(1 − c2n)c1n +
√
βns2ns1n]
+s1n+1[(c2n + 1)s1n +
√
αns2nc1n]}ψn(0) (5.33)









+c1n+1[(c2n + 1)s1n +
√
αns2nc1n]}ψn(0) (5.34)
ψba,n+1(tint + s) =
1
2





n − s12n)}ψn(0) (5.35)
ψbbn(tint + s) =
1
2






The second atom then leaves marking the end of the two-atom event. Note
that the coefficients ψaa,n+2 and ψab,n+1 have factors of c1n+1 and s1n+1. This
is because there is an extra photon in the cavity due to the first atom being
in the lower state upon leaving the cavity.
Using this result to form the matrix elements of a density operator for
the combined atom-atom-field system, we obtain the two-atom event operator
U2 defined by
ρ(tint + s) = (1 + U2(tint, s))(ρf(0) ⊗ |bb〉〈bb|). (5.37)
It has the matrix elements
〈aa, n+ 2|U2ρ|aa, n+ 2〉 = U2(+1,+1)n 〈bbn|ρ|bbn〉 (5.38)
〈ab, n+ 1|U2ρ|ab, n + 1〉 = U2(+1,0)n 〈bbn|ρ|bbn〉 (5.39)
〈ba, n+ 1|U2ρ|ba, n + 1〉 = U2(0,+1)n 〈bbn|ρ|bbn〉 (5.40)
〈bbn|U2ρ|bbn〉 = −(U2(+1,+1)n + U2(+1,0)n
+U2(0,+1)n )〈bbn|ρ|bbn〉, (5.41)
where the coefficients





αnβn(1 − c2n)c1n +
√
βns2ns1n]
+s1n+1[(1 + c2n)s1n +
√
αns2nc1n]}2 (5.42)





αnβn(1 − c2n)c1n +
√
βns2ns1n]
+c1n+1[(1 + c2n)s1n +
√
αns2nc1n]}2 (5.43)
U2(0,+1)n (tint, s) =
1
4





n − s12n)}2 (5.44)
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give the probabilities of |bbn〉 → |aa, n + 2〉, |bbn〉 → |ab, n + 1〉, and |bbn〉 →
|ba, n+ 1〉 transitions. Here the superscripts indicates the emission of the first
atom (+1, 0), the second atom (0,+1), or both atoms (+1,+1), and the gain
of the excitation level of the field.
5.3 The Micromaser Field Dynamics Including Two-
atom Events
When an atom arrives at the micromaser cavity, we wish to determine
the probability that the atom belongs to a one-atom event and the probability
that the atom is the first atom of a two-atom event. Given that an atom has
arrived while the cavity was empty, the probability that the atom will leave
before the next atom arrives is
∫ ∞
tint
ds ρs(s) = e
−rtint, (5.45)
where we have used the Poissonian distribution (4.4). The probability that
the second atom arrives before the first atom has left, such that there is an




ds ρs(s) = 1 − e−rtint. (5.46)
Putting these together, we determine that the probability that the atom is the
first atom of an n-atom event is
Pn = e
−rtint(1 − e−rtint)n−1. (5.47)




Pn = 1. (5.48)










In order to determine the dynamics of the micromaser field including
the effect of two-atom events, we must also average over the spacing between
the two atoms participating in two-atom events. Given that a two-atom event




1 − e−rtint , 0 < s < tint. (5.50)
Putting everything together, we obtain the evolution operator for the mi-
croamser field including the effect of two-atom events
X = Lf + r(P̃1U1f + P̃2U2f), (5.51)
where we have introduced the reduced two-atom event operator averaged over




dsw(s)trat1,at2{U2(tint, s)(ρ⊗ |bb〉〈bb|)}. (5.52)
The matrix exlements of X are now given by
〈n|Xρ|n〉 = rP̃2Ũ2
(+2)
n−2 〈n− 2|ρ|n− 2〉
+
(









n + Lf (+1)n + rP̃1U1(+1)n
+rP̃2Ũ2
(+1)
n + Lf (−1)n−1
)
〈n|ρ|n〉













dsw(s)[U2(+1,0)n (tint, s) + U2(0,+1)n (tint, s)]. (5.54)
The steady state of the micromaser field ρssf is given by Xρssf = 0. This
equation can be solved using the method in Ref. [33]. First we solve Eq. (5.53)
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recursively starting with n = 0 to establish the third-order recurrence relation












n−1 〈n− 1|ρssf |n− 1〉. (5.55)
We then simplify this to a second-order recurrence relation by dividing by
〈n|ρssf |n〉 and introducing the ration
Sn ≡
〈n+ 1|ρssf |n+ 1〉
〈n|ρssf |n〉
. (5.56)
This results in the first-order recurrence relation



















Starting with S0 = a0, we obtain Sn as the continued fraction





· · · b1
a0
, (5.60)
and the steady state of the micromaser field is given by the product





where 〈0|ρssf |0〉 is determined by the normalization condition tr{ρssf } = 1.
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5.4 The Micromaser Field Statistics
Including Two-atom Events
If we ignore the integration and weighting function in Eq. (5.52) and use
a fixed value of s, then we have an analytic formula for the photon statistics
in steady state for a micromaser in which all two-atom events occur with
atoms arriving a time s apart. Other than the exact solution, in which the
integration is performed numerically to determine the average effect, we can
consider two extreme cases. If there is minimum overlap with s = tint, then the
two atoms arrive consecutively. Our formula for the two-atom event operator
then reduces trivially to two applications of the one-atom event operator and
gives results similar to those for the one-atom maser. If there is maximum
overlap with s = 0, then the two atoms arrive in simultaneous pairs. Our
formula for the two-atom event operator then reduces to the result for the
atom-pair approximation [66]. This gives us confidence that are formula for
the two-atom event operator is correct for intermediate values of s.
In Fig. 5.1, the average photon number 〈n〉 and the scaled variance
σ2 = (〈n2〉 − 〈n〉2)/〈n〉 in steady state are ploted versus the pump parameter
Θ =
√
Nexgtint, for comparison with Fig. 2 of Ref. [9]. The parameters used
are Nex = 25, g/γf = 7020, and ν = 0. The calculations are made near the
trapping state at gtint = π/2. The thick curve is the one-atom maser result
in which two-atom events are excluded, which, for these parameters is indis-
tinguishable from the result when including two-atom events with minimum
overlap. The thin curve is the result when including two-atom events with
maximum overlap—the atoms arriving in pairs. The trapping behavior for
this result is suppressed due to the time the two atoms are present in the
cavity giving rise to the oscillating factors c2n and s2n (5.17) which do not
oscillate at the Rabi frequency. The results for these two extreme cases agree
with the results of Ref. [9]. We repeated the calculation for intermediate values
of s, and obtained results with intermediate levels of trapping suppression—
the suppression increasing from none at s = tint to its maximum amount at
s = 0. We then obtained the average result by performing the integration in
Eq. (5.52) numerically. This result is given as the dotted curve in Fig. 5.1,



















Figure 5.1: Two atom effects. (a) Average photon number 〈n〉 and (b) scaled
variance σ2 as a function of the pump parameter Θ. The parameters are
Nex = 25, g/γc = 7020, and ν = 0. The thick curve is without two-atom
events, the thin curve is with the atom-pair approximation, and the dotted

















Figure 5.2: Average photon number 〈n〉 as a function of the pump paremter
Θ. The parameters are Nex = 25, g/γc = 7020, and ν = 0. The thick curve is
without two-atom events, the thin curve is with the atom-pair approximation,
and the dotted curve is with two-atom events. The diamond points are the
result of a Monte Carlo simulation including two-atom events as described in
the text.
The corresponding results of Ref. [9], however, fall outside of the two extremes
and show almost a complete suppression of the trapping behavior.
As a further test, we performed a Monte Carlo simulation. The results
are shown in Fig. 5.2. Here, the curves are as in Fig. 5.1 with the diamond
points indicating the results of our simulation. Each simulation started ini-
tially with a field in a Fock state ρf = |n〉〈n|, where n was taken randomly
from the photon distribution of the one-atom maser in steady state exclud-
ing the effect of two-atom events. Three random variables were then used
to determine the time until the next event of each type. The three possible
types of events were the absorption of a quantum of energy from the reser-
voir (occurring at the rate Lf+n ), the emission of a quantum of energy into the
reservoir (occurring at the rate Lf−n−1), and the arrival of an atom (occurring
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at the rate r). Whichever event occurred first was processed and then the
times were recalculated. If the event processed was the arrival of an atom,
a random variable was used to determine if the event was a one-atom event
(with probability P̃1) or a two-atom event (with probability P̃2). If a one-
atom event occurred, a random variable was used to determine if the event
resulted in the emission of a quantum of energy into the cavity. If a two-atom
event occurred, the spacing in arrival times s of the two atoms was determined
randomly (with probability density w(s)). A random variable was then used
to determine whether the event resulted in the emission of zero, one, or two
quantum of energy into the cavity. Each simulation span a time of 5000 s to
achieve a steady state that includes two-atom events. Each point in Fig. 5.2 is
the average of 10000 to 100000 simulations to achieve adequate convergence.
The results of the simulation agree with our calculation, and not with the




Here we are interested in the statistics of detection events where the
detectors do not have 100% efficiency and the evolution of the micromaser
field between detection events must include the effect of undetected atoms.
The conditioned evolution of the micromaser field between detection events
was derived by Briegel et al. [6]. They showed that conditioned evolution of
the field is described by a nonlinear master equation. However, we will show
that the use of a linear master equation and a non-normalized conditioned
density operator, as used by Herzog [25], can be used in place of the nonlinear
equation and the normalized conditioned density operator.
We will assume that all of the atoms arrive in the upper maser level
and the detectors are set up to detect the state of the atoms (|a〉 and |b〉)
as the atoms leave the micromaser cavity. We will also neglect the effect of
two-atom events in our discussion. For a particular detection event of interest,
it is convenient to define the operator X+ corresponding to the occurrence of
that detection event, and the operator X− ≡ X − X+ corresponding to the
evolution of the cavity field in the absence of detection events of that type.
Here X is the evolution operator for the micromaser field given by Eq. (4.10).
If we are interested in the detection of outgoing atoms in state |a〉, then we use
the operator X+a whose matrix elements are given by the amplitude 〈a|ρ|a〉 of
the combined atom-field density operator ρ after the atom has passed through
the cavity:
〈n+ 1|X+a ρf |n+ 1〉 = ηa〈a|[1 + U1](ρf ⊗ |b〉〈b|)|a〉
= ηaU1(+1)n 〈n|ρf |n〉. (6.1)
Here ηa is the detector efficiency for detecting atoms in state |a〉. Similarly, if
we are interested in the detection of outgoing atoms in state |b〉, we use the
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operator X+b whose matrix elements are given by
〈n|X+b ρf |n〉 = ηb〈b|[1 + U1](ρf ⊗ |b〉〈b|)|b〉
= ηb[1 − U1(+1)n −A(+1)n − B(0)n ]〈n|ρf |n〉, (6.2)
where ηb is the detector efficiency for detecting atoms in state |b〉. If we
are interested in detection events of either type, then we use the operator
X+ab = X+a + X+b .





and occurs with a probability density
r tr{X+ρf(t)}. (6.4)
For times between detections, the passing of an atom at time t, unde-
tected due to detector inefficiency, leads to the nonlocal state reduction
ρf(t) →
[r(1 + U1f) − X+]ρf(t)
tr{[r(1 + U1f) −X+]ρf(t)}
, (6.5)
and occurs with a probability density
r tr{[r(1 + U1f) − X+] ρf(t)} . (6.6)
This, along with the continuous effect of thermal damping, leads to the master
equation for the evolution of the density operator between detections condi-
tioned by the absence of detections
ρ̇cf = Lfρcf + tr{[r(1 + U1f) −X+]ρcf}
(
[r(1 + U1f) − X+]ρcf
tr{[r(1 + U1f) − X+]ρcf}
− ρcf
)
= X−ρcf − tr{X−ρcf}ρcf , (6.7)
where we have used the identities X+ = X − X−, and, for any ρ, tr{U1fρ} =
tr{Xρ} = 0. This agrees with Eq. (2.25) of Ref. [6]. This equation is nonlinear,







The nonlinearity in Eq. (6.7) is what leads to the normalization of the condi-
tioned density operator (6.8). The conditional probability density for a detec-
tion event occurring at time t given that no detections events have occurred
between times 0 and t is given by
r tr{X+ρcf (t)}. (6.9)
The exclusion probability, or the probability that a detection does not



















u(t) ≡ tr{eX−rtρf(0)}, (6.11)
We find that
u̇(t) = r tr{X−eX−rtρf(0)}
= −r tr{X+eX−rtρf(0)}, (6.12)
where we have used the identities X− = X −X+ and, for any ρ, tr{Xρ} = 0.










Thus the exclusion probability is u(t) given by Eq. (6.11) and is equivalent to
the denominator of Eq. (6.8).
The probability density for the next detection occurring at time t is
the conditional probability density (6.9) for a detection occurring at time t
multiplied by the probability u(t) that the condition is satisfied, or
r u(t)tr{X+ρcf (t)} = r tr{X+ρ̃cf (t)}. (6.14)
Here we have defined the non-normalized conditioned density operator
ρ̃cf (t) ≡ u(t)ρcf (t) = eX
−rtρf(0), (6.15)
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where the decay in the norm of the operator is due solely to the exclusion of
detections between times 0 and t. This is the solution to the linear master
equation
˙̃ρcf = X−ρ̃cf . (6.16)
This has been used by Herzog [25]. The two approaches to Eq. (6.14) are
identical, but the linear equation (6.16), as opposed to the nonlinear equation
(6.7), is simpler to numerically integrate.
Ignoring prior observations, detections of atoms in state |a〉 and |b〉 will
occur at the uncorrelated rates
ra = r tr{X+a ρssf }, rb = r tr{X+b ρssf }. (6.17)
For any statistical variable x, it is interesting to calculate the average normal-





where 〈x〉 is the average of x, and 〈x〉uncor is the average performed in the
absence of correlations with the detection rates (6.17). This ratio is equal to
unity for Poissonian statistics, and otherwise tells us whether the correlations
are positive or negative, and, for the case of successive detections, whether the
detection events are bunched or anti-bunched. As the detectors become less
efficient, the times between detections grow larger (with an increasing number
of atoms passing undetected between detections). The detected atoms thus
become less correlated and we have the general result
for any x, 〈x〉norm → 1, as ηa, ηb → 0. (6.19)
6.1 Counting statistics
The counting statistics and the Fano-Mandel function were treated
rather nicely by Briegel et al. [6] and will be discussed here only briefly. By
counting statistics, we mean the statical properties of the detection events
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counted for a certain observation period. They are fundamentally character-
ized by the joint probabilities for detecting n atoms in state |a〉 and m atoms in
state |b〉 in an observation time tobs. Of particular interest is the Fano-Mandel
function Q which measures the deviation of the variance of the counts from










− 〈N(tobs)〉 − 1, (6.20)
where N(tobs) is the number of counts observed. The Fano-Mandel function is
of interest since for a micromaser in which all of the atoms arrive in the upper
state, the counting statistics of the atoms observed to be in the lower state
should be closely related to the photon number statistics of the micromaser
field (since every atom observed to be in the lower state corresponds to the
photon number of the field increasing by one). It was therefore hoped that the
sub-Poissonian variance of the micromaser photon statistics would give rise to
a sub-Poissonian variance of the counting statistics of atoms observed in the
lower state. Measurements of the Fano-Mandel function have indeed shown
the pressence of sub-Poissonian variance in the counting statistics [52], which
can be viewed as an indirect observation of the pressence of sub-Poissonian
variance in the photon statistics of the micromaser field.
An approximate expression for calculating the Fano-Mandel function
was developed by Rempe and Walther [53], who achieved results that agreed
well with a simulation, and later with experimental results [52]. An exact
expression was derived by Briegel [6], and was shown to agree well with the
previous approximation in the regime for which it is valid. For counting atoms






















Qa is related to the two-time correlation function for the detection of atoms in
state |a〉 [6]. The normalized standard deviation of the field σ can be related
to the short-time limit of the same atomic correlation function [18], providing
the connection between Qa and σ.
6.2 Sequence statistics
Here we ask a different question: “given n successive detections, what
is the probability that the detections are of atoms in a particular sequence of
the states |a〉 and |b〉?” We use the notation P [abba . . . (n terms)] to denote
the probability of n-detection events being comprised of atoms detected in the
sequence of states “abba . . . .” They are normalized such that, for each n, the
sum of all P [x], where x is a sequence of “a” and “b” of length n, is unity.
The simplest of these probabilities are the probabilities that a single atom is








At the next level of complexity are the probabilities P [aa], P [ab], P [ba],
and P [bb] for n = 2. Rather than calculate them directly, it is convenient to
first consider the conditional probabilities P [aa], P [ab], P [ba], and P [bb], where
the underline indicates the given condition. For example, P [ab] denotes the
probability that the second detection of a two-detection event is of an atom
in state |b〉, given that the first detection is of an atom in state |a〉. The joint
probability P [ab] is then given by the conditional probability P [ab] multiplied
by the probability P [a] that the condition is true:
P [ab] = P [a]P [ab] . (6.24)
We will now derive an expression for P [aa]. Expressions for the other
conditional probabilities can be generated in an analogous manner. Given that
an atom in state |a〉 was detected at time 0 we have ρf(0) = X+a ρssf /tr{X+a ρssf }.
Until a later time t, when a second atom in state |a〉 is detected, we wish
to exclude detections of atoms in either state, so we use the non-normalized
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conditioned density operator ρ̃cf (t) = e
X−
ab
rtρf(0). Then the probability density
for the time t when the second atom is detected is r tr{X+a ρ̃cf (t)}, so that
P [aa] = r
∫ ∞
0














tr{Xρ} = 0, for any ρ (6.26)









= tr{X+a } − Γ (6.27)
and
P [aa] = 1 − Γ
tr{X+a ρssf }
, (6.28)
















The sequence probability P[aa] and the other sequence probabilities for
n = 2 are given by
P [aa] = P [a] − Γ
tr{X+abρssf }
(6.30)
P [bb] = P [b] − Γ
tr{X+abρssf }
(6.31)





Eq. (6.32) provides us with an interpretation of Γ as relating to the probability
that a switch occurs in the type of detection event, given by




Note also that these probabilities obey a useful “distributive property”. For
example,
P [aa] + P [ab] = P [a(a + b)] = P [a], (6.34)
which is a way of stating that the detection of an atom in state |a〉 will neces-
sarily be followed by the detection of an atom in either state |a〉 or |b〉 with unit
probability. This distributive property holds for all sequence probabilities.
Expressions for sequence probabilities for n = 3 and greater can be
formed by a sequence of the operators X+a and X+b in right to left order,

















The mean number of successive detections of atoms in the same state,
〈n〉, was first calculated by Wagner et al. [63–65] using Monte Carlo techniques
for the phase-sensitive micromaser experiment described in those papers. They
had surmised that this mean number would contain information about the
phase dynamics of the micromaser field. Later, Englert et al. [17] derived an
expression for 〈n〉 and 〈n〉norm. Using an eigenvalue method, they reproduced
the results of Wagner et al. with good agreement and calculated 〈n〉norm for the
standard micromaser experiment. Though this was a good test of micromaser
theory, it was shown that the mean number of successive detections of atoms
in the same state did not contain the sought information about the phase
dynamics. Here we will derive the mean number 〈na〉 of successive detections
of atoms in state |a〉 and the mean number 〈nb〉 of successive detections of
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atoms in state |b〉. The derivation of 〈n〉 = 1
2
(〈na〉+ 〈nb〉) in Ref. [17] needs to
be modified only slightly in order to obtain 〈na〉 and 〈nb〉. We will later show
that these quantities are greatly influenced by the trapping states, providing
a means of observing trapping states in measurements of the mean number of
successive detections.
Given that the detection of an atom in state |b〉 has occurred, we denote
the probability of detecting n atoms in state |a〉 prior to the next detection of
an atom in state |b〉 by pan = P [banb], where “an” is short for n terms of “a”








pbn = 1. (6.36)
Note that the probability of having n detections of atoms in one state between
two detections of atoms in the other state, pn, used in the derivation of 〈n〉 in
Ref. [17] is related to pan and p
b
n by
pn = P [b]p
a
n + P [a]p
b
n
= P [banb] + P [abna]. (6.37)
We then consider the probability pa0 = P [bb] of detecting an atom in
state |b〉 after a previous atom detected in state |b〉, and the possible ways in
which the two events can occur between the detection of two atoms in state
|a〉:
pa0 = P [bb]
= P [abba] + (P [abbba] + P [abbba]) + · · · . (6.38)
Noting that, for example,























and a similar expression for pbn.
We now consider the probability P an of detecting n atoms in state |a〉








P bn = 1 . (6.42)
P an differs from p
a


























which is the inverse of the switch probability (6.33) and is equivalent to




dt e−(ra+rb)t = P [b]








and similarly for (pb0)uncor, (P
b
n)uncor, and 〈nb〉uncor. The average of 〈na〉uncor










6.3 Waiting time statistics
Waiting time distributions have been calculated previously for partic-
ular trapping states [6, 25]. Here we will calculate the mean waiting times
between various detection events. We begin by deriving an expression for the
mean time 〈ta→a〉 between detections of atoms in state |a〉. Given that an atom
in state |a〉 was detected at time 0 we start with ρf(0) = X+a ρssf /tr{X+a ρssf }. At
a later time t, the next atom in state |a〉 is detected. Until then, we wish to
exclude detections of atoms in state |a〉, but we do not care how many atoms
are detected in state |b〉. So we use the non-normalized conditioned density
operator ρ̃cf (t) = e
X−a rtρf(0). Then the probability density for the time t when
the next atom is detected in state |a〉 is r tr{X+a ρ̃cf (t)}. The mean time between

























and we conclude that the mean time between detections of atoms in state |a〉









Likewise, for atoms in state |b〉 we have 〈tb→b〉 = 〈tb→b〉uncor = 1/rb.
These results do not prove that there are no correlations between atoms
in the same state—only that we have to go to higher powers in the waiting
time in order to see those correlations. For example, the mean squared time

























where, in the last step, we have again substituted X+a = X −X−a and used the





If we want a more interesting mean waiting time (one that exhibits cor-
relations without needing to go to higher powers), we have to compute 〈ta→b〉
or 〈tb→a〉. Starting with the same initial condition ρf(0) = X+a ρssf /tr{X+a ρssf },




for the absence of detections of atoms in state |b〉, the probability density for
the time t until the next detection of an atom in state |b〉 is r tr{X+b ρ̃cf (t)}.
































X+a ρssf }. (6.57)













X+a ρssf }. (6.59)





The atomic inversion is defined as the difference in the probabilities
of a given outgoing atom being in the ground state and the excited state. A
more practical definition is the difference in the probabilities of a given detected
atom being in the ground state and the excited state
I ≡ P [a] − P [b]. (7.1)
This formula reduces to the difference in the number of outgoing atoms in the
ground state and excited state if the detector efficiencies are equal (ηa = ηb),
which we will assume.
A recent paper by Weidinger et al. [67] gives results of experimental
observations of the atomic inversion and shows the first evidence for the ex-
istence of trapping states. Figure 7.1 shows I calculated for Nex = 7 and
Nex = 10 for comparison to Fig. 3 of Ref. [67]. Here ν = 0.054 and g = 39
kHz. The thick curves are the result of the micromaser theory with atomic
decay or velocity averaging, while the thin curve includes depletion damping
with the parameters γa = (244 µs)
−1 and γb = (488 µs)
−1, and also velocity
averaging with σt/t̄int = 3%. The inclusion of two-atom events was found to
have a negligible effect for these parameters and is not included here. The
vertical dotted lines indicate the same trapping states as in Fig. 3 of Ref. [67].
The trapping states are seen to have the effect of creating dips in the atomic
inversion.
The experimental results show a linear trend due to the difference in the




















Figure 7.1: The inversion I for Nex = 7 (a) and Nex = 10 (b). The atoms
are assumed to all arrive in the upper state. The parameters used here are
ν = 0.054 and g = 39 kHz. The thick curves are the results of the micromaser
theory without atomic decay or velocity averaging. The thin curves are the re-
sults of including depletion damping with γa = (244 µs)
−1 and γb = (488 µs)
−1,
and velocity averaging with σt/t̄int = 3%. The vertical dotted lines indicate
trapping states.
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field ionisation detectors. Because of this, the detector efficiencies effectively
become
ηa → ηae−γafatint (7.2)
ηb → ηbe−γbfbtint , (7.3)
where fa and fb are the distances to the detectors in units of the cavity length
d. Figure 7.2 shows the effect of having chosen the detector distances fa = 4
and fb = 2. These choices were made without knowledge of the detector
geometry used in Ref. [67], but produce an effect that is comparable. Here we
also including the results of a Monte Carlo simulation that includes the effect
of quantum fluxuations due to exchanges of energy with the reservoir. The
diamond points in Fig. 7.2 are the result of averaging over 2 × 104 detector
events, where the detectors were taken to have an efficiency of ηa = ηb = 40%.
Figure 7.3 shows the results of having applied a first order correction by
subtracting the linear trend. The linear trend was determined by considering
only points with tint ≥ 60 µs.
In comparing our theoretical results with the experimental results of
Ref. [67], we first note the glaring discrepancy for interaction times less than
60 µs. In this region, the predicted features of the inversion are invisible
in the experimental results. In addition, before subtracting the linear trend,
the predicted inversion is never positive, unlike the experimental results for
interaction times less than 60 µs. Also, the effect of the trapping states at
tint = 46.5 µs, 57.0 µs, 65.8 µs, and 72.0 µs are predicted to be suppressed
by the amount of atomic decay and atomic velocity spread present in the
experiment. The experimental results, however, show dips in the inversion at
those locations. The authors of Ref. [67] note that for interaction times below
40 µs the Doppler distributions of the upper atomic state (the 63P3/2 state
of Rubidium) and a neighboring level (the 63P1/2 state of Rubidium) overlap,
leading to the excitation of atoms that don’t interact with the micromaser
field. This effectively lowers the injection rate r of interacting atoms and will
disturb the maser statistics, but cannot explain the discrepancy between the
theory and experiment for interaction times up to 60 µs.
The shape of the inversion is hardly affected by the detector geome-







































































Figure 7.2: The inversion I for Nex = 7 (a) and Nex = 10 (b). The atoms
are assumed to all arrive in the upper state. The parameters used here are
ν = 0.054 and g = 39 kHz, γa = (244 µs)
−1, γb = (488 µs)
−1, and σt/t̄int =
3%. The detectors are treated as being at distances of fa = 4 and fb =
2 in units of the cavity length. The vertical dotted lines indicate trapping
states. The diamond points are the results of a Monte Carlo simulation that
includes quantum fluxuations due to exchanges of energy with the reservoir.
The detectors were taken to have an efficiency of ηa = ηb = 40% Each diamond




















































































Figure 7.3: The inversion I for Nex = 7 (a) and Nex = 10 (b). The atoms
are assumed to all arrive in the upper state. The parameters used here are
ν = 0.054 and g = 39 kHz, γa = (244 µs)
−1, γb = (488 µs)
−1, and σt/t̄int = 3%.
The detectors are treated as being at distances of fa = 4 and fb = 2 in units
of the cavity length. The linear trend for points with tint ≥ 60 µs has been
subtracted. The vertical dotted lines indicate trapping states. The diamond
points are the results of a Monte Carlo simulation that includes quantum
fluxuations due to exchanges of energy with the reservoir. Each diamond
point is the average of a 2 × 104 detection events.
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detectors and the cavity increases the linear trend (which eventually is seen
as an exponential trend), but does not otherwise affect the shape of the in-
version after the trend is removed. The degree of signal suppression in our
model is due solely to atomic decay and the distribution of atomic velocities.
The amount of atomic damping and velocity spread included in our model is
based on the experimental parameters of Ref. [67], and is seen to produce a
comparable amount of amplitude suppression. The Monte Carlo simulation
shows the effect of including quantum fluxuations, where each diamond point
is the result of averaging over 2 × 104 detection events as was done in earlier
experiments [52]. We see that this is enough to reduce the fluxuations and
achieve a good signal.
Although the experimental results show dips occurring in the inversion
at the locations of the trapping states, the results disagree with the theoretical
shape of the inversion everywhere else. We can only conclude that either the
theory needs to be extended further to include some effect that is present in this
experiment (but did not affect the earlier experiments of Walther et al. [52, 54],
where agreement with the theory was good) or there was some difficulty with
the experiment that led to too much noise in the data.
7.2 The Fano-Mandel Function
Figure 7.4 shows the Fano-Mandel functionQa for the detection of lower
state atoms for a micromaser in which all of the atoms arrive in the upper state.
The observation time was chosen to be one cavity decay time for comparison
to Fig. 4 of Ref. [67] in which the results were averaged over observation
times between one and four cavity decay times. The parameters used here
are Nex = 7, ν = 0.054, g = 39 kHz. The vertical dotted lines indicate the
same trapping states as in Fig. 4 of Ref. [67]. Increasing the observation time
of the Fano-Mandel function has the effect of increasing the amplitude of the
super-Poissonian peaks. The sub-Poissonian regions are barely affected by
the increase in the observation time, since in these regions the steady state
Fano-Mandel function is reached in less than one cavity decay time [6]. In
super-Poissonian regions, the Fano-Mandel function reaches its steady state
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Figure 7.4: The Fano-Mandel Function Qa for the detection of atoms in the
lower state. The atoms are assumed to all arrive in the upper state and atomic
damping and velocity averaging are neglected. The parameters used here are
Nex = 7, ν = 0.054, g = 39 kHz, and tobs = 1/γf . The vertical dotted lines
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Figure 7.5: The Fano-Mandel Function Qa for the detection of atoms in the
lower state. The atoms are assumed to all arrive in the upper state. The
parameters used here are Nex = 7, ν = 0.054, g = 39 kHz, tobs = 1/γf ,
γa = (244 µs)
−1, γb = (488 µs)
−1, σt/t̄int = 3%, fa = 4, and ηa = 40%. The
vertical dotted lines indicate trapping states. Poissonian statistics corresponds
to Qa = 0.
Though the trapping states do have some affect on the shape of Qa,
the effect is not as striking as the effect on the ...
Figure 7.5 shows the effect of including atomic decay and velocity aver-
aging with the parameters γa = (244 µs)
−1, γb = (488 µs)
−1, and σt/t̄int = 3%.
We also assumed a detection efficiency for lower state atoms of ηa = 40% and
a distance to the detector of fa = 4. The inclusion of velocity averaging and
atomic damping has has destroyed any effect the trapping states have on Qa
except perhaps at the trapping state tint = 65.8 µs. Another effect is that the
sub-Poissonian regions are greatly reduced except for the region tint ≤ 40 µs.
Compared to the experimental results of Ref. [67], we again note the
glaring discrepancy for interaction times less than 60 µs. The theoretical
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Figure 7.6: Mean number 〈na〉 of successive detections of lower state atoms
for Nex = 7 and ν = 0.054. The curves are for η = 100% (thick line) and
η = 10% (thin line). The vertical dotted lines indicate the trapping states for
nq = 0, . . . , 4.
distance between the cavity and the detector for lower state atoms. Either the
use of fa = 4 is much too large, or the experimental results include a corrective
factor of exp(γafatint) (though the authors did not mention any correction).
The experimental results show variations in Qa on a scale much shorter in
tint than the theoretical results predict (even before the inclusion of velocity
averaging and atomic decay smooth the results further). This is even more
convincing than the atomic inversion that the results of Ref. [67] is excessively
noisy, and not a good indicator that anything is wrong with the theory.
7.3 Successive detections
Figure 7.6 shows the mean number of successive detections of atoms
in the lower maser level |a〉, 〈na〉, for detector efficiencies of η = 100% and
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Figure 7.7: Mean number 〈nb〉 of successive detections of upper state atoms
for Nex = 7 and ν = 0.054. The curves are for η = 100% (thick line) and
η = 10% (thin line). The vertical dotted lines indicate the trapping states for
nq = 0, . . . , 4.
nq = 0, . . . , 4. At a trapping state, if it were not for the effect of thermal
damping, we would expect all of the atoms to emerge in the upper maser
level, having undergone an integer multiple of Rabi cycles. This has the effect
of giving rise to a dip in the average number of successive detections of atoms
in the lower maser level. Figure 7.7 shows the mean number of successive de-
tections of atoms in the upper maser level |b〉, 〈nb〉. In this figure, we see that
trapping states give rise to peaks indicating an increase in the number of suc-
cessive detections of excited atoms as expected, though some trapping states
have only a small effect on the shape of nearby peaks. Both Figs. 7.6 and 7.7
show a decrease in the mean number of successive detections as the detectors
become less efficient. The uncorrelated values are unaffected by the detector
efficiencies (for equal detector efficiencies), and this decrease in the mean num-
ber of successive detections is just an indication of the decrease in correlations
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Figure 7.8: Mean number of successive detections (of any type) normalized to
the uncorrelated value for Nex = 7 and ν = 0.054. The curves are for η = 100%
(thick line) and η = 10% (thin line).
these mean numbers, providing a means of observing trapping states alter-
native to measurements of the atomic inversion. Figure. 7.8 shows the mean
number of successive detections (of any type) normalized to the uncorrelated
value, 〈n〉norm. For decreasing detector efficiency, 〈n〉norm approaches unity as
expected. Antibunching occurs in a narrow interval of ϕ = 9.
7.4 Waiting times
Figure 7.9 shows the average time until the next detection of an atom in
the upper state after an initial detection of an atom in the lower state, 〈ta→b〉,
scaled by rηb. The scaling compensates for the increase in mean waiting time
as the detectors become less efficient and the probability of the final detection
occurring decreases. Again, the vertical dotted lines indicate the trapping
states for nq = 0, . . . , 4. The trapping states have the effect of giving rise
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Figure 7.9: Mean waiting time 〈ta→b〉 until the next detection of an upper
state atom after a detection of a lower state atom (scaled by rηb) for Nex = 7
and ν = 0.054. The curves are for η = 100% (thick line) and η = 10% (thin
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Figure 7.10: Mean waiting time 〈tb→a〉 until the next detection of a lower state
atom after a detection of an upper state atom (scaled by rηa) for Nex = 7 and
ν = 0.054. The curves are for η = 100% (thick line) and η = 10% (thin line).
The vertical dotted lines indicate the trapping states for n0 = 0, . . . , 4.
upper state as expected, since almost every atom should leave the cavity in the
upper state when the micromaser is operating at a trapping state. Figure 7.10
shows 〈tb→a〉, scaled by rηa. Here the trapping states give rise to peaks in
the average waiting time for the next detection of an atom in the lower state,
though some trapping states have only a small effect on nearby peaks. The
large peaks at ϕ = π, 2π, 3pi are cut-off in the figure so that the other features
can be seen. These peaks are featureless above what is shown in the figure.
Figures 7.11 and 7.12 show the waiting times normalized by the uncorrelated
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Figure 7.11: Mean waiting time 〈ta→b〉 until the next detection of an upper
state atom after a detection of a lower state atom normalized to the uncorre-
lated value for Nex = 7 and ν = 0.054. The curves are for η = 100% (thick
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Figure 7.12: Mean waiting time 〈tb→a〉 until the next detection of a lower state
atom after a detection of an upper state atom normalized to the uncorrelated
value for Nex = 7 and ν = 0.054. The curves are for η = 100% (thick line)




We have reviewed background material about electromagnetic fields
inside of high-Q cavities and Rydberg atoms in electromagnetic fields. We have
made small contributions to the theory of damping of the field by correcting
the errors in the derivation of the field damping eigenstates by Briegel et
al. [4] and finding a simpler approach to establishing the orthonormality of
the eigenstates. We also made a contribution to the theory of damping of two-
level atoms by using a density operator approach that does not assume zero
temperature. We discussed the Jaynes-Cummings model of two-level atoms
interacting with single mode electromagnetic fields and extended the theory to
include a spacial-dependent atom-field coupling strength. We concluded that
alone it would have no effect on the results of the experiments of Walther et
al.[41, 50, 52, 54, 67].
In our development of the micromaser theory, we have derived an op-
erator describing the continuous evolution of the micromaser field averaged
over the arrival times of the injected atoms. This operator had been in use
previously, but lacked a formal derivation. Our derivation also results in a
more general form for the evolution operator including the effects of non-zero
temperature, atomic depletion damping, and velocity averaging. Using this
operator we derived a more general analytical expression for the steady state
of the micromaser field than has been previously derived, and calculated the
effects of atomic depletion damping with non-equal decay rates on the photon
statistics as a function of the pumping parameter. We also extended the mi-
cromaser theory to include two-atom events and calculate the photon statistics
of the micromaser field including two-atom events. Our results differ from the
earlier results of Casagrande et al. [9]; however, a comparison of our results
with the two extremes of atoms arriving in pairs and atoms arriving sequen-
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tially and with a Monte Carlo simulation gives us confidence that our results
are correct.
We discussed the detection statistics of measurements on the outgoing
atoms of a micromaser system, and contributed to the discussion by deriving
the sequence statistics and waiting-time statistics of the detection events. We
derived the average number of successive detections of atoms in the upper and
lower maser levels. We also showed that the average waiting times between
detections of atoms in the same state are given by the uncorrelated rates
of atomic detections, but that the average waiting-times between atoms in
different states exhibit correlations.
We made numerous calculations of observable quantities including the
atomic inversion, the Fano-Mandel funciton, the average number of successive
detections of atoms in the upper and lower maser level, and the waiting-times
between the detection of atoms in different states. In comparing our results
for the atomic inversion and the Fano-Mandel function, we made an effort to
perform a comprehensive comparison with the experimental results of Wei-
dinger et al. [67], but the agreement remains very poor despite the excellent
agreement between the theory and the earlier experiments. The theory might
be extended further, although we do not anticipate that any further extension
of the theory will improve agreement with the experiments of Ref. [67]. Our
results for the average number of successive detections of atoms in the upper
and lower maser levels show a sensitivity to the presence of trapping states. We
conclude that measurements of these average numbers might provide a better
alternative to measurements of the atomic inversion for observing trapping
states.
In the future, we might consider a more comprehensive generalization of
the Jaynes-Cummings model including extensions such as the atomic inversion
damping, a spacial-dependent atom-field coupling strength (which may give a
non-trivial result when including other effects as well), and the center-of-mass
motion of the atom. Extending the model is valuable, due to its usefulness
in many applications, but analytical results beyond what has already been
achieved will prove difficult. We might also consider the finite interaction
times in the micromaser, and study the return map that describes the micro-
maser field at successive atomic injections. We could consider more extensive
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Monte Carlo simulations or try other methods for solving the dynamical equa-
tions of the micromaser field such as extensions of the eigenstate method of
Briegel [4], or use of the matrix continued fraction method developed by Risken
and Vollmer [55]. We might also consider other micromaser arrangements such
as the pulsed micromaser of the more recent experiments by Varcoe et al. [61].
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