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Abstract
In this paper, the high-ﬁeld limit of the Vlasov–Poisson–Fokker–Planck system for charged
particles is rigorously derived. The ﬁrst result is obtained in any space dimension by using
modulated energy techniques. It requires the smoothness of the solutions of the limit problem.
In dimension 2, it is possible to handle more general data by using methods developed for a
diagonal defect measures theory. The convergence of the concentration of particles is obtained
in the space of bounded measures. In both cases, the limit of the sequence of densities of
distribution functions is shown to solve a nonlinear system of partial differential equations
which is related to Ohm’s law.
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1. Introduction
1.1. The physical model
We consider a plasma with one species of particles, electrons for instance, whose
evolution is described by its distribution function f . The particles interact with a thermal
bath and with themselves through the Coulomb interaction. The distribution function
f solves the Vlasov–Poisson–Fokker–Planck (VPFP) system
t f + v · ∇xf − q
me
∇ · ∇vf = LFP[f ] := 1 divv(vf + e∇vf ), (1)
−x = q0 (n−D), n(t, x) =
∫
RN
f (t, x, v) dv, t0, (x, v) ∈ R2N. (2)
The function D = D(x) is the density of a background of positive charges and is
assumed to be given. For instance, it can be the doping proﬁle in the framework of
semiconductors theory. The density of electrons, n, is coupled with the potential  via
the Poisson equation (2). The space variable is denoted by x ∈ RN and v ∈ RN is the
velocity. The physical constants involved in the problem are:
• 0 the vacuum permittivity,
• q the elementary charge of the electrons,
• me the mass of the electrons,
• e the relaxation time due to collisions of the particles with the thermal bath,
• kB the Planck constant,
• Tth the temperature of the thermal bath,
• √e =
√
kBTth
me
the thermal velocity.
After a dimensionless analysis (see below in this section) the system can be written
in terms of a small parameter, , consisting in the square of the quotient between the
mean free path and the Debye length. Thus, the system (1)–(2) takes the dimensionless
form
ε
(
t fε + v · ∇xfε
)− ∇xε · ∇vfε = divv(vfε + ∇vfε), (3)
−xε = (nε −Dε), nε(t, x) =
∫
RN
fε dv. (4)
1.2. Formal analysis
We can rewrite the rescaled kinetic equation in (3) as follows:
t fε + v · ∇xfε = 1
ε
divv
(
e−
|v+∇ε |2
2 ∇v
(
fεe
|v+∇ε |2
2
))
.
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From this formula, it is tempting to guess that, as ε tends to 0,
fε  n(t, x) 1
(2)N/2
e−
|v+∇|2
2 , (5)
coupled to the Poisson equation
−x = n−D. (6)
Then, the question is to determine the evolution equation satisﬁed by the macroscopic
density n(t, x). By using (5), we get for the macroscopic current
jε(t, x) =
∫
RN
v fε(t, x, v) dv  −n(t, x)∇x.
On the other hand, integration of the kinetic equation with respect to the variable v
leads to the conservation equation
t nε + divx jε = 0. (7)
Then, the formal asymptotics (5) leads to the following limiting system:
t n− divx(n∇x) = 0, −x = n−D. (8)
We remark that the relationship j = −n∇ is the inﬁnitesimal version in dimensionless
form of the well-known Ohm’s law which tells that the current is proportional to the
electric ﬁeld.
1.3. Mathematical results
In (3)–(4) the nonlinear term is of the same order of magnitude that the diffusion
Fokker–Planck term, which is due to the hypothesis that the mean free path of the
electrons is much smaller than the Debye length. In this case, the limit procedure
ε → 0 is called high-ﬁeld limit to distinguish it from the other possibility in which
the diffusion dominates the behavior, i.e., the low-ﬁeld limit (see [20,24]). High-ﬁeld
asymptotics has been ﬁrst introduced in the context of semiconductors kinetic theory in
[18]. In this last paper, the linear Fokker–Planck operator f → divv(vf +∇vf ) in (3) is
replaced by a linear Boltzmann operator. When the electric ﬁeld −∇x is assumed to be
given, the limit equation is rigorously derived. The corresponding boundary conditions
have been discussed in [10,11]. Also numerical simulations and comparisons with other
models have been performed in [9,11]. Various extension of these results for different
physical models including quantum transport have been obtained in [1,3,13,15]. In
[2], a rigorous proof of the derivation of the high-ﬁeld limit in a nonlinear context
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is performed. The ﬁeld is not coupled via the Poisson equation but the Boltzmann
operator is nonlinear due to the modeling of degeneracy effects.
When the electric ﬁeld is coupled via the Poisson equation to the distribution function,
the only rigorous result concerning the high-ﬁeld limit has been obtained in [17], in
the one-dimensional case, by using a cancellation of the singularity of the 1D Poisson
kernel. The aim of this paper is to extend the analysis of the high-ﬁeld limit to the
multidimensional case.
In a ﬁrst approach, by using modulated energy (relative entropy) methods (see [8])
we are able to pass to the limit in any space dimension. The drawback is that the
solutions of the limit problem have to be assumed very smooth.
In dimension 2, we can improve this result by considering general weak solutions of
the limit system. For that, we combine the cancellation properties of the singularities due
to the antisymmetry of the Poisson kernel (see [14,17,21]) together with mathematical
tools developed in the framework of a diagonal defect measure theory (see [19]).
In the following, we consider only smooth solution of the VPFP system (3)–(4).
We refer to [5,6,12] for the existence and uniqueness of strong solutions of the VPFP
system. For the derivatives with respect to the space variables we use the notations
∇ = ∇x =
(

xi
)
i=1,...,N
, div = divx =
∑
i=1,...,N

xi
,
 = x =
∑
i=1,...,N
2
(xi)2
, D2 =
(
2
xixj
)
i,j=1,...,N
.
For the Laplace equation −(x) = (x) together with appropriate conditions at
inﬁnity (see [4]), we consider solutions given by the convolution with the elementary
solution EN of the operator −:
−∇ = −∇−1 = ∇EN ∗  with ∇EN(x) = 1N−1
x
|x|N ,
where N−1 is the measure of the sphere of dimension N − 1.
Throughout the paper, we denote byM1(RN) the set of bounded Radon measures on
RN , whileM1+(RN) stands for its positive cone. Also, as we will specify in Deﬁnition
1 below, the convergence in measure is said tightly if the dual functions are continuous
and bounded.
We have two speciﬁc convergence properties depending on the weak or smooth
character of the solutions. Our main results are the followings:
Theorem 1. Let nI ∈ W 1,1(RN)∩W 1,∞(RN), D ∈ W 1,1(RN)∩W 1,p(RN), p > N , and
let n be the unique smooth solution of the system (8) with initial condition n(t = 0) = nI
(see Proposition 4 below). Let f Iε be a sequence of smooth nonnegative distribution
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functions verifying
ε
∫
R2N
(1+ |v|2 + |x| + | log f Iε |)f Iε dv dx → 0,
∫
RN
|∇Iε − ∇I|2 dx → 0
with −I = nI−D and −Iε =
∫
RN f
I
ε dv−Dε. We also assume that the background
charge density veriﬁes Dε0, Dε → D in L2(RN) and that the global neutrality
relation ∫
R2N
f Iε (x, v) dv dx =
∫
RN
Dε(x) dx = Mε (9)
holds. Let fε be the strong solutions of the VPFP system (3)–(4) with initial data
f Iε . Then, the corresponding ﬁeld sequence veriﬁes that ∇ε converges to ∇ in
L∞(0,∞;L2(RN)), the current jε =
∫
RN v fε dv converges to −n∇ in M1([0, T ] ×
RN)N−tight and the density nε converges to n in C0([0, T ],M1+(RN)− t ight).
The previous result has been obtained under the assumption that the solution of the
limit problem is smooth. In dimension 2, we can consider general weak solution of the
limit problem:
Theorem 2. Let f Iε be a sequence of smooth nonnegative functions. More precisely,
we assume that the sequence of initial data satisﬁes
f Iε ∈ W 1,1(R4), (1+ |v|2 + |x|2)/2
(
|f Iε | + |∇x,vf Iε | + |∇2x,vf Iε |
)
∈ L∞(R4) (10)
for some  > 3, and that fε are the corresponding strong solutions of the VPFP system
(3)–(4). We also assume that there is a positive constant C > 0, independent on ε such
that ∫
R4
f Iε dv dx +
∫
R2
|∇Iε(x)|2 dx + ε
∫
R4
(|x|2 + |v|2)f Iε dv dxC (11)
with −Iε =
∫
RN f
I
ε dv − Dε. Let the background charge densities Dε be given
functions which verify
Dε0, (1+ |x|)Dε ∈ L1(R2), Dε → D in L1(R2), ‖Dε‖Lp(R2)C (12)
for some constants C > 0 and p > 2, independent on ε. We also assume that
the global neutrality relation (9) holds. Then, up to a subsequence, nε converges in
C0([0, T ],M1(R2)− t ight) to n, a weak solution of (8) (see Deﬁnition 2 below) with
initial data nI = limε→0 nε(0, ·) (in the tight sense). For the current we have that
jε =
∫
RN vfε dv converges to −n∇ in M1([0, T ] × RN)N − t ight .
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Remark 1. The above results can be easily extended to the case of time-relaxation
interaction kernels (see for example [2,3,10,13])
LTR[f ] := 1
∫
RN
(
f (v) e
|v′|2
2 − e |v|
2
2 f (v′)
)
dv′
instead of using the Fokker–Planck operator LFP deﬁned in (1), even in its quantum
partner. Other more complex and realistic interaction kernels will be dealt with in a
forthcoming paper of the authors.
1.4. Dimensionless analysis
Let us give here the dimensionless analysis which allows to identify the small pa-
rameter of our problem. Let us denote by N a typical value for the concentration of
the particles. Two important physical quantities which characterize the plasma are the
following length scales:
the mean free path : e =
√
ee,
which is the average distance traveled by a particle between two successive collisions,
and
the Debye length: 	 =
√
0kBTth
q2N ,
which is the typical length of the perturbations of a quasi-neutral plasma. In this paper,
we are interested in asymptotic regimes where the mean free path of the electrons is
much smaller than the Debye length. More precisely, we assume:
	?e which means N e2> 0me
q2
(this universal physical constant has the value 3.1× 10−4 s2/m3, where the units s and
m are seconds and meters, respectively). Then we set
ε =
(
e
	
)2
,
which is a small parameter intended to tend to 0.
We choose now the macroscopic units of time, space and velocity as follows:
T = 1
ε
e, L = 1
ε
e, V =
√
e.
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Let Uth = kBTthq be the thermal potential. Then, we use the following changes of
variables and unknowns
t = T t ′, dx = Lx′, v = V v′, f (t, x, v) = N
V 3
f ′ε(t/T , x/L, v/V ),
D(t, x) = ND′ε(t/T , x/L), (t, x) =
Uth
ε
′ε(t/T , x/L),
where primed quantities are dimensionless. After some straightforward manipulations,
we are ﬁnally led to the dimensionless VPFP system described by (3)–(4), where we
drop the primes.
The paper is structured as follows. Section 2 is devoted to uniform estimates and
compactness results which are needed in the next section. The proof of Theorem 1 is
given in Section 3 using a modulated energy method. Section 4 deals with the proof
of Theorem 2.
2. A priori estimates
The goal of this section is to derive uniform estimates needed for the proofs of
Theorems 1 and 2. We ﬁrst remark that assumption (11) of Theorem 2 also holds true
under the conditions of Theorem 1.
2.1. General case
We have
Proposition 1. Let f Iε be a nonnegative initial data verifying (10). Let also Dε satisfy
(12) and the global neutrality condition (9). Then, the classical solution of the VPFP
system (3)–(4) satisﬁes ∫
R2N
fε(t, x, v) dv dx = Mε (13)
for all t0. Assuming furthermore that the uniform estimate (11) holds, then there
exists a constant CT independent of ε such that the solutions of VPFP satisfy
sup
t∈[0,T ]
∫
RN
|∇ε(t, x)|2 dxCT ,∫ T
0
∫
R2N
|v|2fε(t, x, v) dv dx dtCT ,
sup
t∈[0,T ]
∫
R2N
|x|2fε(t, x, v) dv dxCT
(14)
for any T > 0.
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These estimates come out by multiplying the system (3)–(4) by |x|2 and |v|2 and
integrating by parts. These integrations by parts are justiﬁed because the distribution
function is smooth and fastly decreasing at inﬁnity. In dimension N3 the same
properties are true for the potential. However, one has to notice that generally, in 2D,
−1 → ∞ as |x| → ∞ and ∇−1 does not belong to L2(R2) when ∫  dx = 0
(see [23, Lemma 2.5]). This remark motivates the global neutrality assumption (9).
Proof of Proposition 1. Let us set ε = nε−Dε. The charge conservation relations (7)
and (13) are derived in a standard way. Now, we want to derive the energy equation.
Taking into account that ε = EN ∗ ε and E(−x) = E(x) we have
∫
RN
ε(t, x)tε(t, x) dx =
∫
R2N
EN(x − y)ε(t, y)tε(t, x) dx dy
= 1
2
d
dt
∫
R2N
EN(x − y)ε(t, y)ε(t, x) dx dy
= 1
2
d
dt
∫
RN
ε(t, x)ε(t, x) dx dy,
where we have used that ε is smooth with respect to time. We want to combine
ε = −ε with an integration by parts. This is totally justiﬁed in dimension N3,
but as we pointed out before, the case N = 2 must be studied independently (see
Lemma 3 below). So in any dimension we get
∫
RN
ε(t, x)tε(t, x) dx =
1
2
d
dt
∫
RN
|∇ε(t, x)|2 dx.
On the other hand, since jεε vanishes at inﬁnity, from (7) we get
∫
RN
ε tε(t, x) dx = −
∫
RN
ε divx jε(t, x) dx =
∫
RN
jε · ∇ε(t, x) dx.
Hence, we conclude that
1
2
d
dt
∫
RN
|∇ε(t, x)|2 dx =
∫
R2N
vfε · ∇ε(t, x) dv dx. (15)
Now we multiply Eq. (3) by |v|2/2 and integrate against x and v. We obtain
ε
d
dt
∫
R2N
|v|2
2
fε dv dx +
∫
R2N
vfε · ∇ε(t, x) dv dx = −
∫
R2N
|v|2fε dv dx + 2Mε.
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This equation together with (15) yields the following equation for the total energy of
the system:
d
dt
(
ε
∫
R2N
|v|2
2
fε dv dx + 12
∫
RN
|∇ε(t, x)|2 dx
)
= −
∫
R2N
|v|2fε dv dx + 2N. (16)
Assuming (11) and integrating this relation with respect to time prove the two ﬁrst
estimates in (14).
To bound the second space moment, we multiply Eq. (3) by |x|2/2 and integrate
against x and v. We obtain
d
dt
∫
R2N
|x|2
2
fε dv dx =
∫
R2N
x · vfε dv dx

(∫
R2N
|x|2fε dv dx
∫
R2N
|v|2fε dv dx
)1/2
.
Thus we have the differential inequality
d
dt
(∫
R2N
|x|2fε dv dx
)1/2

(∫
R2N
|v|2fε dv dx
)1/2
.
Integration with respect to time combined with the bound on the kinetic energy ends
the proof. 
Let us introduce in the following corollaries two consequences of the above Propo-
sition.
Corollary 1. Assuming the hypotheses on f Iε and Dε of Proposition 1, for any T > 0
the following properties are veriﬁed:
(i) (1+ |x|2)nε is a bounded sequence in L∞(0, T ;L1(RN)),
(ii) jε is a bounded sequence in
(
L2(0, T ;L1(RN))
)N
and (1+ |x|)jε is a bounded
sequence in
(
L1([0, T ] × RN)
)N
,
(iii)
∫
RN
v ⊗ vfε dv is bounded in
(
L1((0, T )× RN)
)2N
.
Proof. Claims (i) and (iii) are direct consequences of (14). The current is estimated
by using the Cauchy–Schwartz inequality as follows∫
RN
|jε(t, x)| dx
(∫
R2N
fε dv dx
)1/2 (∫
R2N
|v|2fε dv dx
)1/2
.
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In the right-hand side, the ﬁrst term is bounded in L∞(0, T ) by using (13), while the
second term is bounded in L2(0, T ) by using (14). The ﬁrst moment of jε is also
bounded since
∫ T
0
∫
RN
|x| |jε(t, x)| dx dt 
∫ T
0
∫
R2N
|x| |v| fε(t, x) dv dx dt

∫ T
0
∫
R2N
( |x|2 + |v|2
2
)
fε(t, x) dv dx dtCT
as consequence of (14). 
These estimates imply compactness properties in measure spaces. We ﬁrst recall some
deﬁnitions and basic facts from measure theory (an as complete as possible reference
is for instance [7]).
Deﬁnition 1. Considering sequences
(
n
)
n∈N in M1(RN), we say that:
(a) n converges vaguely to  if
lim
n→∞
∫
RN

n dx =
∫
RN

 dx (17)
for any continuous function with compact support 
 ∈ Cc(RN) (actually, the con-
vergence (17) holds for any function 
 which is continuous and vanishes at inﬁnity).
(b) The convergence is said to hold tightly if (17) is satisﬁed for any function which
is continuous and bounded: 
 ∈ C0 ∩ L∞(RN).
(c) Let (n)n∈N be a sequence of nonnegative measures which satisﬁes (a) and, fur-
thermore, limn→∞ n(RN) = (RN). Then, n converges to  tightly.
(d) Let (n)n∈N be a sequence of measures (without sign assumption) which satisﬁes
supn∈N |n|(RN) < ∞ and furthermore for any  > 0 there exists a compact set
K ⊂ RN such that supn∈N |n|(R2 \K). Then,
(
n
)
n∈N is relatively compact
for the tight topology.
The compactness result is the following:
Corollary 2. The sequence (nε)ε>0 is relatively compact in C0([0, T ],M1+(RN)
−tight) and (jε)ε>0 is relatively compact in M1([0, T ] × RN)N − t ight .
Proof. First, we deduce that nε satisﬁes an equicontinuity property by using the charge
conservation Eq. (7). Indeed, let  ∈ C∞c (RN). We get
d
dt
∫
RN
nε(t, x)(x) dx =
∫
RN
jε(t, x) · ∇(x) dx.
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By using Corollary 1(ii), integration from s to t yields∣∣∣∣∫
RN
nε(t, x)(x) dx −
∫
RN
nε(s, x)(x) dx
∣∣∣∣
‖∇‖
L∞(RN)
(∫ t
s
(∫
RN
|jε(, x)| dx
)2
d
)1/2√
t − s
CT ‖∇‖L∞(RN)
√
t − s.
Besides, the sequence (nε)ε>0 satisﬁes the Prokhorof tightness criterion (see e.g. [7])
uniformly with respect to time:
sup
ε>0
sup
t∈[0,T ]
∫
RN
nε(t, x) dx <∞,
and (i) leads to
sup
ε>0
sup
t∈[0,T ]
∫
|x|>R
nε(t, x) dx −→
R→∞ 0.
Thus, a standard density argument proves the equicontinuity of the sequence (nε)ε>0
in C0([0, T ];M1(RN)− t ight).
When dealing with the current, the estimates (ii) allow to extract a subsequence
which converges tightly to some j in M1([0, T ] × RN)− t ight . 
2.2. The case of the 2 space dimension
The aim of this subsection is to justify the integration by parts
−
∫
R2
εε dx =
∫
R2
|∇ε|2 dx.
To start with, we need some results about the solutions of (3), when the parameter
ε > 0 is ﬁxed. The techniques used by Degond [12] to obtain global existence of
smooth solutions of the VPFP system (with one species) in 2 space dimensions, apply
directly to our problem. We recall the following statement.
Theorem 3 (Degond [12]). Let D satisfy (12) and let f Iε be a nonnegative initial data
which satisﬁes
f Iε ∈ W 1,1(R4); (1+ |v|2)/2
(
|f Iε | + |∇x,vf Iε |
)
∈ L∞(R4), (18)
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for some  > 2. Then, there is a unique classical solution (fε,ε) of the VPFP system
(3)–(4) satisfying
fε0, fε ∈ L∞(0, T ;W 1,1(R4)),
(1+ |v|2)/2 (|fε| + |∇x,vfε|)
∈ L∞((0, T )× R4),
t fε, vfε ∈ L2((0, T )× R4), ∇ε ∈ L∞(0, T ;W 1,∞(R2)),
(19)
for every 0 < T <∞.
Moreover, still by adapting the arguments in [12] we can easily strengthen the
previous claim.
Proposition 2 (Degond [12]). Let f Iε be a nonnegative initial data which satisﬁes (10).
Let D satisfy (12). Then the classical solution (fε,ε) of the VPFP system (3)–(4) given
by Theorem 3 satisﬁes{
(1+ |v|2 + |x|2)/2 (|fε| + |∇x,vfε| + |∇2x,vfε|) ∈ L∞([0, T ] × R4),
(1+ |v|2 + |x|2)(−1)/2 ∣∣t fε∣∣ ∈ L∞([0, T ] × R4), (20)
for every 0 < T <∞.
This result is not at all optimal because it does not take into account the smoothing
effect of the VPFP system proved by Bouchut [5,6]. However, it is enough for our pur-
pose. Actually, we will use that (1+|x|)nε ∈ L∞([0, T ]×R2) and nε ∈ W 1,∞([0, T ]×
R2), which are obvious consequences of (19) and (20).
Of course, the estimates in this statement are not uniform with respect to the small
parameter ε.
Lemma 3. Let  ∈ L2(R2) be such that∫
R2
(1+ |x|)|(x)| dx <∞,
∫
R2
(x) dx = 0.
Consider the potential  given by
(x) = E ∗ (x) = − 1
2
∫
R2
ln |x − y|(y) dy.
Then,  is a continuous and bounded function such that lim|x|→∞(x) = 0. Further-
more, we have ∇ ∈ L2(R2). In particular, the identity∫
R2
(x)(x) dx =
∫
R2
|∇(x)|2 dx
holds.
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Proof. Let us denote by ·̂ the Fourier transform. The function E being the fundamental
solution of −, we have ||2̂() = ̂(). Since the integral of  vanishes, we get
|̂()| = |̂()− ̂(0)| || ‖∇̂‖
L∞(R2) || ‖x‖L1(R2).
We denote by A the characteristic function of the set A. Then, we notice that
∣∣̂()∣∣ = ∣∣∣∣ ̂()||2
∣∣∣∣  ∣∣∣∣ ̂()− ̂(0)||2
∣∣∣∣ {||1} + ∣∣∣∣ ̂()||2
∣∣∣∣ {||>1}
 ‖x‖
L1(R2)
1
||{||1} +
∣∣∣∣ ̂()||2
∣∣∣∣ {||>1}.
In the right-hand side, 1/|| ∈ L1(BR2(0, 1)) while an application of the Cauchy–
Schwartz inequality proves that the second term is also integrable. Hence, ̂ ∈ L1(R2).
It follows that x → (x) is a continuous and bounded function which tends to 0 at
inﬁnity. Similarly, we obtain
∣∣∇̂()∣∣ = ∣∣∣∣ ||2 ̂()
∣∣∣∣ ‖x‖L1(R2){||1} + |̂()|{||>1}.
Since  lies in L2(R2), we conclude that ∇ ∈ L2(R2) by the Plancherel theorem.
With these properties in mind, it is easy to justify the formula
∫
R2
|∇|2 dx = −
∫
R2
 dx
via standard approximation and truncation arguments. 
3. The modulated energy method
The aim of this section is to prove Theorem 1. We ﬁrst introduce the modulated
energy (see [8]), which allows us to show that the ﬁeld −∇ε converges in L2(RN)N
to the limiting ﬁeld −∇. The proof requires some regularity properties of the limit
solutions as well as the convergence of the initial electric ﬁeld. We deﬁne the modulated
energy H(t, ε) and the positive modulated energy Hp(t, ε) as follows:
H := ε
∫
R2N
fε
(
log fε + 12 |v + ∇|
2
)
dx dv + 1
2
∫
RN
|∇(ε − )|2 dx, (21)
Hp := ε
∫
R2N
fε
(
| log fε| + 12 |v + ∇|
2
)
dx dv + 1
2
∫
RN
|∇(ε − )|2 dx. (22)
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The idea is to study the dynamics of the modulated energy H(t, ε) (this quantity is also
named relative entropy). It allows to control the positive modulated energy Hp(t, ε)
thanks to Gronwall’s Lemma. Under convenient assumptions on the initial data, Hp(t, ε)
converges to zero as ε goes to 0. Then, the convergence of the ﬁeld is obtained.
To do that, it is necessary to have smooth properties for the limiting quantities n and
∇. Also, the convergence of the density nε is obtained thanks to the compactness
result of Corollary 2. Then we are able to determine the limit j of the current jε
by using the entropy production. The advantage of this method is that the result in
Theorem 1 holds in any dimension.
Proposition 4 (Smoothness of solutions of the limit system). Under the assumptions
of Theorem 1, the strong solution (n,∇) of (8) satisﬁes
∀T > 0, ∇ ∈ W 1,∞([0, T ] × RN).
Proof. Using Theorem 3 of [17], the unique strong solution (n,∇) of (8) satisﬁes
n and  = n−D ∈ W 1,∞([0, T ] ×RN), ∀T > 0. Therefore, Lemma 8 of [17] implies
that ∇ ∈ L∞
(
[0, T ];W 1,∞(RN)
)N
.
Then, by differentiating the ﬁrst equation of (8), it is easy to check that ∇ and
∇n are in ∈ L∞
(
[0, T ];L1(RN)
)N
and, taking into account that t n = −∇ · ∇n+
n(D − n), we have t = t n ∈ L∞
(
[0, T ];L1(RN)
)
. 
3.1. The modulated energy equation
In the N -dimensional case, we can prove the following result concerning the evolution
of the modulated energy. Throughout this section we repeatedly apply integration by
parts, which are justiﬁed in the Section 2.2 for N = 2 and is a consequence of the
regularity properties at inﬁnity of the Poisson equation for N > 2.
Lemma 5. Let fε be a solution of the VPFP system and n a solution of the limiting
Eq. (8). Then, the balance of the modulated energy is
d
dt
H(t, ε) = −
∫
R2N
|(v + ∇)√fε + 2∇v√fε|2 dx dv
+ ε
∫
R2N
(
fε(v + ∇) · t∇+ fε(v + ∇) · D
2 · v
)
dx dv
+
∫
RN
∇(ε − ) · D2 · ∇(ε − ) dx
+
∫
RN
∇(ε − ) · ∇(D −Dε) dx − 12
∫
RN
(n−D)|∇(ε − )|2 dx.
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Proof. We ﬁrst add ∇ · ∇vfε in both terms of Eq. (3) to ﬁnd
ε
(

t
fε + v · ∇fε
)
− divv
(
e−
|v+∇|2
2 ∇v
(
e
|v+∇|2
2 fε
))
= (∇ε − ∇) · ∇vfε. (23)
Then, the result is obtained by multiplying this equation by (1+ log fε + 12 |v+∇|2)
and integrating. We ﬁrst remark that the left-hand side of the above equation is noth-
ing but the Vlasov–Fokker–Planck equation with the ﬁeld ∇. Thus, the following
computations are classical:
ε
∫
R2N
(

t
fε + v · ∇fε
)
×
(
1+ log fε + 12 |v + ∇|
2
)
dx dv
= ε d
dt
(∫
R2N
fε log fε + 12 |v + ∇|
2fε dx dv
)
− ε
∫
R2N
(v + ∇) ·
(

t
∇+ v · D2
)
fε dx dv.
Also, ∫
R2N
(
divv
(
e−
|v+∇|2
2 ∇v
(
e
|v+∇|2
2 fε
)))
×
(
1+ log
(
e
|v+∇|2
2 fε
))
dx dv
=
∫
R2N
e−
|v+∇|2
2
∣∣∣∣∇v (e |v+∇|22 fε)∣∣∣∣2 1
e
|v+∇|2
2 fε
dx dv
=
∫
R2N
∣∣∣(v + ∇)√fε + 2∇v√fε∣∣∣2 dx dv0.
Finally, the right-hand side of (23) gives the following contribution:∫
R2N
1
2
|v + ∇|2∇(ε − ) · ∇vfε dx dv
= −
∫
R2N
(v + ∇) · ∇(ε − )fε dx dv
= −
∫
RN
(jε + nε∇) · ∇(ε − ) dx
= −
∫
RN
(jε + n∇) · ∇(ε − ) dx +
∫
RN
(n− nε)∇(ε − ) · ∇ dx
= I1 + I2.
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The term I1 is treated in the same way that we have obtained the energy equation in
Section 2. Using (7), the Poisson equation and the limiting equation (8) we can rewrite
this ﬁrst term as
I1 = −12
d
dt
∫
RN
|∇ε − ∇|2 dx.
For the second term, we use integration by parts which are justiﬁed as in Section 2
and the Poisson equation to ﬁnd
I2 =
∫
RN
(D − −Dε + ε)∇(ε − ) · ∇ dx
=
∫
RN
(D −Dε)∇(ε − ) · ∇ dx − 12
∫
RN
|∇(ε − )|2(n−D) dx
+
∫
RN
∇(ε − ) · D2 · ∇(ε − ) dx.
These computations easily lead to the announced result. 
3.2. Asymptotics
Let T > 0 be an arbitrary positive constant. In the following, CT denotes various
positive constants independent on ε. By assuming the hypotheses of Theorem 1 and
using the uniform estimates of Propositions 1 and 4 we can bound the modulated
energy
d
dt
H(t, ε)  CT
(∫
R2N
ε
(
fε + 12 |v + ∇|
2fε
)
+ 1
2
∫
RN
|∇ε − ∇|2 dx dv
)
+CT
∫
R2N
(D −Dε)2 dxCT
(
Hp(t, ε)+ ‖D −Dε‖2L2(RN) + ε
)
,
H(t, ε)  H(0, ε)+ CT
∫ t
0
Hp(s, ε) ds + CT
(
‖D −Dε‖2L2(RN) + ε
)
. (24)
Since we cannot assure that H(t, ε) is nonnegative due to the f log f term, we study
the positive modulated energy Hp(t, ε). We observe that both modulated energies are
related in the following sense
H(t, ε)Hp(t, ε)H(t, ε)+ ε
∫
R2N
|x|fε + 2ε
∫
R2N
e
−|v+∇|2−|x|
16 ,
where we have used the standard bound
fε| log fε|fε log fε + 14
(
|v + ∇|2 + |x|
)
fε + 2e−|v+∇|
2−|x|
16 .
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Then, combining these inequalities with (24), the conservation of the total mass and
the bounds of the second moments of Proposition 1, we conclude
Hp(t, ε)Hp(0, ε)+ CT
∫ t
0
Hp(s, ε) ds + CT (ε + ‖D −Dε‖2L2(RN)).
Finally, Gronwall’s lemma ensures that
0Hp(t, ε)CT
(
Hp(0, ε)+ ε + ‖D −Dε‖2L2(RN)
)
→ 0, as ε → 0
from which the convergence of the ﬁeld ∇ε follows. Then, nε converges to n in
C0
(
[0, T ];H−1(RN)
)
. Actually, this convergence holds in C0([0, T ],M1+(RN) −
t ight) thanks to Corollary 2.
In order to obtain the convergence of the current jε we turn back to the relative
energy equation of Lemma 5. Integrating with respect to time and using the above
convergence we obtain
∫ T
0
∫
R2N
∣∣∣(v + ∇)√fε + 2∇v√fε∣∣∣2 dx dv dt → 0, as ε → 0.
It implies that∫ T
0
∫
RN
|jε + nε∇| dx dt =
∫ T
0
∫
RN
∣∣∣∣∫
RN
(v + ∇)fε dv
∣∣∣∣ dx dt

∫ T
0
∫
RN
∫
RN
∣∣∣((v + ∇)√fε + 2∇v√fε)√fε ∣∣∣ dv dx dt → 0 as ε → 0.
Since the limiting ﬁeld −∇ is a bounded continuous function, we have nε∇→ n∇
in C0([0, T ],M1+(RN)− t ight)N . We conclude that jε → n∇ tightly inM1([0, T ]×
RN)N . It ends the proof of Theorem 1.
4. Compactness method in space dimension 2
The aim of this section is to prove Theorem 2. Indeed, in dimension 2, we are
able to improve the result of Theorem 1 by considering general weak solutions of the
limiting problem.
Thanks to Corollary 2 (at the cost of extracting subsequences) we have for any
T > 0
nε(t)→ n(t), tightly in M1+(R2), uniformly with respect to t ∈ [0, T ],
jε → j, tightly in M1([0, T ] × R2)N . (25)
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In virtue of these convergences, we can pass to the limit in the charge conservation
equation. We get
t n+ div j = 0.
Using Proposition 1, it is easy to obtain that jε + nε∇ε → 0 in the distributional
sense (see below in this section). Then, the difﬁculty is to pass to the limit in the
nonlinear term nε∇ε. Actually, it is far to be obvious that the product n∇ is well
deﬁned. Indeed, we have seen in Section 2 that we have only estimates on fε and its
moments in a L1-setting. Therefore, we only know that n is a measure with respect to
the space variable. On the other hand,  is deﬁned through the convolution of n−D
with the fundamental solution of −. Hence, it is not obvious at all how the product
n∇ makes sense.
This is dealt with by exploiting the symmetry properties of the fundamental solution
of −, denoted in this section by E(= E2). Namely, we use the following (formal)
identities, where 
 stands for a smooth test function and  for a measure:∫
RN
(x)∇(E ∗ )(x)
(x) dx
=
∫
RN
∫
RN
∇E(x − y)
(x)(x)(y) dy dx
= 1
2
∫
RN
∫
RN
∇E(x − y) (
(x)− 
(y))(x)(y) dy dx.
This formula uses that ∇E(x) is an odd function. Since 
(x) − 
(y) vanishes as
x − y → 0, we can expect that it will compensate the singularity of the interaction
kernel ∇E. This symmetrized expression was introduced by Schochet [21] and is a
particular formulation of compensated compactness arguments used by Delort [14] to
obtain the existence of solutions with vortex sheets of the 2D incompressible Euler
equation.
In a 1D framework the deﬁnition does not present any trouble when  is a measure,
since the function
(x, y) −→ ∇E1(x − y) (
(x)− 
(y)) = − 12 sgn(x − y) (
(x)− 
(y))
is continuous on R × R. This has been used by Nieto–Poupaud–Soler [17] for the
high-ﬁeld limit analysis of the 1D VPFP system. In a 2D framework, however,
(x, y) −→ ∇E(x − y) (
(x)− 
(y)) = − 1
2
x − y
|x − y|2 (
(x)− 
(y))
is continuous only on R2 × R2 \D, where D is the diagonal D = {(x, x), x ∈ R2}.
Therefore, in order to prove stability results it is necessary to introduce an additional
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diagonal defect measure. In particular, the defect measure vanishes when the set of
atoms of the measure  is empty. This has been discussed by Poupaud in [19], with
application to global existence for the 2D Euler equation. Another application is related
to adhesion dynamics as for pressureless equation or problems arising from biology,
see [16].
We can now introduce the concept of solutions on which our study in dimension 2
is based.
Deﬁnition 2. We will say that n is a weak solution of the system

t n− div(n∇) = 0 in R+ × R2,
− = n−D in R+ × R2,
nt=0 = nI in R2,
(26)
if the following assertions are fulﬁlled
• n ∈ C0([0,∞),M1+(R2)− t ight) and n(t = 0) = nI.
• For any t ∈ [0,∞), the measure n(t) is diffuse (which means that, for any x0 ∈ R2,
n(t)({x0}) = 0),
• For any test function 
 ∈ C∞c (R2), we have
d
dt
∫
R2

(x)n(t, x) dx = −
∫
R2
n(t, x)∇
(x) · ∇E ∗D(x) dx
−
∫
R4
1
4
x−y
|x−y|2 · (∇
(x)−∇
(y))n(t, y)n(t, x) dy dx
in D′([0,∞)).
4.1. Asymptotics in dimension 2
The asymptotic analysis is based on the conservation equations
 t nε + divjε = 0,ε(t jε + div ∫
R2
v ⊗ vfε dv
)
= −nε∇ε − jε. (27)
We use the convergence result (25) and the uniform estimates on the second moments
of fε given in Proposition 1. Passing to the limit in (27) in the sense of distributions,
we get
{
t n+ divj = 0,
j = − lim
ε→0 nε∇ε (in the distributional sense on [0,∞)× R
2). (28)
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Therefore, we are left with the task of determining the limit of the product nε∇ε in
the sense of distributions. To this end, let us split the potential as follows

ε = E ∗ (nε −Dε) = ε − Uε, E(x) = − 12 ln(|x|),
Uε(x) = E ∗Dε(x) = − 12
∫
R2
ln |x − y| Dε(y) dy,
ε(t, x) = E ∗ nε(t, x) = − 12
∫
R2
ln |x − y| nε(t, y) dy.
First of all, we remark that ∇U = ∇E∗D is continuous and bounded. Indeed, by using
the Hardy–Littlewood–Sobolev theorem of fractional integration (see [25]) we have
|∇U |C 1|x| ∗ |D(x)|C‖D‖

Lp(R2)
‖D‖1−
L1(R2)
with  = 1
3− p′ and p > 2.
In the same way we have ‖∇Uε − ∇U‖L∞(R2)C‖D − Dε‖Lp(R2)‖D − Dε‖
1−
L1(R2)
.
Using (12) proves that ∇Uε(x)→ ∇U(x) uniformly on R2. Therefore
lim
ε→0 nε(t)∇U = n(t) ∇U, tightly in M
1(R2), ∀t ∈ [0,+∞). (29)
Of course, the convergence analysis for nε∇ε is much more involved. As announced
in Deﬁnition 2, we use the following trick (for which we refer to Schochet [21], see
also [17,19]): for any  ∈ C∞c (R2), we have∫
R2
nε∇ε(t, x)(x) dx =
∫
R4
(x − y)((x)− (y))
4 |x − y|2 nε(t, x) nε(t, y) dy dx. (30)
On the one hand, using the uniform convergence of nε with respect to time, we get
for all t ∈ [0, T ],
nε(t, x) nε(t, y)→ n(t, x) n(t, y), tightly in M1(R4).
On the other hand, the function
(x, y) ∈ R2 × R2 −→ (x − y)((x)− (y))|x − y|2
is bounded and continuous on R4 \D, where D is the diagonal D = {(x, x); x ∈ R2}.
By using a classical result of measure theory we can pass to the limit in (30) provided
that D is a negligible set for the product measure: n(t)⊗n(t)(D) = 0, see Lemma A.1
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of the appendix. Actually, this condition is equivalent to the fact that n(t) is a diffuse
measure. This property will be obtained as a consequence of the following
Lemma 6. For any T > 0, the distributional limit of −∇ε is F = ∇E ∗ (n − D)
uniformly with respect to t ∈ [0, T ]. The function F belongs to C0([0, T ];L2(R2))2
and n(t, x) = D + divF .
Proof. Let  ∈ C∞c (R2). For any t0, we have∫
R2
∇ε(t, x) (x) dx =
∫
R2
nε(t, x)
(
x − y
2|x − y|(y) dy
)
dx
=
∫
R2
nε(t, x)∇E ∗ (x) dx.
It is a simple matter to observe that ∇E ∗  is a continuous and bounded function.
Therefore, we conclude that, uniformly with respect to t ∈ [0, T ],
lim
ε→0
∫
R2
∇ε(t, x) (x) dx =
∫
R2
n(t, x)∇E ∗ (x) dx =
∫
R2
∇E ∗ n (x) dx.
By (14), we can assume that −∇ε has a limit in C0([0, T ];L2(R2)−weak), denoted
by F . Note that the convergence is uniform with respect to time due to the uniform
convergence of nε. Then, we pass to the limit in −div(∇ε) = −div(∇ε −∇U) and
obtain
divF(t, x) = −div(∇E ∗ n(t, x)− ∇U(x)) = n(t, x)−D(x),
for any t ∈ [0, T ]. 
Corollary 3. For any x0 ∈ R2, we have n(t)({x0}) = 0.
Proof. Our proof follows the argument in [14,21]. Let  ∈ C∞c (R2) such that
0(x)1,
(x) = 1 for |x|1,
(x) = 0 for |x|2.
Let also x0 ∈ R2. We get
0n(t)({x0}) 
∫
R2

(
x − x0
r
)
n(t, x) dx
=
∫
R2

(
x − x0
r
)
(∇ · F(t, x)+D(x)) dx
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 −1
r
∫
R2
∇
(
x − x0
r
)
· F(t, x) dx +
∫
{|x|2r}
D(x) dx
 1
r
(∫
R2
∣∣∣∣∇(x − x0r
)∣∣∣∣2 dx
)1/2 (∫
{|x|2r}
|F(t, x)|2 dx
)1/2
+
∫
{|x|2r}
D(x) dx
 ‖∇‖
L2(R2)
(∫
{|x|2r}
|F(t, x)|2 dx
)1/2
+
∫
{|x|2r}
D(x) dx.
We conclude by observing that the right-hand side tends to 0 as r → 0. 
Appendix. A lemma from measure theory
For the sake of completeness, we give a proof of the following lemma which was
used in the previous section.
Lemma A.1. Let
(
n
)
n∈N be a sequence of nonnegative bounded measures on a set
X. We suppose that it converges tightly to  ∈M1(X). Let f : X → R be a bounded
borelian function such that
({x ∈ X, f is not continuous at the point x}) = 0.
Then, one has
lim
n→∞
∫
f dn =
∫
f d.
Various proofs of this classical statement are possible. We refer among others to [22,
Chapter IV, Theorem 62 and 63], and also [14,21]. Here, for the sake of completeness
we present some hints, following arguments in [7].
First, consider a lower semi-continuous (lsc) function 
, verifying a
(x)b. It
can be approached by a nondecreasing sequence of continuous functions 
k:
a
k(x)
k+1(x)
(x)b, lim
k→∞ 
k(x) = supk∈N

k(x) = 
(x).
Since the n’s are nonnegative measures, we get
0
∫

k − a
b − a dn
∫

− a
b − a dn.
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Then, the tight convergence n ⇀  implies that
0 lim
n→∞
∫

k − a
b − a dn =
∫

k − a
b − a d  lim infn→∞
∫

− a
b − a dn
 1
b − a lim infn→∞
∫

 dn −
∫
a
b − a d,
holds for any k ∈ N. However, the nonnegative sequence 
k(x)−a
b−a converges pointwise
to 
(x)−a
b−a in a nondecreasing way. Hence, the monotone convergence theorem applies
and letting k →∞ leads to
∫

− a
b − a d
1
b − a lim infn→∞
∫

 dn −
∫
a
b − a d.
Since
∫
a/(b − a) d is ﬁnite, we conclude that
∫

 d lim inf
n→∞
∫

 dn
holds for any bounded lsc function 
. If we are dealing with a bounded upper semi-
continuous function (usc) 
, we obtain
∫

 d lim sup
n→∞
∫

 dn
(consider the bounded lsc function b − 
(x)...).
Next, let f be a bounded borelian function. We set

(x) = sup {
(x), 
 : X → R continuous s.t. ∀y ∈ X, 
(y)f (y)} ,

(x) = inf {
(x), 
 : X → R continuous s.t. ∀y ∈ X, 
(y)f (y)} .
We check that 
 (resp., 
) is a measurable bounded lsc (resp., usc) function. Further-
more, we have

(x) = lim inf
y→x f (y)f (x)
(x) = lim supy→x f (y).
In particular, we realize that the set D of discontinuity points of f is nothing but
D = {x ∈ X, 
(x) < 
(x)}.
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Applying the previous consideration for lsc and usc functions, we obtain∫

 d lim inf
n→∞
∫

 dn  lim inf
n→∞
∫
f dn
 lim sup
n→∞
∫
f dn lim sup
n→∞
∫

 dn
∫

 d.
Therefore, when D is a -negligeable set we are led to∫

 d =
∫

 d =
∫
f d = lim
n→∞
∫
f dn. 
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