We raise the analytical knowledge of the eccentricity-expansion of the Detweiler-Barack-Sago redshift invariant in a Schwarzschild spacetime up to the 9.5th post-Newtonian order (included) for the e 2 and e 4 contributions, and up to the 4th post-Newtonian order for the higher eccentricity contributions through e 20 . We convert this information into an analytical knowledge of the effectiveone-body radial potentialsd(u), ρ(u) and q(u) through the 9.5th post-Newtonian order. We find that our analytical results are compatible with current corresponding numerical self-force data.
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I. INTRODUCTION
A fruitful synergy between various methods for approximating the general relativistic two-body problem has developed over the last years, with accelerated progress over the last months. The concerned approximation methods are: post-Newtonian (PN) theory, self-force (SF) theory, and numerical relativity (NR). The synergy between these approximation methods was greatly facilitated by the construction of theoretical bridges connecting the various methods. Among these bridges, two have been particularly useful: the effective-one-body (EOB) formalism [1] [2] [3] [4] , and the first law of binary mechanics [5] [6] [7] . Examples of synergies between PN and SF facilitated by EOB and/or the first law are Refs. .
This paper is a follow-up of Ref. [27] . It concerns the first self-force (1SF) conservative dynamics of the eccentric orbits of a small mass m 1 around a (non-spinning) large mass m 2 (described by a Schwarzschild black hole). Our results complete the results of both Ref. [27] and of the recent related Refs. [28, 29] . Before entering the details of our new results we summarize in Table I how our results go beyond present analytical knowledge in terms of the decomposition of the (gauge-invariant) 1SF contribution δU (p, e) to the Detweiler-Barack-Sago [31, 32] average redshift U (p, e) in powers of the eccentricity e, i.e., δU (p, e) = n δU e n (u p )e n . [We use in the present paper the same notation as in Ref. [27] . In particular, u p ≡ 1/p denotes the inverse semi-latus rectum of the considered eccentric orbit. In addition, we denote M ≡ m 1 + m 2 , µ ≡ m 1 m 2 /(m 1 +m 2 ) and ν ≡ µ/M = m 1 m 2 /(m 1 +m 2 ) 2 in our EOB considerations.] Table I shows that our new results are of two different types. On the one hand, we improve the PN knowledge of the contributions to δU of order e 2 and e 4 to the 9.5PN level (previous analytical knowledge was the 6.5PN level for δU e 2 [27] and the 4PN one for δU e 4 [27, 33] ). On the other hand, we combine the 4PN results of [33] with the eccentric first law [7] to compute the 4PN-accurate values of δU e n for the high values of n: n = 12, 14, 16, 18, 20 (previous similar 4PN-level knowledge concerned n = 6, 8, 10 [28] ). [ We also give below the 4PN knowledge of the corresponding high To complete our results on the coefficients at orders e 2 and e 4 of the redshift function δU (p, e) = n δU e n (u p )e n , we shall also transcribe below our 9.5PN-accurate results in terms of the corresponding EOB potentialsd(u) and q(u) ≡ q 4 (u). [We also give the previously uncomputed 4PN values of the higher-p rpowers analogs of the O(p 4 r ) EOB potential q(u) ≡ q 4 (u).] Finally, we shall also explicitly compute the 9.5PN-accurate value of the gauge-invariant 1SF precession function ρ(u) defined in Ref. [8] and related there to the 1SF EOB potentials a(u) andd(u). The precession function ρ(u) is of particular interest because it can be directly extracted from SF numerical computations of the dynamics of slightly eccentric orbits [9] without making use of the eccentric first law. Therefore a comparison between our 9.5PN analytical computation of the precession function ρ(u) (which combines SF theory with the eccentric first law [7] ) and of a purely dynamical SF numerical computation of the precession of eccentric orbits (as in [9] ) would be a useful check of the assumptions underlying the theoretical bridges (EOB and the first law) used in connecting SF and PN results. have been obtained by following the approach of our previous papers [18, 27] . Let us only recall that our approach combines standard Regge-Wheeler-Zerilli first order perturbation theory with the Mano-Suzuki-Takasugi (MST) [34, 35] hypergeometric-expansion technique (here used up to the multipolar l = 7 solution included). The main steps of this, by now, well established procedure are sketched in Appendix A.
II. NOVEL ANALYTICAL RESULTS FOR δU
We have raised the analytical knowledge of δU e 2 from the 6.5PN level obtained in our previous work [27] up to the 9.5PN level. Note that the conversion between PN order and meaningful powers of u p , or equivalently 1 u or x, depends on the considered SF or EOB function. More precisely, the nth PN order corresponds to: (1) a term ∝ u n+1 in a(u) (and δU (u, e)); (2) a term ∝ u n ind(u) or ρ(u); and (3) a term ∝ u n−1 in q(u). Therefore, our current 9.5PN accuracy (obtained by using hypergeometric expansions up to the multipolar order l = 7) corresponds to error terms: 
The numerical values of the coefficients in the latter expansion read 
Using the relations explicitly written down in [7] we converted the new information on δU 
As mentioned above, another useful dynamical function is the precession function ρ(u) introduced in [8] and related there to the EOB potentials a(u) andd(u). Namely (denoting the argument of the function ρ as x)
with
We then find 
III. ESTIMATING THE ORDER OF MAGNITUDE OF THE COEFFICIENTS OF PN EXPANSIONS
Before comparing the numerical values of these 9.5PN-accurate functions to corresponding published numerical SF estimates [9, 29] , it is useful to have at hand a rough estimate of the theoretical error associated with such PNexpanded functions. We shall do this via two complementary approaches. Our first estimate will follow the spirit of Section IV in Ref. [21] . The idea there was to use the existence of a power-law singularity at the lightring [12] of the various SF or EOB potentials to estimate, for a given potential f (u) = n<N f n u n + ǫ N f (u), both the order of magnitude of the PN expansion coefficients f n , and that of the Nth PN remainder ǫ
, from the knowledge of its lightring singularity. The coarsest such estimate consists in saying that the radius of convergence of a power series 2 , N f N u N , is determined by the location of the singularity closest to the origin in the complex u plane. Assuming that the closest singularity is the lightring one at u = 1/3 determines the radius of convergence as being |u| conv = 
One can, however, refine this exponential estimate by power-law corrections in N . Indeed, given a certain function f (u) = N f N u N , its first derivative with respect to (wrt) u will be f
. In other words, each derivative adds an asymptotic factor N to the growth of the f N 's. For instance, the existence in EOB theory of the link (7), (8) between the precession function ρ(u) and the first two derivatives of the primary EOB radial (1SF) potential a(u) suggests that, asymptotically,
where a N are the PN expansion coefficients of a(u) and ρ N those of ρ(u).
[Here, we assume that the PN coefficientsd N ofd(u) do not cancel the growth with N entailed by the two derivatives in the first equation (8) . Our numerical studies below will confirm this assumption.] There is an alternative perspective on the additional power-law growth (of the type of the factor N 2 in (11)). It consists in using more information about the singularity structure of the considered function f (u) near its closest singularity. Indeed, if we knew, for instance, that f (u) had a power-law singularity near u = 1 3 of the type
(K f denoting a constant), we would expect 3 the expansion coefficients f N of f (u) to be asymptotically approximated by the expansion coefficients of its singular piece (12), namely
Here we see that while the location of the singularity determines the exponentially growing factor 3 N , the sub-leading power-law growth ∝ N n f −1 would be determined by the power −n f of the singular piece (12) . Consistently with our remarks above, note that acting on f (u) by k derivatives changes n f into n f + k, and correspondingly increases the power-law growth of the f N 's by +k.
Ref. [12] has found that the lightring singularity structure of the basic 1SF EOB potential a(u) was a
14. We studied the evolution with N of the PN coefficients a N of a(u) by using the available high-PN results of Refs. [14, 25] . We confirmed the basic exponential growth a N ∼ 3 N . Indeed, . This might be due to the more complicated singularity structure (beyond the leading-order power-law) found in [12] , or to the fact that the N −1/2 behavior sets in only for very large N 's. [Note also that, after having factored the clear 3 N growth, the rescaled coefficients a N behave rather erratically, and do not show any sign of converging towards a simple behavior.] If we were only interested in estimating the PN error for values of u in the strong-field domain, and for values of N around 10, we could simply use the simple estimate a N ≃ C a 3 N with |C a | ∼ 1. However, as we are also interested in knowing what happens when u ≪ 0, we should remember that the PN expansion coefficients run logarithmically with u as u → 0. We therefore kept the full available high PN information [14, 25] to also inves-tigate the effect of the logarithms. It is technically convenient to work with the rescaled independent variable u 3 ≡ 3u (with respect to which the singularity is located at u 3 = 1), and expand a(u) ≡ a 3 (u 3 ) in powers of u 3
Here, the a N are the same (rescaled) coefficients as above (obtained by replacing ln u by ln Table VI 
Then, in view of (8), we expect a corresponding approximate asymptotic behavior of the PN expansion coefficients of the precession function ρ(u) of the type
We tested this expectation on the 9.5PN-accurate expansion of ρ(u) given above. An N 2 scaling seems to be in reasonable agreement with the currently known PN coefficients, and we found (using a (N − 1) 2 scaling and relying on the 8PN and 9PN nonlogarithmic coefficients to fix the overall coefficient) for the coefficients of ρ (see Table VII in Appendix B)
A similar study of the PN expansion coefficients of the functiond(u) (see Table VIII in Appendix B) leads to a growth similar to the case of the function ρ(u), with simply a slightly smaller overall coefficient, i.e.
Finally, the fact that the EOB potential q(u) is related to the redshift coefficient δU e 0 (u) ∼ a(u) by four derivatives [7] suggests, in view of the argument above, that
We tested this expectation on the 9.5PN-accurate expansion of q(u) given above. An N 4 [or (N − 1) 4 ] scaling seems to be in reasonable agreement with the currently known PN coefficients, and we found (using mainly the last point for numerically estimating the coefficient; see Table IX in Appendix B)
Let us now turn to estimating the Nth PN remainder ǫ
in the PN expansion of some potential:
As mentioned in [21] , the remainder will share the singularity structure of f (u) and will therefore ultimately blow up as f
−n f near the lightring. However, if one is interested (as we are here) in estimating the PN remainder at values of u significantly away from the singular point, we can neglect any additional factor ∝ (1 − 3u)
−n f and simply estimate the remainder by the expected (unknown) next term in the PN expansion. Using our results above on the growth with N of the PN expansion coefficients, we can estimate (by extrapolation on the value of N ) that the theoretical errors on our 9.5PN expansions Eqs. (5), (6) and (9) are, respectively,
Though, as discussed above, and as can be seen in Tables VI-IX in Appendix B, there is some indication that the coefficient of ln(3u) is often smaller than that of the nonlogarithmic term, we have conservatively preferred, in estimating an upper bound on the theoretical error, to assume a relative coefficient equal to one for the logarithmic term. If one were to relax this conservative assumption, one could replace in Eq. (24) [as well as in Eqs. (27) , (29) (24) by inserting in the a(u)-related contribution, ρ a (u), to ρ(u) [see Eqs. (7), (8)] the known 10PN-accurate value of a(u) straightforwardly computed from the results of Ref. [25] for δU 
+0.13206(ln(3u))
3 (3u) 10 ,
which confirms the order of magnitude of our estimate of ρ 10 (u).
Similarly, we get as estimate of the PN error on our 9.5PN expansion ofd(u)
Finally, the corresponding estimate for the 9.5PN expansion of q(u) (which goes up to N = 8.5) reads
IV. COMPARING 9.5PN-ACCURATE THEORETICAL RESULTS TO SELF-FORCE NUMERICAL DATA
In the present section we shall compare our 9.5PN-accurate theoretical results to corresponding SF numerical data. First, we display in Table II below the numerical values of the 9.5PN-accurate expansions of the functions ρ(u p ),d(u p ) and q(u p ) for selected values of the semi-latus rectum p ≡ 1/u p . These numerical values are given with twelve significant digits. In addition, for the last four entries, we have also given (on a second line) the digits that our estimated PN error suggests as being meaningful (the PN error being indicated as a last digit, within parentheses).
We then use the theoretical estimates, given in the preceding section, of the PN errors on ρ 9.5PN ,d
9.5PN and q 9.5PN to gauge the agreement between these 9.5PN-accurate expansions and some of the currently published corresponding numerical SF estimates, namely: [9] for 4 ρ(u), and [29] ford(u), and q(u).
Our comparisons are displayed in Tables III, IV and  V. Each Table displays successively: p ≡ 1/u p , the difference f num (u p ) − f 9.5PN (u p ) between the numerical estimate f num (u p ) and our analytical one f 9.5PN (u p ), the numerical error estimate ∆f num , the analytical one ∆f 9.5PN , and finally the ratio [f num (u p ) − f 9.5PN (u p )]/sup(∆f 9.5PN , ∆f num ) . The latter ratios are decorated with a star when the maximum (estimated) error is of numerical origin.
The fact that the un-starred ratios in the last column are, with very few exceptions 5 , smaller than one confirms the correctness of our analytical results. [The fact that they are often 0.1 suggests we overestimated the theoretical error.] Note also that the starred ratios (those for which it is the numerical error which dominates) are, with very few exceptions 6 , smaller than one. 0.070 * To complete these numerical comparisons by a visual study of the convergence of the PN approximants, we 4 While writing up this paper we were informed by Maarten van de Meent that he is finalizing much more accurate numerical computations of ρ(u) [38] . 5 The only exceptions are: p = 75 for q and p = 25 for ρ. For these values the numerical and analytical errors are comparable. Maybe one of the errors is underestimated. display in Fig. 1 several successive PN-approximants to the two EOB potentialsd and q, as well as a sample of numerical data points from [29] . There is a visible difference between the behavior of the sequence of PN approximants tod and to q: while the successive PN approximants tod seem to exhibit the usual erratic, nonmonotonic "convergence" toward the exact (numerical) result, the successive PN approximants to q seem to lose any "convergence" beyond u ∼ 0.12.
[Note, however, that some PN approximants are accidentally closer to the numerical results than the other ones: especially, the 7PN approximant ford and the 4PN one for q.] The origin of the latter behavior is rooted in the presence of the relatively large additional power-law correction ∝ N 4 in the rescaled PN coefficients q N ≡ q N /3 N , see Eq. (21) . To better study the influence of these power-law corrections to the basic exponential growth ∝ 3 N , we plot in Figs. 2 (a) and (b) , respectively, the fractional PN errors ∆d
with the PN remainders at order N PN, for the PN orders N = 3, 4, 6.5, 9.5 and 14.5. Here, the cases N = 3, 4 illustrate the currently fully known PN knowledge, the case N = 6.5 illustrates the level of SF PN knowledge [27] ford before the present work, N = 9.5 illustrates the new knowledge brought by the present work, while, finally, N = 14.5 is included (dashed curve) to illustrate what improvement might bring a much more accurate analytical SF computation ofd and q. For clarity, the vertical axis of these figures plot the base-10 logarithm of twice the ratios ∆d N P N /d, ∆q N P N /q, so that the crossing of the horizontal axis represents the location on the u axis where the expected PN error represents about a 50% correction to the exact answer (∆f /f = 1 2 ). We can then consider that, from the practical point of view, the crossing of the horizontal axis defines the right boundary of the domain of validity of the corresponding PN approximant. For instance, we see on Fig. 2 (a) that our current 9.5PN approximant tod loses its validity beyond u ≃ 0.20, while Fig. 2 (b) shows that our current 9.5PN approximant to q loses its validity beyond the significantly smaller value u ≃ 0.10. We note also that an even much improved 14.5PN analytical knowledge of q would only displace the right boundary of the so-defined domain of validity to u ≈ 0.15. This behavior makes it clear that high-order PN approximants lose any practical interest for representing the strong-field behavior of the EOB potential q(u). On the other hand, as the 4PN approximant to q is accidentally better than the other ones, it might serve (together with some extra Padé-like factor) as a basis for writing an accurate global analytical representation of q. Similarly ford when using the 7PN approximant as a basis. Note, however, that it is urgently needed to go beyond the last stable orbit barrier at u = 1 6 . As the current, precession-based or redshift-based methods are essentially limited to the range 0 < u < 1 6 , it would be interesting, as was emphasized early on [8] , to use hyperbolic scattering SF computations to explore the EOB potentials in a larger domain of variation. Ref. [33] has shown how to convert the nonlocal interaction appearing at the 4PN order [39, 40] into a specific action-angle Hamiltonian. Moreover, Ref. [33] showed also how the latter action-angle Hamiltonian could be formally re-expressed in terms of an usual Hamiltonian involving an infinite series of even powers of the radial momentum p r of the type
V. ANALYTICAL 4PN RESULTS FOR δU
with a 4PN value of the Q potential 8 , of the type
In this expression the contributions that are nonlinear in ν occur only for n = 2 (p 4 r ) and n = 3 (p 6 r ), and are only contributed by the local piece of the Hamiltonian. The nonlocal piece of the 4PN Hamiltonian only contributes terms linear in ν, which correspond to the 1SF order. By contrast to the other (locally generated) terms, we see that the 1SF 4PN dynamics contains an infinite number of contributions ∼ n νq 
do agree with the results obtained by the general formulas in [33] . Using Eqs. (7.5) and (7.7) in [33] 
Finally, following the procedure outlined in Ref. [7] , it is straightforward to determine from the so-determined 4PN-accurate EOB Q-potential the corresponding 4PN-accurate expression of the redshift coefficient functions δU e n (u p ). We found for n = 6, 8, 10 (already given in [28] 
The conversion of these results in terms of the e n expansion of
VI. DISCUSSION
We have improved the analytical knowledge of the eccentricity-expansion of the Detweiler-Barack-Sago redshift invariant (in a Schwarzschild spacetime) in several different ways. First, we have analytically computed the e 2 and e 4 contributions to the 1SF contribution to the average redshift up to the 9.5th post-Newtonian order (included). For the e 2 contribution this is an improvement by three PN orders compared to previous knowledge. For the e 4 contribution this is an improvement by five-anda-half PN orders compared to previous knowledge. We have also provided for the first time the e 12 , e 14 , e 16 , e 18 , and e 20 contributions to the 4PN approximation. We have then converted this new analytical information in terms of corresponding dynamically relevant effectiveone-body (EOB) potentials:d(u), ρ(u) and q(u).
We have shown how to estimate the order of magnitude of the coefficients of the PN expansions of the EOB potentials a(u), ρ(u),d(u), and q(u). See Eqs. (15), (16), (17), (18), (19) , (21), (22) . We then used this knowledge to estimate the remainder terms in our current 9.5PN-accurate expansions. Let us note that it would be interesting to refine our estimates, and, in particular, to numerically study the behavior of the rescaled coefficients a N ≡ a N /3 N for very large values of N . We gave arguments suggesting a slow decrease a N ∼ N [Indeed, Ref. [12] found that the rescaled functionâ E (u) increases rather steeply (from 1 to ≃ 10) as u varies between 0 and (before levelling off) and might explain the transient appearance of a growth of a(u) roughly proportional to (1 − 3u)
We compared our 9.5PN-accurate analytical representations of the functions ρ(u),d(u), and q(u) to the currently published numerical SF evaluations of these functions [9, 29] . The results of our comparisons are given in Tables III, IV We studied the convergence of the successive PN approximants to bothd(u) and q(u), see the two panels of Fig. 1 . The newest result of this study is the particularly unsatisfactory convergence, near u ∼ 0.1, of the successive PN approximants to q(u). We explained this worstthan-usual behavior of PN approximants by the presence of a large power-law subleading correction ∝ N 4 to the exponential growth ∝ 3 N of the PN coefficients of q(u). This N 4 factor underlies the poor accuracy of the 9.5PN approximant in the relatively weak-field domain u ∼ 0.1. See second panel of Fig. 2 . We leave to future work the construction of accurate hybrid PN-SF analytical representations of the EOB potentialsd(u), and q(u), valid both in the weak-field and the strong-field domains.
We emphasized that a comparison between our 9.5PN analytical computation of the precession function ρ(u) (which combines SF theory with the eccentric first law [7] ) and of high-accuracy SF numerical computations of the purely dynamical precession of eccentric orbits (as in [9] ) would be a useful check of the assumptions underlying the theoretical bridges (EOB and the first law of binary mechanics) which have been recently quite useful for connecting SF and PN results.
We recalled that the use of precession-based or redshift-based SF methods currently limit the computation of the EOB potentialsd(u) and q(u) to the mediumstrong-field domain 0 < u < 1 6 . It would be interesting, as was pointed out in [8] , to use hyperbolic scattering SF computations to explore the EOB potentials in a larger domain of variation. In particular, one would like to confirm the conjecture [12] thatd(u) and ρ(u) [which are both related to a ′′ (u)] diverge (when u → Our analytical computation of the conservative SF effects along an eccentric orbit in a Schwarzschild background follows the approach originally introduced in Ref. [18] and then standardized in a sequence of successive works [14, 19, [21] [22] [23] 25] . The main steps (together with some of the most important computational details) are listed below [see our previous papers for the notation, which we follow here.]
The Detweiler-Barack-Sago [31, 32] inverse redshift invariant function for eccentric orbits is defined as
where all quantities refer to the perturbed spacetime metric (see Eq. (A3) below). The symbol denotes an integral over a radial period (from periastron to periastron) so that T r = dt denotes the coordinate-time period and T r = dτ the proper-time period. The first-order SF contribution δU to the function (A1), defined by
represents a gauge-invariant measure of the O(m 1 /m 2 ) conservative SF effect on eccentric orbits. It is a function of the two fundamental frequencies of the orbit, i.e., the radial frequency Ω r = 2π/T r and the mean azimuthal frequency Ω φ = Φ/T r , where Φ is the angular advance during one radial period T r , and is conveniently expressed in terms of the dimensionless semi-latus rectum p and the eccentricity e of the unperturbed orbit, i.e., δU = δU (p, e). It is given in terms of the O(m 1 /m 2 ) metric perturbation h µν , where
µν (x α ; m 2 ) being the Schwarzschild metric of mass m 2 ] by the following time average
Here, we have expressed δU (which is originally defined as a proper time τ average [32] ) in terms of the coordinate time t average of the mixed contraction
[Note that in the present eccentric case the sodefined k µ = u µ /u t is no longer a Killing vector.] In Eq.
(A4) we considered δU as a function of the dimensionless semi-latus rectum p and eccentricity e (in lieu of m 2 Ω r , m 2 Ω φ ) of the unperturbed orbit, as is allowed in a firstorder SF quantity. In addition, U 0 denotes the propertime average of u t = dt/dτ along the unperturbed orbit, i.e., the ratio U 0 = T r /T r | unperturbed .
The correction δU is equivalent to the correction δz 1 to the (coordinate-time) averaged redshift z 1
namely
etc., where Y lm (θ) denotes the value of the usual spherical harmonics at φ = 0, while Y ′ lm (θ) denotes its θ-derivative, and consider then their Fourier transform
etc. The result (after expanding in powers of the eccentricity through e 4 ) is of the form
with r 0 = m 2 p and
so that δ n=0 = δ(ω − mΩ φ0 ), δ n=+1 = δ(ω − mΩ φ0 − Ω r0 ), etc. The various quantities δ n , c n (r), etc. also depend on l, m, ω, even if not shown explicitly to ease the notation. With the coefficients A (0) lmω (r), etc. one computes the odd-and even-Zerilli sources. In order to write a single Regge-Wheeler (RW) equation for both cases, the even-Zerilli sources should be mapped into certain (different) even sources, the associated map requiring an extra r-derivative.
Summarizing, the odd sources are of the form
while the even sources are of the form
both of them satisfying the RW equation
where
with d/dr * = f (r)d/dr (with f (r) ≡ 1 − 2m 2 /r), and a RW potential V (RW) (r) = f (r) l(l + 1) r 2 − 6 m 2 r 3 .
Green function
The Green function of the RW equation (A18) reads as
satisfying L 
are then uniquely determined by selecting R lmω in (r) as the homogeneous solution which is incoming from infinity, i.e., purely ingoing on the horizon, and R lmω up (r) as that one which is upgoing from the horizon, i.e., purely outgoing at infinity. The even source terms come with a factor Y * lm , while the odd ones with a factor Y ′ * lm , which can then be factored out. Recalling that
we find, for example (the subscript − denoting a left limit r → r 
