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Abstract
In this thesis we investigate the use of adaptive optical devices in three different areas
of vision science. These areas are defocus perception, retinal imaging and severe vision
loss.
Birefringent material has been utilised to produce optical components that can
control the angle of refraction of incident light. Using a ferroelectric liquid crystal
(FLC) the orientation of linear polarised light can be controlled. This provides us with
the ability to switch between the two refractive indices of birefringent materials at very
high speeds.
A focus switchable lens (FSL) has been made from barium borate (BBO), and
a ferroelectric liquid crystal to switch between equal and opposite defocus levels to
determine the optimum focus correction by making use of the human eye’s sensitivity
to flicker. Flicker simulation result indicate that there is a high dependence of flicker
sensitivity to the flicker frequency. High spatial frequencies also increased the ability to
perceive small defocus shifts. Promising results have been obtained showing a person
is able to find a point of equal defocus using flicker more accurately than they would
be able to find perfect focus.
The same focus switching lens system has the ability to produce fast focus switching
cameras. Its potential has been analysed for the use in retinal cameras to ease the
process of obtaining good quality images of the optic nerve and providing such cameras
with the ability to switch focus within the depth of the optic nerve head at high speeds.
Simulation results showed that two FSLs positioned within the zoom system of the
imaging arm are able to create focal point shifts of very small amounts.
Finally, collaborative research has been conducted in the use of a birefringent prism
in conjunction with an FLC to create image jitter that can enhance visual performance
in people with severe visual impairment. Image jitter created on-screen and via an
optical system was tested. Patients were able to increase their reading speed and
improve their ability to discriminate between happy and sad faces.
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Chapter 1
Introduction
1.1 Improve vision science, improve quality of life
Vision is our most important sensory perception and our eyes are therefore classed as
our most valuable sensory organ. The vast majority of our environment is perceived
using our eyes and their condition heavily impacts our quality of life.
The eye is an incredibly complex system and its performance can therefore vary
considerably. There are many age related factors that affect the eye’s performance as
well. For these reasons it is very important to have regular check ups and produce
techniques to help maintain and improve a person’s vision.
The eye can be broken down into two major sections that are responsible for produc-
ing vision. These are the physiological optics and the retina. The physiological optics
of the eye consist of the cornea, iris and lens. Figure 1.1 shows the major components
that make up the eye. To view an object in perfect focus there are certain dimensional
criteria the eye must have. The cornea has to be smoothly curved and have a particular
radius of curvature. The lens must be the appropriate thickness for the depth of the
eye as well. If the eye is the correct shape and the retina can process the information
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correctly, then the optic nerve transmits an in-focus image to the brain [1].
Figure 1.1: Diagram of the eye pointing out the location of the key features, from [2].
Not only does the cornea play a crucial part in focusing the light on the retina, it
also is the protective membrane preventing anything from entering the eye. In order
for it to remain transparent it has to maintain deturgescence, which is the relative
dehydration of the cornea. This means there is a water deficit relative to the solutes
present. If there are any abnormalities on the surface of the cornea vision can become
blurred due to the change in refraction angle of the rays entering the eye.
The cornea and lens both contribute to the light being focused onto the retina. The
power of the cornea is approximately 43D and the lens has a power of about 19D. The
lens is the eye’s very own variable lens. The lens is held in place by zonular fibres,
which are controlled by the ciliary muscle. If the ciliary muscle is in a relaxed state,
the eye is able to bring distant objects into focus. As the ciliary muscle contracts the
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tension in the zonular fibres is reduced allowing the lens to assume a more spherical
shape. In this state closer objects are brought into focus.
The retina is very complex ocular tissue, whose structure is shown in figure 1.2.
The layers of the retina are ordered as follows, starting the inner most layer: inner
limiting membrane, ganglion cell layer, amacrine cells, bipolar cells, horixontal cells,
photoreeptor layer consisting of rods and cones, and pigment epithelium. The retina
must therefore be partially transparent to allow light to reach the photoreceptors. The
density of the cones is much greater at the macula/fovea, decreasing with increasing
distance from the macula. The rods on the other hand are greater in the peripheral
area.
Figure 1.2: Diagram of the internal structure of the retina showing the order of the
different layers, from [3].
Due to the complexity of the eye there is a high probability for an irregularity to be
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present and the deterioration of the eye’s visual capabilities is almost inevitable with
age. Some of the most common disorders that occur in the eye are refractive error,
age-related macular degeneration, cataracts, glaucoma and diabetic retinopathy [?].
• Refractive error: The most common eye disorder is refractive error in the eyes
and it is easily corrected by corrective lenses as glasses or contact lenses. Short-
and far-sightedness occur due to the natural thickness of the eye lens or the
curvature of the cornea being out of proportion relative to the depth of the eye
resulting in the focal point being behind or in front of the retina.
• Cataracts: A cataract is an opacity in the eye lens. They are most commonly
caused by ageing, but can also occur from trauma, smoking, toxins and heredity.
In the presence of a cataract a person’s vision will appear clouded, the severity of
the clouding being dependent on the severity of the cataract. The most common
treatment for cataracts is the surgical removal of said cataract, either by removing
the nucleus and cortex of the lens, leaving a lens capsule behind, or by removing
the lens together with its capsule.
• Age-related macular degeneration: Age-related macular degeneration is a
multifactorial progressive disease and is the leading cause for irreversible blindness
in the developed world. It is not exclusively related to old age and can occur
at earlier stages in a person’s life. Degeneration can occur due to the blood
vessels around the macular thickening or thinning (thickening being the much
more common occurrence). There are currently limited solutions to treating this
disease all of which involve magnifying or telescopic visual aids.
• Glaucoma: is the second leading cause of blindness after cataracts worldwide
[4]. It is described as an optic neuropathy characterised by retinal ganglion cell
death and corresponding nerve fibre layer loss. It is also the leading cause of
12
preventable blindness in America, as around 50% of people with glaucoma remain
undiagnosed. Typically there is an increase in pressure within the eye, which
also changes the shape of the optic nerve. Some medical treatments exist for
glaucoma, but there is also the possibility of surgical treatment through the release
of pressure in the eye.
• Diabetic Retinopathy: occurs in patients with either type I and type II dia-
betes. It occurs in patients with type I diabetes around 3-5 years after the onset
of diabetes, whereas it is expected to take immediate effect in type II. Diabetic
retinopathy can be classified into nonproliferative retinopathy, maculopathy, and
proliferative retinopathy. Nonproliferative retinopathy is characterised by small-
vessel damage and occlusion, appearing as micro-aneurysms and flame-like haem-
orrhages. Maculopathy is characterised by focal or diffuse retinal thickening or
edema. Proliferative retinopathy is defined by the formation of new vessels that
leak serum protains profusely. Treatments are available, but early detection is
essential to prevent vision loss.
Due to there being such a variety of disorders that can occur in the eye there are
a number of standard examinations that one must regularly go through to ensure that
any disorder present is detected early on and can consequently be treated quickly.
The most common test is for visual acuity, the procedure of which involves recognis-
ing letters or shapes of a particular on a chart. The smaller the lettering that a person
can read the better the visual acuity of the patient. Normal vision is described to be
the ability to read the letters at a distance of 20 feet when they subtend an angle of
5 minutes of arc. If the patient is struggling to do this corrective lenses will be used
to aid the patient. The patient decides which lens power provides him with the best
image of the letters.
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Corrective lenses can only provide visual aid for refractive error. If any other dis-
order is present there will still be problems with reading the chart. Other techniques
must therefore be used to determine the eye disorder to be able to provide the correct
treatment.
A further procedure is the slit lamp examination. This instrument projects a thin,
slit of light onto the patient’s eye while the observer looks through a magnifying lens
system. The position of the light beam can be altered, such that the observer is able to
view different crossections of the eye. It is used to closely observe the anterior section of
the eye including the iris and cornea. The lens can also be partially observed depending
on the dilation of the pupil.
As previously mentioned glaucoma can cause the pressure inside the eye to increase.
The standard technique to test eye pressure is called tonometry, which involves deter-
mining the force it takes to flatten the cornea by a certain amount. A more common
technique now is non-contact tonometry. This involves blowing pulses of air at the eye.
Applanation is detected by an electro-optical system. Ocular pressure is then deter-
mined by detecting the force of the air pulse at the point of applanation. Tonometry
however is not a definitive assessment of glaucoma, as the onset of glaucoma is still
possible without a change in eye pressure. The optic nerve must be analysed in order
to confirm a glaucoma diagnosis.
The analysis of the retina is a vital part of eye examinations as many of the eye
disorders can be diagnosed this way. The method of viewing the inside of the eye is
called ophthalmoscopy. Typically a practitioner would use direct ophthalmoscopy to
view the retina. Direct Ophthalmoscopy involves using a specially designed hand-held
magnifying lens system positioned directly in front of the eye. A small light attached to
the device helps illuminate the retina. A real, upright image is produced, but the field
of view is small. Indirect Ophthalmoscopy can produce a much wider field of view, but
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the image is virtual and inverted. An indirect ophthalmoscope can provide a magnified,
stereoscopic view of the retina. While the objective lens for the system is close to the
patient’s eye the observer can be some distance away, making it a more comfortable
process of evaluation.
In the past few decades many new methods of analysing the retina have emerged,
such as confocal scanning laser ophthalmoscopy (CSLO), scanning laser polarimetry
(SLP) and optical coherence tomography (OCT). Fundus cameras have also become
more sophisticated to in order to produce better images of the retina. All the instru-
ments are designed to improve the reliability with which a practitioner can diagnose
the various retinal diseases.
As these techniques become more and more complex, so does the price of actually
making use of them. The price of the latest models is staggeringly high and it makes
them unavailable to a wider community.
Many advancements have also been made in the treatment of eye disorders. Laser
eye surgery to reshape the inside of the cornea, correcting for refractive error, is now
a very common procedure. The procedure involves making a small incision to create
a flap in the front of the cornea, which is pulled back to provide access to the middle
of the cornea. Pulses from a laser vaporises portions of that cornea section after which
the flap is replaced.
The lens replacements for cataracts used to be made by very rigid materials, but can
now be made from flexible materials. The benefit for flexible lenses is that only a very
small incision is needed to insert the lens reducing the risk of any side effects from the
procedure. The most recent developments in intraocular lens research are lenses that
have multifocal capabilities enabling the eye to still have its accommodating function
[5].
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1.2 Adaptive Optical Devices
The term adaptive optical devices covers a large number of instruments that in some
form or other can alter the way they manipulate light. However, unlike traditional
optical systems this is achieved without using a series of optical components or the
repositioning of optical components. Some devices can change their shape, while others
are able to change their interior structure. This has become possible due to the invention
and greater understanding of flexible materials such as liquid crystals and a variety of
polymers.
Adaptive optics has become a very well known technique for producing high qual-
ity astronomy images due to the ability for correcting atmospheric aberrations. An
adaptive optics system consists of a wavefront sensor to detect the light disturbance,
a deformable mirror that changes shape to compensate for the light aberration and a
control computer to interpret the sensor information [6]. Such adaptive optics system
have found wider use and can now be found in other industries as well, for example in
microscopy where vision through tissue can be difficult [7].
The instruments used to view the retina can produce very high quality images,
but the quality can often be limited by aberrations caused by the eye itself. Any
abnormalities in the ocular lens or the cornea will prevent instruments designed for
retinal analysis from producing maximum quality images.
There are a number of sophisticated adaptive optical devices now readily available
that have the potential to be beneficial in the examination process of the eye as well as
in the production of new visual aids.
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1.2.1 Liquid Crystals
Liquid crystals (LC) are now found in a whole range of different electronic devices, such
as watches, calculators, mobile phones and computer and TV displays. While LCs are
known for their practical use in devices for everyday life they have also become incredible
useful in many scientific optical applications including adaptive optics systems, optical
tweezers and beam shaping [8].
One reason for their wide application is the anistropic organisation of their molecules.
The interaction between light and LC therefore has a directional dependence on the
orientation of the molecules and the orientation of the magnetic field of the incident
light as well as its propagation direction.
The second reason for the popularity of LCs is their liquid-like behaviour. The
organisation of the molecules within the LC can be controlled by temperature, electric,
magnetic and optical fields.
Incident light therefore does not only have special interactions with the LC, we
can also determine how the LC will interact with the light. LCs have become a very
common light manipulator in many systems. The ability to control light manipulation
can also be taken to a level where the interaction changes across an LC. For example
LCs have been used to create phase profiles that can be used as a tip-tilt corrector in
optical systems [9].
One of the most recent applications of LCs in vision science comes in the form of
an intraocular lens containing an LC layer that can be controlled wirelessly [10]. Such
a devices would provide patients that have cataracts to undergo lens replacement and
still maintain their ability to change focus.
This intraocular lens is an example of how an LC can be used to create a variable
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focus lens. As LCs are such versatile materials there is a whole number of ways that
an LC can be used to create focus changing lenses. They can therefore be tailored to
the specific requirements of the system that they will be used for.
1.3 Summary of Thesis
This research has been inspired by the desire to improve and maintain our visual percep-
tion of the world. The aim of this thesis is to analyse three different ways birefringent
materials combined with liquid crystal plates can provide simple and cheap solutions to
improving visual acuity tests , retinal imaging for glaucoma diagnosis and visual aids
for patients with severe loss of vision.
Chapter 2 discusses a variety of focus variable lenses. An in-depth description of
liquid crystals is provided with particular mention to thermotropic liquid crystals and
the order of the molecules within them. The majority of focus variable lenses are cov-
ered in this chapter ranging from the very first liquid crystal lenses to thermal liquid
lenses. A brief overview is provided for each lens apart from the focus switching lens
for which a more detailed operational analysis is provided.
Chapter 3 introduces the three different fields within vision science that are of par-
ticular relevance to the research projects in this thesis. The fields discussed are defocus
perception, retinal imaging and severe visual impairment. In the visual acuity section
research is presented analysing a person’s ability to perceive small shifts in defocus
[11, 12, 13]. The retinal imaging section describes the importance of retinal analysis
for the diagnosis of glaucoma and the different instruments that are used. of particular
interest is the reliability of each method. The severe visual impairment section dis-
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cusses research conducted by Watson et al. into image jitter that could help improve
the ability of a patient with severe vision loss to read and recognise facial expressions
[14].
Chapter 4 introduces the possibility of using defocus shifting to improve the speed
and accuracy of visual acuity testing. A technique to use a focus switching lens to
switch between equal and opposite blur is presented and how small differences in defo-
cus create flicker. Simulated defocus shifting is created as well as experimental shifting,
which is used to determine a person’s ability to perceive small amounts of flicker. Addi-
tionally a small number of test patients are used to find a point of perfect focus without
the focus switching lens and to find a point of equi-blur with the focus switching lens.
Chapter 5 presents initial simulations that are analysed to determine the potential
for introducing focus switching lenses into the imaging arm of a fundus camera. Possi-
ble advantages of this technique over other existing methods is discussed. Birefringent
lenses as well as plates are tested at different positions in the system. Spot diagrams
for the each set of conditions are shown from which the best option can be determined.
Chapter 6 is an extension of the research conducted by Watson et al. The methods
with which image jitter is created is discussed and the variables that were consid-
ered during the testing process. Results from each method are then presented. The
performances of different image jitter methods is compared and analysed for different
patients.
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Chapter 2
Adaptive Optical Devices
Adaptive optical devices are becoming commonplace in many optical systems in a whole
range of industries. The major areas of interest have been wavefront correction, adaptive
optics, in astronomy and microscopy [15], and variable focus lenses, which are starting
to be used for smartphone cameras [16]. It is only in the last decade that variable lenses
have become commercially available. Companies such as Varioptic and Optotune have
formed within the last ten years, specialising in creating such lenses for use in optical
systems [16, 17]. Several companies such as Superfocus and PixelOptics have even
created variable focus glasses to compete with varifocal and bifocal lenses [18, 19] .
The focal length of a typical optical system is usually changed by the repositioning
of one or more of its lens components along the optical axis. The implementation of
such a system can therefore be complicated if space is limited. For this reason alone an
attractive solution would be to create a single lens with variable focus. Several ways of
constructing a variable-focus lens have been realised, but most of them can be assigned
to one of two categories: liquid lens and liquid crystal (LC) lens. The liquid lens is
based on changing the shape of the liquid, where as the LC lens is based on controlling
the refractive index of the LC [20].
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This chapter is a review of past research and development in variable focus lenses
and devices. An in-depth description of LCs is provided for a better understanding of
how their structure can be controlled. The liquid crystal lens types are then presented
with a brief description of how each type operates. A range of liquid lenses are also
presented with a description of their structure and operation.
2.1 Liquid Crystals
LCs are organic materials that are liquid, but show some structural properties that
would usually be found in crystals. The types of LCs are distinguished by different
phases (called mesophases), which are defined by the positional and orientational or-
der of the molecules. It is important to also note that the molecular order can be
short-range or long-range [21, 22]. The two most common categories of LCs are ther-
motropic (temperature dependent) and lyotropic (two or more components surrounded
by a solvent). In photonics research the majority of LCs used are of the thermotropic
kind.
Thermotropic LCs are pure compounds or homogeneous mixtures possessing one or
more anisotropic liquid phases at temperatures between the melting point, below which
the material exists as a crystalline solid, and “clearing point”, above which the material
exists as an isotropic liquid. Thermal phase transitions are shown in figure 2.1.
Thermotropic phases can be broken down into three major phase types: nematic ,
cholesteric and smectic. Cholesteric and smectic types have many possible mesophases.
Due to the huge variety of LC types they have been used in a great number of applica-
tions, one of the most common examples being the LCD display.
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Figure 2.1: Temperature dependent phase transitions in a thermotropic LC that can
occur between the isotropic and crystal state from [23]. The cooler the LC is the more
ordered the molecules become.
The molecular shape for mesomorphism to occur must be geometrically anisotropic;
most commonly in thermotropic phases the molecules are rod-shaped, but can also be
disc-shaped. The most important feature of LCs is orientational order. In the nematic
phase the LC molecules have an average direction called the LC director. LCs therefore
posses anisotropic physical properties, meaning they react differently to electric fields,
magnetic fields and shear depending on the direction. If the molecule can be freely
rotated around the long axis, i.e. no preferred direction for the short axes, then the LC
will usually be uniaxial and will therefore be birefringent [24]. Nematic LCs have been
the most common choice due to high birefringence. An externally applied voltage can
control the orientation of the molecules. If the incident light is polarised linearly, then
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the orientation of the molecules will affect the refractive index the light is subjected to.
Typically the light will be polarised along the LC’s extraordinary axis.
There are a huge variety of cells that can be created, but the common choice for the
use in LC lenses is the homogeneously aligned nematic LC cell with positive dielectric
anisotropy. The LC is sandwiched between two glass substrates. These substrates are
lined with a transparent conductive film and an alignment layer. Without an external
field the alignment layer determines the orientation of the LC molecules. Rubbing the
alignment layer produces grooves along the rubbing direction that control the orien-
tation of the LC molecules. When an external electrical field is applied the molecules
reorientate themselves parallel to the field, for positive dielectric, or perpendicular to
the field, for negative dielectric. The field-induced reorientation is called the Freeder-
icksz transition [20].
2.1.1 Ferroelectric Liquid Crystals
A twisted nematic LC has in the past been the most common choice for polarisation
switches in LCD displays and adaptive optics [25, 26]. However, the FLC is also popular
due to its faster response time [27, 28]. FLCs are now being used as optical switches
[29, 30], tunable filters [31] and phase shifters [32].
The FLC modulator can be viewed as a wave-plate whose extraordinary axis cor-
responds to the orientation of the LC director. The LC director switches between two
orientations with a relative angle θ when the sign of the addressed voltage changes.
For the standard configuration, the FLC modulator acts as a half wave-plate (i.e., it
introduces a phase shift φ = 180◦), and the orientation of the LC director switches with
a relative angle θ = 45◦ [33].
The LC in the FLC cell is a thermotropic phase called smectic C* or chiral smectic
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C. Due to the symmetry of the phase it was deduced, in 1971, that there must be
polar order and hence it has to be ferroelectric [34]. The smectic C* phase is the most
ordered of all LC phases wherein no nearest neighbours are invariant in time (i.e. true
“monomeric” liquids). The C* phase has molecules randomly positioned in equally
spaced layers. Thus, the C* phase consists of a stack of true two dimensional liquids;
within the layers the centres of the rods move as an isotropic two dimensional liquid,
but motion across layers is much less free [23]. The C* phase alignment in an FLC cell
can be seen in figure 2.2.
Figure 2.2: SSFLC illustration depicting the two possible molecular orientations and
the resulting direction of the polarisation; from [33].
In general, the molecular chirality results in the formation of a helical structure.
The molecular director describes a rotation on the surface of the smectic cone defined
by the normal to the LC layers and with a tilt angle θ/2 [31], which cancels the average
polarisation. The helix is removed in the surface stabilised ferroelectric liquid crystal
(SSFLC) by having a cell thickness of the same order as the helical pitch, forcing the LC
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molecules to lie parallel to the surface plane. A net spontaneous electrical polarization,
P , appears in the direction perpendicular to the surface plane, given by the vectorial
product of the cell normal (z) and LC director (m), z × m [25]. Two orientations
are possible, corresponding to the possible orientations of the molecules. They can
be switched with the application of an electric field in the direction perpendicular to
the surface, created by transparent electrodes coated to the surfaces. The polarisation
direction of the cell is reversed when the electrical field is reversed. The total resulting
angular rotation of the director is therefore θ.
For LCs in general, the effective refractive index experienced by a normally incident
light polarised parallel to the orientation of the aligned molecules is
n(γ) =
none
(n2esin
2γ + n2ocos
2γ)1/2
, (2.1)
where no, ne are the ordinary, extra-ordinary refractive indices and γ is the angle be-
tween the wave vector of the light ray and the optic axis.
. The induced phase retardation of the light beam is then
φ =
2pi
λ
∫ d
0
n(γ)dt, (2.2)
where d is the thickness of the LC layer [35].
Figure 2.3 shows the standard operational mode of the FLC. The angle that the
molecules rotate by is 45◦. If the FLC is in state 1 as in figure 2.2a) and the polarised
light is parallel then the light passes through unchanged. If the electrical field is re-
versed, then the molecules rotate to state 2 in figure 2.3b). The FLC acts as a half-wave
plate and rotates the polarisation by 90◦ [33].
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Figure 2.3: Example of the SSFLC in operation. In a) the molecules are parallel to
the polarisation and therefore do not change the polarisation orientation. In b) the
molecules are at a 45◦ angle to the polarisation due to the electric field being reversed.
The polarisation is rotated to horizontal; from [33].
2.2 Adaptive Liquid Crystal Lenses
2.2.1 Curved Cell Gap Lens
The first recorded account of a tuneable lens made of LCs dates back to 1977, where
a curved cell gap was used [36]. A curved cell gap is created by simply using glass
surfaces that are concave or convex, as shown in figure 2.4. When there is no external
voltage the focal length of the cell is polarisation dependent. Polarisation parallel to
the LC director is called the extra-ordinary ray and polarisation perpendicular to it is
the ordinary ray. The focal length, f , of the cell is therefore dependent on the radius
of curvature of the cell, R, the refractive index of the cell, nLC , and that of the glass
substrates, ng,
f = R/(nLC − ng). (2.3)
If the external field is turned on, the refractive index of the cell has range limited by
extraordinary and ordinary indices, hence ne ≤ nLC ≤ no. For polarisation along the
extraordinary axis, nLC = ne for V = 0 and nLC = no for V →∞ [37].
The creation of this cell is very simple and it is easy to produce, however it does have
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some problems. A curved cell varies in thickness radially resulting in a nonuniform
electric field. In consequence the refractive index also varies radially. The difference in
thickness also means that the response and recovery times vary.
Figure 2.4: Cell structure illustration of a curved cell gap lens from [37].
2.2.2 Line-pattern electrode Lens
The majority of modern LC lenses use a planar cell gap to create a gradient refractive
index profile within the LC cell [20]. One method used is to create patterned electrodes,
examples of which are line-, hole- and Fresnel patterns. As shown in figure 2.5 we can
see that such a cell consists of an LC placed between a ground electrode plate and a
glass plate with an electrode pattern.
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Figure 2.5: Side view illustration of a planar cell gap with line-pattern electrode struc-
ture from [37].
In the case of a line pattern the electrode voltages are individually controlled such
that the refractive index forms a parabolic shape across the cell creating a phase trans-
formation equivalent to a cylindrical lens. Two cells with orthogonal arrays of electrodes
would produce a phase transformation of a spherical lens [38]. The refractive index must
be at a maximum when r = 0, nC = ne. At the edge of the cell, the refractive index is
an intermediate value, nE, where the value range is no ≤ nE ≤ ne. The focal length of
such a lens is determined by
f =
r20
2d(nC − nE) , (2.4)
where r0 is the aperture size, d the cell thickness. The focal range of the lens is therefore
dependent on the birefringence of the LC. The aperture size of the lens is of importance
as well. For large aperture sizes the focal power will be significantly reduced. High
birefringence or cell thickness could compensate for this, but increasing cell thickness
increases response time and LCs with very high birefringence have high viscosity also
resulting in slow response time. Of course for very thick cells alignment of the molecules
is non-uniform as well [39]. LC lenses based on this technique are therefore much more
suited to being used as microlenses [20].
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2.2.3 Hole patterned
A hole-patterned electrode has also successfully been used to create an LC lens [40].
Using an electrode with a hole in produces an axially symmetric, continuous inhomo-
geneous electric field. Figure 2.6 illustrates a side-view of the hole-pattern electrode
structure. The angle between the cell normal and the electric field increases from the
centre to the edge.
Figure 2.6: Side-view of a hole-electrode LC lens, showing the individual layers and
electrodes; from [40].
A gradient refractive index is produced across the hole with the maximum value at
the centre and the minimum value at the edges. An increase in voltage reduces the
gradient of the refractive index increasing the focal length and as the voltage further
increases the LC cell becomes a diverging lens [40].
Hole electrode LC lenses have been manufactured that have a wide range of optical
power. The aperture size of these lenses is limited though and they require a high
voltage to operate correctly.
2.2.4 Fresnel/Diffraction liquid crystal lens
Rather than using simple line electrodes to control the LC it is possible to create a much
more complex circular pattern to create an LC diffraction lens. In this case discrete
ring electrodes have been used to produce a Fresnel zone pattern.
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(a) 4th-level approximation of a diffractive
lens
(b) Layout of a one-layer electrode pattern
Figure 2.7: Designs for an LC diffractive lens from [41].
An example of a diffractive lens using a one-layer patterned electrode is detailed here
with figure 2.7 showing electrode pattern designs [41]. The lens is based on changing the
refractive index of a 5µm thick nematic LC layer using a circular array of transparent
electrodes. The outer radius of each zone is given by
rm =
√
2mλf,m = 1, 2, ...,M, (2.5)
where m is a counting index that refers to successive Fresnel zone starting in the centre,
λ is the wavelength, and f is the focal length. Each zone needs to be digitised, so the
zone is broken down into further subzones with a series of discrete phase levels
rm,n =
√
2[(m− 1) + n/L]λf, n = 1, 2, ..., L, (2.6)
where L is the number of phase levels per zone and n is the counting index of the
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individual phase levels. The diffractive efficiency increases by increasing the number
of subzones. The diffractive efficiencies for 2, 4 and 8 subzones are 40.5%, 81.1% and
95%. In this example a phase map is obtained from the wavefront generated by the
first-diffracted order by using a phase-unwrapping algorithm. From this phase map the
focal length of a diffractive lens is calculated by using,
f =
r20
2OPD
, (2.7)
where OPD is the peak-to-valley optical path difference from the centre to the edge
and r0 is the test area of the lens [41].
These kind of diffraction lenses have shown great potential. They have been pro-
duced with high diffraction efficiency, high optical quality and fast response time [20].
Their design is somewhat more complex than the other lenses due to the sophistication
of the electrode pattern. However, they have been produced with large apertures and
have been used by PixelOptics to produce focus variable corrective glasses that could
revolutionise the industry [19].
2.2.5 Modal liquid crystal lens (MLCL)
The defining feature of an MLCL is the high resistance electrode and the low resistance
control contact. The type of lens is determined by the contact configuration. To obtain
a spherical lens an annular contact would be used and in the case of a cylindrical lens
two linear parallel contacts would be used (see figure 2.8).
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Figure 2.8: Layout of a modal LC lens. One can see the individual molecules have
different alignment across the slice indicating a radial change in refractive index; from
[42].
The control voltage is applied to a low resistance annular electrode around the active
area of the lens. The voltage across the lens decreases radially towards the centre of
the lens, because of the potential divider that is formed by the high resistance control
electrode and the capacitance of the LC layer. Conversely, the optical path length of
the LC layer increases from the periphery to the aperture centre.
The lens uses the electronic response of the LC to an AC field. The change in voltage
at the centre of the control electrode lags behind the change of the voltage applied to
the contact electrode occurring due to the resisitive-capacitative nature of the cell. The
delay increases as the voltage frequency increases reducing the rms voltage at the centre
of the aperture. At the same time the refractive index increases from the edge to the
centre forming a phase profile of a lens. The phase profile of the lens is determined by
the amplitude and frequency of the applied voltage. While this may offer additional
freedom in optimising the lens, the amplitude and frequency have to be selected very
carefully. The reason for this is to minimise phase aberrations caused by undesirable
distribution of the electric field across the aperture and the nonlinear electro-optical
response of the LC against the applied field.
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MLCLs can be created simply and have shown to smoothly change the focal length
by controlling the amplitude and frequency of the applied AC voltage. Such lenses have
been able to change focal power between 0-3D. The MLCL focal length can be evaluated
by equation 5.1. While the possibility of using both the amplitude and frequency of the
applied voltage could offer more freedom to optimise the lens, there is the drawback
that only specific combinations are possible that produce minimal phase aberrations.
2.2.6 Ferroelectric Liquid Crystal Lens
The FLC lens used in the projects discussed in this thesis was created by Nishimoto [43].
The lens consists of three components: a linear polariser, an FLC and a birefringent
lens as shown in figure 2.9. This lens is different from all the other aforementioned
lenses due to it being a focus switching lens and not a focus variable lens. It does
not possess a range of focal lengths, but has exactly two that are dependent on the
birefringent lens used. In this case the LC is used simply as a polarisation switch and
all the molecules have the same orientation across the cell, as described in section 2.1.1.
The focal lengths are therefore given simply by the standard lens equation,
f = R/(n− 1), (2.8)
where n is the ordinary or extraordinary refractive index of the birefringent lens.
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Figure 2.9: Illustration of an FLC lens from [44].
Figure 2.9 illustrates how the FLC controls the polarisation of the propagating light
and therefore controls focal length of the system.
The advantages an FLC lens has over some of the other variable lenses is that the
image quality obtainable would be better due to the focusing being done by a fixed
lens. It would also be possible to work with high optical power and complex lens sur-
face geometries. The design and production of this lens is less complex than some of
the variable lenses mentioned before, which could make them a cost effective solution
for optical systems.
2.3 Adaptive Liquid Lenses
In addition to LC lenses there are four types of liquid lenses, based on the operation
mechanism: fluid membrane interaction, electrowetting effect, dielectrophoretic effect
and thermal effect. The different types are described below.
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2.3.1 Liquid filled membrane lens
The fluid membrane lens design and operation is described in figure 2.10. A lens
based on fluid-membrane interaction consists of a liquid that is contained by two elastic
membranes or one membrane and a glass plate. In such a lens the focal length is
dependent on the pressure of the liquid. As the liquid pressure changes so does the
shape of the membrane/s. There would typically be a small reservoir attached to the
lens from which the liquid can be pumped in and out. A simple example of a reservoir
would be a syringe pump. The cost of manufacturing these lenses can vary significantly
depending on the complexity of the design [45, 18].
Figure 2.10: Illustration of a liquid fillled lens with membrane from [46].
2.3.2 Variable focus electrowetting lens
An example of electrowetting is shown in figure 2.11. The cell contains two liquids, one
is insulating and non-polar (marked as ‘1’) and the other is a conducting water solution
(marked as ‘2’). The liquids have to be non-miscible [47]. The insulating liquid sits
naturally on to a window specifically chosen to be hydrophobic. A counter-electrode
to the conducting solution is placed on the external side of the window. The fringing
field at the corners of the electrolyte droplet tend to pull the droplet down onto the
electrode, lowering the macroscopic contact angle and increasing the droplet contact
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area. Application of a voltage between the counter-electrode and the conducting liquid
favours the wettability of the surface by the same liquid. The outer zone is treated to
be hydrophilic to ensure the droplet maintains shape A even when no voltage is being
applied. The typical aperture size for an electrowetting lens is around 3 mm, so it is
very small. This technique has been used by VariOptic [16] to produce high quality
microlenses that are now being used in smartphone cameras.
Figure 2.11: Liquid lens using the electrowetting effect containing two liquids, (1) being
the insulating liquid and (2) being the conducting liquid from [47].
2.3.3 Dielectrophoretic Liquid Lens
The operation of lenses based on the dielectrophoretic effect have similarities with
lenses based on electrowetting as they both use one or two immiscible liquids. A
dielectrophoretic force is exerted on the liquid by a nonuniform electric field. In a
nonuniform electric field the liquid preferentially collects in the regions of maximum
field intensity. This implies that the dielectrophoretic effect can be used to control small
amounts of water using specially designed electrodes. This does have the drawback that
the aperture size of these lenses will be very small. In this case the liquid does not have
to be conductive; when two liquids are used the dielectric constant must be different.
The lenses created vary mainly in how the inhomogeneous electric field is generated.
Figure 2.12 illustrates such a lens from [48]. Two liquids were used with differing
dielectric values. The focal length range for these lenses is very small, usually only a
36
few millimeters and to do this requires a considerable voltage range of 0-200V in some
cases. The fall time of the droplet is also usually longer than the rise time.
Figure 2.12: Liquid lens using the dielectrophoretic effect containing two liquids with
different dielectric values; from [49].
2.3.4 Thermal Liquid Lens
Thermal effect lenses are made of thermal-responsive hydrogel to regulate the curvature
of a liquid-liquid interface shown in figure 2.13. Similar lenses have been created using
pH- and light-responsive hydrogels. A hydrogel ring is used to control the curvature of
a liquid-liquid interface. The hydrogel is placed within a microfluidic channel system
that is contained by a glass substrate on the bottom and an aperture plate on top. The
bottom half is filled with water, while the top half is filled with oil. A meniscus forms
at the aperture through the interface of the water and oil that is used as a microlens
[50, 51].
As the hydrogel is stimulated the ring will contract or expand, changing the wa-
ter volume and hence the pressure at the aperture. The contact line of the meniscus
interface is pinned at the hydrophilic-hydrophobic boundary, so the change in pres-
sure causes a change in radius of curvature, which determines the focal length of the
microlens
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Figure 2.13: Thermal lens illustrations showing the components in detail. b) shows
the possible positions of the water-oil interface. When the hydrogel expands to the
size indicated by lh the contact angle increases due to the increase in water pressure,
creating a convex lens. When the hydrogel shrinks to llh the contact angle decreases
with the water pressure, producing a concave lens; from [52].
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Chapter 3
Vision Science
This chapter provides a review of a number of fields in vision science. In order to use
adaptive optical devices in vision science a better understanding of the fields in which
they will be tested needs to be gained. In the first section we discuss the method of visual
acuity testing and a person’s ability to perceive change in focus. The second section
reviews the different modern instruments that are used to analyse the optic nerve and
retina. A detailed description of glaucoma and its progression is also provided. The
third section reviews involuntary eye movements and the potential for imitating such
movement to improve the perception of images with low spatial frequency.
3.1 Measuring Visual Acuity
Glasses and contact lenses are the most common form of visual acuity correction around
the world. A study in the Netherlands shows that at the age of 30 four out of ten people
wear glasses and that from the age of 55 almost everyone wears glasses or contact lenses
[53]. At the optician’s an eye examination consists of a standard series of tests, one of
which is a chart reading test (Snellen Chart) [54].
It is clear that the correction of the refractive error in the human eye will provide a
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significant improvement to an individual’s quality of life and research has shown that
uncorrected refractive error can be a cause of blindness and a major cause of impaired
vision. The World Health Organisation (WHO) found that there were around 300
million people visually impaired or blind due to uncorrected refractive error [55].
The measurement of visual acuity serves many purposes. While it is commonly
associated with the determination of lens correction for refractive error, it is also used
to monitor visual degeneration and to assess the ability to undertake visually intensive
occupations and tasks such as driving and flying [56].
A typical Snellen chart and common chart variations are shown in figure 3.1. “Nor-
mal vision” is described to be the ability to read the letters at a distance of 20 feet
when they subtend an angle of 5 minutes of arc. This corresponds to the 20/20 vision
mark on the Snellen chart. This level of vision is marked as being the limit with which
one can cope well enough in school or industry and therefore does not require correction
[57].
(a) Snellen Chart (b) Landolt Rings (c) Tumbling E’s
Figure 3.1: Visual acuity chart types from [57].
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Upon analysing patients reading the Snellen chart the conclusion was made that
the letters were not equally recognisable. For this reason in 1988 Landolt proposed
just using one symbol; a ring with a break in it. As shown in figure 3.1b the break
in the ring is positioned differently for adjacent rings. A patient is required to deter-
mine the direction that the break in the circle is pointing. The use of this chart for
visual acuity research was deemed the purest standard by the International Council of
Ophthalmology [58].
The tumbling ‘E’ chart was created in 1976 initially to test the visual acuity of
illiterate people and those unfamiliar with the Roman alphabet. Studies discovered
that grating recognition and orientation is in fact superior to letter recognition in foveal
and peripheral vision [59]
Overall the chart reading test at the optician’s has proven itself to be a highly
successful method to determine the refractive error of the human eye and hence the
required prescription that a patient might need. However, the procedure and method
of this test has not changed significantly for decades and the results are still heavily
reliant on the patient to detect defocus when viewing the letters on the chart.
3.1.1 Defocus Perception
There has been a lot of research into the perception of defocus [60, 61]. Some research
focused on quantifying the perception of edge blur in particular [62, 63], and some
focused on detecting change in defocus in general [64, 65, 66]. Other factors on blur
perception such as contrast [67] and spatial frequency [68] have also been analysed. A
series of papers on blur discrimination were reviewed by Watson and Ahumada [69]
with a comparison of the results.
Ciuffreda [61] analysed defocus at levels where it becomes ‘bothersome’. The min-
imum amount of ‘bothersome blur’ is the point at which the blur demands initiation
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of an eye and head movement to see clearly again. The procedure in the test used a
moveable target that would gradually move between in focus and out of focus. The
results in figure 3.2 show the diopter values indicated by the test patients of noticeable,
bothersome and irreversible blur. They show that each target type has a significantly
different result. The 20/50 ‘E’ has smaller defocus values than the 20/200 ‘E’ showing
it is important to use objects that have a higher dominant spatial frequency to detect
smaller changes in defocus. Similar findings were made in [66].
Figure 3.2: Blur thresholds for young adults as a function of target type and blur
criterion used from [61]. Plotted is the mean (±1 S.E.M.)
Wang and Ciuffreda worked on a series of papers investigating other factors influ-
encing blur discrimination [11, 12, 13]. The results for each paper were obtained using
the same optical system shown in figure 3.3.
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Figure 3.3: Schematic representation of the apparatus from [66]. Symbols: CH1, test
target channel; CH2, fixation target channel; RE, right eye; LE, left eye; EP, eye patch;
AP, artificial pupil; HSM, half-silvered mirror; L1, Badal camera lens system; L2, Badal
ophthalmic lens system; ID, iris diaphragm; SH, slide holder; BC, black cross; LB1, light
box 1; LB2, light box 2
The depth-of-focus of the human eye was analysed [11], focusing on the fovea and
near retinal periphery. The depth-of-focus was determined by positioning the target at
the far point of the eye and then moving it slowly away or towards the patient at a speed
of 0.1D. The patient would then stop the moving target upon detection of blurring. The
peripheral depth-of-focus was obtained by having the patient observe the focus of the
edge of a circular aperture while attending to a central cross. The angular size of the
aperture range from 0.5◦ − 8◦. The range of the periphery was chosen due to the area
likely being of importance to blur discrimination. The results showed that the depth-
of-focus increased linearly from 0.89D at the fovea to 3.51D at a retinal eccentricity of
8◦.
Four mechanisms are suggested that possibly have an effect on the near peripheral
depth-of-focus, hence defocus discrimination:
• Neurophysiological: The densities of the retinal cone cells and retinal ganglion
cells decline with eccentricity. However, the effect of retinal eccentricity on the
cortical neuronal response remains to be investigated.
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• Sharpness Overconstancy: An edge that is observed to be blurry when looking
at it directly (foveally), appeared sharp when the observer looked away from it
(non-foveally). It is speculated that the human brain assumes an edge should
be sharp. When a blurred edge is perceived in the periphery the image is a
combination of the information from the eye and the brain. The implication
would be that more blur would be required for it to be noticeable in the retinal
periphery.
• Visual Optics: The optical quality of the human eye is worse in the periphery
as compared with central vision. Both monochromatic and chromatic aberrations
have been shown to increase with retinal eccentricity. Within the foveal and near
retinal periphery these factors are likely to have only a small effect on image
degradation.
• Visual Attention: Studies have suggested that visual attention became compro-
mised with increased eccentricity. This could have an effect on the blur sensitivity
of the retinal periphery.
A separate study was made to specifically investigate blur discrimination [13]. Using
the same optical set up the target was again positioned at the far point of the patient’s
eye. The target would then be slowly moved towards or away from the patient’s eye.
The point at which the patient detects initial blurring is noted down. From that point
the target moved in the same direction again until a further change in blur is noticed.
This procedure was repeated until the target was too defocused to be visible. The
results can be seen in figure 3.4.
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Figure 3.4: Group mean defocus (±1 S.E.M.) as a function of blur step from [13].
It is very clear that the blur detection threshold (C-B) is much higher than the blur
discrimination values. What is interesting to note is that the blur discrimination has
an almost constant value with the variability across the test subjects also significantly
smaller than for the blur detection threshold. The blur detection threshold result
is in agreement with findings by other researchers, but the consistency of the blur
discrimination value appears to be somewhat unique [70, 65]. A more common ‘dipper
function’ appears with a minimum occurring for just out-of-focus targets [70, 69].
Three reasons are proposed to explain the difference in blur detection and blur
discrimination.
• Near-focus plateau of a defocused optical system: At near focus the re-
duction of the ocular modular transfer function (MTF) is very small. When the
target is placed more out of focus the reduction of the ocular MTF increases.
• Interaction between contrast discrimination and ocular MTF response
to defocus: It was assumed that the sensitivity to contrast change increased
when retinal defocus reduced the retinal MTF amplitude from the blur detection
level to the initial blur discrimination level; explaining a greater blur detection
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threshold. Low spatial frequencies have been found to be more robust to defocus.
The ocular MTF decrease would therefore become smaller and smaller. The
increase in contrast discrimination and the resistance of low spatial frequencies
to defocus would therefore keep the blur discrimination at a constant level.
• Blur Buffering Mechanism: A ‘neural sharpening mechanism’ was theorised
by Jacobs et al. [71] that indicated the brain acted to maintain the focus of a
target in near-focus positions. This mechanism would be similar to the sharpness
overconstancy effect in near-foveal vision.
There is general agreement that blur discrimination is easier for targets that are
slightly out of focus. There are several reasons that have been speculated that cause
this, but there is currently no unified theory. Watson and Ahumada have used a visible
contrast energy (ViCE) model to describe the blur discrimination of edge blur from
a series of past papers [69]. However, the model as of yet has not been confirmed to
successfully describe blur discrimination for more complicated targets.
3.1.2 Contrast Sensitivity
As previously mentioned it is well known that defocus has a detrimental effect on
contrast sensitivity. It is however important to note that contrast sensitivity is also
dependent on the spatial frequency and temporal modulation of the observed target
[68].
The contrast sensitivity dependence on spatial frequency can be seen in figure 3.5.
One can clearly see that the low and high spatial frequencies are difficult to spot at
low contrast while it is still possible to see the grating for the medium spatial frequen-
cies.This was first demonstrated by Cambell and Robson [72].
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Figure 3.5: Cambell-Robson Contrast Sensitivity Chart from [73].
Previous research has shown that high spatial frequencies are much more sensitive
to changes in defocus than low frequencies [70]. This would imply that there would be
an optimal spatial frequency where contrast sensitivity and blur discrimination can be
maximised.
3.2 Retinal Imaging
A person’s visual performance is dependent on the health of each component in the
eye and as such the retina of the eye must be checked regularly. Retinal imaging is of
great importance, as it is useful for examining a whole range of retinal problems and
diseases. Examples of these problems are macular degeneration, diabetic retinopathy,
drusen, neovascularization, retinal detachment and glaucoma. Common technologies
47
used for imaging the optic nerve head (ONH) are fundus photography, confocal scan-
ning laser ophthalmoscopy (CSLO), scanning laser polarimetry (SLP) and optical co-
herence tomography (OCT). The more accurately an optometrist can view the retina
the easier it is to diagnose the problem and also detect these problems at an early stage
of development [74].
3.2.1 Optic Nerve Head
The majority of glaucoma patients suffer from primary open-angle glaucoma (POAG).
In POAG degradation of the ONH typically precedes any detectable change in visual
field meaning detailed analysis is of great importance. Characteristics of a glaucoma-
tous ONH are for example enlargement of the cup, disc haemorrhage, thinning of the
rim and loss of nerve fibre layer. By the time the change in visual field is noticed it
is too late to prevent long term damage. With accurate imaging of the optic nerve
it would be possible to identify early signs of glaucoma and take steps to prevent its
progression. The ONH is a slight oval shape and is on average 1.76mm×1.92mm, with a
depth less than 1mm. Due to its size it is difficult to analyse. The retina is not designed
to reflect light, so a lot of light is needed to illuminate the inside of the eye [75]. Due
to the difficulty of viewing the ONH there are often discrepancies in the observations.
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(a) Optical coherence tomograph of the optic
nerve head taken perpendicular to the papil-
lomacular axis, from [76].
(b) Normal optic nerve head - scleral rim (ar-
rows), neuroretinal rim thickness (open ar-
rows), from [75].
Figure 3.6: Optic Nerve Head Images.
An enhanced photograph of the normal ONH and a tomographical image is shown
in figure 3.6. The key features of the ONH are the cup, the neuroretinal rim and the
scleral ring. It is crucial to be able to detect any change in these features, particularly
the ratio of cup size to ring size (C/D ratio). The C/D ratio is often used to detect
glaucoma. However, picking out specific parts of the ONH can be difficult. On top
of the difficulty to pick out the features, the ONH area can vary up to 7-fold in size
amongst individuals. For this reason it is possible for an examiner to mis-interpret the
size of the neuroretinal rim, hence the C/D ratio. The neuroretinal rim area (NRA),
related to the C/D ratio, is one of the most important parameters for the observation
and detection of glaucoma. Research has shown that the NRA correlates highly with
ONH damage [77]. There is also evidence the the cup size is related to the disc diameter
[78]. It is therefore possible for mis-interpretation to occur due to large discs.
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3.2.2 Imaging Technologies
The development of new technologies has partially been fuelled by the lack of inter-
observer and intraobserver repeatability when determining the C/D ratio. It has in
the past been reliant on observer experience, whereas more recently a more objective
measurement can be made, thereby increasing repeatability.
Fundus cameras use the basic principle of indirect ophthalmoscopy, which uses a
large objective lens close to the eye to improve the field of view of the image. The
observer is some distance away from the patient’s eye and in between the objective lens
and the observer a virtual image is produced. As the retina is not a very reflective
surface the fundus camera has two arms; the illumination arm and the imaging arm.
In the past such cameras have been criticised to have limitations such as limited
diagnostic accuracy by itself for screening, expert grading requirement and difficulty
attaining true stereophotographs in about half of subjects [79]. However, the advance-
ments contained in the newer models enable the fundus camera to obtain similarly good
diagnosis repeatability as the other technologies [80].
The CSLO device generates up to 64 transaxial scans through the ONH to cre-
ate a 3-dimensional reconstruction of the tissues. Each layer is scanned, producing
a 2-dimensional image. Depending on the cup depth, up to 64 successive equidistant
images are obtained in order to form a 3-dimensional construct of the ONH region. Sur-
faces of the optic cup, optic rim, and peripapillary retina are determined by a change
in reflectance intensity along the z-axis at each point. This allows for the creation of
a topographic map from which parameters such as cup-to-disc (C/D) ratio, rim area,
and other optic-disc parameters can be calculated [74].
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The OCT obtains axial cross sections of tissues based on optical backscattering,
similar to ultrasound technology. The optical backscattering of low-coherence laser
light (850 nm) as it passes through layers of differing optical density is recorded by an
interferometer and amplified to construct a 2-dimensional image of the scanned area.
It is also possible to use the OCT to create 3-dimensional reconstructions of the ONH.
The SLP measures the RNFL thickness by assessing the change in polarization (re-
tardation) of the reflected laser beam (780 nm). The retinal nerve fibre layer (RNFL)
consists of ganglion cell axons, which cause proportional change in the polarization of
the laser due to their birefringence. A high-resolution image of 256×256 pixels is cre-
ated of the optic nerve and peripapillary retina [74].
A comparison of CSLO, OCT and SLP showed none of the methods was significantly
better than the other for optic disc analysis and all three systems performed very highly
[81].
It is important to note that these modern devices do come at a price, making them
a costly solution to the problem [82]. Other cost-effective solutions should therefore
be investigated that could potentially be accessible to a wider range of practitioners.
Simlarly Douglas points out that the latest technologies are only available to the most
aﬄuent of practitioners and emphasises the use of more cost effective techniques [75].
3.2.3 Evaluation Reliability
Several methods have been developed to analyse the retina and the optic disc. This has
partially been fuelled by the variability in the assessment of the optic disc that is even
present amongst expert observers [83, 84]. The evaluation of the cup-to-disc ratio must
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be reliable as it is essential to the diagnosis and monitoring of POAG. The appearance
of the optic disc has a wide variability, which makes it extremely difficult to provide
a diagnosis of glaucoma from one examination. Particularly for detecting glaucoma at
early stages of development it is typically required to detect some form of change [79].
For this reason it is paramount that there is accurate and precise documentation of the
optic disc.
A study by Spry et al. analysed the reliability of three different tests for monitoring
and detecting glaucoma: intraocular pressure, visual field score and cup-to-disc ratio
[85]. The results showed that the C/D ratio, determined from stereo disc photographs,
was of least value in differentiating true variable change from measurement ‘noise’. From
these results it was determined that to be 95% certain that a true change has occurred
a pair of C/D measurements must differ by 0.35. The accepted value of change for
the C/D ratio classed as a ‘clinically significant’ change is ≥ 0.20. This indicates that
changes of 0.2 will be missed or perceived by chance even though there is no change.
As there is potential for significant variability the usefulness of disc monitoring showed
clear limits, especially for cases with different observers as the inter-observer variation.
It therefore indicates that it is very important that the same clinician undergoes the
re-evaluation of the optic disc.
In the past there have been a few contradictory results on the improvements from
stereoscopic disc photographs relative to standard clinical measure. Spry found there
to be no significant improvement on the agreement of individual measurements, while
other studies have shown that such photographs clearly do improve intra- and inter
observer repeatability [86, 87]. Generally the conclusion is that monoscopic evaluation
relative to stereoscopic evaluation of the C/D ratio has increased variability due to the
boundaries having to be inferred by the observer rather than being perceived. In a
report comparing clinical measurement to semiautomated measurement the conclusion
52
was made that a clinician would be subject to more bias than a system that has strict
criteria for determining the edges of the cup and disc. The report concludes that
importantly the inter observer variability of semiautomated measurements is smaller,
which is essential to follow-up studies [87].
3.3 Visual Impairment
In many cases eye disease can have progressed to severe levels where prevention or cor-
rection with glasses is not possible. A study by WHO has shown that across the world
there are more than 84 million people whose vision loss is uncorrectable [55]. Possible
symptoms of vision loss are clouded vision, constricted fields, or large scotomas.
Currently there are very limited solutions to helping low vision patients whose visual
defects cannot be corrected by standard corrective lenses. Commonly ‘low-vision aids’
will be simple handheld magnifiers or telescopes depending on the visual task.
In the case of clouded vision the effect is a general blurring of vision, making fine
detail impossible to perceive.
3.3.1 Involuntary Eye Movement
When our eyes fixate on an object they are never truly still. These eye movements
are very small and so are not perceived by us during fixation. They are necessary
to prevent neuroretinal adaptation and they occur subconsciously. The consequence
of neuroretinal adaptation is the loss of vision as the response of the neurones are
normalised in the face of unchanging or uniform visual stimulation [88].
There are three main types of involuntary eye movement: tremor, drifts and mi-
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crosaccades.
Tremor, also called physiological nystagmus, is an aperiodic, wave-like motion of
the eyes with a frequency of around 90Hz. It is the smallest of the eye movements and
its specific function is still unclear.
Drifts are simultaneous movements with tremor, but are slow such that a fixated ob-
ject could move across many photoreceptors. Drift occurs in between the microsaccadic
eye movements.
Microsaccades are fast jerky movements of small amplitude that can quickly move
an image across a large amount of photoreceptors. They can have similar amplitude
to small voluntary saccades. The size of the microsaccades has been shown to relate
to the distance an image has drifted, acting as a fixational correction. There is strong
evidence that microsaccades prevent neuroretinal adaptation.
It has been possible to track the natural motions of the eye and counteract them
by moving the target accordingly. The result was that the target would fade out. In
studies by Ditchburn et al. it was noted that the perception of a stabilised image would
go through a cycle of good visibility followed by a ”fade out” and then the image would
re-emerge at a rate of one image every 5 seconds [89]. At the point where the image
is completely faded out the individual will perceive a uniform field. The target could
be regenerated very quickly by inducing fast jerky movements replicating the action
of microsaccades. There has also been some evidence that microsaccades significantly
enhance sensitivity to edges, re-sharpen the image and improve spatial resolution [90].
The minute eye microsaccades are sufficient to prevent fading of visual objects pro-
cessed by small-sized receptive fields near the fovea, tuned to fine details, whereas
the larger receptive fields in the periphery, sensitive to low-spatial-frequency images,
would require large microsaccades to prevent fading. In the visually impaired, small
involuntary eye movements are unlikely to be effective because the blurred low-spatial-
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frequency retinal images they perceive are processed by neurons with large receptive
fields.
Watson et al. hypothesised that microsaccades are less useful to those with cen-
tral visual impairment. Such people could therefore be helped to see better through
induced retinal-image jitter. Previous research has shown that image jitter typically
causes image degradation rather than enhancement, which means this new theory would
contradict past results. Studies have shown that reading speed [91] and visual acuity
[92] are both reduced during induced image jitter. Tests provided evidence of patients
having better performance in word recognition and recognising facial expressions, when
the image jitters rather than when it is stationary.The jitter was of higher frequency
and larger amplitude relative to standard involuntary microsaccades.
One of these experiments used people with simulated low vision and tested a wide
range of jitter frequencies. Figure 3.7 shows the results, demonstrating that word
recognition only improves for specific jitter parameters. For inter-jitter intervals of
more than 100ms there were signs of improvement to the ability of word recognition,
whereas a shorter inter-jitter interval proved to impair word recognition.
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Figure 3.7: Word recognition speed as a function of inter-jitter interval duration for
subjects (n=9) with simulated low vision, using Bangerter filters to reduce acuity to 1.2
logMAR. Word recognition speed improves for inter-jitter intervals of 500, 250 and 100
ms and is impaired for inter-jitter intervals of 50 ms and 25 ms. The upper horizontal
axis shows temporal frequency calculated as 1/(2T ), where T denotes the inter-jitter
interval duration in seconds. Error bars illustrate SEM, from [14].
The filters used create a general reduction in visual acuity without the presence of a
scotoma. One can therefore also infer from these results that the improvement in word
recognition is not simply due to image shift away from a central field loss that could be
present due to a scotoma on the patient’s eye retina.
The seemingly paradoxical findings of enhanced word recognition speed with image
jitter found here and the reduced reading speed with image jitter found in previous
research can be explained by differences in the temporal characteristics of the image
jitter [91, 92]. Our Control Experiment 1 showed that in simulated low vision conditions
jittering text with inter-jitter intervals of 500, 250 and 100 ms (1-5 Hz temporal fre-
quencies) enhanced the speed of word recognition, while shorter inter-jitter intervals of
50 and 25 ms (10-20 Hz) impaired performance in comparison with that for stationary
text (Fig. 3).
A second experiment was designed to isolate the effect of temporal modulation on
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visual sensitivity to low spatial-frequency stimuli. Patients with age-related macular de-
generation were tested. Figure 3.8 shows the results for determining contrast threshold
for discriminating grating orientation. The test subject was required to choose between
two grating orientations (45◦ and -45◦). The contrast threshold was determined from
the number of correct and incorrect answers that the subject gave. One can see a clear
improvement for contrast modulations of 5-10Hz relative to stationary stimuli.
Figure 3.8: Contrast sensitivity (inverse of contrast threshold) for discriminating grating
orientation as a function of temporal frequency for subjects (n=7) with age-related
macular degeneration. Asterisks (*) denote significantly higher differences in contrast
sensitivity at P < 0.05 Error bars illustrate SEM, from [14].
While these results show promising signs for using jitter to improve the visual ca-
pabilities of patients with low vision it would be of great use to produce a low vision
aid that could be worn everyday. This would increase the number of options available
to patients with low vision. it would be highly desirable to create an optical system
that could produce image jitter of similar amplitude to that used in the experiments.
Birefringent material linked with an FLC could prove a useful tool in making this a
reality.
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Chapter 4
Visual Acuity from Flicker
The typical method for testing blur discrimination in the past was to use a slow moving
target, as mentioned in chapter 2 [61, 13]. There has also been some research into the
perception of small temporal changes in focus using an oscillating target [70], but the
frequencies that were analysed were limited to a range below 10 Hz.
This chapter discusses the possibility of using a birefringent lens, made from barium
borate (BBO), and a ferroelectric liquid crystal (FLC) to switch between equal and op-
posite defocus levels to determine the optimum focus correction by making use of the
human eye’s sensitivity to flicker. With the use of the FLC it is possible to change focus
without changing position of the target in under 1 µs, creating a close to instantaneous
shift in focus. In addition it is possible to test a wide range of temporal frequencies
to optimise the blur discrimination. With this technique it could be possible to more
accurately determine a patient’s prescription without the indecisiveness that can occur
with small changes in prescription strength.
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4.1 Flicker Sensitivity
In our field of view certain changes to what we see are able to capture our attention.
Examples of fundamental changes are colour, luminosity and position. While we are
susceptible to many different cues, the faster and more sudden a change is the more
it captures our attention. For the sake of the research detailed in this thesis we will
concentrate on visual field cues occurring due to change in luminosity.
Previous results have shown that dynamic luminance changes have a much greater
impact on our attentional allocation than a static luminance difference of the same
absolute magnitude [93]. A simple demonstration would be the case where a light is
in your peripheral vision. If the light is off and then turned on the sudden change in
luminosity will come to your attention. The same would happen if the light started to
flicker when turned on. After the initial onset of this sudden change the flickering light
would capture your attention more than the case where the light that was permanently
on.
Research into the attention capture of static and flickering cues have shown that
both cues lose their effectiveness over time [94]. However, while a static cue decays
very quickly to a low effectiveness, the flickering cue decays much slower and retains
a certain level of effectiveness for a long time. Interestingly the research showed that
for the initial onset of the cue a static cue showed dominance over flicker in all the
examined cases. This encouraged the conclusion that a static cue had very high initial
efficiency, but decayed very quickly. After 1890 ms the flickering cue took over as the
dominant cue in 90% of the cases. The effectiveness of the static cue decayed very
quickly to zero, whereas the flickering cue’s effectiveness declined slowly reaching an
asymptote level well above zero.
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There are two important factors that determine the effectiveness of flicker cues, the
amplitude of the luminosity change and the temporal frequency. A greater change in
luminosity will naturally attract more attention than a small change. The temporal
frequency has to firstly be less than the flicker fusion frequency, which is about 30 Hz
[95]. Research discussed in the same article determined a good range to be 3-10 Hz,
with best results at a frequency of 4 Hz.
There is also some evidence that there are neurons selective for temporal frequency
[96]. At a psychophysical level, two kinds of temporal frequency channels are evident:
one broad and low-pass (“sustained”) and one band-pass and high-frequency selective
(“transient”). The peak of the “transient” channel is around 8-12 Hz. This would
contradict the findings previously mentioned. This could indicate that the optimal
flicker frequency is dependent on the task at hand.
4.1.1 Utilising Flicker
Blur perceived by the human eye, if an object is defocused equal amounts either side
of the retina, has the same shape provided the optical system is aberration-free [97].
Figure 4.1 contains images created with -1.0D, 0.0D and +1.0D, showing that the defo-
cused images are identical. A focus switchable lens (FSL) as described in chapter 2 can
be used to switch between equal and opposite amounts of defocus by placing an object
between the two points of focus. The position of equal defocus would be dependent
on the visual acuity of the patient looking through the FSL. A screen positioned for a
patient with perfect visual acuity produces a flickering image for a patient with myopia
or hyperopia, which can be corrected with the appropriate lens.
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(a) 0.0D defocus
(b) +1.0D defocus (c) -1.0D defocus
Figure 4.1: Simulated defocus effects on an object. Each image is 300×300 pixels large
with a total angular size of 0.027rad. a) is an image of a test pattern. b) is subject to
+1 wave of defocus and c) is subject to -1 wave of defocus. b) and c) appear identical.
4.2 Flicker Simulations
To simulate defocus, an in-focus image can be convolved with a pupil function con-
taining defocus. The array made for the pupil function has to be the same size as the
original image. The aperture diameter in the array was set to be half the width of the
array to ensure an oversampling factor of 2.
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Wavefront aberrations are commonly described using Zernike polynomials [98], and
the Zernike polynomial for defocus is
Z02(ρ, θ) = 2ρ
2 − 1, (4.1)
where ρ represents the radius for a unit disc, ranging from 0 to 1. The pupil function,
including defocus, for the aperture array is given by
P (ρ) = exp[−i2piA(2ρ2 − 1)]. (4.2)
where A is the magnitude of the defocus in waves. The function is then multiplied by
the circular aperture, which is used to obtain a point spread function (PSF) given by
PSF = |FFT (P (ρ))|2, (4.3)
where FFT is the Fast Fourier Transform. The PSF of the pupil function is then used
to convolve with the in-focus image to create an image including defocus. Figure 4.2
shows images of the in-focus pattern, the defocused pupil image, and their convolution,
an out-of-focus image.
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(a) In-focus test pattern (b) Pupil image with pixel intensity be-
tween -1 and +1
(c) Resulting out-of-focus image
Figure 4.2: The in-focus image in (a) is convolved with the PSF of the pupil function
shown in (b) to produce an out of focus image as shown in (c).
As a reference the first image produced is created using a pupil function without
defocus. From this image the minimum and maximum pixel intensity ranges, for the
images with defocus, are obtained to ensure that any difference in contrast is visible.
The pixel scale of the PSF in radians is defined by
v =
λ
αW
, (4.4)
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where λ the wavelength, α the oversampling scale and W the eye’s pupil size [99]. The
pixel scale has to be the same for the resulting image. Therefore the field of view for
an image, scale m×m, is
VI = mv. (4.5)
From the field of view of the image it is possible to determine at what distance the
image should be viewed using simple trigonometry,
S =
s
2
tan(VI/2), (4.6)
where S is the separation between the observer and the screen and s is the size of the
array on the screen. As an example using a wavelength of 550nm, an oversampling
scale of 2 and a pupil size of 3mm, from 4.6 we obtain a pixel scale of 9.17× 10−5rad.
For an image which is 320× 320 pixels the field of view will therefore be 0.029rad. All
images and video clips shown as part of this report were created at a size of 320× 320
pixels. From the angular size it is possible to determine the viewing distance for the
images and videos. To view the full size image one would have to stand more than 3m
away from the screen.
The images were viewed on a 15.4-inch (diagonal) antiglare widescreen TFT LED
backlit display on a Macbook Pro (early 2008 model). A ’flicker-video’ could be cre-
ated from alternately showing two defocused images created from the same in-focus
test pattern. The defocus for each of the two images could be set, as well as the rate at
which the images would alternate. These videos were used to test sensitivity to flicker.
A test patient would view the videos on top of a black background.
Flicker Simulation Experiment 1
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The flicker simulation videos were purely tested by the author. The author is a well
corrected myope, with eyeglass perscriptions of L=-4.00 and R=-5.00. To remove any
problems of having to operate the computer while trying to view the screen so far away
the images were shrunk to a width of 3cm. At this image width one would have to be
1m away from the screen to have the correct pixel scale. Before viewing any images or
videos it is important that the screen is angled directly towards the observer, otherwise
aberrations or changes could be perceived that are not actually present. The observer
was required to sit perfectly still 1m away and watch the video. Each video was 10
seconds long. Within that time a decision had to be made whether it was possible to
observe flicker or not.
An iterative process was used for changing the defocus of the images that made up
each video. For all videos in this experiment the rate at which the images alternated
was 10Hz. The first video observed had two images of defocus 0.0D and 0.1D, making a
defocus shift of 0.1D. After observing the video if no flicker was observed an additional
0.1D was added to both images, keeping the defocus shift at 0.1D, and the video was
viewed again for 10 seconds. This process continued up to a maximum defocus of 1.0D.
This was the first set of videos. After the first set of videos the difference in defocus
between the two images was decreased by 0.05D and the process was started again.
The second set of videos would therefore have a defocus shift of 0.05D starting with
the two images having 0.0D and 0.05D.
Detecting a shift of 0.1D became easier the more out of focus the initial image was.
From these tests the minimum starting defocus required to observe 0.1D flicker was
determined to be 0.5 ± 0.1D. At this range it is possible to just detect some form of
flicker in the target on screen. If the target was any closer to perfect focus it appeared
to not change at all. For a defocus shift of 0.05D it was difficult to notice flicker even
at an initial defocus of 1.0D.
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(a) 0.5D (b) -0.7D
Figure 4.3: Two defocused images of the original test pattern shown in figure 4.2a.
Figures 4.3a and 4.3b show two images of a test pattern that have been convolved
with pupil functions containing defocus. There is a magnitude difference of 0.2D be-
tween the amount of defocus in each pupil function; one image has a defocus of 0.5D
and the other -0.7D. The images have been scaled down to 3cm to ensure they can
be viewed at the same distance as they were initially perceived during testing. Simply
looking at the images, from a distance of 1 m, it is not easy to spot any difference
between them. However, if the images are shown alternately at a low frequency rate it
is easy to spot a change.
To emphasise the difficulty of detecting defocus it is worth comparing the difference
between the above two images in figure 4.3 and the difference between the two images
in figure 4.4. While it was already difficult to point out a difference in figures 4.3a and
4.3b it is impossible to do so close to perfect focus. For the images in figure 4.4 it isn’t
even possible to perceive any flicker.
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(a) 0.0D (b) -0.2D
Figure 4.4: Two images of a defocused test pattern, original shown in figure 4.2a.
Flicker Simulation Experiment 2
Robson analysed the effect of spatial and temporal frequency on contrast sensitivity
of the eye [68]. From figure 4.5 it is clear that there is an optimum spatial and temporal
frequency to obtain a maximum contrast sensitivity. This implies that if a patient’s
eyes are to be tested with the use of flicker, then it is imperative that the correct rate of
flicker is used and that the images being viewed have the most useful spatial frequency.
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(a) (b)
Figure 4.5: a) Spatial contrast-sensitivity for different temporal frequencies: ◦ 1 cycle
per second, • 6, 4 16, N 22; b) Temporal contrast-sensitivity for different spatial
frequencies: ◦ 0.5 cycle per degree (c/deg), • 4, 4 16, N 22, from [68].
In a convolution, the fourier transform of each function is multiplied together.
Therefore if a sine wave grid is used the only possible effect is that there will be a
change in contrast. A square grid would therefore change more significantly when sub-
jected to defocus than the sine wave grid. Walsh and Charman speculated that the
difference in blur response between sinusoidal and square wave grating types might be
because of the presence of higher-order odd harmonic spatial frequency components for
the square wave gratings [70]. From this we conclude that any image that would be
used for this testing flicker sensitivity would have to contain sharp-edged shapes. It is
even clearer when looking at the contrast values of the individual frames. The contrast
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modulation is defined by
CM =
Lmax − Lmin
Lmax + Lmin
, (4.7)
where 0 ≤ CM ≤ 1, Lmax and Lmin are maximum and minimum pixel values in the
image frame.
A series of sine and square wave grating images were created with varying spatial
frequency, ranging between 7 − 20c/deg. From each image a further two defocused
images were created with a difference in defocus of 0.1D. The contrast modulation for
each of the defocused image was calculated. The difference in contrast modulation for
each defocused image pair was obtained. The contrast difference values for sine and
square wave gratings were compared. For any spatial frequency tested the contrast
difference between two frames of a defocused square wave grating was greater than for
a sine wave grid.
Figure 4.6 shows the contrast difference results for the defocused image pairs of
the square wave gratings. It is very clear how the contrast difference is dependent on
the spatial frequency and baseline defocus. Low spatial frequencies have a significantly
smaller contrast difference. However, the optimum spatial frequency is dependent on
the baseline defocus. At a baseline defocus of 0.5D using a grating of spatial frequency
18.70c/deg the greatest contrast difference is observed for an increase in defocus of
0.1D. Figure 4.6 shows clearly how below and above a starting defocus of 0.5D the
contrast difference is lower.
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Figure 4.6: Contrast difference dependence, for a defocus shift of +0.1D, on spatial
frequency for different baseline defocus values.
When considering a defocus of 0.4D or lower the lack of contrast difference could
be explained by the diameter of the blur. Considering the size of the blur from a point,
as the amount of defocus increases so would the diameter of the blur. If there are
two points next to each other the two blur circles created will increase with increasing
defocus until they eventually meet. We can relate this to two adjacent black lines in one
of the grid targets. If a shift of 0.1D is great enough to cause the blur from each line to
meet then there will be a jump in contrast due to the loss of the gap between the two
blurred lines. If the blur size is much greater than the gap between lines, then there
will be an overlap of blur from several lines. This causes less of a change in contrast.
One can see that there is a significantly lower contrast difference value in figure 4.6 for
a particular baseline defocus and shift. It is assumed that in such a case the blur circles
have already overlapped and no extra overlapping occurs.
The contrast sensitivity at low frequency flicker is highly dependent on the spatial
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frequency according to Robson, but in the case of flicker produced by defocus there is
also an important relation between the grid spatial frequency and the change in image
contrast due to the defocus shift. It was very clear that detecting small shifts in defocus
require a high spatial frequency. It was therefore important to analyse the effects of
temporal frequencies purely for the spatial frequency with which the fixed shift of 0.1D
produced the greatest contrast difference.
A square wave grating of 18.70c/deg was used to create images with defocus of 0.5D
and 0.6D, creating a defocus shift of 0.1D. A series of ’flicker-videos’ were created using
these two images, but with varying temporal frequency. The frequency range was 6Hz
to 20Hz. The conditions under which the author viewed the videos were the same as
described in section 4.2.
From analysing the videos it appeared that at a frequency of 6Hz it was harder to
observe the presence of flicker or change in the video. Frequencies below 10Hz were
therefore deemed less suitable for flicker detection. As a comparison the test pattern
used in 4.2 was used instead of a uniform grating to see if the effects of temporal
frequency were similar.
In each video there seemed to be the illusion that the grid was moving or jittering,
which could interfere with detecting low frequency flicker. This grid movement is also
present in videos created without flicker. This leads to the assumption that involuntary
eye movements are creating what appears to be grid movement. This illusion of grid
movement was only present for uniform grids, where it was difficult to concentrate on a
specific target. No such movement was perceived when viewing the test pattern in 4.2,
which is assumed to be due to the fact that it is possible to concentrate on a specific
target in the video. The optimum frequency was determined to be between 10 and
16Hz, due to a higher or lower frequency having a smaller impact on the detection of
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flicker.
Robson has already shown that at high frequencies there is a strong decline in a
person’s contrast sensitivity. It was therefore very clear that high frequency flicker
would be difficult to perceive. Flicker at high frequency rates are hard to spot due to
the relatively small change blending into one uniform image.
When analysing flicker using the test pattern shown in figure 4.2a it was clear how
crucial spatial frequency is to detecting small defocus shifts. Detecting flicker at 6Hz
was easier with the test pattern due to the variety of spatial frequencies compared with
a uniform grid. Observing the test pattern at a range of frequencies confirmed that the
optimum frequency range was 10− 16Hz.
4.3 Optical System Flicker
Consider a BBO lens as having a fixed focal length and let the change in polarisation
state be represented by the addition of an extra lens. If the initial focal length is fo,
representing the ordinary axis of the BBO lens, then the second focal length is given
by
1/fe = 1/fo + 1/fv, (4.8)
where fe represents the focal length of the extra-ordinary axis of the BBO lens and fv
is the imaginary lens we would have to add to switch between the two focal lengths.
The focal length, fv, required to change the initial focal length to the secondary
focal length, without changing the polarisation, is therefore given by
fv = (1/fe − 1/fo)−1. (4.9)
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For a given lens we assume the difference in retardence between the marginal and
chief ray is equal to the shift in focus (∆) caused by the imaginary lens fv [42].
Figure 4.7: Side-on view of a spherical lens bounded by A and B placed on a circle of
equal curvature. R is the radius of curvature of the lens and circle. r is the radius of
the lens and ∆ is the thickness of the lens.
Figure 4.7 shows a side-on view of a lens. ∆ is the thickness of the lens. If we
assume the lens is spherical we can use the dissecting chord rule to show that
∆(2R−∆) = r2, (4.10)
where R is the radius of curvature of the lens and r is the radius of the lens. For
the cases where ∆ << R we can assume the equation can approximate to
2R∆ = r2. (4.11)
For a spherical mirror a common approximation is 2f = R. For an equivalent lens
we have approximated that the focal length would be half the focal length of the mirror.
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We can therefore substitute in the focal length fv using the approximation fv = R.
The focal length of this lens can then be related to the shift in defocus as follows:
fv =
r2
2∆
, (4.12)
where ∆ is the magnitude of the defocus shift. We now have the potential to set the
shift of defocus to the magnitude we desire.
Using equations 4.9 and 4.12 we can determine the defocus shift due to a certain
birefringent lens. The whole calculation can be done backwards when a certain amount
of defocus is required. We can see from (3) that if we wanted a small shift in defocus,
then fv has to be large. This means that the difference between the two focal lengths
of the system would have to be small.
The lens maker’s equation is
1/f = (n− 1)(1/rc1 − 1/rc2), (4.13)
where n is the refractive index of the material, rc1 the radius of curvature of one side of
the lens and rc2 the radius of curvature for the other side. If we are using a plano-convex
lens, then the equation simplifies to
f = rc/(n− 1). (4.14)
Also p = 1/f , where p is the power of the lens. The difference of the lens power between
the two refractive indices can be written as
∆p = pe − po = (ne − no)/rc, (4.15)
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where the subscripts e and o refer to the extra-ordinary and ordinary powers and indices.
From equation 4.12 we can see that
∆p = 1/fv. (4.16)
The radius of curvature can therefore be related to the defocus shift by
rc = (ne − no) r
2
2∆
. (4.17)
Hence we can determine the radius of curvature for the BBO lens. We now have the
ability to create a lens that can shift defocus accurately and by the desired amount.
Assume we want to be able to shift the defocus by 2 wavelengths. With this defocus
shift we would want to shift between +1 wave and -1 wave. This means the radius of
curvature will have to be 0.636m which means the focal lengths will be 0.94m for the
extra-ordinary and 1.16m for the ordinary axis.
To ensure that when the FLC is activated the image is switching between +1 and -1
defocus, a point needs to be found between the two object points, Rs. This point is not
necessarily in the middle of the two object points. The screen would be set up so that
a person with perfect vision perceives no change in the image. If a person has short-
or long-sightedness the effect on the images would be to break the state of equilibrium
between the two images. When switching polarisation states a flicker will be perceived.
To find Rs we need to use another equation for defocus, D,
D =
n
2
(1/Ri − 1/RO)r2, (4.18)
where Ri is the image point and RO is the observation point [100]. r is the radius
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of the lens. It is important to note that D is not the same as ∆. D is the amount
of defocus at a given point relative to the image point and ∆ is the shift in defocus
between two focal lengths. For our set up we have a constant observation point, but
the image point changes. The only parameter that is therefore not constant in 4.18 is
Ri. For the point at which D is equal and opposite we must have
(1/Re − 1/Rs) = −(1/Ro − 1/Rs), (4.19)
where Re and Ro are the image points from the lens for both BBO focal lengths.
The observation point at which the defocus will be of an equal magnitude for both focal
lengths will be
Rs =
2
1/Re + 1/Ro
(4.20)
This point is not necessarily in the middle of the image points, due to the depth of
field being different for each focal length. Provided the observer has perfect vision we
can now switch between two polarisation states and create the same blurred image for
two different focal lengths.
4.3.1 Flicker on Camera
Flicker was first demonstrated experimentally using a camera in conjunction with an
optical system containing an FSL (see Fig.4.8.) The birefringent lens was placed directly
in front of the camera lens to prevent any change in image magnification due to the
FSL. The optical relay in front of the FSL consists of three lenses. Lens A is fixed to
the optical bench while the position of the lens pair B and C is controlled by a servo
actuator. The image magnification could be controlled via the separation between lens
B and C. The point of equi-blur can then be determined by using the actuator to
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reposition B and C. An iris was positioned between A and B to mask the edges of
the grid, as there were additional aberrations around edges that would distract from
finding the point of equi-blur. The birefringent lens had a small wedge that resulted in
a small shift being observed between the two FSL states. One option to compensate
for this shift was to de-centre the birefringent lens along the line of the image shift.
This option was ruled out though, as the misalignment of the lens increased optical
aberrations across the entire image. A more favourable option was to create a grid on
a computer screen that could be shifted accordingly. The switching frequency of the
grid on-screen was output to the FLC driver synchronising the switching on-screen with
that of the image due to the FLC.
Figure 4.8: Experimental optical system for testing flicker. Lenses A,B and C are used
as a zoom system to control magnification. A is fixed. The separation of B from C
determines the magnification of the system, while the separation of B and C from A
determines the focus.
Figure 4.9 shows the centre of the images produced with the FSL prototype when
the target, a grid on a computer screen, is at focus in one state and slightly out of focus
in the other. Multiple aberrations present that have not yet been corrected cause an
uneven amount of focus across the full image, which would make finding the point of
equal defocus much harder.
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(a) In-focus central grid (b) out-of-focus central grid
Figure 4.9: Example images obtained by the camera of the target grid when the lens
system is set up to shift between an in-focus and out-of-focus image.
Using this set up a series of experiments were conducted analysing peoples’ perfor-
mance in finding equi-blur. By turning off the flicker it was possible to then test the
ability to find perfect focus. A comparison could then be made to determine the level
of improvement in positional accuracy due to flicker.
Optical Flicker Experiment 1
The camera at the end of the optical system was able to provide a live feed of
the computer generated grid on the screen. This live feed was displayed on the same
computer used in section 4.2. This experiment was conducted purely by the author as
an initial proof of concept. The observer was required to be seated one metre away from
the screen making sure that the screen was angled directly at him. The lens pair, B
and C, was positioned away from the point of equi-blur such that there was a very clear
amount of flicker in the image. The author was then required to utilise the actuator,
while viewing the camera video feed, to position the lenses back to the point of equal
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blur. The position of the lens pair was then recorded. Three different frequencies were
observed, 6Hz, 12Hz and 20Hz. At each frequency 10 measurements were made.
The same procedure was used when the flicker was turned off. The author was faced
with an out of focus image and was required to reposition the lens pair to find perfect
focus. Again the finishing position of the lens pair was recorded for each attempt.
Table 4.1 shows the standard deviation results for finding the stationary flicker point.
It is clear from these results that it was easier to find a point of equal defocus, with
the help of flicker, than finding perfect focus without flicker. The standard deviation
values for flicker at all frequencies were significantly better than the values obtained by
a non flickering target.
Flicker (Hz)
Grid Spacing 0 6 12 20
25 0.51 0.22 0.13 0.15
50 0.67 0.16 0.11 0.35
75 0.60 0.16 0.12 0.19
Table 4.1: Test results for defocus discrimination. The standard deviation values show
the precision with which it was possible to position the lens pair B and C. At 0Hz it
was necessary to find perfect focus. The use of flicker is clearly favourable due to the
standard deviation results being much lower for all frequencies.
One can also see that there are signs that flicker at a frequency of 12Hz helps finding
the equilibrium point better than the other frequencies. For all three grid settings
flicker at 12Hz obtained the best results. The difference is only small, so significantly
more data would be needed to confirm that this is a fair conclusion. However, it does
provide more weight to the conclusions that were made from the experiments involving
simulated defocus in section 4.2.
There was no clear correlation visible from having tested different spatial frequencies
for the target grid. The difference between each result for a given frequency was very
small, but the most precise results were documented for a frequency of 12Hz. This
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could further indicate it being the most suitable frequency for flicker detection out of
the tested frequencies tested.
Optical Flicker Experiment 2
Flicker sensitivity was tested for two voluntary test subjects. Both subjects were
in their early twenties, 23 and 22, one of which had perfect vision and did not require
any visual aids. The other suffered from a low level of myopia and wore contact lenses
during the testing procedure.
Each subject was tested for two different spatial frequencies of the grid. The tem-
poral frequency of flicker was not tested and remained at 12Hz. The procedure was the
same as in experiment 1. While observing the live feed of the video camera the test
subject was required to reposition the lens pair to find the point of equi-blur. After
testing for finding equi-blur the test subject was required to find perfect focus without
flicker. The results from the experiment are recorded in table 4.2. On average the
equilibrium point with flicker was easier to find than trying to find best focus without
flicker and that larger jitter amplitude reduces the precision. The standard deviation
was improved by up to 40% .
Standard Deviation of Lens Position (mm)
Grid Square Flicker No Flicker
Size (pixels) Subject 1 Subject 2 Subject 1 Subject 2
16 0.34 0.39 0.24 0.23
40 0.50 0.55 0.56 0.40
Table 4.2: Test results for defocus discrimination. The standard deviation values show
the precision with which the subjects were able to position the lens pair B and C.
One can see that there is a clear indication that trying to find the absence of flicker
is an easier task than finding best focus for a target that is not flickering. It is also
possible to see that it is crucial to use the right spatial frequency for the target for a
given amount of flicker. The lower spatial frequency of the target increased the stan-
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dard deviation values. As can be seen from table 4.2, subject 1 results showed a greater
variation for the flickering target. Interestingly in both the flickering and non-flickering
states there was an increase in deviation for both subjects with grid square size. It is
possible that the standard deviation increases generally due to there being less infor-
mation in a target of lower spatial frequency.
Furthermore, previous research found that flickering cues that change size while
doing so capture more attention than cues that do not change size. It is hypothesised
that the extra novelty of the object changing size constitutes the appearance of a new
object [94]. A shift in defocus creates a change in blur size, which would indicate that
such change would be very good at capturing attention.
4.3.2 Directly Visualised Flicker
Another similar optical system was set up without the camera. In place of the camera
a head-rest was positioned to enable the test subjects to directly visualise the flickering
grid. The optical system was redesigned to ensure the test subjects would perceive a
similar spatial frequency for the grid as they had when observing it on the computer
screen. It was very important for the eyes to be in a relaxed state in order to prevent
the flicker from changing due to the eye re-focusing.
When using the head rest it was not possible to have the birefringent lens positioned
immediately in front of the eye. A second relay system had to therefore be placed
between the birefringent lens and the eye to conjugate the plane of the birefringent lens
onto the eye. Additionally the relay system was required to magnify the shift in defocus
as it was initially not visible.
Flicker sensitivity was again tested by the author for more than one frequency, before
using test patients for more general results. After placing the head in the head rest the
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procedure was the same as for experiment 1. At a frequency of 6Hz the standard devia-
tion was higher than for a frequency of 12 Hz, showing there is a consistency in all three
methods of flicker testing (simulated flicker, on-screen flicker and direct visual flicker).
The temporal frequency of the flicker was therefore kept at 12Hz for any further testing.
Optical Flicker Experiment 3
A total of three test subjects were used for this experiment. The third additional
test subject was again in his early twenties, 24, and was hyperopic. The test subjects
head was aligned with the optical system by using a closed iris. The test patient was
required to set the head rest such that the centre of the iris was at the centre of their
vision when looking straight ahead. It was crucial that the observer did not reposition
themselves during each measurement.
The lens pair was positioned away from the point of equi-blur. The iris would then
be closed and the test subject would be required to position their head. Once the test
subject was ready the iris would be opened and the test subject would reposition the
lens pair to find the point of equi-blur. The observer would then remove his head and
relax for a brief second before repeating the procedure. This procedure was conducted
10 times. The position of the eye plays a crucial part in what the observer perceives,
so it was decided to try a second set of measurements. During the second set of
measurements the observer was not allowed to remove their head from the head rest in
an attempt to ensure the eye stayed in the identical place for each measurement. Again
10 measurements were taken. The final set of measurement were taken without flicker
and the test subject was required to find perfect focus. The test subject was able to
relax between measurements.
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Flicker No Flicker
Subject 1 Subject 2 Subject 3 Subject 1 Subject 2 Subject 3
Test1 1.30 1.33 2.28 2.75 5.07 1.91
Test2 1.77 3.40 2.01 1.57
Table 4.3: Test results for defocus discrimination. The standard deviation values show
the precision with which the subjects were able to position the lens pair B and C.
Without flicker they were required to find best focus and with flicker they had to find
the point of equilibrium where the flicker disappears.
Figure 4.3 shows the set of results obtained from three test subjects. At first glance
one can see that on average the deviation for a flickering target was lower than for
a non-flickering target. Under the same testing conditions the three subjects have
produced varied results. For subject 1 and 2 it was clearly easier to find an optimum
position for the lens when the target was flickering. However after testing a third
subject there appears to be a case where a non-flickering target provided better results.
The preliminary results are therefore promising, but they are not entirely conclusive.
Initially it had been hoped that in method 2, where all measurements were taken
without the subject moving their head, the results would improve as there would be
no chance of the eye changing position. The prolonged state of having to view a target
through the optical system proved to be too tiresome for the test patients. In subjects 1
and 2 there was a distinct pattern to the lack of rest between each measurement. When
observing flicker the standard deviation would get worse while the standard deviation
for non-flicker improved. It appears that a person observing flicker for a period of time
lasting longer than a couple of seconds quickly finds that they are in a certain amount
of discomfort and this can lead to fatigue. It is also possible that the brain could try to
compensate for the flicker and any unnatural image aberration. In the case of a person
observing a target that does not flicker this discomfort is not present and therefore
viewing the target for a longer period of time would help pinpoint the position of best
focus. It appears that even though a flickering cue can capture attention for a longer
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period of time a prolonged exposure to the flicker can have negative results.
The amount of time it took the subjects to choose a position for the lens was
significantly shorter with a flickering target during experimental method 1. This was
to be expected as a gradual change of focus is harder to concentrate on than a clear
point where there is a significant reduction in activity in relation to flicker. The speed
at which repeat measurements were made was also increased for a flickering target,
whereas there was less of an increase for a non-flickering target. While the time to take
a measurement was not specifically timed these observations were very clear during
the testing process and was also noticed by the test subjects. This finding would also
be supported by the fact that a flickering object can hold attention for longer than a
non-flickering cue [94]. It would suggest that attention while the non-flickering target
changes focus is lost and a person would rely on memory to determine whether there
was a change or not. Each test patient would therefore have to scan across the focus
point several times before reaching a decision.
It is important to point out that, relative to the results obtained using a camera,
there is a significant increase in the standard deviation for all measurements. Non-
flickering images from the camera were compared to the grid observed through the
optical system directly. It was concluded that the small differences in the noticeable
aberrations between the images could not justify such a great change. For this reason
the conclusion was drawn that the depth-of-focus was not kept constant. One can there-
fore not directly compare results obtained through visual flicker with those obtained
using the camera, but they show potential for flicker to improve defocus detection.
We can conclude from the findings, that it is possible to use flicker to improve the
detection of shifts in defocus and that it could therefore be a useful tool to help in testing
visual acuity. However, from this research and with support from previous research it is
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clear that it would be necessary to shift between equal and opposite amounts of defocus
far greater than the capabilities of the birefringent lens currently being used. The reason
for this being that an initial amount of defocus greatly improves the ability to perceive
small shifts. From this research a starting defocus in the region of 0.4D − 0.6D would
at least be required to detect small shifts of 0.1D. A birefringent lens would need two
focal lengths that have a differing refractive power of approximately 1.0D to achieve
this. Using equation 4.17 we can determine the radius of curvature for such a lens. A
lens made from the birefringent material BBO would require a radius of curvature of
0.12m.
Such a lens could be used in conjunction with a diverging lens to produce a two lens
system that switches between 0.5D and −0.5D. This may seem like a large magnitude
of defocus for the eye to observe. However, the results obtained by Ciuffreda when
determining levels of bothersome blur show that 0.5D of defocus are below the levels of
blur at which the eyes would be strongly inclined to refocus [61]. It would be possible
to use such a pair of lenses without having to use any relay systems. A system of only
two lenses will be subject to much less aberration, making it easier to detect flicker.
An additional focusing lens could be used to conduct similar tests. Another possibility
would be to use the lens system to test patients while viewing an eye chart and analyse
the effectiveness of such a set up.
4.4 Summary
• Perceiving shifts of defocus is made easier by switching quickly back and forth
between two levels of defocus, creating flicker.
• Small defocus shifts require high spatial frequencies present in the target to im-
prove the visibility of the shift. The optimum frequency to detect flicker ranges
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between 10 and 16 Hz
• The precision with which a test subject can place a lens is easier when trying to
find equal blur magnitude during flicker compared to finding perfect focus of a
target without flicker.
• By designing a lens that can switch between equal and opposite refractive power
it could be possible for patients to observe flicker due to small refractive error of
their own eye.
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Chapter 5
Fast Focus Switching Fundus
Camera
The focus switching lens (FSL) that plays a vital role in the creation of flicker in chapter
4 can just as easily be used to create a camera that can change focus at high speeds.
Rather than using the FSL to look at a specific point of interest with differing defocus
the same system can be used to switch between multiple in-focus targets.
As mentioned in section 3.2 several retinal imaging instruments have been created
from the desire to create increased interobserver and intraobserver repeatability in the
diagnosis of the optic nerve. This has great impact on the detection of early signs of
glaucoma. These instruments are very costly and are therefore not readily available to
everyone.
Optic nerve heads are not as smooth as the rest of the retina. The optic nerve head
has more depth to it and as such it can be more difficult to focus correctly. This chapter
discusses the use of birefringent material in a retinal camera, such that the focus of the
camera can be switched to different depths of the ONH at high speed, making it easier
to obtain an image of the ONH from which a consistent glaucoma diagnosis can be
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made at early stages of the disease. Birefringent lenses and plates have been tested in
simulations using Zemax to determine feasibility.
5.1 Fast Focus Switching Camera
A simple camera consists of a focusing lens and a CCD. If an FSL is used as the focusing
lens the camera will have two focal lengths to switch between. The way an FSL works
is described in section 2.2.6. FSLs can even be set up in series to increase the number
of focal lengths. Such a lens would only need one linear polariser. In the case where
two FSLs are being used in an optical system the lens pair can either be in the same
state, o-o and e-e, or they can be in opposite states, o-e and e-o (o = ordinary axis, e
= extra-ordinary axis). In a lens with positive birefringence the o-o state will have the
weakest focal power and e-e the greatest power.
When adding another lens to a system, the new effective focal length will be
f =
f1f2
f1 + f2 − d, (5.1)
where f1 and f2 are the focal lengths of the FSLs and d their separation [101]. When
using multiple FSLs we have 2N focal lengths available, where N is the number of FSLs
used. If however two identical FSLs are being used then from equation 5.1 we can see
that there would only be three effective focal lengths. In the general case the number
of focal lengths would then be (N + 1). However the equation for the front focal length
(FFL) of a system is
f = − f1(f2 − d)
f1 + f2 − d. (5.2)
This implies that even in the case where two identical lenses are used it is possible
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to have 4 different focal-plane positions, provided that d 6= 0, even though there are
only three possible effective focal lengths. A camera could therefore switch between
multiple focal lengths without repositioning any lenses.
It is interesting to note that it is possible to create a focus switching system that
has an equal shift in power from one state to the next [102]. The incremental change
in dioptric power ∆D remains constant when
∆D = 2(ne − no)
[
N∑
i=1
1
ri
/(2N − 1)
]
, (5.3)
where ri is the refractive index for the ith birefringent lens. The values ofR1, R2, R3., ..RN
must be related to each other as
1
R1
=
2
R2
=
4
R3
=
8
R4
.... =
2N−1
RN
. (5.4)
Provided each FLC in the system can be controlled independently from the others
it is possible to set the order in which the focal length changes as well as the rate of
switching. FLCs have the capability to switch at very high rates, which implies that
the rate at which the images can be taken will be limited to the maximum frame rate
of the camera.
5.1.1 Light Propagation through a Calcite Block
An alternative option to the birefringent lens was considered. A standard lens combined
with a calcite block could also act as a birefringent lens. The optical path length of a
ray passing through a medium is given by nt, where n is the refractive index and t is
the thickness of the block. The point of focus for an optical system can therefore be
altered by simply changing the refractive index at a any point in the system. The new
focal length, fN , of the system will therefore be given by
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fN = f − t+ nt, (5.5)
where f is the focal length of the lens.
If the block added to the system is birefringent then there would be two possible
focal planes. When stacking a series of plates it is important to note that the number of
possible focal planes is N+1. Therefore to obtain 4 focal shifts, which can be produced
by two birefringent lenses, one would need more than 2 birefringent plates.
An important factor to consider with a birefringent block is that the rays are not
normal to the block surface. It can therefore not be assumed that the refractive index
for the extra-ordinary ray will be the same for all rays. Simiarly, this effect would
be observed when using birefringent lenses. The light rays that are not parallel or
normal to the optic axis experience a refractive index between no and ne. The effective
refractive index, neff , is given by
neff =
neno
{n2e[1− (kˆr • zˆ3)]2 + n2o(kˆr • zˆ3)}1/2
, (5.6)
where kˆr and zˆ3 are the wave vector of the light ray and the vector representing the
optic axis [103].
For the case of an unpolarised light ray incident on a single uniaxial crystal block,
the separation between the ordinary and the extra-ordinary ray, d, is given by
d = D tanα = D
(n2e − n2o) tan θ
n2e + n
2
o tan
2 θ
, (5.7)
where D is the thickness of the block, α the dispersion angle between the ordinary
and the extra-ordinary ray, and θ the angle of the optic axis relative to the incidence
angle of the light ray.
Unless the incident light is perpendicular or parallel to the optic axis the extra-
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ordinary ray is subject to crystal astigmatism. Astigmatism leads to two focus positions.
Longitudinal astigmatism, l, is given by,
l =
Dno tan θ tanα
ne
√
n2o sin
2 θ + n2e cos
2 θ
. (5.8)
For an imaging system, ’smearing’ of an image is given by transverse astigmatism,
t =
l
F
, where F is the f-number of the light beam [104].
This indicates that if a lens is used in conjunction with a birefringent block there
will be astigmatism in the extra-ordinary ray, the magnitude of which will be dependent
on the power of the lens as well as the birefringence and thickness of the block.
5.2 The Fundus Camera
Past research has determined that there are two dominant designs for the fundus cam-
era [105]. These designs, shown in figure 5.1a and 5.1b, contain the typical imaging
and illuminating arms required to successfully image the retina, but they differ in the
incorporation of the illumination arm. The first has an internal illumination arm and
uses a mirror with a central hole, placed conjugate to the pupil of the eye to combine the
two systems. The second design has an external illumination arm and a beamsplitter
linking it with the imaging system.
The illumination arm projects a light source onto the pupil of the eye to illuminate
a large portion of the retina. The general design has to take into consideration that
the cornea is a highly reflective surface and also the back reflections from the optical
system are more powerful than the reflection power of the retina [105]. The reflections
off the cornea are removed by placing a central obscuration, elements 9a and 10b, in
the system that is conjugate to the pupil of the eye. This results in an annular illu-
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mination pattern at the pupil of the eye. For the internal illumination system a black
dot, element 8b, is placed conjugate to the back surface of the objective, element 2b,
removing any back reflections from that lens.
The imaging arm consists of two main components, an objective lens and a zoom
system. There are two important considerations to be made in the design of the imaging
arm. It must firstly be able to accommodate for the refractive error of the patient and
must therefore function for near-sightedness and far-sightedness covering at least 95% of
refractive error found in patients, -8D to 5D. Secondly, the pupil entrance of the system
must be located at the pupil of the eye. The entrance pupil diameter is controlled by
the baﬄe in figure 5.1b and by the mirror in figure 5.1a. Both are placed conjugate to
the pupil of the eye.
92
(a) (b)
Figure 5.1: Fundus camera system design modelling schematics in patent literature: a)
internal illumination design: 1- eye, 2- object lens, 3- mirror with circular aperture,
4,5- zoom lens components, 6- ccd, 7,9,11- lenses used to image the light source onto
the mirror, 8- black dot placed conjugate to the back surface of the objetive, 12- light
source; and b) external illumination design: 1- eye, 2- beam splitter, 3- object lens, 4-
baﬄe designed to reduce back reflections from the cornea, mirror with circular aperture,
5,6- zoom lens components, 7- ccd, 8,10- lenses used to image the light source onto the
mirror, 9- black dot placed conjugate to the back surface of the objetive, 11- light source
from [105].
The fundus camera must also meet further criteria. It must have a minimum field
of view of 30◦, an f-number of f/5.4 and an image plane size of a 1/2-inch CCD cam-
era 4.8mm × 6.4mm [105]. Such complicated and technical equipment can be very
expensive. From a report in 2007 the prices for the HRT III, Stratus OCT and GDx
VCC were $40 990, $61 950, and $47 950, respectively. The report also points out the
additional cost of having to hire a skilled technician to obtain the imaging scans. [106].
What is then even more surprising, when considering the cost of these instruments, is
that the HRT III and the GDx have been reported to not be effective as stand-alone
screening devices for glaucoma detection [107].
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5.3 Focus Switching Retinal Camera
In the past several methods have been utilised to refocus the fundus camera. Tradi-
tionally imaging system designs would involve a movable element to change focus, such
as the eyepiece, objective lens or CCD. In some cases the entire system would shift.
The movement of each element has an attached disadvantage to it, such as shifting of
conjugate image planes and non-stationary images. Image illumination could also be
affected [108].
To avoid the issues of an imaging system with multiple moving parts, a series of
birefringent lenses could be used, in a similar fashion to how they would be used for
a focus switching camera. With the use of FSLs the optic nerve can be imaged for a
range of different focal lengths, targeting different depths of the nerve. This could help
to determine the C/D ratio, avoid any image shift due to movement of the patient or
lenses and therefore improve the repeatability of optic nerve diagnosis. As the images
can all be taken at high speed, this method would reduce the time a patient’s eye has to
be analysed, making the process less invasive. If the system can take pictures quickly
with varying focus, then a technical expert may not be needed to obtain a good image.
Additionally this technique could have a lower cost than many other well developed
technologies.
The illumination of the retina is an important factor for a fundus camera and as
such a well illuminated retina is much easier to analyse. It is important to note that
the amount of light reaching the CCD would be reduced by at least half, if an FSL
were to be used in conjunction with a fundus camera, due to the necessity of a linear
polariser for the focus switching to work.
The amount of light used to illuminate the retina is limited to a power that will not
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damage the eye and be of significant discomfort to the patient. As the FSL would only
be in the imaging arm of the fundus camera there would be little possibility to increase
the illumination power. When analysing the two common types of retinal camera the
internal illumination system was described to have a much higher illumination efficiency.
Therefore the camera design in figure 5.1a would be much more favourable to use with
FSLs.
5.3.1 Zemax Simulations
A simple imaging arm has been designed in Zemax using a model of the human eye and
a series of paraxial surfaces, loosely based on a design by DeHoog [109]. The eye model
used is based on the design by Liou and Brennan [110]. The essential optical components
from the general design in figure 5.1a have been used, which are the objective lens and a
zoom system to magnify and focus the light onto the CCD, as shown in figure 5.2. The
lenses were positioned such that the image-space was telecentric to try and mnimise
distortion. The lenses in the system were represented by paraxial surfaces and the
performance was analysed by judging the spot diagrams produced at the image surface
of the central point of the retina.
Figure 5.2: Imaging arm design used to test fast focus switching, without FSLs between
Lens 1 & 2.
Retinal Camera with FSL
Birefringent lenses were tested by adding them to the components of the imaging arm
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of the retinal camera such that the position of the original components did not need
to be changed. As mentioned in section 5.1.1 aberrations and refraction angle of the
extra-ordinary ray are dependent on the angle of the ray relative to the optic axis. The
ideal conditions for birefringent lenses would be a location within the optical system
where the rays are parallel to each other and perpendicular to the material’s optic axis.
Hence, the best position for a birefringent lens would be between lenses 1 and 2. If
positioned at the mid focal point between the two lenses the aperture can be minimised
and it would be conjugate with the pupil of the eye.
Two birefringent materials were tested for their suitability to create a focus switching
retinal camera. The two birefringent materials were quartz, ∆n = +0.009, and calcite,
∆n = −0.172. These materials were used due to them having very different amounts
of birefringence and are common materials used in optical systems.
The optic nerve has a depth of less than 1mm, so it is important that we are able
to incorporate FSLs that enable the optical system to switch focal plane by fractions
of a millimetre. Additionally we would want a system that can shift focus the same
amount each time, creating evenly spaced focal planes.
To test the ability of multiple birefringent lenses a pair of birefringent lenses were
added to the retinal camera imaging arm. The optical system can therefore analyse
four different layers within the optic nerve. From the estimate that an optic nerve has
a depth of less than a millimetre it was inferred that 1mm should be the maximum
separation between two focal planes. For an optical system that has four possible focal
plane positions the maximum separation of adjacent planes would therefore be 0.33mm.
The birefringent lenses can be designed with specific dimensions such that the focal
planes are evenly spaced with a separtion of 0.33mm. To obtain an equal shift in focal
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power we can use equation 5.4. The radius of curvature for the two birefringent lenses
would therefore have to be in the ratio of 2:1. As an approximation we have assumed
that the focal planes will therefore be evenly spaced as well.
Figure 5.3: Demonstration of the location and size of the birefringent lenses (BLs) and
compensating lens (CL).
Figure 5.3 shows where the new components were positioned in the imaging arm.
The addition of these lenses would change the image plane of retinal camera, which
would require the repositioning of one of the original components to accomodate for
this. To avoid this a compensating lens was added with the birefringent lens pair.
An additional three optical components are therefore now part of the imaging arm of
the retinal camera. Figure 5.4 demonstrates the arrangement of the three components
as they were in the simulation. It should be noted that radii of curvature of the
lenses is not to scale and was altered to demonstrate clearly how the surfaces were
orientated. Each of the optical components was given a thickness of 2mm. The power
of the compensating lens needed to either be set to compensate for the birefringent
lenses when they were in state o-o or e-e, the longest or shortest focal length of the
birefringent lens pair. In this instance the power of the compensating lens was set to
counteract the refracting power of state o-o. The rays exiting the compensating lens
would therefore still be travelling parallel to the optical axis of the system.
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Figure 5.4: Illustration of the arrangement of birefringent lenses and compensating lens.
First, calcite lenses were tested. The shift in refractive power is dependent on
the birefringence and the radius of curvature of the birefringent lens. If a material is
used with low birefringence, then a lens made from that material will need to have a
smaller radius of curvature, than a material of higher birefringence, to obtain the same
change in power. As calcite has a large birefringence the lenses needed a very large
radius of curvature. It was not known what the ideal curvature was, so a trial and
error process for a range of lens curvatures was required. The birefringent lenses were
placed in the imaging arm without the compensating lens. The separation between
the focal plane of the o-o state and the e-e state was calculated. The starting radius
of curvature was deliberately short, giving the lens pair a high focal power, which
meant the separation would initially be too large. The radius of curvature was then
incrementallly increased until the separation of the focal planes for the o-o and e-e
states was only 1mm. Now that the radius of curvature for the birefringent lenses was
set, it was possible to determine the lens power needed for the compensating lens. The
compensating lens was added and the auto-focus feature in Zemax was used to quickly
set the radius of curvature such that the image spot radius was optimised when the
birefringent lenses were in the state o-o.
The same procedure was undertaken for a pair quartz lenses. Figure 5.5 shows the
optimised spot diagrams for each material. All three wavelengths present in the spot
diagrams were taken into account, evenly weighted. Only the results for the extra-
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ordinary axis are shown, as the ordinary axis refracts light like any other lens, so it is
of less interest.
(a) No FSLs, Airy Disk = 2.433
µm RMS Radius = 5.433 µm.
(b) Quartz FSLs, Airy Disk =
2.692µm RMS Radius = 4.752
µm.
(c) Calcite FSLs, Airy Disk =
2.636 µm RMS Radius = 4.155
µm.
Figure 5.5: Spot diagram results for the use of FSLs in a simulated imaging arm of a
retinal camera. The Airy disk of the system is represented by the central black ring.
Wavelengths shown in the diagrams are 500nm(blue dots), 587.6nm(green dots) and
656.3nm(red dots).
The spot diagrams in figure 5.5b & 5.5c, obtained when FSLs were added to the
system, are very similar when compared to the spot diagram obtained for the imaging
system without FSLs, figure 5.5a, and do not show any signs of astigmatism. There
are very small differences which should be pointed out. The ratio between the RMS
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radius value and the Airy disk value for each diagram was determined and the values
for the ordinary and extra-ordinary axis of the quartz lens were the lowest. It can also
be seen from the diagrams, that the radii for each wavelength is smaller with the quartz
lens. These differences are only slight, so from these results one would infer that calcite
and quartz lenses are both viable options. While the spot diagrams paint a positive
picture for both the materials, the actual required dimensions for the lenses of each
material vary considerably due to the large difference in birefringence. The radius of
curvature for the calcite lenses were 3000 mm and 6000 mm, whereas they were 170mm
and 340mm for the quartz lenses. As the required radii of curvature for the calcite
lenses are so high it could indicate that manufacturing lenses of calcite for the system
would be harder and therefore make it a more costly process than for quartz lenses.
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(a) Retina layers in the eye. Layer separations
∼0.33mm.
(b) CCD plane. Focal points spread across
0.5mm.
(c) Configuration Spot Diagrams: o-o,o-e,e-o and e-e. Each diagram represents an area of
200µm × 200µm.
Figure 5.6: Simulation of the imaging arm without an FSL system. The light rays from
the different imaging layers do not all converge at the location of the CCD; λ = 587.5nm.
The spot size is larger for more shallow depth layers. The airy disc can not be seen due
to the scale of the spots.
Using the quartz lenses and calcite lenses all four possible focal powers were tested.
Figure 5.7 shows simulations of how the quartz lenses could produce in focus images
for different depths in the eye. The calcite lenses produced identical results, so it was
unnecessary to provide them as well. Figure 5.6 shows that, using a standard imaging
arm, it would not be possible to produce the same quality images of different depth levels
without repositioning a lens component. Figure 5.7b shows that each FSL configuration
can focus light onto the CCD from a different depth level without any lens having to
change position. The spot diagrams in figure 5.7c for each depth level are identical due
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to the FSL system, which is much better quality than the spot diagrams in figure 5.6b.
(a) Retina layers in the eye. Layer separations
∼0.33mm.
(b) CCD plane. All light rays focused on the
CCD.
(c) Configuration Spot Diagrams: o-o,o-e,e-o and e-e. Diagram size in µm.
Figure 5.7: Simulation of the imaging arm with an FSL system. The light from the
different retinal layers are all focused onto the CCD by the different FSL configurations;
λ = 587.5nm. Light from each layer produces close to the same spot size, all within
the Airy Disc.
Birefringent Plate Testing
As a comparison, quartz and calcite plates were tested in the imaging arm instead
of birefringent lenses. A birefringent plate would only change the location of the focal
plane if the incident light is converging or diverging. A birefringent plate must therefore
be placed in front of lens 1 or behind lens 2 and not in between them.
As described in section 5.1.1 the thickness of the birefringent plate would determine
the separation of the focal planes for each polarisation state. A trial and error process
was again used to find the correct dimensions. Only a single birefringent plate was
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used for this test. An example of the position of the birefringent plate is shown in
figure 5.8. An initial plate thickness of 10mm was used. When analysing the spot
diagrams for each polarisation state it was clear that there was a severe amount of
astigmatism present when using a birefringent plate. The thickness of the birefringent
plate was incrementally decreased by 0.1mm and the spot diagrams were viewed at
each stage. Due to the large astigmatism present in the resulting spot diagrams of the
extra-ordinary axis there was no optimum plate thickness, for which a focal shift of
1mm would occur.
Figure 5.8: Demonstration of the location of the birefringent plate in the imaging arm
of the retinal camera.
Very thin plates of calcite were also tested, of thickness less than 1mm, to reduce the
amount of astigmatism due to the birefringent plates. Less astigmatism was present,
but the focal shift was too small for it to be of use. The spot diagrams in figure 5.9
show the different levels of astigmatism in the extra-ordinary axis. One can see that
the amount of astigmatism in the image is greater if the birefringent plate is placed in
front of lens 1. This is in agreement with the equation for image ’smearing’ discussed in
section sec:block, as it states the astigmatism is dependent on the f-number of the light
beam. The spot diagram for the thin calcite plates, figure 5.9c, is quite similar to that
of the thicker quartz plates, figure 5.9b, even though calcite has a larger birefringence.
One can see that thinner plates produce less astigmatism for the extra-ordinary axis,
but the possible focus shift is much too small to make the plates useful. From these
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results a clear conclusion can be made that the birefringent plates would not be possible
options for fast switching retinal cameras. As the birefringent plates are of no use to
improving a retinal camera, only FSLs need to be investigated further.
(a) 10mm thick Quartz plate in
front of lens 1, Airy Disk = 2.673
µm RMS Radius = 5.583 µm.
(b) 10mm thick plate behind lens
2, Airy Disk = 2.673 µm RMS
Radius = 4.882 µm.
(c) 0.5mm thick calcite plate be-
hind lens 2, Airy Disk = 2.673
µm RMS Radius = 5.113 µm.
Figure 5.9: Spot diagrams when using birefringent plates in a simulated imaging system
for a retinal camera.
So far simulations have only been conducted for imaging a central part of the retina.
The optic nerve is approximately 15◦ away from the centre of the fovea [111], so any light
coming from the optic disc would be entering the birefringent lens at an angle. From
the analysis of the birefringent plates one can see that light rays entering a birefringent
material at an angle could cause astigmatism in the extra-ordinary axis.
104
Field Curvature Testing
The field curvature was tested separately for the FSL component. An object field of 20◦
was analysed. A paraxial lens was positioned behind the birefringent lenses identical to
the position of lens 2 in figure 5.2. The field curvature diagrams for the extra-ordinary
axis are shown in figure 5.10. Clear signs of astigmatism are present in both diagrams .
As expected the astigmatism due to the calcite lenses is greater, but due to the radius
of curvature being so large the percentage of distortion is much lower than that for the
quartz lenses as the angle of incidence increases.
(a) Calcite Lenses (b) Quartz Lenses
Figure 5.10: Field Curvature for the extra-ordinary axes of incident light up to an angle
of 20 degrees. The vertical ais represents the distance from the optical axis and the
horizontal axis the height above a transverse reference plane. There is clear separation
of the tangential and sagittal rays
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5.4 Analysis
The results obtained from Zemax simulations show that a birefringent lens could be
used to switch focus by very small amounts in an imaging arm of a retinal camera.
Both birefringent lenses showed good ability for focus switching in the Zemax design,
indicating that high birefringence and low birefringence materials could be used to cre-
ate FSLs for the imaging arm of a retinal camera. The quartz lenses would likely be
preferable though, due to the focal lengths of the lenses being of a more sensible mag-
nitude.
A very positive picture has been painted of the performance of these lenses, but it is
important to point out some potential problems as well. The importance of luminance
has previously been mentioned and it should be pointed out again, that using an FSL
in an optical system of any kind will reduce the light transmission by 50%. Even if the
FSLs could help to find good images of the optic nerve information could still be lost
due to the significant loss in the amount of light passing through the imaging system.
Methods do however exist that can compensate for this problem. A simple option could
be to digitally enhance the image. An optical alternative would be to use a further LC
system that creates phase modulation of unpolarised light as described in [112].
The other problem that should be noted is that the efficiency of the FLC is not
100%. This means that a double image could be produced, creating interference that
would hamper the analysis of the optic nerve. Efficiency could be increased by using
the optimum light wavelengths of the FLC, but the amount of light passing through
the imaging arm would again be reduced.
So far the FSL components were placed in between the zoom lenses, but it could be
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possible to create zoom lenses that have birefringent components. As an example one
could create a doublet lens, where one component is a typical plano-convex lens and
the other a plano-convex birefringent lens. In between the two parts an FLC would be
sandwiched to control the light polarisation. This would reduce the number of optical
elements in the system and remove the requirement to add a compensating lens for the
birefringent lenses. It is not possible to replace an entire zoom lens with a birefrin-
gent lens, as the power of the zoom lenses is much higher than that of the birefringent
lenses. The focal shift would therefore be too great and the FSL would be useless. It
may however be useful to keep the FSLs separate from the fundamental imaging arm
elements, as it could then be an added feature that would be inserted if needed.
The results from testing angled incident light on birefringent lenses shows that image
quality will be affected by astigmatism. As the object of importance is the optic nerve
it would be useful to change the orientation of the FSL component such that light from
the optic nerve is actually normal to the surface of the birefringent lenses. This would
require the entire end of the imaging arm to be repositioned in line with the birefringent
lenses.
A definitive design of an imaging system for a retinal camera should be created with
bierfringent lenses as one of the components. This would help determine the effect of
the problems mentioned. Without actual experimental testing of a system it will be
difficult to determine how useful FSLs can be in retinal imaging as the impact of light
reduction and double imaging it may cause can not be determined through simulations.
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5.5 Summary
• Fast focus switching retinal camera could be created by simply adding FSLs with
a compensating lens. This technique could improve the repeatability of optic
nerve diagnosis without having to use other very costly instruments that have so
far failed to be definitive solutions.
• An even cheaper option of introducing birefringent plates can not be used due to
increased aberrations from severe astigmatism.
• Using birefringent lenses could make it possible to obtain images of optic nerve at
different levels without any image shift due to moving parts. The time with which
these images can be taken will be very small and a technical expert to obtain the
correct focus may also not be needed.
• Limited light transmittance, due to light polarisation, and double images, due to
less than 100% polarisation rotation efficiency, are great disadvantages that would
strongly reduce the likelihood of good quality optic nerve images being produced.
Real images need to be obtained to determine the impact of these problems.
• Incident light that is not normal to the birefringent lenses will suffer from astig-
matism. It is therefore important to ensure that the incident light from the optic
nerve is close to normal incidence.
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Chapter 6
Image Jitter as a Visual Aid
The visual aids available to patients that suffer from low vision, uncorrectable by stan-
dard prescription lenses, are typically limited to magnifying or telescopic devices, as
discussed in section 3.3. It would therefore be of great interest to find other solutions
for low vision. The hypothesis by Watson et al. states that induced retinal image-jitter
could help such visually impaired patients see better and therefore new, alternative
methods could be developed to help these patients [14].
In section 3.3 results by Watson et al. were also provided, showing the improvement
of word recognition for patients with simulated visual impairment when the text sample
is jittering, with jitter-intervals between 500 and 100 ms, compared with the sample
being stationary [14]. This indicates that there would be some advantage for visually
impaired individuals to recognise words in text if the text sample were to jitter. The jit-
tering of the text sample is simulating the involuntary microsaccades of the eye, which
are known to prevent neural adaptation. The results also showed that an improvement
in word recognition is very dependent on the jitter interval used, as short intervals of
50 ms and 25 ms impaired the speed of word recognition whereas longer intervals of
500, 250 and 100 ms improved the speed.
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This chapter discusses the potential for creating image jitter to help visually im-
paired individuals, whose vision can not be corrected by conventional prescription
lenses. A series of experiments have been completed by patients with age related
macular degeneration, testing their ability to recognise words and distinguish facial
expressions. Additionally an optical system was used to create jitter to investigate the
possibility of designing a wearable system that could create jitter. The results obtained
are analysed and discussed as well as other optical designs that could help make jitter
glasses a reality.
6.1 Computer Generated Jitter
Computer generated stimuli were presented on a 19-inch RGB monitor (VisionMaster
Pro 450; Iiyama) with a temporal resolution of 120 Hz, a spatial resolution of 1024x768
pixels and a mean luminance of 30 cd/m2. A custom video summation device provided
256 grey levels and 12 bit precision. Software, written in Pascal for MSDOS, was used
to generate stimuli and control the positioning of those stimuli. The 90% decay time
of the monitor phosphor signal (using white color and an image formed by 1 line) was
about 1ms [14].
The first round of experiments was conducted by displaying images on a screen
and simulating jerky motion, characteristic of saccades and microsaccades. The stim-
ulus appeared to jitter by changing the position of the stimulus on the screen at a
certain temporal frequency between the centre and one of 4 positions at polar angles
45◦,135◦,225◦ or 315◦. The image jitter amplitude was 0.5◦ or 1◦ and the inter-jitter
duration was 166 or 100 ms.
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It should be noted that a jittering image would not be a target one would regularly
be observing. Upon viewing such a target the periodic nature can cause discomfort and
neural adaptation. In an attempt to avoid such issues, the positioning of the target was
randomised similarly to the involuntary movement in the eye.
Figure 6.1 demonstrates the stimuli used for word and facial expression recogni-
tion experiments. The text samples consisted of 11 unrelated words, which means the
experiment is only testing word recognition not reading speed. The contrast (Weber)
between the letters and the background was 86 %. The angular dimensions for the
letter ‘x’ were 1.4◦x1.6◦ viewed at a distance of 57 cm. The angular centre-to-centre
spacing of horizontally adjacent letters was 2.12◦, equivalent to a visual acuity of 1.4
LogMAR (6/150 Snellen acuity).
Facial stimuli were obtained from the Mac Brain set [113] and were angry or happy
(Fig. 3A). The mean height/width±SD were 13.6± 0.8◦/8.5± 0.6◦ at viewing distance
of 57 cm. Mean luminance was 30cd/m2.
(a) A text sample as it would ap-
pear on screen with and without
blur.
(b) Facial expressions
samples as they would
appear on screen with and
without blur.
Figure 6.1: Sample stimuli used in testing.
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Experiment 1. Word Recognition
Word recognition ability was measured for 14 participants (mean age±SD=79±4.4
years) with age-related macular degeneration (mean binocular visual acuity±SD=0.99±0.39
logMAR). Each person was presented with a stationary or jittering target at random
and they were required to read the words out loud as fast as possible. Each text sample
was presented for 30 seconds only changing earlier if the patient was able to read all
the words before the time was up. A trial run was given for both conditions and was
not included in the results. The word recognition ability was calculated as the number
of words correctly identified per minute. Two different jitter amplitudes were tested,
0.5 and 1 deg, as well as two jitter-intervals, 100 and 166 ms.
Experiment 2. Facial Expression Recognition
Performance accuracy for discriminating facial emotions was measured for 16 volunteers
(mean age±SD=79±4.6 years) with age related macular degeneration (mean binocular
visual acuity±SD=1.0±0.37 logMAR). As in the previous experiment the target was
randomly stationary or jittering. During the trial the patient was notified by a short
warning sound followed by a stimulus that was presented on the screen for 1s. The pa-
tient was then required to determine whether the face was happy or angry. 12 rounds
were used as practice trials, not included in the results, after which a further 56 trials
were made. Performance accuracy in each condition was measured using a discrim-
inability index (d′), d′ = z(H) − z(F ), where z(H) and z(F ) are the z-scores of the
correct responses to happy faces (hits) and the errors made on angry faces (false alarms).
The z-score indicates by how many standard deviations a result is above or below the
mean. The bias (C), reflecting a criterion shift, was evaluated as C = −[z(H)+z(F )]/2.
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One can see the average, normalised word recognition speeds for the four different
conditions in figure 6.2. It shows there is a clear and significant improvement to the
recognition speed when the stimulus was under influence of jitter, with the average
improvement across all results being over 50% .
Figure 6.2: Normalized word recognition speed (NRS) averaged across participants
(n=14) for temporally modulated text at various jitter amplitudes and inter-jitter in-
tervals: 1) 0.5◦/166 ms; 2) 1◦/166 ms; 3) 0.5◦/100 ms; 4) 1◦/100 ms. Asterisks (*)
denote the normalized reading speed is significantly different from zero at P < 0.05.
Error bars represent 95% confidence intervals, from [14].
In figure 6.2 the NRS is defined as,
NRS = 100(RSm−RSs)/RSs, (6.1)
where RSm and RSs denote the reading speeds for modulated and stationary text,
respectively.
The speed at which each subject was able to recognise words varied greatly. The
speed for a jittering image was therefore normalised by the speed for a stationary image.
It appears that the effect of jitter on the speed of word recognition is dependent on the
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ability to recognise words for a stationary image. The improvement due to jitter was
significantly lower when the stationary word recognition ability was already high. This
dependence is shown by the power function fitted to the results in figure 6.3 where it is
clear to see how the effect of jitter decreases severely as the speed for recognising words
in stationary text increases. Significant improvement was obtained for the patients
with substantial visual loss (binocular visual acuity>1 LogMAR, mean±SD=1.31±0.25
LogMAR, n=8, Fig.2 filled circles).
Figure 6.3: Word recognition speed normalized for each subject, averaged for different
parameters of image jitter, as a function of word recognition speed for stationary text.
Filled circles show data for participants with severe visual loss; empty circles illustrate
data for participants with moderate visual loss. Solid line represents the best-fitting
power function: NRS = a/RSsb; a = 7523, b = 1.61; R2 = 0.86, from [14].
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Figure 6.4: Sensitivity (d) for discriminating angry and happy facial emotions for sta-
tionary (black bar) and jittering images (empty bars) at various jitter amplitudes and
inter-jitter intervals as explained in figure 6.2. Each result has a significantly different d’
(p<0.001) compared to stationary stimulus. Error bars show 95% confidence intervals,
from [14].
Figure 6.4 shows the ability to discriminate happy and angry facial expressions.
Under all conditions the results showed that d′ was significantly higher (p<0.001) for
jittering images compared with stationary images, with the increase being a factor of
2 on average. Unlike with the word recognition no correlation could be found between
a patient’s performance and their visual acuity. For this reason the results for jitter-
ing stimuli were not normalised with the stationary stimulus results. The differences
between the data for various jitter parameters were not significant. There was also no
bias found towards one specific emotion.
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6.2 Jitter Optics
To further support the results found by Watson et al. an optical system was designed
that could create image jitter rather than the computer screen. The optical system
consisted of a linear polariser, two ferroelectric liquid crystals (FLCs) and two Wollaston
prisms, as shown in figure 6.6. A more detailed image of how the light travels when
passing through a Wollaston prism is provided in figure 6.5.
Optical System
A Wollaston prism consists of two orthogonal birefringent prisms that are in most
cases cemented together. Their optic axes are perpendicular to each other and per-
pendicular to the direction of the incident light. The ordinary and extra-ordinary rays
travel through the first section undeviated, due to the optic axis being perpendicular to
the direction of the incident ray, with the extra-ordinary ray travelling slightly slower
than the ordinary ray, in the case of a positively birefringent material. As the optic axis
of the second prism is perpendicular to the first the ordinary ray will become the extra-
ordinary ray and vice-versa. At the point of incidence the ordinary ray is refracted away
from the normal of the interface plane while the extra-ordinary is refracted toward it.
The angle of divergence of the two rays is dependent on the wedge angle of the prisms
and the birefringence of the material used.
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Figure 6.5: Side-on view of a Wollaston prism showing the paths that the extra-ordinary
and ordinary rays take as they pass through and how they both travel at the same angle
away from the direction of the incident ray.
Figure 6.6: Illustration of the full setup used to create image jitter. By combining two
Wollaston prisms with independently controlled FLCs it is possible to create four image
positions. The path an incident ray will take is dependent on the state of the two FLCs.
The different colours are designed to clarify the ray paths and image positions and do
not imply any wavelength separation.
As the optical system contained two prisms it was possible to have four image
positions as shown in figure 6.6. The second prism was rotated by 90◦ such that the
plane of divergence is perpendicular to that of the first prism. As in the focus switchable
lens system, described in section 3.2, the FLCs determined the polarisation of the
incident light, which were controlled by separate signals from the computer producing
the target stimulus. The FLCs were switched randomly to produce a jittering image.
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The angular size of the square formed by the four ray paths was measured to be
1.8x1.8±0.1◦. The total transparency of the system being 20±0.1% reducing the mean
luminance of the screen down to 6 cd/m2
Experiment 3. Facial Expression Recognition using Optical System Jitter
Performance accuracy was measured for 7 participants (mean age±SD=80±3.2
years) with age related macular degeneration (mean monocular visual acuity±SD=0.73±0.27
logMAR) using the same face stimuli as in Experiment 2. The procedure was also sim-
ilar to that used in Experiment 2. Participants looked with the dominant eye at the
faces on screen through the optical system (figure 6.6) with the FLCs either in opera-
tion, causing the faces to jitter, or oﬄine, leading the face to remain stationary. The
jitter amplitude was either 1.8◦ or 2.6◦ depending on whether the face was re-positioned
along one axis or diagonally.
Figure 6.7: Sensitivity (d′) for discriminating angry and happy facial emotions for
stationary (black bar) and jittering images (empty bar) (amplitude of 1.8◦ or 2.6◦ and
inter-jitter interval of 166 ms). Discriminability, d′, for jittering stimuli is significantly
higher than from stationary stimuli at p<0.005. Error bars represent SEM, from [14].
Figure 6.7 shows the results from using the optical system for jitter. The discrim-
inability index (d′) for jittering faces showed a significant improvement compared to
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that for stationary stimuli, increasing by a factor of 2.8. There was no significant
bias detected in discriminating the two different expressions. The improvement in dis-
crimination shows similarity with the results obtained without the optical system even
though the luminance was significantly reduced.
6.3 Analysis
Evidence obtained from the experiments carried out are in good support of the hypoth-
esis deduced by Velitchko et al. [14]. Both facial expression discrimination and word
recognition ability increased overall in all experiments when the stimulus was under the
influence of jitter.
It is important to note that the results for the word recognition ability varied consid-
erably. A correlation was found between the improvement due to jitter and the severity
of the vision loss. Word recognition speed increased much more for those patients with
visual acuity greater than 1 LogMAR. Correlation between stationary and jittering fa-
cial expression discrimination was not found and the variation between patients was
lower.
Research into visual acuity has shown that reading speed has part dependence on
the print size, which could explain the different levels of improvement due to jitter. It
was found that reading speed increased with print size up until a critical point beyond
which it remained constant. Extremely large print would reduce the reading speed
[114]. The critical print size was not determined for the patients, but it can be assumed
with confidence that the print size was smaller than the critical size for the majority
of the patients with visual acuity >1 LogMAR. The critical print size can be up to
twice the spatial resolution. Below the critical print size studies have shown contrast
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has a large impact on the reading ability. Spatial frequency of words is defined by the
spacing of the letters and was 0.47 c/deg for 57 cm viewing distance and 0.24 c/deg
for 28 cm viewing distance for the word recognition experiments. A bandwidth of at
least one octave, increasing from the fundamental frequency, is required to recognise
the words. The spatial frequencies used during the experiments are therefore less than
1c/deg, which is low. Induced jitter could produce sustained neuronal response for the
patients, who rely on the peripheral neurons of the retina, where low spatial frequency
images are being processed. This would lead to an enhancement of the effective contrast
of the words in the stimuli used.
A study suggested that fixation instability could improve perception of text in the
peripheral of the retina for patients with central scotomas [115]. Fixational instability
would be induced by the patient by saccadic movement between different targets in pe-
ripheral view. The stimulus would therefore be moving in and out of the area affected
by the scotoma. It may be thought that such results would indicate that jitter could
only be effective for patients with scotoma, but such self-induced movement could not
result in such a large difference in word recognition speed for stationary and jittering
text, as the results for the two conditions would be expected to be similar under those
circumstances.
Subjects with less severe vision loss showed higher word recognition speed for sta-
tionary text than those with more severe vision loss. From the test subjects those that
showed good word recognition found a much lower improvement for a jittering target.
This could be due to the print size being close to their critical print size. It is theorised
that patients with less than 1 LogMAR may rely less on peripheral neurons, resulting
in a smaller critical print size [116]. It would also mean that the effect jitter has on
word recognition is significantly less.
120
Relating the research on critical print size to the findings from the jitter experi-
ments suggest that it is possible to use jitter to improve the word recognition speed
for patients with severe vision loss. This could be a favourable visual aid option as
it would not be required to magnify text to a person’s critical print size, meaning the
visible field would not be reduced.
As already mentioned in section 3.3.1 the improvement due to jitter is also linked
to the temporal frequency chosen. The basis of the improvement can be found in the
relationship between temporal frequency and contrast sensitivity. This relationship was
already pointed out as an important factor for the use of flicker described in chapter
4 and the same research by Robson is also very relevant to the results obtained for
jittering stimuli. The temporal frequency range that helped improve word recognition
speed incorporated the frequency for which peak contrast sensitivity was found for a
flickering grating of 0.5c/deg [68].
6.3.1 Possible Design Improvements
There have been positive results with the simple optical system that was tested, but
there are many aspects of the design that have to be improved. In particular only one
eye has been tested so far. It is therefore important to create a system for each eye, so
a person’s full vision can be tested with jitter.
Other factors that would need to be improved are the length of the optical system
and the transmission percentage. Additionally for the condition when jitter is not
activated it would be desirable to have the light pass through undeviated. Currently
even when the target is stationary it is still being deviated away from its natural path.
This could be inconvenient if a person were to be wearing glasses that do not show the
true position of an object.
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Naturally a wearable optical system that could create jitter would be uncomfortable
if the jitter were a permanent feature. It would therefore be desirable to have the jitter
as an option that could be activated by the user. When the system is not creating jitter
the light rays should pass through the system without severe deviation. A Rochon prism
is similar to the Wollaston prism, but the ordinary ray passes through it undeviated
when incident light is normal to the prism surface, as shown in figure 6.8.
Figure 6.8: Rochon Prism illustration showing the direction of propagation of the or-
dinary and extra-ordinary rays. The ordinary ray passes through undeviated.
One could use these prisms in a similar way to the prisms in the already tested
optical system, but each prism will only create one deviated image position. To have a
system with four different, off-centre image positions one would need four prisms. This
could result in the system being too long for practical use and it could also result in
a lower transmission of light due to the increase in the number of elements. If it were
possible to obtain similar results for jitter with less image position, then this could be
a viable option. A more in-depth investigation would have to be made into the specific
jitter motion that can maximise its effect positively on a patient’s vision.
The current system would be very impractical to wear or use as it is very long. The
best option is to change the birefringent material of the prism. We know that the angle
of deviation for the light rays is dependent on the wedge angle in the prism and the
birefringence of the material. We approximate that Snell’s law is valid for both the
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ordinary and extra-ordinary rays. The angle of refraction of the ray, once exiting the
prism, can then be determined by the following equations:
no sin Ω = ne sin θo ne sin Ω = no sin θe, (6.2)
ne sin(Ω− θo) = n sin θ′o no sin(Ω− θe) = n sin θ′e, (6.3)
where Ω is the wedge angle, θo & θe the angles of refraction of the light as it entres the
second wedge, θ′o & θ
′
e the angles of refraction as the light leaves the prism and n is the
refractive index of the medium after the prism.
The Wollaston prisms used produced an image separation of 1.8◦. Quartz has a
very low birefringence and therefore a large wedge angle is required to achieve such a
separation. It would be possible to use calcite, for example, as it has a much higher
birefringence. The wedge angle needed to create a separation of 1.8◦ would then only be
5.245◦. A prism with an aperture of 30mm would require a minimum thickness of 2.75
mm to accommodate such a wedge angle. This would indicate that there is a possibility
to create an optical system that would be less than 1 cm thick.
Jittering targets, relative to stationary targets, have shown to improve the ability
for visually impaired individuals to recognise facial expressions and the speed of word
recognition. Word recognition improved by around 50% and the ability to discriminate
between facial expressions was increased by a factor of 2-2.8. The improvement due to
jitter created by on-screen image displacement would suggest that there is possibility
for software and hardware development to incorporate jittering targets. Similarly the
improvement due to jitter via the optical system suggests there is potential for optical
systems, based on the tested system, that could be worn by those with visual impair-
ment to improve their performance of everyday tasks. The simplicity of the optical
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system means that there is huge room for improvement with respect to the dimensions
of the system, light transmission and practicality. The aim should be to create a wear-
able system by compacting the different components together. From the correlation
between the results for on-screen jitter and optoelectronic jitter it can be inferred that
the results can not be related to any prolonged viewing of a computer screen as the
luminosity is much lower when the optical system is used. Image displacement creating
the appearance of image jitter could therefore provide a new option to help visually
impaired patients without having to magnify the target, hence preventing the reduction
of the visual field.
Previous research showed that microsaccades aid the visual system in preventing
neural adaptation [117]. The microsaccadic movement was determined to only affect the
neurons sensitive to fine detail and not those designed for low spatial-frequency targets
[88]. From the experiments described in this section it has been shown that it is possible
to create image jitter that can prolong the neural response to low spatial-frequency
targets in patients with severe low vision reducing neural adaptation in the peripheral
neurons. It has also been shown that it is crucial to apply the correct temporal frequency
in order to avoid impairing vision further. Currently there is no knowledge of the
consequences induced image jitter has on the involuntary eye movement due to natural
fixation. It is therefore important to determine whether the characteristics of the eye
movements change, as this would alter the neural process that creates the retinal image.
Retinal image dynamics could therefore be impacted.
6.4 Summary
• Patients with age related macular degeneration were found to have improved word
recognition speed, average improvement of 50%, for jittering stimuli relative to a
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stationary stimulus.
• Jitter could improve the word recognition speed greater when the print size is
below the critical print size.
• Patients with age related macular degeneration were found to have improved
facial discrimination abilities, by a factor of 2-2.8, for jittering stimuli relative to
a stationary stimulus.
• Software and optoelectronic image jitter both generated improved facial discrimi-
nation abilities. Both methods of jitter could lead to new solutions to help patients
with severe vision loss.
• The optical system used to create jitter could be compacted down to 1cm if calcite
is used as the birefringent material in the prism.
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Chapter 7
Conclusion
7.1 Flicker
With the use of a focus switching lens consisting of a linear polariser, FLC and birefrin-
gent lens it was possible to create an optical system that could change focus rapidly,
creating flicker. This flicker had the ability to improve a person’s ability to perceive
changes in defocus.
Flicker simulations have shown that high spatial frequency targets change appear-
ance more visibly for small defocus shifts. A shift of 0.1 diopters of defocus was only
just visible in square wave gratings of approximately 18.70c/deg. The chance to actu-
ally see the focus shift was dependent on the initial amount of defocus. A shift of 0.1D
was not visible when shifting between 0.1D and 0.2D, but it was visible when switching
between 1.0D and 1.1D. The frequency of the flicker was important as a low frequency,
below 10Hz, did not capture enough attention and a frequency of 20Hz was too high to
be able to notice the change.
The standard deviation was determined for test patients positioning a lens during
non-ickering and ickering targets. With a ickering target they had to nd the point where
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the amount of ickering was lowest, as close to no icker as possible. With a non-ickering
target they had to nd perfect focus. The standard deviation was lower for each patient
when they were using a ickering target.
For future research a lens should be used that has a greater shift in focus. This
either requires a material with higher birefringence or a lens with a shorter radius
of curvature that would produce a bigger dierence in focal power between the two
polarisation states. This would make it difficult to use in a similar optical system as
was used in this research. A diverging lens would therefore be required to compensate
for the increased power of the birefringent lens. The focus switchable lens system paired
with the diverging lens should also be tested as a stand alone system.
7.2 Retinal Imaging
Focus switchable lens systems were presented to create a fast focus switching retinal
camera. Results were obtained from simulations in Zemax showing that it is possible to
successfully use FSLs within a retinal camera to focus the optic nerve head at different
depths. Birefringent plates were also tested, but they were deemed inappropriate due to
the creation of large astigmatism in the spot diagrams obtained from the simulations.
Quartz and Calcite were both tested. The results obtained for each material were very
similar, but the radius of curvature for the required lenses was very different. Due to
the high birefringence of calcite a very large radius of curvature was needed to produce
the correct shift in focus between the possible states of the FSL system. Quartz would
therefore be more suited as the incredibly large radius of curvature for the calcite lens
would be difficult to manufacture.
While it was possible to show that the principle works there are many things still
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to be considered. The amount of light through such a system would be reduced by
at least half, which could make it difficult to obtain images in which the optic nerve
head is clearly visible. Efficiency of the FLC also needs to be considered. If it is not
100%, small residual images may be present creating multiple images in the same pic-
ture. Field curvature tests also showed that as the angle of incidence increases the more
astigmatism will be present in the image. This would result in images that are blurred
around the edge. It would therefore be important to centre on the optic nerve head.
An accurate optical design is required to conduct further simulations to extract more
data. Once it is possible to determine the specific requirements on the FSL to function
well with the imaging arm of the retinal camera then experimental testing can be done.
Simulations could also be carried out on replacing the zoom system components with
doublet lenses containing a birefringent element. This method would reduce the number
of components in the imaging system.
7.3 Jitter
Simulating micro-saccadic movement of the eye with greater amplitude has been shown
to improve the reading ability and facial expression recognition of patients with severe
vision loss. Patients with severe vision loss only perceive low-spatial frequency images.
The amplified jitter was able to stimulate the neurons in the eye’s periphery that are
designed for processing low-spatial frequency targets.
The average improvement factor for reading was 50%. The results obtained for the
test patients’ ability to read jittering text varied considerably. This has been determined
to be correlated to the patients’ critical print size, which is the size at which they are
able to read non-jittering text fastest. Patients with very slow initial reading speeds
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therefore improved much more when the target was jittering in comparison to those
who had better initial reading speeds.
The same patients were found to have an improved ability to discriminate between
happy and angry faces. The patients’ ability increased by a factor of 2-2.8 relative to
stationary targets. The variability in the result was not as high as with the reading test
and there was no correlation found between the level of vision loss and the improvement
factor.
An optical system was successfully designed that could create image jitter with the
use of wollaston prisms. It was possible to change the light path of the incident rays by
using an FLC in the same way it is used to control the focus in a focus switchable lens.
The patients’ ability to discriminate between happy and angry faces again improved
relative to stationary targets.
It is hoped that such a system could one day be readily available for people with
low vision as an additional visual aid option. If it is possible to create a wearable
optical system to create image jitter then such a visual aid could become reality. The
current system however is too long and will need to be compacted. This could be
done by creating custom wollaston prisms that use birefringent materials with greater
birefringence. The prisms could therefore be much thinner and produce the same jitter
amplitude.
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