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Abstract
We construct two inverse limit -models which completely characterise sets of terms with sim-
ilar computational behaviours: the sets of normalising, head normalising, weak head normalising
-terms, those corresponding to the persistent versions of these notions, and the sets of closable,
closable normalising, and closable head normalising -terms. More precisely, for each of these
sets of terms there is a corresponding element in at least one of the two models such that a
term belongs to the set if and only if its interpretation (in a suitable environment) is greater
than or equal to that element. We use the 2nitary logical description of the models, obtained by
de2ning suitable intersection type assignment systems, to prove this.
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1. Introduction
The aim of this paper is to present two -models which completely characterise well-
known computational properties of -terms. We consider nine computational properties
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of -terms and corresponding nine sets of -terms: the sets of normalising, head nor-
malising, weak head normalising -terms, those corresponding to the persistent ver-
sions of these notions, and the sets of closable, closable normalising and closable head
normalising -terms.
We build two inverse limit -models D∞ and E∞, according to Scott [28], which
completely characterise each of the mentioned sets of terms. More precisely, for each
of the above nine sets of terms there is a corresponding element in at least one of
these models such that a term belongs to the set if and only if its interpretation (in a
suitable environment) is greater than or equal to that element. This is proved by using
the 2nitary logical descriptions of the models D∞ and E∞, obtained by de2ning two
intersection type assignment systems in the following way. Starting from atomic types
corresponding to the elements of D0 and E0, we construct the sets TD and TE of types
using the function type constructor and the intersection type constructor. Then, we de-
2ne the sets FD fand FE of 2lters on the sets TD and TE, respectively. Following
[30,10,3], we will show that the sets FD and FE (ordered by subset inclusion) and
the corresponding inverse limit -models D∞ and E∞ are isomorphic as Scott do-
mains. This isomorphism falls in the general framework of Stone dualities [18]. This
framework later received a frame-theoretic explanation by Abramsky [1] in the broader
perspective of “domain theory in logical form”. The interest of the above isomorphism
lies in the fact that the interpretations of -terms in D∞ and E∞ are isomorphic to
the 2lters of types one can derive in the corresponding type assignment systems. This
gives the desired 2nitary logical descriptions of the models. Therefore, the primary
complete characterisation can be stated equivalently as follows: a term belongs to one
of the nine sets mentioned if and only if it has a certain type (in a suitable basis) in
one of the obtained type assignment systems.
In order to prove one part of this property, we apply the reducibility method. It is a
well-known method, based on a set-theoretic semantics of types, for proving the strong
normalisation property of various type systems [32,17,33,24,20,21]. The reducibility
method is also used in [22,14] for characterising strongly normalising terms, normalis-
ing terms, head normalising terms, and weak head normalising terms by their typeability
in various intersection type systems. In [13] the reducibility method is applied in order
to characterise both the mentioned sets of terms and their persistent versions.
In all these papers diHerent properties are characterised by means of diHerent type
assignment systems. So, the novelty of our approach is the characterisation of all nine
computational properties of terms by means of only two type assignment systems,
which induce -models. Moreover, in all the papers mentioned, diHerent computational
properties require diHerent type interpretations in the reducibility method, whereas we
adapt the reducibility method using only two type interpretations for all nine compu-
tational properties.
The most intriguing part of the other direction of the proof is the one concerning
the persistently normalising terms. For that reason we develop a new characterisation
of these terms which is less general but much simpler than the one presented in [13].
Lastly, we remark that there are apparently two kinds of semantics for intersection
types in the literature and that the present paper deals with both of them. The set-
theoretical semantics, originally introduced in [6], generalises the one given by Scott for
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simple types [29]. The meanings of types are subsets of the domain of discourse, arrow
types are de2ned as logical predicates and intersection is the set-theoretic intersection.
This semantics is the basis of our application of the reducibility method. The second
semantics views types as compact elements of Plotkin’s -structures [26]. According
to this interpretation, the universal type denotes the least element, intersections denote
joins of compact elements, and arrow types allow to internalise the space of continuous
endomorphisms. This semantics allows us to obtain the isomorphisms between the
models D∞ and E∞ and the sets FD and FE of 2lters of types. It is also true that
these two kinds of semantics are strongly related. If S is a Scott domain, c ∈ S is
compact, and we de2ne the basic open subset Oc = {d ∈S | c  d}, then the set of
all Oc is a basis for the topology on S. Moreover, basic open subsets are closed under
intersection and basic open subsets of function spaces are de2ned by logical relations.
The paper is organised as follows. Section 2 discusses the duality between intersec-
tion types and inverse limit domains. In Section 3, the models D∞ and E∞ are built.
In Section 4, we de2ne intersection types and build sets FD and FE of 2lters in order
to prove the isomorphism between the inverse limit -models and the 2lter models.
The corresponding intersection type assignment systems are de2ned in Section 5. The
main result is a complete characterisation of computational behaviours of terms by
their typeability in the corresponding type systems. This is stated in Section 5 and one
direction of the equivalence is proved there for all cases but for persistently normalis-
ing terms. Section 6 deals with the case of persistently normalising terms, which needs
the notions of replaceable and non-replaceable variables. In Section 7, we prove the
other direction of the equivalence using standard techniques of the reducibility method
adapted for these type systems.
A preliminary version of the present paper (dealing only with the 2rst six sets
of terms) was presented at the International Workshop on Rewriting in Proof and
Computation (RPC’01, Tohoku University 25–27/10/2001, Sendai, Japan) [11] and at
the Types Workshop (TYPES 2002 24–28/04/2002, Nijmegen, The Netherlands). An
extended abstract of the present paper is [12].
2. Inverse limit -models and intersection types
Stone duality allows to describe special classes of topological spaces by means of
(possibly 2nitary) partial orders. The seminal result is the duality between the categories
of Stone spaces and of Boolean algebras (see [18]). Other very important examples
are the descriptions of !-algebraic complete lattices as intersection type theories in
[10], Scott domains as Scott information systems in [30], and SFP domains as pre-
locales in [1]. It is worthwhile to mention also Martin-LNof’s domain interpretation of
intuitionistic type theory in [23]. In fact, [23] gives an explicit syntactic presentation of
domain theory and the discussions after Martin-LNof’s presentation of this paper at the
Chalmers Workshop raised a number of questions and conjectures mainly answered by
Abramsky in [1]. Notice that all the above-mentioned dualities are discussed in [18].
Intersection type theories oHer a syntactic (i.e. 2nitary) approach to presenting the
compact elements of certain domain constructions.
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In the literature intersection types are usually employed for describing !-algebraic
complete lattices. Instead, in this paper we describe Scott domains (i.e. consistently
complete !-algebraic cpos) by means of intersection types, where the intersection be-
tween types is a partial operator. In fact intersection types with partial intersection and
equipped with preorders (i.e. intersection type theories) become essentially equivalent
to Scott information systems, as 2rst stated in [9] and proved in [3].
It is well known (see [28,2]) that the category of Scott domains DOM with em-
bedding projections has solutions for domain equations of the form{
X
∼= F(X)
C0 ← X
where F : DOM →DOM is continuous and C0 is a given Scott domain such that
C0 ← F(C0). The solution is obtained by computing the inverse limit of the chain of
projections
C0 ← F(C0)← F(F(C0)) : : :
We are interested in the following two cases:
• F is the function-space functor X → [X→ X],
• F is the lifted function-space functor X → [X→ X]⊥.
In each case, the solution C∞ computed by the inverse limit produces a -model,
called an inverse limit -model (see [7, Chapters 5, 18]).
More precisely, let F∞ : C∞ → F(C∞) and G∞ : F(C∞) → C∞ denote the two
canonical isomorphisms of either solution, Env∞ be the set of all mappings from the
set of term variables to C∞ and let  range over Env∞. Then, the standard semantic
interpretation < =∞ : × Env∞ → C∞ of -terms is given by
<x=∞ = (x);
<tu=∞ = F∞
(
<t=∞
) (
<u=∞
)
;
<x:t=∞ =G∞
(
d ∈ C∞:<t=∞[d=x]
)
;
where for the third clause we have taken the advantage of the fact that, in any case,
every continuous endofunction on C∞ belongs to F(C∞).
Clearly, the inverse limit -models can be described in terms of their compact el-
ements. As stated in the proof sketch in [10] and fully proved in [3], these can be
denoted by taking:
(1) the types freely generated by closing (a set of atomic types corresponding to)
the elements of the initial cpo under the function type constructor → and the
intersection type constructor ∩ between compatible types, where two types are
compatible if the corresponding elements have a join;
(2) the preorder between types induced by reversing the order in the initial cpo and
by encoding the initial embedding, according to the correspondence:
function type constructor ❀ step function
intersection type constructor ❀ join:
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To conclude, we recall a well-known relation between joins of step functions (see
for example [16]). Given compact elements a and b in the Scott domains A and B,
respectively, the step function a⇒ b is de2ned by
d: if a  d then b else ⊥:
Given a Scott continuous function f :A → B, one has that
f is greater than or equal to a⇒ b iH f(a) is greater than or equal to b:
Since we wish to deal only with compact elements, we are interested in the case
when f :A → B is compact, i.e. f = ⊔i∈I (ai ⇒ bi). Then we have⊔
i∈I
(ai ⇒ bi)  a⇒ b iH
⊔
i∈J
bi  b where J = {i ∈ I | a  ai}: (1)
In view of the above-given correspondence between step functions, joins and type
constructors, statement (1) can be rewritten for types as follows:⋂
i∈I
(Ai → Bi)6 A→ B iH
⋂
i∈J
Bi 6 B where J = {i ∈ I |A6 Ai}; (2)
where we use the standard notation for types and preorders on them (obtained from
De2nitions 10 and 14 by replacing pretypes with types). Condition (2) holds for almost
all intersection type theories considered in the literature, in particular for those in
the present paper and in [4], appearing also in this issue. Section 6 of [4] discusses
similarities and diHerences between these two papers.
3. The models
We use standard notations for -terms and -reductions.
Denition 1 (The set  of -terms). The set  of (type-free) -terms is de2ned by
the following abstract syntax:
 ::= var|()|(var)
var ::= x|var′
We use x; y; z; : : : ; x1; : : : for arbitrary term variables and t; u; p; : : : ; t1; : : : for arbi-
trary terms. When writing the terms we assume the standard conventions on vectors,
parentheses and dots [7], namely ˜x:u˜t is a short for
(x1 : : : (xn(: : : (ut1) : : :)tk) : : :);
where t˜ is t1 : : : tk and k is the length of t˜. The initial abstractions in the given term
are x1 : : : xn.
FV(t) denotes the set of free variables of a term t. By t[x := u] we denote the
term obtained by substituting the term u for all free occurrences of the variable x in
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t, taking into account that free occurrences of variables of u remain free in the term
obtained.
The axiom of -reduction is (x:t)u → t[x := u]. A term of the form (x:t)u is
called a -redex. The congruence induced by the transitive reOexive closure of → is
denoted by → : it is closed under substitutions. A term is a normal form if it does
not contain -redexes.
We introduce now the computational behaviours of -terms we want to characterise.
Denition 2 (Normalization properties). (1) A term t has a normal form, t ∈N, if
t reduces to a normal form.
(2) A term t has a head normal form, t ∈HN, if t reduces to a term of the form
˜x:y˜t (where possibly y appears in x˜).
(3) A term t has a weak head normal form, t ∈WN, if t reduces to an abstraction
or to a term starting with a free variable.
For each of the above properties, we also consider the corresponding persistent
version (see De2nition 3). Persistently normalising terms were introduced in [8].
Denition 3 (Persistent normalisation properties). (1) A term t is persistently nor-
malising, t ∈ PN, if t˜u ∈N for all terms u˜ in N.
(2) A term t is persistently head normalising, t ∈ PHN, if t˜u ∈HN for all terms
u˜.
(3) A term t is persistently weak head normalising, t ∈ PWN, if t˜u ∈WN for all
terms u˜.
We also consider the reducibility of terms to closed terms, to closed normal forms,
and to closed head normal forms.
Denition 4 (Closability properties). (1) A term t is closable, t ∈ C, if t reduces to
a closed term.
(2) A term t is closable normalising, t ∈ CN, if t reduces to a closed normal form.
(3) A term t is closable head normalising, t ∈ CHN, if t reduces to a closed head
normal form.
Example 5. Let I ≡ x:x; W2 ≡ x:xx;W4 ≡ W2W2, Y ≡ f:(x:f(xx))(x:f(xx)),
K ≡ xy:x.
• x:xW2W2 ∈ N, but x:xW2W2 =∈ PWN (hence x:xW2W2 =∈ PHN), since
(x:xW2W2)I→ W2W2 =∈ WN. Notice that x:xW2W2 =∈ PN since I ∈ N.
Finally, x:xW2W2 ∈ CN.
• x:yW4 ∈ PHN, but x:yW4 =∈N.
• x:xW4 ∈ HN, but x:xW4 =∈ N and x:xW4 =∈ PWN, since (x:xW4)W2 →
W2W4 =∈WN. Moreover x:xW4 ∈ CHN, but x:xW4 =∈ CN.
• YK ∈ PWN, but YK =∈HN, hence YK =∈ PHN.
• x:W4 ∈ WN, but x:W4 =∈ HN and x:W4 =∈ PWN, since (x:W4)t → W4 =∈
WN. Moreover x:W4 ∈ C, but x:W4 =∈ CHN, hence x:W4 =∈ CN.
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Fig. 1. Inclusions between sets of -terms.
The following proposition, represented pictorially in Fig. 1, sums up the mutual
implications between the above notions.
Proposition 6. The following strict inclusions hold:
PN ⊂−= N ⊂−= HN ⊂−= WN ⊂−= 
PN ⊂−= PHN ⊂−= PWN ⊂−= WN
PHN ⊂−= HN
CN ⊂−= CHN ⊂−= C ⊂−= 
CN ⊂−= N
CHN ⊂−= HN :
No other inclusion holds between the above sets. Moreover,
PHN = PWN ∩HN; PN⊂−= PHN ∩N;
CHN = C ∩HN; CN = C ∩N;
C ∩PHN = ∅; C ∩PN = ∅:
Proof. A persistently weak head normalising term t is either an unsolvable term of
order ∞ (as de2ned in [2]), i.e. for all n there is u such that t = x1 : : : xn:u, or it is a
solvable term such that the head variable of its head normal form is free. In fact, if t
is an unsolvable term of 2nite order, i.e. t = x1 : : : xn:u where u is unsolvable and it
does not reduce to an abstraction, then t˜u =∈WN, where u˜ are n arbitrary -terms. If
t = ˜xy˜z:yu˜ we get tx˜W4z˜→ W4u˜′ =∈WN, where x˜ has the same length as x˜, z˜ has
the same length as z˜, W4 is de2ned in Example 5, and u˜′ = u˜[˜x := x˜; y := W4; z˜ := z˜].
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The above discussion also shows that a persistently head normalising term is a
solvable term such that the head variable of its head normal form is free. So we get
PHN = PWN ∩HN:
From the same example we have that a necessary condition for a normalising term to
be a persistently normalising term is that the head variable of its normal form is free.
This condition is not suPcient, since for example (x:y(xx))W2 → yW4 (W2 and
W4 are de2ned in Example 5). Being x:y(xx) ∈ PHN and x:y(xx) ∈N this term
shows that
PN⊂−= PHN ∩N:
For closable terms we clearly have
CHN = C ∩HN; CN = C ∩N;
C ∩PHN = ∅; C ∩PN = ∅:
The above discussion gives some inclusions between the current sets of terms, and
Example 5 shows diHerences between them. The remaining inclusions easily follow by
de2nition.
Our goal is to build two inverse limit -models [28] which satisfy the following
condition:
for each one of the above nine sets of terms there is a corresponding element in
one of these models such that a term belongs to the set iH its interpretation (in a
suitable environment) is greater than or equal to that element.
We therefore need to discuss the functional behaviours of the terms belonging to these
classes, in particular with respect to the step functions.
A weak head normalising term either reduces to an abstraction or to an application of
a variable to (possibly zero) terms: in both cases (in a suitable environment) it behaves
at least as well as (i.e. its interpretation is greater or equal to the interpretation of) the
step function ⊥ ⇒ ⊥. Therefore, we can choose the representative of the step function
⊥ ⇒ ⊥ as the element which corresponds to the setWN. We need to consider a model
in which this step function is not the bottom of the whole domain, i.e. a solution of the
domain equation D = [D→ D]⊥, where as usual [D→ D] is the domain of continuous
functions from D to D and ⊥ is the lifting operator.
A persistently weak head normalising term applied to any number of arbitrary terms
gives a weak head normalising term, i.e. it behaves at least as well as the step
functions ⊥ ⇒ · · · ⇒ ⊥︸ ︷︷ ︸
n
⇒ ⊥ for any value n. Therefore, the element representing
⊔
n∈N(⊥ ⇒ · · · ⇒ ⊥︸ ︷︷ ︸
n
⇒ ⊥) is a good candidate for the correspondence with the set
PWN.
A head normalising term, when applied to a persistently head normalising term,
reduces to a head normalising term: in its turn a persistently head normalising term
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applied to an arbitrary term gives a persistently head normalising term. Therefore, if h
and hˆ are two elements corresponding to the sets HN and PHN, respectively, they
represent the step functions hˆ⇒ h and ⊥ ⇒ hˆ.
A normalising term is also a head normalising term and therefore it behaves at least
as well as the step function hˆ⇒ h. Similarly a persistently normalising term is also a
persistently head normalising term and therefore it behaves at least as well as the step
function ⊥ ⇒ hˆ. Moreover, a persistently normalising term applied to a normalising
term gives a persistently normalising term. One can show that:
Proposition 7. The application of a normalising term to a persistently normalising
term is in turn a normalising term.
Proof. We show that if u ∈ N and t ∈ PN, then ut ∈ N. We can assume that
u is in normal form. If u is -free it is trivial. Otherwise let u ≡ x:u′. The proof
is by induction on the number of occurrences of x in u′. The basic step, i.e. x does
not occur in u′, is immediate. If x occurs in u′, let u′ ≡ C[x], where the hole in
C[ ] identi2es the left-most occurrence of x in u′. Let y be fresh: by the induction
hypothesis (x:C[y])t→  C′[y] and C′[y] is in normal form. By construction there is
exactly one hole in C′[ ]. Let u˜ be all the terms to which [ ] is applied in C′[ ]. Since
t ∈ PN, t˜u ∈ N and therefore (y:C′[y])t ∈ N too. We conclude ut ∈ N since
ut = (xy:C[y])tt = (y:C′[y])t.
Therefore, if n and nˆ are two elements corresponding, respectively, to the sets N
and PN, they represent the functions ( hˆ⇒ h) unionsq ( nˆ⇒ n) and (⊥ ⇒ hˆ) unionsq (n⇒ nˆ).
A closable term applied to a closable term reduces to a closable term. Then, if c
is the element representing the set C, it behaves like the function c ⇒ c. The key
observation here is that there are closable terms (like W4, see Example 5) which are
not weak head normalising, and therefore we need to equate ⊥ and ⊥ ⇒ ⊥, i.e. we
need to consider a solution of the domain equation D = [D → D]: Moreover, we do
not have a join between c and hˆ (and hence nˆ) since all persistently head normalising
terms are open.
To sum up, we consider a lattice D0 with elements nˆ; hˆunionsqn; hˆ; n; h;⊥ and a cpo E0
obtained by adding to D0 the element c and the relative joins (see Fig. 2).
Fig. 2. The lattice D0 and the cpo E0.
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We suggest the reader to compare the inclusions between sets of -terms (Fig. 1)
with the cpo E0 (Fig. 2): this makes apparent the correspondence between properties
of terms and elements of E0.
In Section 2, we recalled that the construction of inverse limit -models is parametric
in the initial cpos and the embedding between them. So in the following de2nition we
take particular D0;D1 and E0;E1, as well as iD0 and i
E
0 in order to build two inverse
limit -models D∞ and E∞.
Denition 8. (1) Let D∞ be the inverse limit -model obtained by taking as D0 the
lattice in Fig. 2, as D1 the lattice [D0 → D0]⊥, and by de2ning the embedding
iD0 : D0 → [D0 → D0]⊥ as follows:
iD0 ( nˆ) = (⊥ ⇒ hˆ) unionsq (n⇒ nˆ); iD0 (n) = ( hˆ⇒ h) unionsq ( nˆ⇒ n);
iD0 ( hˆ) = ⊥ ⇒ hˆ; iD0 (h) = hˆ⇒ h; iD0 (⊥) = ⊥:
(2) Let E∞ be the inverse limit -model obtained by taking as E0 the cpo in Fig. 2,
as E1 the cpo [E0 → E0], and by de2ning the embedding iE0 : E0 → [E0 → E0]
as follows:
iE0 ( nˆ) = (⊥ ⇒ hˆ) unionsq (n⇒ nˆ); iE0 (n) = ( hˆ⇒ h) unionsq ( nˆ⇒ n);
iE0 ( hˆ) = ⊥ ⇒ hˆ; iE0 (h) = hˆ⇒ h;
iE0 (c) = c⇒ c; iE0 (⊥) = ⊥ ⇒ ⊥:
(3) We will denote the partial orders on D∞ and E∞ by D and E, respectively.
Since each variable is clearly a persistently normalising term, it is meaningful to
interpret terms in the environment which maps each variable to the element nˆ. The
main result of our paper is:
Theorem 9 (Main theorem, version I). Let D∞ and E∞ be the inverse limit -models
de=ned in De=nition 8 and nˆ the environment de=ned by nˆ(x) = nˆ for all x ∈ var.
Then:
(1) t ∈ PN i> <t=D∞nˆ D nˆ i> <t=E∞nˆ E nˆ;
(2) t ∈N iH <t=D∞nˆ D n i> <t=E∞nˆ E n;
(3) t ∈ PHN i> <t=D∞nˆ D hˆ i> <t=E∞nˆ E hˆ;
(4) t ∈HN i> <t=D∞nˆ D h i> <t=E∞nˆ E h;
(5) t ∈ PWN i> <t=D∞nˆ D
⊔
n∈N(⊥ ⇒ · · · ⇒ ⊥︸ ︷︷ ︸
n
⇒ ⊥);
(6) t ∈WN i> <t=D∞nˆ D ⊥ ⇒ ⊥;
(7) t ∈ CN iH <t=E∞nˆ E c unionsq n;
(8) t ∈ CHN iH <t=E∞nˆ E c unionsq h;
(9) t ∈ C iH <t=E∞nˆ E c.
The proof of this theorem is done by means of 2nitary logical descriptions of D∞
and E∞ obtained by de2ning intersection type assignment systems in Section 5.
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4. Types and lter models
In the present section we will exploit the duality described in Section 2 for building
2nitary logic descriptions of the two inverse limit -models introduced in De2nition 8.
Let E˜0 be the lattice obtained from E0 by adding the missing joins and E˜∞ the in-
verse limit -model obtained from E˜0 by taking as E˜1 the cpo [E˜0 → E˜0], and as initial
embedding the embedding iE0 of De2nition 8. We 2rst de2ne pretypes corresponding
to the elements of E˜∞ and then types corresponding to the elements of D∞ and E∞.
Denition 10 (The set P of pretypes). The set P of pretypes is de2ned as follows.
P ::= |ˆ||ˆ||  |P→ P |P ∩ P
Pretypes will be denoted by A; B; A1; : : : ; A′; : : : .
We give now the correspondence between pretypes and the 2nite elements of E˜∞
(as usual we identify an element of E˜n with its embedding in E˜∞).
Denition 11 (The mapping m). The mapping m : PP → E˜∞ is de2ned as follows:
m() = n; m(ˆ) = nˆ,
m() = h; m(ˆ) = hˆ,
m() = c; m() = ⊥,
m(A→ B) = m(A)⇒ m(B), m(A ∩ B) = m(A) unionsq m(B).
The mapping m allows us to single out the sets of types.
Denition 12 (The sets TD and TE of types). (1) A pretype A is a D-type, A ∈ TD
iH m(A) ∈ D∞;
(2) A pretype A is an E-type, A ∈ TE iH m(A) ∈ E∞.
Types will be denoted by A; B; : : : ; A1; : : : . When writing types we shall use the
following convention: the constructor ∩ takes precedence over the constructor → which
associates to the right. For example
(A→ B→ C) ∩ A→ B→ C ≡ ((A→ (B→ C)) ∩ A)→ (B→ C):
Moreover, An → B will be short for A→ · · · → A︸ ︷︷ ︸
n
→ B (n¿ 0).
Remark 13. De2nition 12 makes intersection on types a partial operation. Actually,
given types A; B, the pretype A∩ B is a type iH the compact elements m(A); m(B) have
a join.
We can now give the preorders on pretypes and on types.
Denition 14 (Preorder on pretypes). The relation 6 on pretypes is de2ned by the
axioms and rules given in Fig. 3.
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Fig. 3. Preorder axioms and rules.
In Fig. 3, the 2rst eight axioms and rules correspond to standard properties of joins
and step functions. The successive 2ve axioms mimic the partial order on D0. The last
four axioms encode the initial embedding of the constants diHerent from  and .
Being ∩ commutative and associative, we will write ⋂i6n Ai for A1 ∩ · · · ∩ An.
Similarly, we will write
⋂
i∈I Ai. We convene that I; J; K , etc., when referred to as sets
of indices for types, always denote 2nite sets and that
⋂
i∈∅ Ai is .
Denition 15 (Preorders on TD and TE). (1) The relation 6D is de2ned on TD by
the axioms and rules of Fig. 3 plus the following axiom:
(→) A→ 6 → ;
(2) The relation 6E is de2ned on TE by the axioms and rules of Fig. 3 plus the
following axioms:
(-) 6 →  (→)  ∼ → :
The axioms ( →) and (-) reOect the diHerences between the embeddings iD0
and iE0 on ⊥. Notice that (-) and () imply (→). The axiom (→) encodes the
initial embedding of the constant .
Remark 16. The partial orders induced by the preorders 6D and 6E do not collapse
the sets of types TD and TE to a single point: this is a consequence of Lemma 44 in
Section 7.
The sets TD and TE are not downward closed under 6, e.g. ˆ ∈ TD, ˆ ∈ TE and
by rule (inclL) ˆ ∩ 6 ˆ, but ˆ ∩  =∈ TD, ˆ ∩  =∈ TE.
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We build 2lters on the set of pretypes and then single out the 2lters on the sets of
types.
Denition 17 (The sets FD and FE). (1) A =lter is a set  ⊆ PP such that:
(a)  ∈  ;
(b) if A6 B and A ∈  , then B ∈  ;
(c) if A; B ∈  , then A ∩ B ∈  ;
where 6 is the preorder de2ned in Fig. 3;
(2) if  ⊆ PP, then ↑  denotes the 2lter generated by  ;
(3) a 2lter is principal if it is of the shape ↑ {A}, for some type A. We shall denote
↑ {A} simply by ↑ A;
(4) FD denotes the set of 2lters  such that
(a) if A ∈  , then A ∈ TD;
(b) if A6D B and A ∈  , then B ∈  ;
(5) FE denotes the set of 2lters  such that
(a) if A ∈  , then A ∈ TE;
(b) if A6E B and A ∈  , then B ∈  .
It is easy to verify that both FD and FE, ordered by subset inclusion, are Scott
domains. As is well known, the compact elements are precisely the principal 2lters,
and the bottom element is ↑ . Further, FD is an !-algebraic complete lattice, since
it has the top element TD.
Using the mapping m we can show that FD and D∞ are isomorphic as !-algebraic
complete lattices, and that FE and E∞ are isomorphic as Scott domains. In this respect,
it is useful to show that the mapping m agrees with the preorders on types and the
partial orders on inverse limit -models. Let ∇ ∈ {D;E}.
Lemma 18. For all types A; B ∈ T∇ we have:
m(A) ∇ m(B) i> A6∇ B:
Proof. For the reader’s convenience we rewrite here statement (1) of Section 2:
⊔
i∈I
(ai ⇒ bi)  a⇒ b iH
⊔
i∈J
bi  b where J = {i ∈ I | a  ai}: (3)
Notice the set J can be empty and in this case b = ⊥.
We show that A 6∇ B implies m(A) ∇ m(B) by induction on 6∇. The axioms
on constant types just mimic the order on the initial cpos and the initial embeddings.
Axiom (→) immediately follows from the de2nition of the step function. The only
interesting cases are axiom (→ ∩) and rule ().
For axiom (→ ∩), we have to show that
m(A→ B ∩ C) ∇ m((A→ B) ∩ (A→ C))
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which is equivalent to
m(A)⇒ (m(B) unionsq m(C)) ∇ (m(A)⇒ m(B)) unionsq (m(A)⇒ m(C)):
Then, the statement follows by (3), taking a1 = a2 = a = m(A); b1 = m(B); b2 =
m(C); b = m(B) unionsq m(C).
For rule (), let A′ 6∇ A and B 6∇ B′. By the induction hypothesis m(A) ∇
m(A′) and m(B′) ∇ m(B), hence by (3) m(A′)⇒ m(B′) ∇ m(A)⇒ m(B). Thus we get
m(A′ → B′) ∇ m(A→ B) by the de2nition of m.
Now we show that m(A) ∇ m(B) implies A 6∇ B by structural induction on A
and B. First notice that each type is an intersection of type constants and arrows.
Moreover, each type constant (diHerent from  in case of 6D) is equivalent to an
intersection of arrows between constants. So each type in TD is either an intersection
of  or it is equivalent to an intersection of arrows, each type in TE is equivalent to
an intersection of arrows. More precisely, if A is not an intersection of  or ∇ = E
then A ∼∇ ⋂i∈I (Bi → Ci) for some I; Bi; Ci such that each Bi; Ci is either a constant
or a subtype of A.
If both A and B are type constants then both m(A) and m(B) are elements of the
initial cpos: just notice that there is a one–one correspondence between the preorder
on type constants and the partial order on the initial cpos.
If B is an intersection of  the proof is immediate. If A is an intersection of 
then m(A) = ⊥ and this implies m(B) = ⊥. If ∇ = D it is easy to verify that only
intersections of  are mapped into ⊥. So B must also be an intersection of .
Otherwise we get A ∼∇ ⋂i∈I (A(1)i → A(2)i ), B ∼∇ ⋂l∈L(B(1)l → B(2)l ), for some
I; A(1)i ; A
(2)
i ; L; B
(1)
l ; B
(2)
l such that each A
(1)
i ; A
(2)
i is either a constant or a subtype of A and
each B(1)l ; B
(2)
l is either a constant or a subtype of B. Let m(A
(h)
i ) = a
(h)
i , m(B
(h)
l ) = b
(h)
l ,
h = 1; 2. Then, since by above equivalent types are mapped into the same element,
m(A) =
⊔
i∈I (a
(1)
i ⇒ a(2)i ) and m(B) =
⊔
l∈L(b
(1)
l ⇒ b(2)l ). By (3), m(A) ∇ m(B)
implies that for each l ∈ L ⊔i∈Jl a(2)i ∇ b(2)l where Jl = {i ∈ I |b(1)l ∇ a(1)i }. By
structural induction on types, we get that
⋂
i∈Jl A
(2)
i 6∇ B
(2)
l for each l ∈ L, where
Jl = {i ∈ I |B(1)l 6∇ A(1)i }. By () rule
⋂
i∈Jl A
(1)
i →
⋂
i∈Jl A
(2)
i 6∇ B
(1)
l → B(2)l : It is
easily provable that (A(1)p → A(2)p ) ∩ (A(1)q → A(2)q )6∇ (A(1)p ∩ A(1)q )→ (A(2)p ∩ A(2)q ) for
any p; q ∈ N. Therefore, ⋂i∈I (A(1)i → A(2)i ) 6∇ ⋂i∈Jl A(1)i → ⋂i∈Jl A(2)i , and we can
conclude A6∇ B.
Theorem 19 (Isomorphism). (1) The mapping m∗ :FD →D∞ de=ned by
m∗( ) =
⊔
A∈ 
m(A)
is an isomorphism between FD and D∞.
(2) The mapping m∗ :FE →E∞ de=ned by
m∗( ) =
⊔
A∈ 
m(A)
is an isomorphism between FE and E∞.
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Proof. Notice that m∗(↑ A) = m(A). Then the result is obvious since the mapping is
an order-preserving bijection between the compact elements.
5. The type assignment systems
Due to the above isomorphism the interpretations of -terms in D∞ and E∞ are
isomorphic to the 2lters of types one can derive in the following type assignment
systems. This gives us the 2nitary logical descriptions of the models.
First we introduce bases and some related notations. Let ∇ ∈ {D;E}.
Denition 20 (Basis). A ∇-basis is a (possibly in2nite) set of statements of the shape
x : A, where A ∈ T∇, with all term variables x distinct.
We will use the following notations:
• If $ is a ∇-basis then x ∈ $ is short for x : A ∈ $ for some A.
• If $ is a ∇-basis and A ∈ T∇ then $; x : A is short for $ ∪ {x : A} when x =∈ $.
In the following, we will use bases which assign to all variables the same type as
well as bases which assign to all variables but one the same type.
Denition 21. $A = {x : A | x ∈ var} and $x:BA = {x : B} ∪ {y : A |y ∈ var and
y ≡ x}.
Denition 22 (The type assignment systems). The ∇-type assignment system is a for-
mal system for deriving judgements of the form $ ∇ t : B, where the subject t is an
untyped -term, the predicate B is in T∇, and $ is a ∇-basis. The system has the
following axioms and rules.
(Ax)
(x : A) ∈ $
$  x : A (Ax-) $  t : 
(→ I) $; x : A  t : B
$  x:t : A→ B (→E)
$  t : A→ B $  u : A
$  tu : B
(∩I) $  t : A $  t : B
$  t : A ∩ B (6∇)
$  t : A A6∇ B
$  t : B
This way we obtain two type assignment systems in which the derivability is denoted
by D and E.
Example 23. Fig. 4 gives some paradigmatic examples of deductions in our type sys-
tems. Notice the use of intersection introduction and subsumption rules in order to
derive atomic types. All derivations but the last one are valid in both systems, whereas
the last one is valid only in E. We omit the indexes D and E.
Having axiom (Ax-), one can give a type to a term without assigning types to its
free variables. In this axiom, term t can be any -term. For example, in derivations
(D3) and (D4) (Fig. 4) this axiom is used to type the term W4 with the type .
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Fig. 4. Type derivations.
Remark 24. Notice that we do not need restrictions in rule (∩I) also for the system E,
since we have A∩B ∈ TE whenever $ E t : A and $ E t : B. This can be proved by
induction on t using the Generation theorem (Theorem 25). A shorter semantic proof
is the following: $ E t : A and $ E t : B imply by Theorem 26 <t=E∞ E m(A) and
<t=E∞ E m(B) where (x) =↑E C for (x : C) ∈ $. Therefore, m(A) and m(B) have a
join, E∞ being a cpo, i.e. m(A)unionsqm(B) = m(A∩B), and so by De2nition 12 A∩B ∈ TE.
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As usual we consider -terms modulo %-conversion. It is easy to verify that the
intersection elimination rules are derivable: 3
(∩E) $  t : A ∩ B
$  t : A
$  t : A ∩ B
$  t : B
and that the following rules are admissible:
(6∇ L)
$; x : A  t : B A′ 6∇ A
$; x : A′  t : B
(W)
$  t : B x =∈ $
$; x : A  t : B (S)
$; x : A  t : B x =∈ FV(t)
$  t : B
As usual we have a Generation theorem for our type assignment systems: the proof
by induction on derivations follows the proof of the same property for the standard
intersection type system (see e.g. [4]).
Theorem 25 (Generation theorem). (1) Assume A ∼∇ . Then $ ∇ x :A i> (x :B)
∈ $ and B6∇ A for some B ∈ T∇.
(2) $ ∇ tu : A i> $ ∇ t : B→ A, and $ ∇ u : B for some B ∈ T∇.
(3) $ ∇ x:t : A i> $; x : Bi ∇ t : Ci and
⋂
i∈I (Bi → Ci) 6	 A, for some I and
Bi; Ci ∈ T	.
(4) $ ∇ x:t : B→ A i> $; x : B ∇ t : A.
Note that in the 2rst case of the theorem, we have to suppose that A ∼∇ , since
we can derive ∇ x :  using axiom (Ax-).
The main motivation for introducing the type assignment systems is to get the mean-
ing of a -term in the inverse limit -models by means of the types which are deducible
for it.
Recall that mappings  : var → FD and  : var → FE are called environments.
The notation $✄ means that for (x : B) ∈ $ one has that B ∈ (x): The proof of the
following theorem by induction on -terms using the Generation Theorem 25 is easy.
Theorem 26 (Finitary logical descriptions). (1) For any -term t and environment
 : var → FD,
<t=F
D
 = {A ∈ TD | ∃$:$ ✄  & $ D t : A};
(2) For any -term t and environment  : var → FE,
<t=F
E
 = {A ∈ TE | ∃$:$ ✄  & $ E t : A}:
As an immediate consequence we get that typings are invariant under subject con-
version.
3 A rule is derivable in a system if, for each instance of the rule, there is a deduction in the system of
its conclusion from its premises. A rule is admissible in a system if, for each instance of the rule, if its
premises are derivable in the system then so is its conclusion.
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Corollary 27. If $ ∇ t : A and t = u, then $ ∇ u : A.
Theorems 19 and 26 allow us to rephrase the main theorem of Section 3, Theorem
9, as follows:
Theorem 28 (Main theorem, version II). (1) t ∈ PN i> $ˆ D t : ˆ i> $ˆ E t : ˆ;
(2) t ∈N i> $ˆ D t :  i> $ˆ E t : ;
(3) t ∈ PHN i> $ˆ D t : ˆ i> $ˆ E t : ˆ;
(4) t ∈HN i> $ˆ D t :  i> $ˆ E t : ;
(5) t ∈ PWN i> $ˆ D t : n →  for all n ∈ N;
(6) t ∈WN i> $ˆ D t : → ;
(7) t ∈ CN i> $ˆ E t :  ∩ ;
(8) t ∈ CHN i> $ˆ E t :  ∩ ;
(9) t ∈ C i> $ˆ E t : .
The proofs of the (⇒) parts of this Theorem are mainly straightforward inductions
and case split, with the exception of the case of persistently normalising terms, which
is treated in Section 6. The proofs of the (⇐) parts require the set-theoretic semantics
of intersection types using saturated sets, which is developed in Section 7.
Proof. (9)–(2)(⇒). In this proof we will use the characterisations of PWN and
PHN given in the proof of Proposition 6.
(9) We will show $ E t :  for all t by structural induction on t. If t is a variable it
is trivial. If t ≡ up, then by the induction hypothesis $ E u :  and $ E p : .
By rule (6E) we get $ E u :  →  and therefore using (→E) we conclude
$ E t : . If t ≡ x:u, by the induction hypothesis $ E u : . Then using
(→ I) we deduce $ E t : →, and we conclude by (6E) $ E t : . We can
conclude E t :  for all closed t, and by rule (W) $ˆ E t : . Derivation (D5)
in Fig. 4 is a paradigmatic example.
(6) By Corollary 27 it suPces to consider t in weak head normal form. If t ≡ x:u,
then we get $x:ˆ D u :  by (Ax-) and $ˆ D t :  →  by rule (→ I).
If t ≡ xu˜, where m is the length of u˜, being ˆ 6D m+1 → , we derive
$ˆ D t : →  using (Ax-), (6D) and (→E).
(5) If t is an unsolvable term of order ∞, i.e. for all n ¿ 0, there is u such that
t = x1 : : : xn:u, we can derive $ˆ D x1 : : : xn:u : n →  by (Ax-) and
rule (→I). If t is a solvable term such that the head variable of its head normal
form is free, i.e. t = ˜x:yu˜, being ˆ 6D m+l →  for all l, we can derive
$ˆ D ˜x:yu˜ : n+l → , where m is the length of u˜ and n is the length of x˜.
(4) Again by Corollary 27 it suPces to consider t in head normal form. Let t ≡ y˜:xu˜
where y˜ has length n and u˜ has length m. We have $ˆ ∇ xu˜ :  by rules (Ax-),
(6∇) and (→E) being ˆ 6∇ m →. By (→ I) this implies $ˆ ∇ t : ˆn →.
We conclude $ˆ ∇ t :  using (6∇) and (6∇ L). An example is derivation
(D4) in Fig. 4.
(8) Follows from (4) and (9) being CHN = C ∩HN.
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(3) The head variable of the head normal form of t must be free. We can type a
term of the shape ˜x:yu˜, where y =∈ x˜ as follows: $ˆ ∇ ˜x:yu˜ : n → ˆ, since
ˆ6∇ m → ˆ, where m is the length of u˜ and n is the length of x˜. We conclude
$ˆ ∇ t : ˆ using (6∇). See the derivation (D3) in Fig. 4 as an example.
(2) By (4), we get $ˆ ∇ t : . Since  ∼ ˆ → , we only need to prove $ˆ ∇
t : ˆ→ . The proof is by induction on the normal form t. If t is a variable it is
trivial, since ˆ 6∇ ˆ → . If t ≡ xu˜ then by induction $ˆ ∇ u :  for all u ∈ u˜
and we get $ˆ ∇ t : ˆ →  since ˆ 6∇ m → ˆ → , where m is the length of
u˜. If t ≡ x:u then by induction $ˆ ∇ u :  and this gives $ˆ ∇ t : ˆ →  by
rule (→ I). A paradigmatic example is derivation (D2) in Fig. 4.
(7) Follows from (2) and (9) being CN = C ∩N.
6. Persistently normalising terms
In the following section we omit the index ∇. We need some de2nitions in order
to state the characterisation of the set PN given in 8 (Theorem 34).
We split the occurrences of variables in normal forms into replaceable and nonre-
placeable ones. Roughly a variable is replaceable in t iH it can be replaced by an
arbitrary term when t is applied to a suitable sequence of arguments.
Denition 29 (Replaceable and non-replaceable variables). In a normal form t:
• All occurrences of variables bound in the initial abstractions are replaceable.
• All occurrences of free variables are non-replaceable.
• Let xu˜(˜zy:p) be a subterm of t. Then the occurrences of y in p are (non)-replaceable
if the showed occurrence of x is (non)-replaceable.
Let RV(t) and NV(t) denote, respectively, the sets of replaceable and non-replaceable
variables of t.
Example 30. In the term x:y(z:x(yx)(u:zu)) the variables x; u are replaceable and
the variables y; z are non-replaceable.
It is easy to verify that each occurrence of a variable in a normal form is either
replaceable or non-replaceable according to the previous de2nition.
We can classify the subterms of a normal form, which are arguments of a variable,
according to whether the occurrence of this variable is replaceable or non-replaceable.
Informally, a subterm of a normal form t is safe when it remains an argument of the
same variable when t is applied to arbitrary terms.
Denition 31 (Safe and unsafe subterms). Let t be a normal form and xp˜u be a sub-
term of t. Then (the showed occurrence of) u is:
• an unsafe subterm if (the showed occurrence of) x is replaceable;
• a safe subterm if (the showed occurrence of) x is non-replaceable.
Moreover t is an unsafe subterm of t.
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Example 32. In the term x:y(z:x(yx)(u:zu)) the term itself and the proper subterms
yx and u:zu are unsafe while the subterms z:x(yx)(u:zu); u are safe.
Remark 33. The variables bound in the initial abstractions of a safe subterm are non-
replaceable, while the variables bound in the initial abstractions of an unsafe subterm
are replaceable.
Theorem 34 (Characterisation of PN, BNohm and Dezani [8]). A term is persistently
normalising i> in its normal form all head variables of unsafe subterms are non-
replaceable.
Example 35. In the term x:y(z:x(yx)(u:zu)) the unsafe subterms are the term it-
self and the proper subterms yx; u:zu: the variables y; z are non-replaceable, therefore
x:y(z:x(yx)(u:zu)) ∈ PN.
In particular it follows that if t ∈ PN is a normal form, then its head variable is
free.
We will use this characterisation in order to prove that if t ∈ PN then $ˆ  t : ˆ.
Before that we give the last de2nition and three lemmas about the types of safe and
unsafe subterms.
Denition 36. Let t be a normal form, u be a subterm of t and A; B be types. We
de2ne the basis ((t; u; A; B) as follows:
((t; u; A; B) = {x : A | x ∈ RV(t) ∩ FV(u)} ∪ {x : B | x ∈ NV(t) ∩ FV(u)}:
Lemma 37. Let t ∈ PN be a normal form, and ˜x:u be an unsafe subterm of t.
Then:
((t; u; ; ˆ)  u : ˆ:
Proof. Let u ≡ ˜z:yp˜ and $ = ((t; u; ; ˆ). By Theorem 34 y is non-replaceable in t,
so y is free in u (Remark 33), since the variables in z˜ are replaceable by De2nitions
29 and 31. Therefore y : ˆ ∈ $. Using axiom (Ax-), and rules (6), (→E) we can
derive $  yp˜ : ˆ since ˆ ∼ → ˆ. We can conclude by rules (→ I) and (6) taking
as premises z :  for all z ∈ z˜.
Lemma 38. Let t ∈ PN be a normal form, and ˜x:u be a safe subterm of t. Then:
((t; u; ; ˆ)  u : :
Proof. Let u ≡ ˜z:yp˜, $ = ((t; u; ; ˆ) and $′ = $ ∪ {z : ˆ | z ∈ z˜}. The variables in
z˜ are non-replaceable by De2nitions 29 and 31. This implies ((t; p; ; ˆ) ⊆ $′ for all
p ∈ p˜.
If y is replaceable, then by De2nition 31 all p ∈ p˜ are unsafe subterms, so by Lemma
37 ((t; p; ; ˆ)  p : ˆ for all p ∈ p˜. By rules (6 L) and (W) we get $′  p : ˆ for all
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p ∈ p˜. From y :  ∈ $′ we can then derive $′  yp˜ :  using rules (6), and (→E),
since  ∼ ˆ→ . We can conclude by rules (→ I) and (6).
If y is non-replaceable, from y : ˆ ∈ $′ using axiom (Ax-), and rules (6); (→E)
we can derive $  yp˜ : ˆ, since ˆ ∼  → ˆ. By rule (6) this gives $  yp˜ : , so
we can conclude using rules (→ I) and (6).
Lemma 39. Let t ∈ PN be a normal form. Then:
((t; u; ; ˆ)  u : ˆ whenever ˜x:u is an unsafe subterm of t;
((t; u; ; ˆ)  u :  whenever ˜x:u is a safe subterm of t.
Proof. The proof is by structural induction on safe and unsafe subterms of t.
The 2rst step, i.e. when u is a variable, is trivial.
For the induction step let $ = ((t; u; ; ˆ). We distinguish the following cases.
If u ≡ yp˜ and ˜x:u is unsafe, then by Theorem 34 y is non-replaceable in t, so
y : ˆ ∈ $. By De2nition 31 all p ∈ p˜ are safe subterms, and so by the induction
hypothesis ((t; p; ; ˆ)  p : . By rule (W) we get $  p :  for all p ∈ p˜, so we
conclude $  u : ˆ using (6) and (→E), since ˆ6 → ˆ.
If u ≡ yp˜ and ˜x:u is safe, then y can be either replaceable or non-replaceable, but
in both cases $  y : . By De2nition 31 all p ∈ p˜ are unsafe subterms, so by the
induction hypothesis ((t; p; ; ˆ)  p : ˆ. We conclude as in the previous case since
6 ˆ→ .
If u ≡ z:u′ and ˜x:u is unsafe, then by the induction hypothesis ((t; u′; ; ˆ)  u′ : ˆ.
By De2nitions 29 and 31 z is replaceable in t, therefore z :  ∈ ((t; u′; ; ˆ). Using rule
(→ I), we get $  u : → ˆ. By Lemma 37 ((t; u; ; ˆ)  u : ˆ: Using rules (6L) and
(∩I) we get $  u : ˆ ∩ (→ ˆ), so we can conclude by (6), since ˆ ∼ ˆ ∩ (→ ˆ).
If u ≡ z:u′ and ˜x:u is safe, the proof is similar to the previous case using Lemma
38 instead of Lemma 37.
Proof of Theorem 28. (1)(⇒). By Corollary 27 it suPces to consider t in normal
form, and Lemma 39 yields the conclusion as t is an unsafe term itself, using rules
(6L) and (W). Derivation (D1) in Fig. 4 is a paradigmatic example.
7. Reducibility method
In order to prove the (⇐)-part of our main statement (Theorem 28), we will use
the set-theoretic semantics of intersection types and saturated sets, which is referred to
as the reducibility method.
The reducibility method was introduced by Tait [32] for proving the strong normal-
isation property of simply typed -calculus. Further it was developed in [33,17] for
proving the strong normalisation property of polymorphic -calculus.
In [27,34,20,21,15,5], the reducibility method is applied in order to characterise ex-
actly all strongly normalising -terms in -calculus with intersection types. The re-
ducibility method is also used for characterising some special classes of -terms such
as strongly normalising terms, normalising terms, head normalising terms, and weak
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head normalising terms. They are characterised by their typeability in various intersec-
tion type assignment systems in [22,14], whereas both the mentioned terms as well as
their persistent versions are characterised in [13]. Furthermore, this method was applied
in the proof of the Church–Rosser property (conOuence) of the simply typed -calculus
in [31,19,24,25].
We will adapt the reducibility method, by requiring that the terms typeable with the
key types listed in Theorem 28 belong to the corresponding sets.
In order to develop the reducibility method we consider  as the applicative structure
whose domain are -terms and where the application is just the application of terms.
We 2rst de2ne the interpretations of types in TD and in TE: the only diHerence
between the two interpretations concerns the arrow constructor. Let P() denote the
powerset of .
Denition 40. (1) The map < − =D : TD → P() is de2ned by:
<=D =N, <ˆ=D = PN, <=D =HN, <ˆ=D = PHN, <=D = ;
<A ∩ B=D = <A=D ∩ <B=D;
<A→ B=D = <A=D D−→ <B=D = {t ∈WN | ∀ u ∈ <A=D tu ∈ <B=D}.
(2) The map < − =E : T→ P() is de2ned by:
<=E =N, <ˆ=E = PN, <=E =HN, <ˆ=E = PHN, <=E = C; <=E = ;
<A ∩ B=E = <A=E ∩ <B=E;
<A→ B=E = <A=E E−→ <B=E = {t ∈  | ∀u ∈ <A=E tu ∈ <B=E}.
Observe the relation between D−→ and E−→:
S
D−→T = (S ∩WN) E−→T:
Notice that
<→ =D = {t ∈WN | ∀ u ∈ <=D tu ∈ <=D}
= {t ∈WN | ∀ u ∈  tu ∈ } =WN
and by De2nition 3
⋂
n∈N <
n → =D =⋂n∈N <n → → =D
= {t ∈WN | ∀ u˜ ∈ <=D t˜u ∈ <→ =D}
= {t ∈WN | ∀ u˜ ∈  t˜u ∈WN} = PWN:
The following de2nition of saturated set is standard, see Krivine [20,21].
Denition 41. A set S ⊆  is saturated, notation SAT (S), if
(∀t; u; p˜ ∈ ) t[x := u]˜p ∈S⇒ (x:t)up˜ ∈S:
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Obviously, each of the sets PN, N, PHN, HN, C, and  satis2es the above
condition, since they are closed under -conversion. We can show that both type
interpretations are saturated.
Lemma 42. (∀A ∈ T∇)SAT (<A=∇).
Proof. The proof is by structural induction on types. The only interesting case is that
of arrow types. Let t; u; p˜ ∈ . Suppose t[x := u]˜p ∈ <A → B=D. Let q ∈ <A=D be
arbitrary. By De2nition 40(1) t[x := u]˜pq ∈ <B=D. Then by the induction hypothesis
(x:t)up˜q ∈ <B=D. Moreover, by De2nition 40(1) we get t[x := u]˜p ∈ WN, and this
implies (x:t)up˜ ∈WN. Since q was arbitrary, according to De2nition 40(1) we get
(x:t)up˜ ∈ <A → B=D. Similarly, one can show that t[x := u]˜p ∈ <A → B=E implies
(x:t)up˜ ∈ <A→ B=E.
We can simplify Lemma 42.
Corollary 43. (∀A ∈ T∇) (∀u ∈ )t[x := u] ∈ <A=∇ ⇒ (x:t)u ∈ <A=∇.
The preorders on types agree with the set-theoretic inclusion between type interpre-
tations.
Lemma 44. If A6∇ B, then <A=∇ ⊆ <B=∇.
Proof. By induction on the length of the derivation of A 6∇ B. Proposition 6 justi-
2es the axioms between atomic types. Axioms (ˆ→) and (→) follow from Def-
initions 2 and 3. Axiom (ˆ→) follows from the same de2nitions taking into ac-
count that PN ⊆  → PHN since PHN =  → PHN. Axiom (→) follows
from Proposition 7 taking into account that N ⊆ PHN → HN since HN =
PHN→HN.
We de2ne the ∇-valuations of terms < − =∇+ :  →  and the semantic satis=a-
bility relations |=∇ which connect the type interpretations and the term valuations as
follows.
Denition 45. Let <− =∇ : T∇ → P(), ∇ ∈ {D;E}, be the de2ned type interpretation
and let + : var→  be a valuation of term variables in . Then
(1) < − =∇+ : →  is de2ned by
<t=∇+ = t[x1 := +(x1); : : : ; xn := +(xn)], where FV(t) = {x1; : : : ; xn};
(2) + |=∇ t : A iH <t=∇+ ∈ <A=∇;
(3) + |=∇ $ iH (∀(x : A) ∈ $) + |=∇ x : A;
(4) $ |=∇ t : A iH (∀+ |=∇ $) + |=∇ t : A.
We can prove that our type assignment systems are sound for the above semantic
satis2ability.
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Theorem 46 (Soundness).
$ D t : A⇒ $ |=D t : A $ E t : A⇒ $ |=E t : A:
Proof. By induction on the derivation of $ ∇ t : A.
Case 1: The last step is (Ax), i.e. $; x : A ∇ x : A. Then $; x : A |=∇ x : A by
De2nition 45(3).
Case 2: The last step is (→E), i.e. $ ∇ t : A → B; $ ∇ u : A ⇒ $ ∇ tu : B.
Then by the induction hypothesis $ |=∇ t : A→ B and $ |=∇ u : A. Let + |=∇ $, then
<t=∇+ ∈ <A→ B=∇ = <A=∇ ∇−→ <B=∇ and <u=∇+ ∈ <A=∇. Therefore <tu=∇+ ≡ <t=∇+ <u=∇+ ∈ <B=∇.
Case 3: The last step is (→ I), i.e. $; x : A ∇ t : B ⇒ $ ∇ x:t : A → B.
By the induction hypothesis $; x : A |=∇ t : B. Let + |=∇ $ and let u ∈ <A=∇. We
de2ne +[x := u](x) = u; +[x := u](y) = +(y) for x = y. Then +[x := u] |=∇ $, since
x =∈ $, and +[x := u] |=∇ x : A, since u ∈ <A=∇. Therefore, +[x := u] |=∇ t : B, i.e.
<t=∇+[x:=u] ∈ <B=∇, which means by De2nition 45(1) that t[y˜ := +(y˜)][x := u] ∈ <B=∇,
where y˜ = FV(t)\{x}. By Corollary 43 we have (x:t[y˜ := +(y˜)])u ∈ <B=∇. Then
<x:t=∇+ u ∈ <B=∇ since x =∈ FV(x:t). Notice that <x:t=D+ ∈ WN. Therefore, <x:t=D+ ∈
<A=D D−→ <B=D = <A→ B=D, since u ∈ <A=D was arbitrary. Similarly <x:t=E+ ∈ <A→ B=E.
Case 4: The last step is (∩I), i.e. $ ∇ t : A; $ ∇ t : B⇒ $ ∇ t : A∩B. Then by
the induction hypothesis $ |=∇ t : A and $ |=∇ t : B. Let + |=∇ $, then <t=∇+ ∈ <A=∇
and <t=∇+ ∈ <B=∇. Therefore, <t=∇+ ∈ <A ∩ B=∇, i.e. $ |=∇ t : A ∩ B.
Case 5: The last step is (6∇), i.e. $ ∇ t : A; A 6∇ B ⇒ $ ∇ t : B. By the
induction hypothesis $ |=∇ t : A. Let + |=∇ $, then <t=∇+ ∈ <A=∇. According to Lemma
44 <A=∇ ⊆ <B=∇ so it follows that <t=∇+ ∈ <B=∇, i.e. $ |=∇ t : B.
Proof of Theorem 28. (⇐). The proofs of all parts are similar, so we only consider
part (5). Let $ˆ  t : n → , for all n. By soundness (Theorem 46) we have
that if + |=D $ˆ, then <t=D+ ∈ <n → =D, for all n. We can take +1(x) = x, being
+1 |=D $ˆ, because all variables belong to PN. Obviously, +1(t) = t for every -
term t. Therefore we get that t ∈ <n → =D, for all n. Hence, t ∈ PWN since⋂
n∈N <n → =D = PWN by De2nition 40.
Remark 47. Observe that the interpretation of terms we use in the proof of Theorem
28 (⇐) is just the identity.
The present section is another witness of the power and elegance of the reducibility
method, which allows to split the necessary double induction on types and deductions
in simple statements with easy proofs.
8. Conclusion
The main contribution of the present paper is to show that two models can char-
acterise many diHerent sets of terms. On the one hand, it seems that we cannot 2nd
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elements representing weak head normalisability and closability in the same model,
since the 2rst property requires the lifting of the space of functions and this does
not agree with the second one. On the other hand, there are properties which appear
strongly connected, like each normalisation property with its persistent version. It is
not clear if these properties can be characterised separately, i.e. if one can build models
in which only one of these properties is characterised.
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