Abstract: In this paper a quantitative PD model development has been excercised according to the Basel Capital
Introduction
Probability of default (PD) represents the credit risk parameter that plays an important role in contemporary banking risk management practice. It contributes as the key risk parameter in loan approval process and it is also used as the basis for rating class determination of the client. The aim of PD estimate is to accurately and efficiently quantify the level of credit risk inherited within a customer. The PD estimates is calculated by usage of credit scoring models, its objective is to predict future behavior of customer or transacion in terms of probability occurance of 90 days past due event in next 12 months 4 after the loan disbursment. The PD is estimated solely by relying on past experience of customers with similar characteristics. Thus, this parameter of credit risk of a borrower is associated with probability that it will enter in status of default on approved loan one-year horizon. The main tool for PD calculation is credit scoring model which has a goal to provide discrimination between the clients who do default and the ones who do not, i.e. between good and bad clients in terms of their creditworthiness. Discrimination ability is the key indicator of predictive model successfulness. The higher the discrimination power of credit scoring model the more precise the credit scoring model will be.
Contemporary risk management practice and regulation emphasizes and promotes the use of credit scoring models for various asset classes of bank's credit portfolio (BCBS, 2006) . Basel II framework emphasizes three approaches to quantifying of group PD: approach based on historical default, approach based on the statistical model and external mapping approach. The visibility and attractivness of PD models has also been recognized in new IFRS 9 standard (IASB, 2014) . The new IFRS 9 standard extends the usage of PD models not only for calculation of risk weighted assets, as currently under Basel Capital Accord IRB approach, but for calculation of loan loss provision and allowances.
Retail banking practice uses application and behavioral credit scoring models for automation of loan approval process for individuals (Kennedy, Namee, Delany, O'Sullivan, & Watson, 2013) . In retail banking decision to grant a loan based on fundamental analysis and credit analyst assessment is left to be applied only for high amount or non-standard loans. The PD estimate has been referred to as one of the main and most widely used risk factor in Basel II era (Pluto & Tasche, 2010) .
The main benefits of logistic regression (LR) usage is that linearity, normality conditions, as well as, independence among independent variables is not assumed in LR approach which leaves more flexibility in working with real-life data. Later on, studies have shown that LR is a sound and powerful statistical approach for modeling credit risk.
In the recent years the extensive development of credit scoring models has been done. Credit scoring models were first built on data from developed world economies and only later they started to utilize data from different emerging markets. The paper of (Hermanto & Gunawidjaja, 2010) tested the performance of LR model on Indonesian SME data over the period of [2005] [2006] [2007] . The LR study performed on 700 SME loans in Slovakia between 2000 and 2005 pointed out that liquidity and profitability factors are important determinants of SME defaults (Fidrmuc & Hainz, 2010) . The recent research of (Louzada, Ferreira-Silva, & Diniz, 2012) tried to reveal the LR models performance on state-dependent sample extracted from a portfolio of a Brazilian bank. Furthermore, the research of (Jain, Gupta, & Sanjiv, 2011) examined the behavior of default risk measures and explored the most significant financial variables for SMEs using LR technique. For the purpose of this research, the Indian database of about 3000 SMEs has been used, covering years from 2007 to 2009. Another research, based on Korean dataset (Sohn & Kim, 2012) tried to reveal the best behavioral credit scoring model for technology-based SMEs. The study uses data from Serbian publicly listed companies of nonbanking sector which were part of Belex15 index and non-banking sector stocks that entered into the composition of Belexline index, to test the accuracy of Altman's Z-score model in predicting failure of Serbian companies. The same authors applied the models developed by Sandin and Porporato to a sample of Serbian companies in order to test the usefulness of ratio analysis to predict bankruptcy in a period of stability of an emerging economy. The behavioral scoring results have been revealed and compared to its application credit scoring counterpart. Finally, in the most recent study of (Khemais, Nesrine & Mohamed, 2016) compared LR and discriminatory analysis results, based on a sample of small and medium enterprises for one Tunisian commercial bank.
Probability od default estimation methodology and experimental design
PD estimation for individual borrowers is the first step in estimation of credit exposure and potential losses that financial institutions face. When PD is known, it is simple to estimate the loss distribution which represents the basic element of risk estimation present in the economy and the financial systems (Avesani, Liu, Mirenstean i Salvati, 2005) . However, PD estimation may be a challenge mainly due to limited data availability. Basel II emphasizes the need of banks to develop and apply only internal credit risk models and therefore quantitative models of PD estimation represent the basis for application of IRB approach for corporate entities. The banks are required to enable PD estimation based on the group of borrowers with similar characteristics. However, PD estimation may be a challenge mainly due to limitated data availability. Scoring models of PD estimation used in this research are based on the financial data related to a concrete company. The model is based on logistic regression.
In view of the fact that PD is the basic input of the credit risk model, the primary problem may occur in the case of small number of defaults. Also, there is the problem of instability of the number of clients in the status of default as the result of small number of borrowers in individual rating classes.
Basel II framework published in relation to the validation principles (2005) is considered to be sufficiently flexible so that even portfolios with a small number of default incidents are acceptable for application under the IRB systems. As in the case of other portfolios, they must fulfill minimum criteria established by the Basel framework that include requirements for a sensible risk differentiation and sensibly precise and consistent quantitative risk estimations. The choice of tools and techniques will considerably depend on the situation of the individual bank and the portfolio itself.
Rating model development process included the following phases: 1. definition of basic input dataset;
2. definition of sample for model development and validation; 3. definition of independent variables; 4. correlation analysis of variables; 5. regression analysis; 6. testing of scoring model and 7. rating definition.
For necessary calculations in the development and validation process, certain concepts of validation in the form of measurement of the discrimination strength of the model and the adequacy of its calibration have been applied. Approaches that were found to best measure the model quality were chosen, on the basis of the validation process of the model according to empirical results.
All necessary methods and models were applied on the relevant data obtained from a small bank's operations exposed to credit risk (measured by the balance amount and its share in the total balance amount of the banking sector) which predominantly performs its business activities with corporate clients (corporate entities) on the domestic market i.e. on the market of the Republic of Serbia.
Data collection and structure of dataset
In order to define the database which will serve as a source of data for the model development, it was necessary to define the model objectives. In this sense, the model developed here is intended for use in estimation of new borrowers (application model). The model included only quantitative financial data. The quantitative data are mostly standardized, which enables reliable overview of the borrower's financial position.
Data collection is the most demanding segment of the model development process. It was very importent for the model integrity to make sure that the empirical data fulfill the requirements such are the representativity of the segment for model application, the quantity (sufficient quantity to enable statistically important results), the quality (in order to avoid distortion as a result of unreliable data). In this context, it was necessary to perform preliminary analysis of the available database in order to enable insight into available data, deletion of double entries and identification of the nature of missing data.
Dataset representing the basis for creation of the possibility to perform adequate modelling had to fulfill the following conditions:
-obvious mistakes had to be removed; -it had to include only homogeneous data, where relation between e.g. financial ratios and incidents of default could be comparable;
-data on default are available and reliable for all borrowers.
Basic aspect of data acquisition is defining of exact time framework in which data are acquired. The prrediction period of one year was used, which coincides with the financial reporting period. The use of longer observation periods may have favourable impact on the predictive strength of the model and, although it is not obligatory under the Basel II standards, banks are encouraged to use longer prediction periods when assigning internal ratings.
In the research, we used the possibility of acquisition of observations of different borrowers for the puropose of their inclusion into the database using different starting points in time. This approach of time stratification is desirable as it decreases dependence of data on a particular calendar year i.e. the economic cycle present at the moment to which the data refer. This is especially important from the viewpoint of work with small databases, such is the available database, and with the aim of generating a quality, statistically significant sample that may be used for the model creation. Available database contains both clients regular in repayment and those who are not.
The database was formed out of financial statements of clients of a small bank operating on the market of the Republic of Serbia, obtained from the database of the Serbian Business Registers Agency. The Agency represents a relevant source of finacial statements and other information about the borrowers on the domestic market. Legal regulations oblige legal entities to annually submit complete financial statements to the Serbian Business Registers Agency.
Financial statement data were matched with each firm's credit repayment performance over the 12-month period in order to construct the default status as a dependent (target) variable. The target variable is represented as a binary variable: 1-default status, 0-non-default status. The default status emerges if the firm in the subsequent year enters into material delinquency (more than 1% of exposure) on their obligation of more than 90 consecutive days past due. Such definition of target variable is compliant with (BCBS, 2006) . Defaults are internal information of the bank and are recorded only for the bank's clients.
In view of the fact that the bank is small with a relatively limited database, the whole population was included in the analysis i.e. census research was performed in which all data were acquired for all elements of the population. In model development, the population is usually too large for the analysis based on the entire population, therefore a carefully chosen sample is used for the analysis.
In the research we used end-of-year financial statements and historical performance data for 718 corporate entities in Serbia. Data acquired and cleared represent the entire dataset. However, it was necessary to make a division on the sample for creation (development) of the model and the validation sample. In this sence, a real division was applied that enabled development of the scoring model based on development sample of unknown dataset in the validation sample. The idea behind this is to set aside a part of the data as validation sample to test how well the model obtained from the train sample performs on the data that were not involved in coefficient estimation. The data partition of xx:yy has been done using random stratified sampling on target variable by years. The data partition contributes to lowering the possibility of model overfitting. Namely, the danger comes from the fact that credit scoring model might be doing well on train sample, but performing poorly in practice (Harrell, 2015 (Carlehed & Petrov 2012) Population from which samples for development and validation of the model were created included corporate entities for which complete information are availabe including their financial standing, regularity of repayment, account blockages and other relevant data categories.
Bearing in mind that basic information (dependant variable) for the model development is borrower's status of default, it was necessary to exclude borrowers to which the bank had only short period of exposure after the staring date of observing. This was done with regard to the fact that PD, as one of the basic parameters that will be the result of the rating model, in accordance with Basel II standards on which the regulations of the National Bank of Serbia are based, is estimated for the period of one year. One-year period is the most suitable for estimation of PD as it coincides with the financial reporting and the auditing period for corporate entities.
Division on development and validation samples was performed in the following manner: It is not easy to determine the minimally acceptable sample size. In some approaches, it is recommended that, after division of samples according to ratings, there should be at least ten observations (Siddiqi, 2012) in the status of default per one rating. This also applies to groups that emerge upon transformation of data by application of weight of evidence (WoE) approach, i.e. groups of risk levels for analysis of individual attributes, indicators that are candidates for inclusion in the final scoring function. Minimum sample size in the reasearch is determined by application of 10k rule (Siddiqi, 2012) starting from the basic premise of the developing model and it is that it will be defined with minimum number of parameters (e.g. financial indicators) in the model recommended by the literature, which is 6. In application of this approach, with determined percent of clients in default in the entire population, it was necessary to create the sample of 312 input data. On the basis of this, although recommended proportion of development and validation samples is 70:30, the proportion of 50:50 share of these two samples was applied here. Such proportion satisfied the applied rule for determination of the minimum sample size and offered a better basis for model validation as it provided sufficient number of default events for both creation and testing of the model.
Financial statements data -variables construction
After the quality of basic financial data was determined, the choice of potential variables that may describe the outcomes was made. The first step is to define and calculate all possible indicators from the availbale dataset. A number of indicators will be excluded in the first phase as the consequence of insufficient or inadequate availability of data. In order to enable the multivariate analysis, it was necessary to solve the problem of missing values.
When it comes to models that are applied on coroprate entities, financial ratios are usually used for standardization of available information. This means financial ratios that indicate the structure and the financial position of the borrower as well as the trends of development of certain aspects of the borrower's business operations. Chosen input ratio indicators should represent the most important credit risk factors: leverage, liquidity, productivity, turnover, profitability, size, growth, etc. For the purpose of this research, 142 ratios were formed.
After the calculation of input financial indicator ratios, it was necessary to identify and eliminate potential elements that significantly deviate (outliers) as they can seriously distort evaluated model parameters. Outliers in ratios may exist even when their financial data are basically clear (e.g. when allowed determinator values are near zero). Financial ratio indicators are more desirable for use than the financial statement data in view of the fact that raw financial data depend on the size of the company.
First two tasks that were executed in the course of financial ratio processing were the overview of their economic meaning and establishment of working hypotheses of their relationship with the default status and review of the monotony structure of default rate at different levels of observed financial ratio.
An indicator is considered to be the reliable default risk prediction factor if it behaves in accordance with the economic theory. In this case, it can be presumed that it is not only accidentally correlated with default risk but it also indicates the facts that have significant economic relation to PD. Only when it was possible to establih the working hypothesis and confirm it empirically, the financial ratio was used in futrther analysis.
If the empirical data have contradictory trends in relation to the financial theory, based on the model development sample, such financial ratio was excluded from the list of possible variables to be included in the multivariate analysis.
For relative indicators such as financial ratios, another executed analysis is the verification of sustainability of the hypothesis of monotonous relation to the default rate at various levels of observed financial ratio. This is the crucial requirement in modern multivariate statistical approaches to rating models based on logistic regression.
Graph 1. Trends of ratio Financial obligations/EBITDA and default rates
As it can be seen from the ratio example shown above, the growing rate of defaults is recorded with the growth of indicator's value. This is in accordance with economic logic that with growth of indebtedness in relation to business operation results, the ability of regular repayment of the corporate entity declines.
So, four aspects are considered for each financial indicator in the dataset:
-economic importance; -working hypothesis related to their expected relation to PD; -estimation of their structural monotony; -possible solution in the case of structural non-monotony.
If non-monotonous behaviour is recorded, it is most desirable to exclude such indicators from further analysis. However, by expert estimation it can be determined that certain financial ratios may contain significant information for the model quality and the probability of default regardless of their monotony. If 
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Non-default the problem of non-monotonous relationship of the indicator with PD occurs, it is necessary to consider the possibility of financial ratio transformation. The transformation is performed by division of value indicators to value groups and calculation of WoE for appropriate bucket of indicator values.
Purpose of univariate analysis was to identify the characteristics of credit worthiness that have economic importance i.e. the dicrimination strength and the data appropriate for multivariate analysis with the aim of scoring function development. Univariate analysis considers one by one indicator making division within the sample to observations that fulfilled and did not fulfill the obligation and comparing their measures of central tendencies and distribution. The result of this activity is the list of independent variables eligible for inclusion in the multivariate analysis.
Objective of the univariate analysis, in view of the fact that there is a large number of possible financial ratios, is to make a selection of those that have the highest predictive strength i.e. represent quality indicators of customer's credit worthiness.
Linearity test represents the first checkup whether univariate dependence between the observed variable and PD is expected and has the character of importance with regard to explanation of interdependence.
A large number of indicators is usually available, but from the statistical viewpoint it is not recommended to include all indicators in the regression. Some indicators will be highly correlated so that evaluated coefficients will be significantly and sistematically biased. Therefore, it is recommended to previously make the choice of indicators based on univariate analysis and the correlation among the same.'
Process of pre-selection consists of the following: first, it is necessary to perform univariate logistic regression for all potential indicators as input data whose value for probability of default is estimated by calculation of measures that describe the importance of this relationship. The example of one such meausre is information value (IV). After that, the analysis of correlation between indicator pairs is performed in order to identify subgroups of highly correlated indicators, where such (e.g. with correlation above 50%) are grouped into one group. Finally, out of each correlation group (usually a group of indicators of the same risk type) an indicator is chosen to be included in the multivariate analysis, according to obtained values of used measure of importance of the relation.
Correlation between independent variables may lead to problems in model stability upon estimation of the scoring function coefficient. Highly correlated indicators may indicate similar information contained in the indicators and may lead to problematic conclusions. It is recommended to always use lowly correlated indicators, wherever possible. Between two correlated indicators, it is necessary to exclude the one with lower discrimination strenght. Pearson parameter correlation and Spearman correlation may be used for the calculation.
The attribute strength is estimated by the use of WoE measure of predictive strength. WoE measures strength of the indicator or the group of indicators in discrimination of good and bad clients. This is the measure of difference between the proportion of the good and the bad ones in every attribute (i.e. the chance that the client with certan indicator is a good or a bad client). It is based on the calculation of likelihood logarithm:
that measures the chance of a good outcome. Negative values indicate that a certain indicator isolates a larger number of bad than good ones. At the same time, the application of this measure is possible on the group level of attributes within an observed indicator, when the analysis includes observation of the WoE range and trends for the chosen group of attributes.
Diskrimination strength of the model is measured by application of IV approach (Siddiqi, 2012) that indicates the level of discrimination of good and bad clients by the use of the individual indicator. IV is determined in the following manner:
Indicator with IV above 0.5 is tested in view of extremely high strength of prediction, i.e. they can either stay outside the modelling process or they can be used in a controlled manner.
Except the missing data, other groups of indicators are realized so as to have linear relation to WoE i.e. they denote linear and logical relation between the value of the given indicator and the proportion of bad clients. Therefore, as one of the basic elements of the choice of the indicator process, it is necessary to perform operational considerations of WoE measurement trends.
The approach based on business logic in the indicator choice is better, primarily because logical relations ensure sensible final weighting in the model and also understanding and accepting by the final users. Business experience contributes to model improvement better than statistics. By grouping of indicators in a logical manner the possibility of model overfitting to available data is decreased.
In the case of existence of missing values, observations that have significant levels of missing values (above 50%) were excluded, especially if the same were considered to continue in the future. If there is a large number of missing values in a particular observation (client-year), the same is excluded from further analysis, exept in the case of a client who has entered in the status of default, where addition of the missing data or application of the modelled value inputation system was desirable.
When it comes to extreme values of some attributes, which, although they exist, could be considered as a form of missing values, these data may have a negative impact on the regression results and are excluded if they are missing in the large number of observations.
Model building technique
Scoring model estimates client's credit worthiness i.e. represents the function of prediction of probability of client's transition to the status of default. Scoring model in this research is developed on the basis of historic data and by application of statistical methods. Historical data included information about the financial situation of the client in the previous period. Regression analysis is applied as the most accepted estimation procedure for scoring models.
Results of the estimation are the scores of certain attributes. The idea of scoring is to determine the basic factors of default before it happens and to weight them into the quantitative score. This score can be directly interpreted as the probability of default or it can be used for development of internal rating system based on the probability of default.
Probably the most common used technique for default prediction is logistic regression (LR). It is employed in solving problems of assigning probability to an event where there is binary dependent target variable to predict. The primary difference between linear and logistic regression is the use of a binary variable as modeling target (Khemais, Nesrine & Mohamed, 2016) . Several LR modifications are considered in (Louzada, Ferreira-Silva, & Diniz, 2012) but the conclusions are that their performance on independent validation dataset is substantially the same as plain LR. The main reason for continuing usage of LR over other methods of estimation is that it provides suitable balance of: accuracy, efficiency and interpretability of the results (Core & Finlay 2012).
Bearing in mind that logistic models are considered to be the most popular approach, the same is applied in the reasearch for model establishing. Logistic regression models regress the probability function that certain elements will enter certain category of dependent variable , on the linear combination of variables. General form of the model is:
where 0 is the constant and are estimated weights of , of transformed raw data. The expression on the right-hand side represents the input data in the distribution function, which is a form of logit distribution. The slope coefficient ( 0 ) offers data on the unit change in on the probability function . In the logit function, the left-hand side is the logarithm of , e.g. the logarithm of likelyhood to enter certain category as opposed to the likelyhood not to enter the category.
In the case of bancruptcy prediction, the binary outcome, whose probability is estimated through the logit model is default, and for the same a large number of variables is used. The method adjusts models of linear logistic regression for data on binary or ordinal outcomes by means of the method of maximum certainty (Abdou & Pointon, 2011) . The recent applications of logistic regression in the context of financial disturbances may be found also in Nie, G., (Rowe, Zhang, et al 2011) . This technique weights independent variables and distributes score in the form of PD for each client in the sample.
Let denote the outcome of the company depending on the outcome of variable 1 , . . . . , . For example, let = 1 denote default and = 0 regular repayment (survival). By the use of logistic regression PD for the company is expressed as:
Function denotes the logistic distribution function such as to obtain:
Logistic regression function transforms the regression into interval (0,1). Logit (x) can be defined as
so that the model can be expressed in the following manner:
with real constants
. Advantage of the model is that it does not represent the multivariate normality and equal covariance matrices as e.g. the discrimination analysis. Besides, logistic regression is well adjusted for the problems when the variable is binary or has multiple categorical values, or when there are multiple independent variables in the problem.
Function of logarithm certainty will be maximized (MLE):
Wald Chi-square test (Allison, 2012 ) is used to test the statistical significance of individual coefficients. Under hypothesis that = 0, the next test measure follows -square distribution with one level of freedom:
Multivariate regression represents simultaneous observation for more than one variable. Multivariate regression uses regression for obtaining a small number of indicators which will be included in a final model and determination of weights of importance for the given indicators and functional forms of the model. 
Variables chosen in the previous step are included in one model that has to be statistically important with little correlation between the variable and intuitive, i.e. the indicator must have economic sense.
Chosen model must have the highest value of the measure used for estimation of the model acceptability (e.g. Gini coefficient, AUROC) and satisfy statistical conditions. Dependant variable is the binary discrete variable that indicates whether or not the company has entered into default in the year . General presentation of the model is:
where −1 represents value of the variable for the company , one year before estimation of dependent variable. In order to analyze whether emprical data support the working hypothesis for the indicators considered, for each of them descriptive statistical measures can ve calculated for every group of clients, those who eneterd into the status of default and those who have not.
Based on the research of the relevant academic literature from the introduction, it was noticed that scoring models for corporate entities have at least 5 variables in the model (as Altman, 1968) , in order to ensure a stable function. Models with small number of indicators often cannot stand the time test as they are sensitive to small changes in the profile of risk exposure.
On the basis of the final list of indicators, a large number of scoring functions was formed, which were then estimated on the basis of development sample. Decision on the final scoring function was made on the basis of the following criteria:
-consideration of coefficient signs; -discrimination strength of the scoring function; -stability of discrimination strength; -statistical significance of certain coefficients; -encompassness of relevant information categories.
After definition of all the functions that pass the first test criterion, it was necessary to calculate the dicrimination strength of the same and make dicision which is the most informative one. Stability of the scoring function was tested on the data that were not the element of development sample, i.e. on the basis of validation sample (out of sample testing). A moderate dicrease of discrimination strength was expected (up to 10%) in out of sample testing, so that beyond that level it was necessary to perform further optimization. Statistical importance was tested by application of previously mentioned statistical tests. Indicators that will be included in the model were determined on the basis of univariate and multivariate analysis.
Testing of discrimination strength was performed by application of relevant tests for the preliminary chosen model, in accordance with the level of Gini coefficient of development and validation sample. Complete testing of discrimination strength was performed for preliminary chosen model as an adequate candidate. Testing of discrimination strength was performed for development and validation sample, for which comparative results are given in further text. The following approaches were used for the purpose of measurement of the discrimination strength of the scoring model: CAP represents visual presentation of the model discrimination strength (Siddiqi, 2012) . Measure that comes out of the created curve for the model is called accuracy ratio (AR) and represents the ratio of results of the analyzed scoring model and the ideal model in which all empirical transitions into the status of default would be recorded in the class denoting the highest risk.
ROC curve (Chen & Li 2010 ) is obtained by mapping of cumulative probability densities of clients who have and those who have not defaulted on the horizontal and vertical axes, respectivelly. ROC curve analysis included the curve slope and measuring of the area below the curve (AUROC), as one of the basic measures on the basis of which the acceptable scoring model was chosen. For the needs of comparison of the candidate models obtained after the indicator correlation analysis and the multivariate regression, AUROC was determined empirically, i.e. the presumption of theoretical distribution was not established.
By application of Kolmogorov-Smirnov (KS) test (Bijak K., Thomas L. C., 2012) , maximum absolute diference between cumulative distribution of good and bad clients was tested. Zero hypothesis that was tested assumed that the distributions were identical.
As an additional measure coming out of the ROC curve, the value of Pietra index (PI) was determined as a measure of distance between the diagonal (uninformative model) and obtained ROC curve (Allison, 2012) .
Proportional hazard (PH) test offered information about the relationship between the cumulative distribution of clients that did not enter in the status of default and those that did (at the level of 50%).
Information value (IV) represents the sum of relative entropy of customers that have not entered the status of default under condition of distribution of customers that have entered the status of default and relative entropy of customers that have entered the status of default under condition of distribution of customers that have not entered the status of default.
Kullback-Leibler divergence (KL) is the measure od difference between two compeletely defined distributions of probability (BCBS, 2005) . The divergence should be as large as possible because in such situation the benefit from the information obtained by the classification is highest.
Mean difference (MD) of probability of default analyzes the difference of clients who belong to distributions of those who have and those who have not entered the status of default.
Definition of ratings means determination of PD range per rating obtained by application of scoring model. This does not represent simple division of probabilities from 0% to 100% in seven equal ranges, but the definition is performed through fine adjustment by moving the range limits with the aim to realize their optimum structures i.e. the classification. Namely, the optimization means achievement of such structure of rating classes that will provide achievement of one or two (or both) objectives that are measured on the base of transition matrices. Objectives of the optimization were the following:
-maximization of rates on the diagonal of transition matrix, i.e. rates that show retainment of clients in the same rating class and monotony of decrease of the rate of transition to other classes the more it moves from the initial rating; -monotony of growth of transition rate to the rating that represents default as it moves toward infavourable classification.
It is possible to perform optimization of the number of rating classes by application of various clustering techniques such is K-Means algorithm (Malik, & Thomas 2012) and other approaches as presented and done in (Fei, Fuertes & Kalotychou 2012) .
Transition matrices are created on the basis of transition rates among rating classes in the prediction period of one year. This means recording of the rating class in which one client is, one year after the initial classification, under the condition that he is in the placement at the end of this period. So the cohort method is applied where each year within the period of observance is considered as a separate cohort within which any change in the period is included. Also, starting presumption that PD are independed from the business cycle, i.e. they are based on PIT philosophy.
After definition of the method of borrowers rating class determination, the model calibration was tested. Calibration was used in order to determine whether previous estimation of the probability of default (PD) significantly deviate from empirical results in view of risk measure. It was thought that the rating model and the classification that came from the rating model were well calibrated if estimated PD for every rating class corresponded to real (empirical) default rates, i.e. it devaited from default rates only marginally. In practice, estimations of PD deviate from default rates, but basic question is whether deviations are accidenatal or they occur systematically. Calibration estimation was performed on development and validation samples that were used and upon testing of model discrimanation strength. Default rates were calculated on the basis of the number of exposures in the beginning of the observed period according to initial ratings and number of exposures that entered status of default in one-year period.
Calibration estimation was carried out by application of the binomial test (Allison, 2012) and the chi-square test. Besides, Brier score was calculated as the test of calibration and the model discrimination strength.
Binomial test was used for testing of the following hypotheses:
Zero hypothesis ( 0 ): estimated PD is maximally equal to empirical DR -Alternative hypothesis ( 1 ): estimated PD is underestimated in relation to empirical DR i.e. it is higher.
For hypothesis testing, a binomial distribution of defaults and rates per rating class risk was supposed, with confidence interval (CI) of 95%, on the basis of which critical value of deviation significance of empirical value from the estimated one was determined. Zero hypothesis is rejected with given CI if the number of observed empirical defaults, functions (of binomial distribution) distributed for certain risk class is higher or equal to the critical value of the number of defaults for the chosen risk class. If the number of observed defaults for certain risk class is higher than the critical value of the numer of defaults or default rate for certain class is higher than the critical value of default rate, it can be concluded with defined CI that estimated PD for certain risk class is underestimated i.e. that the real number of defaults is higher than estimated PD.
By chi-square test, statistical significance that chi-square value is better than random was measured. Starting hypothesis was that the sample came from the population characterized by normal distribution. As the accuracy measurement, -value of chi-square test was used applied with 8 degrees of freedom (number of ratings+1). Chi-square test requires calculation of expected number of defaults per ratings and comparison with real number of defaults. Expected number of defaults is obtained on the basis of expected PD per rating class obtained from the model.
Empirical data results and discussion
First step in empirical analysis represent the assessment of the potential effect of independent variables. Defined financial indicators were analysed as potential relevant independent variables. The total of 149 indicators were tested, out of which there are 142 financial indicators and the rest primarily refer to borrower's current account blockage. In the process of indicator analysis, it was established that indicators that refer to account blockage (both current and in the previous period) have very high significance in default prediction. These indicators were therefore excluded from further process of model development as they were too predictive and limited the significance of other indicators thus reducing the function to only two to three independent variables i.e. model parameters, which would endanger the stability of the same.
The main event that was analyzed, based on available data in defined sample, i.e. the data that will be predicted through the scoring function is the borrower's default i.e. entering into the status of default.
In the process of the scoring function creation, one of the basic steps was to group attributes of each analyzed variable into groups that have the same characteristics, taking into consideration the values of the attributes and the business logic limitations. In the case of financial indicators, grouping meant forming of 3-5 groups in which values of the observed indicator were in certain ranges (e.g. ranges of indebtedness rate 0-0.2, 0.2.-0.4., ...), so the arrangement of bad clients was such that increase or decline of share of such clients in the group (range of indicator value) corresponds to the business logic (e.g. groth of share with growth of indebtedness). Illogical grouping (and the graph that shows WoE) may lead to inadequate scoring function, and therefore to inadequate rating of clients. In this phase of creation of the scoring function, all questions regarding the attributes of analyzed variables were solved.
By grouping of attributes, it was ensured that for each analyzed indicator (variable), difference between the groups is maximized, according to the default rate, in order to achieve the best possible discrimination between the clients and as accurate as possible information that can be obtained from the indicator observation. Grouping was performed in the following manner: if the event (default) rate in the sample is 10%, grouping for a particular indicator was performed in 5 groups where the event rates per groups were 0.5%, 2.5%, 6.0%, 11.0% and 20.0%.
In this way, it was provided that such an indicator has certain information value in the estimation of probability of occurance of analyzed event.
Otherwise, if the clients were arranged in groups in such a way that each group had the event rate of 10%, such indicator would have no information value.
In each group of attributes formed according to analyzed indicators, basic condition of grouping was to make sure that each group had sufficient statistical data (of both good and bad clients). Sufficient statistical data for a group was obtained by making sure that each group had at least 10 clients (input data) belonging to good and bad clients (10k rule), taking care that there were at least 3 groups and obtaining as much as possible input data for each group.
Treatment of missing data (e.g. division in analyzed indicator by zero) or data with extereme values (e.g. EBITDA/Interest expenses, where they are very low and the indicator significantly deviate from averagely expected value of this indicator) was solved in this phase of model creation. Data with extreme values were grouped in several ways, in accordance with the business logic and maintaining the quality of grouping. This means that such data were:
included in the group with the most similar characteristics; -included in the group with the largest number of elements; -included in the end groups (with minimum or maximum values).
Choice of independent variables appropriate for further analysis and creation of scoring model is made on the base of measurment of WoE, as the measure of information strength of every attribute of the variable and IV of each variable, as the measure of the information strength of this variable. WoE is used in the sense of analysis of the information strenght of each attribute of the indicator and the existence of rational financial logic for the use of a particular indicator for further activities in creation of the scoring function. In this context, indicators for which no adequate logic can be found through WoE analysis were excluded from futher analysis. For example, if indicator Net result/Sales revenues is observed, it can be found that IV for this indicator is 0.309, which in accordnace with the limits of estimation of predictive ability based on IV puts it in the category of indicators with high predictive ability. The problem is however with the shape of the WoE graph which shows zigzag movement. Such pattern usually points out that no acceptable financial logic of the same can be determined and it is better to exclude such indicator from further analysis although IV is high. Graph 2 points out that after certain level of ratio between Net results and Sales revenues previously recorded trend of decline of share of bad clients changes its direction i.e. growth of the share of bad clients is recorded with a higher ratio value. This would mean that higher profitability results in higher expectancy of default, which has no economic logic so that the indicator is not appropriate for the scoring function.
Graph 2. WoE trend of indicator Net resault/Sales revenues
In opposition to this indicator, indicators chosen after the analysis of IV and WoE record growing or declining trend of movement of defaults share in the groups of attribute values (and therefore WoE) that can be explained by economic logic. Example of such logic movement of WoE in indicator Financial liabilities/Capital is shown in graph 3.
Graph 3. WoE trend of indicator Financial liabilities/Capital
Variables with attributes that have high values of WoE have bigger prediction strength than variables that have WoE near to zero. WoE equal to zero corresponds to analyzed event equal to average rate of event occurrence in the sample. So, the higher rate of analyzed event occurrence, WoE is lower and vice versa. Segments (groups) with the share of bad clients higher than the average (clients in the status of default) will have low WoE, and groups with the share of good clients (active) higher than the average will have higher WoE.
Variables with low or without any ability of prediction are excluded from further analysis, as variables with low predictive strength. IV is through model development interpreted in the following manner (Siddiqi, 2012) : Regression analysis has been carried out over the chosen 33 independent variables. Regression analysis is carried out by application of stepwise regression, which means that by analysis of combinations of variables by alternate inclusion of one additional variable in the model, a certain number of models is obtained with the regression results in the form of and factors for the variables included in given models.
Regression is carried out over the development sample and testing over the validation sample. The goal was to chose as the most acceptable model the one which through testing gives the most favourable results of testing that refer to the analysis of discrimination strength of the model, especially the Gini indicator, as well as the regression ability of the model.
By regression analysis, the following scoring models were obtained: Probability of default based on logit model used here is calculated by the following formula:
where: is probability of default of i borrower, intercept of classification model, ,..., ,( ) coefficients of significance of chosen classification indicators of borrower, and ,.., ,( ) of transformed value of chosen quantitative indicator of borrower.
Based on observance of all measures obtained by application of used approaches, the adequacy of discrimination strength of the model is determined, i.e. the satisfactory level of differentiation between good and bad clients by application of this model. (Sohn & Kim, 2012) . Bearing in mind that, by the analysis of discrimination strength of the scoring model, the acceptability of the same was determined, by application of the same determination of PD was performed on the basis of data from both samples (development and validation).
Data thus obtained represented the basis for definition of rating classes. As Basel II standards define acceptable internal classification models of at least 7 classes for active clients and one class for clients in the status of default, and having in mind the size of available population (small population), this standpoint is accepted and the stated number of classes is defined.
The following table represents the matrix created on the basis of transition of clients after one-year period from the initial classification, in the observance period from 2009 to 2014. On the basis of results of performed chi-square test, it can be concluded that zero hypothesis for the chosen model is rejected with 95% CI, as -value in both development and validation sample is lower than 5%, i.e. the model calibration can be considered adequate. Brier value (Allison, 2012) represents the test of calibration and discrimination strength of the model. Brier value represents the method of estimation of quality of PD prediction obtained by model application, i.e. whether predictions of default rate deviate from sample default rate. It is also calculated as average deviation between predicted and empirical PD and depends on the default rate for the entire portfolio. Higher obtained Brier value indicates a worse model and its advantage is that it does not depend on statistical presumptions. Brier value for data on default from development sample is 0.1142, and that from the validation sample is 0.1194. As values may vary from 0 to 1, these values indicate a quality prediction obtained through the model application.
Conclusion
In our research we have built corporate PD model capable of predicting probability of bankruptcy in one year period. The model has been developed on dataset which comprised of five years of financial statements data originated from corporate entities in Republic of Serbia. The aim of the research was to design a consistent and complete framework of PD model development as well as an initial validation framework in order to confirm the soundness of the obtained results. During the model development process, various limitations and peculiarities have emerged, primarily with respect to data availability necessary for application of statistical analyses. All problems were successfully overcome and the final results produced the statistically profund model build on six financial ratios.
Quality of developed model was tested through established validation methodology in this paper and the proposed model passed all validation tests related to predictive power assessment widely accepted in the banking industry. The quality of obtained results and the fact that the developed PD model is based on actual financial statements financial ratios, as well as on default status data which have been proved to be statistically significant and sound. Accoring to results, we can conclude that the developed and proposed model can be implemented and employed within a bank that operates in Serbia or in the region of South Eastern Europe.
On the basis of the conducted research in this paper, with application of appropriate techniques widely accepted in academic and industry practice the empirically appropriate process of estimation of probability of default is proposed and implemented. The quality of the developed model is underlined by the fact that real financial statemets and default status data from the available database were used. Moreover, fully replicable through application of methods and described approaches were employed during the model deveopment. The resulting PD model's predictive power was compared with the similar ones from the studies in academic literature and it has been found that the result was in line or event better that one of the related model results in the benchmarked studies.
