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Abstract
A positive semidefinite Toeplitz matrix, which often arises as the finite covariance matrix of a stationary random process,
can be decomposed as the sum of a nonnegative multiple of the identity corresponding to a white noise, and a singular
term corresponding to a purely deterministic process. Moreover, the singular nonnegative Toeplitz matrix admits a unique
characterization in terms of spectral lines which are associated to an oscillatory signal. This is the content of the famous
Carathe´odory-Feje´r theorem. Its importance lies in the practice of extracting the signal component from noise, providing
insights in modeling, filtering, and estimation. The multivariate counterpart of the theorem concerning block-Toeplitz matrices
is less well understood, and in this paper, we aim to partially address this issue. To this end, we first establish an existence
result of the line spectrum representation for a finite covariance multisequence of some underlying random vector field. Then,
we give a sufficient condition for the uniqueness of the representation, which indeed holds true in the special case of bivariate
time series. Equivalently, we obtain the Vandermonde decomposition for positive semidefinite block-Toeplitz matrices with
2× 2 blocks. The theory is applied to the problem of frequency estimation with two measurement channels within the recently
developed framework of atomic norm minimization. It is shown that exact frequency recovery can be guaranteed in the noiseless
case under suitable conditions.
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1 Introduction
Line spectrum analysis has been an important subject
of research in science and engineering, and has produced
a large body of literature (see e.g., the survey paper
Stoica, 1993). It is intimately related to the frequency
estimation problem of an oscillatory time series and its
spatial variant known as Direction-of-Arrival (DOA) es-
timation in radar signal processing, and they find appli-
cations in telecommunication, astronomy, econometrics,
and mechanics, among others (cf. Quinn and Hannan,
2001; Van Trees, 2004).
Given a stationary time series, a fundamental question
in identification and signal processing is to seek a decom-
position of the series into the “signal-plus-noise” form.
This leads to the additive decomposition of a positive
semidefinite Toeplitz matrix (formed by a finite number
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gram” of the Sun Yat-sen University. Corresponding author
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of covariances of a stationary scalar process)
T = Ts + αI, (1)
in which the signal part Ts ≥ 0 is singular and the
noise part has the largest possible variance/energy
α ≥ 0. Such a decomposition is canonical in the sense
that there is a unique power spectrum, consisting of
spectral lines, consistent with the covariance data in
Ts. This uniqueness result is due to Carathe´odory and
Feje´r (see Grenander and Szego¨, 1958) and rediscov-
ered later in Pisarenko (1973) which forms the foun-
dation of modern subspace methods such as MUSIC
and ESPRIT (cf. Stoica and Moses, 2005). More re-
cently, the Carathe´odory-Feje´r decomposition (also
called Vandermonde decomposition, a name that will
be adopted in later sections) serves as a key techni-
cal tool for a class of frequency estimation methods
inspired by the compressive sensing literature (see
e.g., Cande`s and Fernandez-Granda, 2014; Tang et al.,
2013; Yang et al., 2018). A number of generalizations of
the Carathe´odory-Feje´r decomposition exist for scalar
processes. Georgiou (2000, 2001) concerns state co-
variance matrices arising from the output of a filter
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bank which contain positive semidefinite Toeplitz ma-
trices as a special case, while Yang and Xie (2018)
study a frequency-selective version of the decompo-
sition. Lang and McClellan (1983) focus on the line
spectrum representation and Pisarenko’s estimate for
scalar random fields, and the papers Yang et al. (2016);
Andersson and Carlsson (2017) deal with a generaliza-
tion of the Vandermonde decomposition to multilevel
Toeplitz matrices.
Singularity in the covariance matrix reveals the lin-
ear dependence between the values of the time se-
ries, and such a process is termed purely deterministic
(Lindquist and Picci, 2015). The same observation can
be made in the multivariate case, i.e., for stationary
vector processes. However, the corresponding results of
the Carathe´odory-Feje´r type are much fewer. We men-
tion the important and rather technical work Georgiou
(2007) which studies the corresponding question of ad-
ditive decomposition for block-Toeplitz matrices. It is
claimed in that paper that a canonical decomposition
similar to (1), where the signal component has a unique
line spectrum representation, in general does not exist.
Contrary to such an assertion, we show in the present
work that at least in the bivariate case, a singular pos-
itive semidefinite block-Toeplitz matrix can indeed be
characterized by spectral lines in a unique fashion un-
der a mild condition of nondegeneracy for the matricial
covariance sequence.
The roadmap and the contributions of this paper are
briefly described next. We begin by formulating the
problem of line spectrum representation for stationary
random vector fields and reviewing the conic charac-
terization of the extendability of a covariance multise-
quence. Then we make use of techniques from measure
theory to establish a general existence result on the line
spectrum representation for an extendable covariance
multisequence, with potentially many impulses. Next,
we consider the Carathe´odory-Feje´r-type decomposi-
tion for covariances on the boundary of the dual cone
(i.e., the set of extendable covariances) so that the lo-
cations of the spectral lines can be limited to the zero
set of some nonnegative polynomial. We give a suffi-
cient condition for the uniqueness of the line spectrum
representation, which is often too strong to hold in
the multidimensional case. However, when specializing
the theory to the particular 1-d case of time series, we
obtain without much difficulty a corollary stating the
existence of the Vandermonde decomposition of block-
Toeplitz matrices with 2 × 2 blocks under a nondegen-
eracy condition. Moreover, a computational procedure
to find such a decomposition is outlined. Finally, as an
illustration of possible applications, we integrate the
Vandermonde decomposition of block-Toeplitz matrices
into the framework of atomic norm minimization for
the problem of frequency estimation which has been
extensively developed in recent years. Under appropri-
ate conditions, the unknown frequencies can be exactly
recovered in the noiseless case.
This paper is organized as follows. Section 2 gives the
problem formulation in the language of the trigonomet-
ric moment problem. Section 3 is dedicated to the exis-
tence of a line spectrum representation for a finite co-
variance multisequence of some underlying random vec-
tor field. Section 4 concerns the uniqueness of the rep-
resentation, yielding in particular the Vandermonde de-
composition of covariance matrices of stationary purely
deterministic bivariate time series. Section 5 presents
an application of the Vandermonde decomposition and
shows a convex optimization method to retrieve the fre-
quencies from two noiseless measurement channels of an
oscillatory signal. Section 6 makes some concluding re-
marks.
2 Problem formulation
Given positive integersm and d, consider a second-order
stationary zero-mean random complex m-vector field
y(t) with t = (t1, t2, . . . , td) ∈ Z
d. Here Z is the set of
integers. The (matricial) covariance function of the ran-
dom field is defined as the expectation Σk := Ey(t +
k)y(t)∗ which does not depend on t by stationarity. As
a simple consequence, the symmetry with respect to the
origin Σ−k = Σ
∗
k
holds. Moreover, the covariance field
admits a representation (Yaglom, 1957)
Σk =
∫
Td
ei〈k, θ〉dM(θ), k ∈ Zd, (2)
where θ = (θ1, θ2, . . . , θd) takes valued in T
d :=
(−π, π]d, 〈k, θ〉 := k1θ1 + · · · + kdθd denotes the in-
ner product in Rd, and dM(θ) is an m ×m Hermitian
positive semidefinite matrix-valued measure on Td.
In practice, only a finite set of covariances are available,
typically estimated via some averaging scheme from a
realization of the random field, and the problem is to in-
fer the spectral measure dM based on the given second-
order statistics. To be more precise, consider a matricial
multisequence Σ := {Σk}k∈Λ with indices in a finite set
Λ ⊂ Zd having the natural symmetry:
(1) 0 ∈ Λ,
(2) k ∈ Λ =⇒ −k ∈ Λ.
Notice that such an index set Λ necessarily has an odd
number of elements. In the most common situation, Λ is
a cuboid centered at the origin which amounts to the set
{−n, . . . , 0, . . . , n} in the 1-d case. Then the problem is
to find a nonnegative matricial measure dM that solves
the integral equations∫
Td
ei〈k,θ〉dM(θ) = Σk for all k ∈ Λ. (3)
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However, given the finite multisequence Σ, the exis-
tence of a solution (namely a nonnegative matricial
measure dM) to (3) is a highly nontrivial question in
the multivariate (m > 1) multidimensional (d > 1)
setting. When such existence holds true, we shall call
the set of covariances Σ extendable, a terminology de-
rived from the classical problem of covariance extension
(Akhiezer, 1965; Kre˘ın and Nudel’man, 1977). Accord-
ing to Georgiou (2006), the extendability condition can
be characterized as follows. Let eiθ := (eiθ1 , . . . , eiθd)
denote a point on the d-torus (which is isomorphic to
T
d), and define
P+ :=
{
P (eiθ) =
∑
k∈Λ
Pke
−i〈k, θ〉 : P−k = P
∗
k
∈ Cm×m,
P (eiθ) ≥ 0 ∀θ ∈ Td
}
(4)
as the set of matricial Hermitian trigonometric polyno-
mials with indices in Λ that are positive semidefinite on
the d-torus. Apparently, any polynomial in P+ can be
identified as a multisequence P := {Pk}k∈Λ. An inner
product between such multisequences can be defined as
〈Σ, P〉 :=
∑
k∈Λ
tr(ΣkP
∗
k ) (5)
which is in fact real-valued due to the symmetry. We can
then proceed to define the dual cone as
C+ := {Σ = {Σk}k∈Λ : 〈Σ, P〉 ≥ 0 ∀P ∈ P+} . (6)
By Georgiou (2006, Proposition 1, p. 1059), a multise-
quence Σ is extendable if and only if Σ ∈ C+.
The above characterization of extendability is concep-
tually clear, but in practice, it does not offer a “simple”
testable criterion. Nevertheless, we will always assume
in the sequel that the covariance data Σ are extendable
and are known exactly. We are interested in finding a
line spectrum solution to (3), that is, a spectral measure
of the form
dM(θ) =
L∑
ℓ=1
Qℓ δ(θ − θℓ)dθ (7)
where δ(θ − θℓ) is the Dirac delta with unit mass
at θℓ ∈ T
d, and each Qℓ is a Hermitian positive
semidefinite matrix, sometimes called densities of M
(Kimsey and Woerdeman, 2013).
3 An existence result
In this section, we prove that a solution to (3) of the
form (7) always exists under the extendability assump-
tion. The idea is drawn from Lang and McClellan (1983)
which is built upon Carathe´odory’s theorem for convex
hulls. However, the technique in the aforementioned pa-
per is developed for scalar measures (m = 1), and can-
not be directly applied to our matricial problem. For this
reason, we shall first “extend” the measure dM in ques-
tion to a product space and construct a scalar measure.
First, let us introduce the compact set S := {u ∈ Cm :
‖u‖ = 1}where the notation ‖·‖ stands for the Euclidean
2-norm if not otherwise specified. The set S can also be
viewed as the unit hypersphere in R2m. We need the
following two lemmas in order to state the main result
of this section.
Lemma 1 Given a nonnegative matricial measure
dM(θ) on Td, there exists a nonnegative scalar measure
dν(θ, u) on the product space Td × S such that
dM(θ) =
∫
u∈S
uu∗dν(θ, u). (8)
PROOF. Let λ :=
∑m
j,k=1 |mjk| be a nonnegative
scalar measure on Td where mjk (with a slight abuse of
notation) is the (j, k) element of the given matricial set
functionM and | · | denotes the total variation measure.
Then by the Radon-Nikodym theorem (Rudin, 1987),
there exists a Hermitian matrix-valued measurable
function M ′λ on T
d which is positive semidefinite λ-a.e.
such that dM(θ) = M ′λ(θ)dλ.
1 For each θ ∈ Td, do
eigen-decomposition M ′λ(θ) =
∑m
k=1 ϕk(θ)uk(θ)uk(θ)
∗
where {ϕk} are nonnegative eigenvalues and {uk} are
the orthonormal eigenvectors. The eigenvalues are mea-
surable functions of θ since they are the roots of the
characteristic polynomial of M ′λ(θ) whose entries are
measurable, and the eigenvectors can also be chosen
in a measurable way. Next, define the scalar measure
dν(θ, u) :=
∑m
k=1 ϕk(θ)δ(u − uk(θ))dλ(θ)du, and (8)
can be readily verified:∫
u∈S
uu∗dν(θ, u)
=
m∑
k=1
ϕk(θ)dλ(θ)
∫
u∈S
uu∗δ(u− uk(θ))du
=
m∑
k=1
ϕk(θ)uk(θ)uk(θ)
∗dλ(θ)
=M ′λ(θ)dλ(θ) = dM(θ).
Remark 1 The scalar measure ν in (8) is in general
not unique. For example, consider the univariate case
(m = 1) where the set S can be identified as T. Then
1 In fact, in order for the densityM ′λ to exist, eachmjk must
be absolutely continuous with respect to the nonnegative
scalar measure λ, and such λ is obviously not unique.
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(8) reduces to dm(θ) =
∫
u∈T
dν(θ, u), and ν can be any
product measure m × µ such that µ has total mass one
on T.
Lemma 2 Assume that (8) holds for a nonnegative ma-
tricial measure dM and some nonnegative scalar mea-
sure dν. If trM(Td) = 1, then the corresponding ν is a
probability measure.
PROOF. We only need to show that ν has total mass 1,
and this can be done via straightforward computation:
1 = trM(Td) = tr
∫
Td
dM(θ)
=
∫
Td×S
tr(uu∗)dν(θ, u)
=
∫
Td×S
dν(θ, u),
(9)
where the last equality holds because tr(uu∗) = ‖u‖2 =
1 by the definition of the set S.
Let |Λ| denote the cardinality of the index set Λ. For a
fixed θ ∈ Td, stack the complex numbers {ei〈k,θ〉 : k ∈
Λ} into a column vector a(θ) ∈ C|Λ| according to the
lexicographical ordering. The elements of a(θ) can be
interpreted as the covariances of a scalar field having a
line spectrum at θ of unit mass.
Theorem 1 (Line Spectrum Representation)
Given a finite set of extendable covariances {Σk}k∈Λ
such that tr Σ0 = 1, there exists a solution to (3) of the
form
dM(θ) =
L1∑
ℓ=1
rℓuℓu
∗
ℓ δ(θ − θℓ)dθ (10)
where the integer L1 = m
2|Λ|, each rℓ is a nonnegative
real number, uℓ ∈ S, θℓ ∈ T
d, and
∑L1
ℓ=1 rℓ = 1.
PROOF. Since the covariances {Σk} are extendable by
assumption, there exists a nonnegative matricial mea-
sure dM0 such that (3) holds. Appealing to Lemma 1,
we can rewrite the moment equations as∫
Td×S
ei〈k, θ〉uu∗dν0(θ, u) = Σk for all k ∈ Λ (11)
for some nonnegative scalar measure dν0. Using the vec-
tor notation, (11) can be put in a compact form∫
Td×S
(a(θ)⊗ Im)uu
∗dν0(θ, u) = Σ (12)
where the matrix Σ contains the covariances {Σk} in
accordance with the ordering in a(θ). Define the func-
tion A(θ, u) := (a(θ) ⊗ Im)uu
∗ to ease the notation.
Notice that Σ0 = M0(T
d) by definition. Therefore, the
condition of unit trace makes Lemma 2 applicable, and
we can conclude that ν0 is a probability measure, which
combined with the relation (12), implies that Σ is in the
convex hull 2 of the set
A := {A(θ, u) : (θ, u) ∈ Td × S}. (13)
Since Σ lives in a vector space of real dimension 3 L1 −
1 = m2|Λ| − 1, by Carathe´odory’s theorem for convex
hulls, Σ can be written as the convex combination of at
most L1 points in A, that is,
Σ =
L1∑
ℓ=1
rℓA(θℓ, uℓ) (14)
which corresponds to the measure
dν =
L1∑
ℓ=1
rℓ δ(θ − θℓ) δ(u − uℓ)dθdu. (15)
Finally, the measure dM in (10) can be recovered from
dν via the relation (8).
Remark 2 The representation (7) can be obtained from
(10) by grouping the summands with the same θℓ. In ad-
dition, the normalization condition tr Σ0 = 1 in Theo-
rem 1 is of no restriction because whenever the underly-
ing random field is not trivial (that is, Σ0 is not equal to
the all-zero matrix), the covariances can be rescaled by a
factor of 1/(trΣ0). The only difference is that the coeffi-
cients rℓ will also be rescaled so that they sum to trΣ0.
Remark 3 The paper Kimsey and Woerdeman (2013)
also considers finitely-atomic solutions to matrix-valued
moment problems on multidimensional domains, and it
gives the existence of a minimum-rank solution but under
much more sophisticated conditions. Our result here is
weaker, but the mathematics leads to it is conceptually
simpler and it will be useful in our later developments.
4 Uniqueness of the representation
It is well known that in the scalar unidimensional
case (m = d = 1), when the covariance sequence
2 In fact, due to the integral, Σ belongs to the closure of
conv(A). However, since A is easily seen to be compact and
the convex hull of a compact set (in a finite-dimensional
space) is again compact, conv(A) and its closure coincide.
3 Take into account the symmetry Σ−k = Σ
∗
k, the fact that
Σ0 is Hermitian, and the affine condition trΣ0 = 1 which
further reduces the dimension by 1.
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σ = {σ0, . . . , σn} lies in the interior of the dual cone
C+, the line spectrum representation is never unique.
Notice that the interior condition for the covariance se-
quence here is very simple, as it amounts to the positive
definiteness of the Toeplitz matrix
T (σ) :=


σ0 σ
∗
1 σ
∗
2 · · · σ
∗
n
σ1 σ0 σ
∗
1 · · · σ
∗
n−1
σ2 σ1 σ0 · · · σ
∗
n−2
...
...
. . .
. . .
...
σn σn−1 · · · σ1 σ0


. (16)
Uniqueness of the line spectrum representation holds
true when the matrix T (σ) is singular, and this fact
is called Carathe´odory–Feje´r–Pisarenko decomposition
in (Georgiou, 2007), also termed Vandermonde de-
composition in signal processing literature (see e.g.,
Yang and Xie, 2018). Following this direction, one seeks
to decompose the matricial spectrum in question into
the form of “signal plus noise”:
dM(θ) = dM˜(θ) + αR dθ, (17)
where dM˜ stands for the sinusoidal signal that corre-
sponds to the covariance data on the boundary of the
dual cone ∂C+, R ≥ 0 is a constant variance matrix at-
tributed to an i.i.d. noise process, and α is a nonnega-
tive real number. In the multivariate setting (m > 1),
there is a degree of freedom to choose the R matrix, and
once it is fixed, one can always push the covariance data
Σ to the boundary of the dual cone by the subtraction
Σ˜0 = Σ0 − αR for a suitable α ≥ 0. Notice that in or-
der to qualify the decomposition (17) as “canonical”, we
need to pose the uniqueness question of the line spec-
trum representation for any covariance data Σ ∈ ∂C+,
as will be discussed next.
By the definition of the dual cone (6), Σ ∈ ∂C+ means
that there exists some nonzero P ∈ P+ such that
〈Σ, P〉 = 0. Using the general spectral representation
(2), we can rewrite the inner product (5) as
〈Σ, P〉 = tr
∑
k∈Λ
P ∗
k
∫
Td
ei〈k, θ〉dM
= tr
∫
Td
P (eiθ)dM
=
∫
Td
tr[P (eiθ)M ′λ(θ)]dλ.
(18)
Recall also the basic fact that for two positive semidef-
inite matrices A,B, tr(AB) = 0 if and only if AB = 0.
Therefore, 〈Σ, P〉 = 0 if and only if P (eiθ)M ′λ(θ) = 0
λ-a.e. It means that with possible exceptions on a λ-null
set, each column of the matrix M ′λ(θ) belongs to the
kernel of P (eiθ). In particular, whenever P (eiθ) > 0, it
must happen thatM ′λ(θ) = 0. Hence the support of dM
is contained in the zero set
Z(P ) := {θ ∈ Td : detP (eiθ) = 0}. (19)
The next proposition gives a sufficient condition for the
uniqueness of the line spectrum representation.
Proposition 1 For Σ ∈ ∂C+ such that 〈Σ, P〉 = 0 for
some P ∈ P+, if any finite collection of vectors from the
set
{a(θ) : θ ∈ Z(P )} (20)
are linearly independent, then the line spectrum repre-
sentation (7) for Σ is unique.
PROOF. The proof uses elementary techniques from
linear algebra.ByTheorem1, the covariancesΣ admits a
line spectrum representation (10), which can be written
in a matrix form as
Σ =
L∑
ℓ=1
(a(θℓ)⊗ Im)Qℓ
=
{[
a(θ1) · · · a(θL)
]
⊗ Im
}
×


Q1
...
QL

 .
(21)
The “coefficient matrix” on the left still has linearly in-
dependent columns due to a property of the Kronecker
product. If Σ has another representation of this form,
then the density matrices Qℓ corresponding to the com-
mon set of θℓ must be identical while the restQℓ must be
all zero as a consequence of linear independence, mean-
ing that the above representation is unique.
Remark 4 In the scalar case, the condition in Proposi-
tion 1 is also necessary for the uniqueness of the line spec-
trum representation (cf. Lang and McClellan, 1983), as
one can show that if a finite subset of vectors from (20) are
linearly dependent, then there exists some σ ∈ ∂C+ hav-
ing two different representations. Due to the additional
structure in our matricial problem, this point seems non-
trivial, as partially illustrated in the following example.
Example 1 Given Σ ∈ ∂C+, combining the representa-
tion (10) with the relation (18), we know that the spectral
lines must be located in the zero set of the determinant of
some P ∈ P+, and that P (e
iθℓ)Qℓ = 0.
Now, let us consider a degenerate case in which P (eiθ) ≡
P0 where P0 ≥ 0 is singular. Obviously, we have Z(P ) =
T
d, and there exists a finite set of linearly dependent
vectors {a(θℓ)}. Following Lang and McClellan (1983,
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Appendix C), we have two different representations for
the same covariance data
Σ =
∑
bℓ>0
a(θℓ)⊗ (bℓu0u
∗
0) =
∑
bℓ<0
a(θℓ)⊗ (−bℓu0u
∗
0)
(22)
where {bℓ} are the nonzero coefficients for the linear com-
bination of {a(θℓ)}, and u0 ∈ S such that P0u0 = 0.
The above construction uses essentially scalar thinking.
When detP (eiθ) is not constantly zero, this type of con-
struction seems nontrivial and is not known to the au-
thor.
In order to exclude such degenerate cases as in Exam-
ple 1, we introduce the following definition.
Definition 1 A covariance multisequence Σ ∈ ∂C+ is
called nondegenerate if there exists P ∈ P+ whose deter-
minant is not identically zero onTd such that 〈Σ, P〉 = 0.
From the condition in Proposition 1, it follows that
in order for the line spectrum representation of any
nondegenerate Σ ∈ ∂C+ to be unique, the zero set
Z(P ) cannot contain more than |Λ| elements for any
P ∈ P+ such that detP (e
iθ) 6≡ 0. As discussed in
Lang and McClellan (1983) for the scalar case, such a
uniqueness condition is very strong and does not hold
in general when d > 1.
4.1 Specialization to the 1-d case
In this subsection, we consider the special 1-d case and
provide a new uniqueness result of the line spectrum
representation in the bivariate setting (m = 2) as well
as a computational procedure to obtain such represen-
tation. These can be seen as a supplement to Georgiou
(2007, Section VI). Notice here that the index set Λ =
{−n, . . . , 0, . . . , n}, and |Λ| = 2n+ 1.
Corollary 1 Fix d = 1. The line spectrum representa-
tion is unique for any nondegenerateΣ = (Σ0, . . . ,Σn) ∈
∂C+ if m = 1, 2 or m = 3 and n ≤ 1.
PROOF. By nondegeneracy, there is a P ∈ P+
such that detP (eiθ) 6≡ 0 and 〈Σ, P〉 = 0. When
d = 1, the nonnegative matricial polynomial P ad-
mits a spectral factorization P (z) = A(z)A∗(z) where
A(z) =
∑n
k=0Akz
−k for Ak ∈ C
m×m. It follows that
detP (z) = detA(z)[detA(z)]∗ is a nonnegative Lau-
rent polynomial of degree no more than mn and it
can only have mn or fewer roots on the unit circle. In
other words, the zero set Z(P ) has a finite number of
elements θ1, . . . , θL with L ≤ mn. Appealing to Propo-
sition 1, the line spectrum representation is unique if
the (2n+ 1)× L Vandermonde matrix[
a(θ1) · · · a(θL)
]
(23)
has linearly independent columns, which holds true if
and only if L ≤ 2n+1. Therefore, a sufficient condition
is mn ≤ 2n + 1 which is satisfied if m = 1, 2 or m = 3
and n ≤ 1.
The above corollary can be reformulated in terms of
the Vandermonde decomposition of positive semidefinite
block-Toeplitz matrices, and in particular, we are inter-
ested in the case with 2× 2 blocks. More precisely, given
the covariance data Σ = (Σ0, . . . ,Σn), form the block-
Toeplitz matrix
T (Σ) =


Σ0 Σ
∗
1 Σ
∗
2 · · · Σ
∗
n
Σ1 Σ0 Σ
∗
1 · · · Σ
∗
n−1
Σ2 Σ1 Σ0 · · · Σ
∗
n−2
...
...
. . .
. . .
...
Σn Σn−1 · · · Σ1 Σ0


. (24)
Notice that Σ ∈ ∂C+ if and only if T (Σ) is positive
semidefinite and singular. Then one can rewrite the 1-d
moment equations in a compact form
T (Σ) =
∫
T
G(θ)dMG∗(θ) (25)
where G(θ) := g(θ)⊗ I2 and
g(θ) := [ 1, eiθ, . . . , einθ ]⊤ ∈ Cn+1. (26)
Substitute the solution form (7) into (24), we obtain the
decomposition of the block-Toeplitz matrix
T (Σ) =
L∑
ℓ=1
G(θℓ)QℓG
∗(θℓ)
=
[
G(θ1) · · · G(θL)
]


Q1
. . .
QL




G∗(θ1)
...
G∗(θL)


(27)
where L ≤ 2n, Qℓ ≥ 0, and θℓ ∈ T (ℓ = 1, . . . , L) are
distinct. Moreover, by Corollary 1, the decomposition is
unique if the covariance sequenceΣ ∈ ∂C+ is nondegen-
erate.
Next, we will describe a computational procedure to ob-
tain the Vandermonde decomposition. Notice that the
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procedure works for any positive integer m (size of the
blocks) even if the uniqueness of the decomposition may
fail to be true. Assume that T (Σ) is positive semidefi-
nite having rank r < m(n + 1). Then it admits a rank
factorization T (Σ) = V V ∗ where
V =


V0
...
Vn

 ∈ Cm(n+1)×r (28)
and each block Vk is of size m × r. Let V−0 and
V−n denote the mn × r matrices obtained from V
by removing the first and the last block row, respec-
tively. Due to the block-Toeplitz structure, we have
V−0V
∗
−0 = T (Σ0, . . . ,Σn−1) = V−nV
∗
−n. Thus by
Horn and Johnson (2013, Theorem 7.3.11), there exists
a r × r unitary matrix U such that
V−0 = V−nU. (29)
It follows that the blocks of V satisfies Vk = V0U
k
(k = 1, . . . , n), and the covariance data can be ex-
pressed as Σk = VkV
∗
0 = V0U
kV ∗0 . Introduce the eigen-
decomposition
U = U˜ diag{eiθ1 , . . . , eiθr}U˜∗ (30)
where U˜ is also unitary and {eiθℓ} are eigenvalues of unit
modulus. Then we can further write
Σk = V0U˜ diag{e
ikθ1 , . . . , eikθr}U˜∗V ∗0
=
r∑
ℓ=1
eikθℓ(V0U˜):,ℓ (V0U˜)
∗
:,ℓ
(31)
where A:,ℓ is the Matlab notation standing for the ℓ-th
column of a matrix A. A distinct feature in the multi-
variate case is that U may have eigenvalues of multiplic-
ity larger than 1. After combining terms corresponding
to identical eigenvalues, we arrive at the desired decom-
position (27) where
Σk =
L∑
ℓ=1
eikθℓQℓ. (32)
Hence in general, L ≤ r.
From the above discussion, it is clear that important
parameters {θℓ, Qℓ} of the Vandermonde decomposi-
tion of T (Σ) are encoded in the eigen-decomposition of
the unitary matrix U . In principle, such U can be con-
structed explicitly (Horn and Johnson, 2013). However,
a more efficient approach is the following. Multiplying
V ∗−n from the left to both sides of (29) and using the
eigen-decomposition (30), we can obtain the relation
V ∗−nV−0U˜:,ℓ = e
iθℓV ∗−nV−nU˜:,ℓ. (33)
Therefore, the unitary matrix U˜ and the eigenval-
ues {eiθℓ} can be obtained by solving the general-
ized eigenvalue problem of the ordered matrix pair
(V ∗−nV−0, V
∗
−nV−n).
5 Application to frequency estimation
Consider C2 vectorial measurements y obeying the
model
y(t) =
L∑
ℓ=1
sℓ e
iθℓt + w(t) (34)
where, t = 0, 1, . . . , n, L is the number of sources, {sℓ}
are 2-d complex vectorial amplitudes, {θℓ ∈ T} are un-
known (but fixed) frequencies, x(t) :=
∑L
ℓ=1 sℓ e
iθℓt is
the signal component, and w(t) is a noise process. The
measurement equation can be put in a matrix form
y :=


y(0)
...
y(n)

 =
[
G(θ1) · · · G(θL)
]


s1
...
sL


︸ ︷︷ ︸
x
+


w(0)
...
w(n)


(35)
where the block columns {G(θℓ)} are defined after (25).
In this section, we only consider the noiseless case where
we have y = x exactly.
A popular approach nowadays in frequency estimation
involves the notion of the atomic norm of the signal x
(see, e.g., Yang et al., 2018). The elements in the set
{G(θ) : θ ∈ T} are called “atoms” which can be viewed
as basis functions with a continuous parameter θ ∈ T.
The atomic norm of x is defined as
‖x‖A := inf
sℓ,θℓ
{∑
ℓ
‖sℓ‖ : x =
∑
ℓ
G(θℓ)sℓ,
θℓ ∈ T, sℓ 6= 0 ∈ C
2
} (36)
which is the continuous counterpart of the ℓ1 norm, so
that it promotes sparsity in the sense that the decompo-
sition of the signal x contains as few terms as possible.
The definition of the atomic norm does not indicate a
way to compute it. The next result addresses this is-
sue and shows that the atomic norm admits a semidef-
inite programming formulation (modulo a rank condi-
tion) and can be computed efficiently using standard
tools for convex optimization (Boyd and Vandenberghe,
2004).
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Theorem 2 Given the noiseless measurements x of
the complex sinusoids, let p be the optimal value of the
semidefinite programming
minimize
b,Σ
1
2
b+
1
2
tr Σ0
subject to
[
b x∗
x T (Σ)
]
≥ 0.
(37)
Then the atomic norm ‖x‖A ≥ p. Moreover, if the mini-
mizer (bˆ, Σˆ) of (37) is such that rˆ := rankT (Σˆ) ≤ n+1
(half of the size of T (Σˆ)) with Σˆ nondegenerate, then
‖x‖A = p.
PROOF. We first prove the claim that ‖x‖A ≥ p.
Let x =
∑
ℓG(θℓ)sℓ be an atomic decomposition of
x. Define the unit vector uℓ := sℓ/‖sℓ‖, the scalar
b :=
∑
ℓ ‖sℓ‖, and the Hermitian block-Toeplitz matrix
T (Σ) :=
∑
ℓ ‖sℓ‖G(θℓ)uℓu
∗
ℓG
∗(θℓ). By construction, we
have Σ0 =
∑
ℓ ‖sℓ‖uℓu
∗
ℓ , and thus trΣ0 =
∑
ℓ ‖sℓ‖ = b.
Moreover, we have
[
b x∗
x T (Σ)
]
=
∑
ℓ
‖sℓ‖
[
u∗ℓ
G(θℓ)
]
uℓu
∗
ℓ
[
uℓ G
∗(θℓ)
]
≥ 0.
(38)
Therefore, (b,Σ) is a feasible point of the optimization
problem (37), and by definition it holds that p ≤ 12b +
1
2 trΣ0 =
∑
ℓ ‖sℓ‖. Since the inequality holds for any
atomic decomposition of x, it must hold for the infimum,
i.e., p ≤ ‖x‖A.
For the second claim, we need to show the inequality
‖x‖A ≤ p under the additional rank condition. Due to
the constraint in (37), we have T (Σˆ) ≥ 0, which plus
nondegeneracy makes Corollary 1 applicable. Thus we
can write down the unique Vandermonde decomposi-
tion T (Σˆ) =
∑Lˆ
ℓ=1G(θˆℓ)QˆℓG
∗(θˆℓ). By the theory of the
generalized Schur complement (Zhang, 2005), we have
x ∈ RangeT (Σˆ), which means that there exist vectors
{sˆℓ} such that
x =
Lˆ∑
ℓ=1
G(θˆℓ)sˆℓ :=G(θˆ)sˆ. (39)
The latter is a shorthand notation for the block-matrix-
vector product in (35). Again by the Schur complement,
it holds that
bˆ ≥ x∗T †(Σˆ)x
= sˆ∗G∗(θˆ)
[
G(θˆ)QˆG∗(θˆ)
]†
G(θˆ)sˆ
(40)
where † denotes the Moore-Penrose pseudoinverse, and
Qˆ := diag{Qˆ1, . . . , QˆLˆ} is a block-diagonalmatrix. Next
we will simplify the above expression, during which the
rank condition will play a role. Following the discussion
after (31), we know Lˆ ≤ rˆ ≤ n + 1 so that the 2(n +
1)× 2Lˆ matrix G(θˆ) has linearly independent columns.
Hence the matrix Qˆ has rank rˆ. Consider also the eigen-
decomposition Qˆ = UˆΛˆUˆ∗. The matrix Uˆ has the shape

uˆ1,1 uˆ1,2 0 0 · · · 0 0
0 0 uˆ2,1 uˆ2,2 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · uˆ
Lˆ,1 uˆLˆ,2

 (41)
where each pair uˆℓ,1, uˆℓ,2 are orthonormal eigenvectors
of the block Qˆℓ. Discarding the zero eigenvalues, we
can write a “thin” decomposition Qˆ = UˆtΛˆtUˆ
∗
t where
Λˆt = diag{λˆ1, . . . , λˆrˆ} > 0. Taking a closer look at the
representation (39), we can conclude that sˆ = Uˆts¯ for
some s¯ ∈ Crˆ. Due to the special structure of Uˆt derived
from (41), it follows that each sˆℓ is either the linear com-
bination of uˆℓ,1, uˆℓ,2 or proportional to one of the two.
Both cases imply the inequality
Lˆ∑
ℓ=1
‖sˆℓ‖ ≤
rˆ∑
k=1
|s¯k|. (42)
We can now continue (40) as follows
bˆ ≥ s¯∗Uˆ∗tG
∗(θˆ)
[
Uˆ∗tG
∗(θˆ)
]†
Λˆ
−1
t
[
G(θˆ)Uˆt
]†
G(θˆ)Uˆts¯
= s¯∗Λˆ
−1
t s¯ =
rˆ∑
k=1
|s¯k|
2
λˆk
.
(43)
Finally, we arrive at
p =
1
2
bˆ+
1
2
tr Σˆ0
≥
1
2
rˆ∑
k=1
(
|s¯k|
2
λˆk
+ λˆk
)
≥
rˆ∑
k=1
|s¯k| ≥
Lˆ∑
ℓ=1
‖sˆℓ‖ ≥ ‖x‖A,
(44)
where we have used (42) and the definition of the atomic
norm.
The above theorem suggests a way of doing frequency
estimation (in the noiseless case) by first solving the op-
timization problem (37). Then given the optimal T (Σˆ),
8
the unknown frequencies {θℓ} can be recovered via com-
puting its Vandermonde decomposition.
Remark 5 The matrix T (Σ) can be interpreted as the
signal covariance matrix E(xx∗) if the amplitudes {sℓ}
are modeled as zero-mean random vectors such that
E(sℓs
∗
ℓ ) = Qℓ ≥ 0 and E(sℓs
∗
k) = 0 if ℓ 6= k. Then one
can easily see from (35) that E(xx∗) admits the Vander-
monde decomposition (27). However, the optimization
approach involving the atomic norm differs from tra-
ditional subspace methods which directly estimate the
covariance matrix from the measurements, in that the
block-Toeplitz structure of the covariance matrix is ex-
plicitly enforced and a low-rank solution is sought.
Remark 6 It is worth noting that in order for p = ‖x‖A
to hold, all the inequalities in (44) must hold with equal-
ity, which means that Lˆ = rˆ, λˆk = |s¯k| = ‖sˆk‖, and the
atomic decomposition (39) achieves the atomic norm. In
particular, each block Qˆℓ in Qˆ must have rank 1. Adopt-
ing the interpretation in the previous remark, this implies
that the two measurement channels are linearly corre-
lated, also called coherent in DOA estimation.
Remark 7 Since no statistical assumptions have been
made on the signal model (34), the proposed method for
frequency estimation can be labeled as “deterministic”.
In this context, an alternative formulation given the vec-
torial measurements is the following. Collect the noise-
less measurements of channel k (= 1, 2) into a column
vector xk := [xk(0), . . . , xk(n)]
⊤ ∈ Cn+1, called a snap-
shot. One can then pose the frequency estimation problem
given two (in general, multiple) snapshots. Similarly, the
atomic norm of X := [x1,x2] ∈ C
(n+1)×2 can be defined
as
‖X‖A := inf
sℓ,θℓ
{∑
ℓ
‖sℓ‖ : X =
∑
ℓ
g(θℓ)s
⊤
ℓ ,
θℓ ∈ T, sℓ 6= 0 ∈ C
2
} (45)
with g(θ) in (26). It is clear that the above definition
is equivalent to (36) up to a rearrangement of the data.
Moreover, ‖X‖A also admits a semidefinite program-
ming characterization similar to that in Theorem 2 (see
Yang and Xie, 2016). When the rank condition in The-
orem 2 is satisfied, the two formulations are equivalent
and the result of performance guarantee in Yang and Xie
(2016, Theorem 4) can be applied to conclude exact fre-
quency recovery when the unknown frequencies are suf-
ficiently separated.
Example 2 We conclude this section with a simple nu-
merical example showing the efficacy of the proposed
method for frequency estimation. First, noiseless mea-
surements are generated according to (34) (with w(t) ≡
0) where the signal length n = 64, the number of hidden
frequencies L = 4, the true frequency vector is randomly
generated as θ = [−0.3419,−0.0643, 0.9193, 1.3155] ∈
T4, and the complex vector amplitudes are random num-
bers as well. Then we proceed to solve problem (37) using
CVX, a package for specifying and solving convex pro-
grams (Grant and Boyd, 2008, 2014) which in turn calls
SDPT3 (Toh et al., 1999). The optimal value of the ob-
jective is 8.8901, and the optimal T (Σˆ) has numerical
rank 4 where eigenvalues no greater than ε = 10−4 are
treated as numerically zero. In particular, the fifth largest
eigenvalue here is 7.5640×10−8. The frequency estimate
θˆ is computed from the Vandermonde decomposition of
T (Σˆ) described in the previous section. The absolute er-
ror ‖θ − θˆ‖ of the estimate is 3.1644× 10−11.
6 Concluding remarks
In this work, we have treated the problem of line spec-
trum representation for a given extendable covariance
(multi-)sequence. We have shown the existence of such
a representation using Carathe´odory’s theorem for con-
vex hulls. We have also provided a sufficient condition
for the uniqueness of the line spectrum representation
for covariances on the boundary of the dual cone, and
have demonstrated that in the special case of bivariate
time series, the representation is indeed unique under
a nondegeneracy condition. Equivalently, this leads to
the Vandermonde decomposition for positive semidefi-
nite singular block-Toeplitz matrices which finds appli-
cation in frequency estimation using the atomic norm
minimization approach. Given noiseless double-channel
measurements, exact frequency recovery can be achieved
via the solution of a convex optimization problem under
a rank condition.
As for a possible future research direction, it seems in-
teresting to investigate in which situation the rank con-
dition in Theorem 2 is automatically met. It may be
helpful to further explore the connection between the
alternative formulations involving (36) and (45).
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