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Abstract
This PhD thesis contains new results on the mathematical study of Bose-Einstein condensation
and the main part of it is devoted to mixtures of condensates, i.e., systems composed of multiple
bosonic species in interaction.
We prove the validity of effective ground state theories for mixtures in the Gross-Pitaevskii and
mean-field regime. We show that the ground state energy asymptotics, in the large-N limit, is
captured by the minimum of a suitable one-body functional. Moreover, we prove that in the ground
state all species exhibit Bose-Einstein condensation onto the minimizer of that functional.
For mixtures in the mean-field regime, we provide a rigorous justification of Bogoliubov’s theory.
This is done by computing the contribution to the ground state energy which is due to excited
particles. We also prove a norm approximation for the ground state vector, in the Fock space norm.
From the time-dependent viewpoint, we prove for the first time the validity of the effective equa-
tions that were previously known due to heuristic physical arguments, and that are confirmed by
robust experimental evidence. Our results show that, for mixtures in the Gross-Pitaevskii and mean-
field regime, the effective dynamics is governed by a system of non-linear Schrödinger equations,
one for each species of the mixture.
In the final part of the thesis we present additional results on problems and models related to
the study on mixtures. We were able to derive the effective dynamics for spinor- and pseudo-spinor
condensates. The equations that we obtain are precisely those of modern experiments with ultra-
cold spin bosons. We also show that the mean-field model provide a time-dependent control of
condensation that is very accurate for the typical duration times of experiments. A further result
is the global well-posedness in the energy space of the singular Hartree equation. Last, we present
new remarks on the adaptation of known techniques that one needs in order to prove the derivation
of the magnetic Gross-Pitaevskii equation.
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Introduction
This thesis contains the analysis of problems emerging from the mathematical study of Bose-
Einstein condensation (BEC). The material is organized as follows.
• The present Introduction contains an overview on the effective ground state and dynamical
description of BEC from the mathematical physics viewpoint, and a survey of the original
results that will be discussed in detail through the thesis.
• Chapter 1 is devoted to the setup of the mathematical models for mixtures of condensates,
the class of systems that represent the main object of this work.
• Chapters 2, 3, and 4 contain the main results on mixtures of condensates, based on my works
[64], [67], [77]. First, we were able to compute the leading order in the number of particles
of the ground state energy, and to prove BEC for the ground state, both in the mean-field
and Gross-Pitaevskii regime. Furthermore, we were able to justify the validity of Bogoliubov
theory for mixtures in the mean-field regime.
In the time-dependent setting we proved persistence of condensation for mixtures in the
mean-field and Gross-Pitaevskii regime, and hence the derivation of the system of non-linear
Schrödinger equations describing the effective time evolution.
• Further results are presented in Chapter 5, based my works [66], [65], [68], [78]. These are
the derivation of the effective dynamical equations for spinor and pseudo-spinor condensates,
a quantitative estimate on the validity of the mean-field model, the proof of well-posedness of
the singular Hartree equation, and a note on the derivation of the magnetic Gross-Pitaevskii
equation.
Bose-Einstein condensation: a mathematical outlook
Bose-Einstein condensation is the physical quantum phenomenon, with no classical counterpart,
which occurs in systems of identical bosons at very low temperatures when a macroscopic fraction
of particles occupy the same one-body state. This was first conjectured theoretically by Bose [14]
and Einstein [27] in the 1920’s and then extensively studied through the following decades.
The theoretical investigation had no experimental counterpart until the mid 1990s, when cooling
and trapping techniques were perfected enough to reproduce the conditions for condensation. In
1995, the teams of Cornell and Wieman at Boulder, and of Ketterle at MIT were for the first
time able to observe BEC [6], [21]. This resulted in a Nobel prize in 2001, and in a continuously
developing and very active mainstream in experimental physics.
i
ii Introduction
The corresponding mathematical study of Bose-Einstein condensation has been an extraordinarily
rich and active subject which dates back to the very first systematic treatment of Bogoliubov in
the mid 1940’s (that is, some 20 years after the theoretical discovery of BEC). In this Section we
survey the mathematical formalism of BEC, introduce the concepts of effective ground state theory
and effective dynamics, and discuss some important and by now classical result.
Mathematically, to a gas of N identical bosonic particles in three space dimensions and with no
internal degrees of freedom, one associates the Hilbert space
HN,sym := L2(R3)⊗symN . (0.1)
Elements of HN,sym are wave-functions ψN (x1, . . . , xN ) of N three-dimensional variables with full
permutational symmetry among the variables, i.e. such that
ψN (x1, . . . , xN ) = ψN (xσ(1), . . . , xσ(N))
for every permutation σ ∈ ΣN , ΣN being the group of permutations of N elements.
Let γN , a positive trace-class operator on HN,sym with unit trace, be the density matrix describing
a state of a given bosonic system. Consistently with the physical notion of occupation numbers, the
standard mathematical tool to express the occurrence of BEC when the system is in the state γN
is the so-called one-body marginal (or one-body reduced density matrix)
γ
(1)
N := TrN−1 γN . (0.2)
Here the map TrN−1 : B1(HN,sym) → B1(L2(R3)) is the partial trace from trace class operators on
HN,sym to trace class operators on L2(R3), defined by
TrL2(R3)(A · TrN−1 T ) := TrHN,sym(A⊗ 1N−1 · T ), ∀A ∈ B(L2(R3)). (0.3)
Thus, γ(1)N is obtained by “tracing out” N − 1 degrees of freedom from γN : for example, for a
system in the pure state associated to the wave-function ψN ∈ HN,sym, the corresponding one-body
marginal γ(1)N has kernel
γ
(1)
N (x, x
′) =
∫
R3(N−1)
ψN (x, x2, . . . , xN )ψN (x′, x2, . . . , xN ) dx2 · · · dxN . (0.4)
As a simple consequence of the above definition, the one-body marginal γ(1)N has a complete set
of real non-negative eigenvalues that sum up to 1, and being it the partial trace of a many-body
state γN , it is natural to think of these eigenvalues as the occupation numbers in γN . This means
that each eigenvalue of γ(1)N is interpreted as the fraction of the N particles occupying the one-body
state associated to the corresponding eigenvector.
In a sense to be specified in the given context, one says that the many-body state γN exhibits
condensation with condensate wave-function ϕ ∈ L2(R3) (‖ϕ‖ = 1) if ϕ is an eigenvector of γ(1)N that
belongs to a non-degenerate eigenvalue that is by far larger than all other eigenvalues, i.e., it is almost
1 while all other eigenvalues are almost zero. In other words, γ(1)N ≈ |ϕ〉〈ϕ|, the rank-one projection
onto ϕ. This notion of condensation becomes conceptually well-posed and mathematically rigorous
in the limit N → ∞ – a genuine thermodynamic limit, or some simpler prescription on N → ∞
that mimics the thermodynamic limit. Notice that, strictly speaking, in order for a discussion on
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the N →∞ limit to make sense, one needs to specify a sequence of systems labeled by the number
of particles and a sequence of states {γN}N∈N. This will be tacitly understood in every result we
will present, and we will omit to mention it.
In particular, we shall consider the case of complete condensation, namely
lim
N→∞
γ
(1)
N = |ϕ〉〈ϕ| (complete BEC) . (0.5)
While the limit in (0.5) could be stated in several inequivalent operator topologies, simple consider-
ations (see, e.g., [44, Section 2]) show that in this case weak operator convergence actually implies
trace-norm convergence.
In (0.5) ϕ is customarily referred to as the condensate wave-function and in the presence of
condensation the diagonal γ(1)N (x, x) of the one-body marginal becomes, for large N , a good approx-
imation of the condensate profile |ϕ(x)|2. While the limit (0.5) is naturally interpreted as if the
many-body state was almost completely factorized as ϕ⊗N , the closeness γ(1)N ≈ |ϕ〉〈ϕ| is obviously
much weaker than the actual closeness ψN ≈ ϕ⊗N in the norm of HN .
A number of mathematical problems naturally emerge from the definition (0.5), among which:
• the proof that Bose-Einstein condensation holds for physically relevant quantum states (e.g.,
ground states of interacting Hamiltonians, thermal states, . . . ),
• the computation of the energy of states exhibiting BEC,
• the proof that BEC is preserved as the system evolves in time according to many-body
Schrödinger dynamics.
All the above problems have been studied extensively, particularly over the last two decades. The
large majority of the results so far available lack of a rigorous control of the asymptotics (0.5) in a
genuine thermodynamic limit. Instead, it is customary to investigate BEC in an ad hoc scaling limit
in which the inter-particle interaction is N -dependent. Of course, the most relevant scalings are
those that, even if differing from the thermodynamic limit, still mimic physically realistic situations.
We recall that the BEC property (0.5) amounts to having all particles in the same one-body
orbital (at least as far as one-particle observables are concerned). It is of great interest to investigate
whether the full many-body description boils down to a one-body effective model, depending on the
condensate wave-function only, and not anymore on the full many-body state. This is of primary
interest from the point of view of the problems listed above. For example, finding the exact N -body
ground state energy or monitoring the N -body dynamics are computationally unreachable problems
already for N exceeding a few units. It turns out that one can overcome such an obstruction by
means of an approximated one-body model (which, of course, is computationally much more handy).
A physically relevant scenario in which it is possible to prove the validity of an effective model
is the Gross-Pitaevskii (GP) regime. For a system of N bosons in three space dimensions, the
many-body Gross-Pitaevskii Hamiltonian is the operator
HN :=
N∑
j=1
(
−∆xj + Utrap(xj)
)
+N2
N∑
j<k
V (N(xj − xk)) (0.6)
acting on HN,sym, with self-explanatory kinetic, trapping, and interaction terms.
We notice that a scaling prescription is present in the inter-particle interaction term, in the form
of the replacement of the actual N -independent physical potential V with N2V (N ·). In such a
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regime the interaction among particles takes place on a spatial scale of order N−1. Comparing the
latter value with the mean inter-particle distance which, for bosons trapped in a box of order 1, is
of order N−1/3, shows that collisions are very rare, but with strong magnitude (because of the N2
coupling constant). In this respect, (0.6) is a realistic model for high dilution and strong interaction.
It was a milestone result by Lieb, Seiringer, and Yngvason that there is an effective one-body
theory describing low-energy properties of HN . To formulate this precisely, let us introduce the
Gross-Pitaevskii energy functional
E [ϕ] :=
∫
R3
|∇ϕ(x)|2 dx+
∫
R3
Utrap(x)|ϕ(x)|2 dx+ 4pia
∫
R3
|ϕ(x)|4 dx, (0.7)
where a ∈ R is the scattering length of V (see Section 1.3 or [56, Appendix C] for a variational defi-
nition). The quartic term in E effectively represents the interaction between two particles described
by the density |ϕ(x)|2.
It was proven in [57], [56] by Lieb, Seiringer, and Yngvason that, for a regular enough Utrap with
suitable confining properties, and for a non-negative, spherically symmetric V with finite scattering
length and fast enough decay, the ground state energy per particle of HN is asymptotically given
by the minimum of the Gross-Pitaevskii functional, that is,
lim
N→∞
minσ(HN )
N
= min
ϕ∈H1(R3)
‖ϕ‖L2=1
E [ϕ] (0.8)
(the assumptions on Utrap and V ensure both minima to be finite and attained).
Moreover, under the same assumptions, if ϕ0 is the minimizer of E , it was proven in [53], [56]
by Lieb and Seiringer that the ground state ψgsN of HN exhibits condensation onto ϕ0 in the sense
(0.5), i.e.,
lim
N→∞
γ
(1)
ψgsN
= |ϕ0〉〈ϕ0|. (0.9)
The results (0.8) and (0.9) were later generalized by Lieb and Seiringer [52] to rotating Bose gases
and then obtained again by Nam, Rougerie, and Seiringer [74] with a different method that exploits
the quantum de Finetti theorem. More recently, Boccato, Brennecke, Cenatiempo, and Schlein [12]
were able to prove condensation with optimal convergence rate for a Bose gas in the GP regime and
constrained in a unit torus.
A related investigation concerns the dynamical evolution of a system exhibiting BEC. Experimen-
tally, a condensate is prepared by letting a trapped system ‘cool down’ to some low-energy state
(say, the trap’s ground state). Once this is attained, a perturbation of the system, typically a sud-
den change or switching-off of the confinement, lets the condensate evolve according to a non-trivial
dynamics. It is a very robust experimental evidence that such an evolution preserves the condensate
for a time scale long enough to be monitored, and that the profile of the condensate changes with
time.
The phenomenon pictured above, i.e., persistence of condensation, has been well-known in physics
for a long time, at least on a formal level. Its rigorous justification has been a major challenge
in mathematical physics. It amounts to showing that the property (0.5) is preserved along the
evolution γN 7→ γN,t = e−itHγNeitH governed by a given many-body Hamiltonian H, and hence to
deriving rigorously the law ϕ 7→ ϕt that gives the condensate wave-function at later times. The
many-body linear dynamics for γN,t is then replaced by an effective non-linear dynamics for ϕt, the
non-linearity being due to the inter-particle interaction and emerging in the form of a non-linear
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cubic self-interaction term in the Schrödinger equation for ϕt. This is completely analogous to the
appearance of the quartic term in the Gross-Pitaevskii functional (0.7). In short (and for pure
states), the dynamical problem consists of completing the following diagram, assuming that the
first line holds at time t = 0:
ψN
partial trace−−−−−−−→ γ(1)N
N→∞−−−−→ |ϕ〉〈ϕ|
many-body
linear dynamics
y y y non-linearSchrödinger eq.
ψN,t −−−−−−−−−→ γ(1)N,t
N→∞−−−−→ |ϕt〉〈ϕt|
(0.10)
There is a vast literature on this class of investigations, covering different space dimensions (d =
1, 2, 3), a wide range of local singularities and long-distance decays for the inter-particle interactions,
and various types of scaling limits in the many-body Hamiltonian.
An important result in this framework is the first rigorous derivation of the time-dependent
Gross-Pitaevskii equation, due to Erdős, Schlein, and Yau [30], [28], [29], [31]. They considered a
system governed by the Hamiltonian HN defined in (0.6), having assumed Utrap = 0 and V to be
non-negative, spherically symmetric, short range, bounded, with finite scattering length a. In such
hypotheses, given an initial many-body wave-function ψN exhibiting condensation on ϕ ∈ L2(R3)
and satisfying 〈ψN , HNψN 〉 6 CN , they were able to prove that the evolved wave-function ψN,t =
e−itHNψN exhibits condensation onto ϕt which solves the time-dependent Gross-Pitaevskii equation{
i∂tϕt = −∆ϕt + 8pia|ϕt|2ϕt
ϕt|t=0 = ϕ.
(0.11)
Their proof, based on the hierarchical structure of the evolution equations for all the partial
marginals (the BBGKY hierarchy) and equivalent to the Schrödinger equation, did not provide
a quantitative rate for the convergence towards |ϕt〉〈ϕt|, because the limit was controlled by com-
pactness. The convergence rate was later obtained by Pickl [82], by Benedikter, de Oliveira, and
Schlein [8], and by Brennecke and Schlein [15] through different methods.
For a comprehensive outlook on the derivation of effective equations from quantum systems, we
refer to the review [9] and references therein. We remark that the problem has involved a variety
of approaches and techniques from analysis to operator theory, kinetic theory, and probability.
It is also worth remarking that the scaling defined by (0.6) is not the only one considered in
the literature. Another relevant prescription amounts to rescaling the coupling constant only, by a
factor N−1, hence considering an interaction term
1
N
N∑
j<k
V (xj − xk).
This is called mean-field regime and, effectively as N → ∞, it describes a gas of particle that are
weakly coupled and interact on a range of the same order as the size of the region in which they
are trapped. The effective energy functional describing the low energy properties of a mean-field
Hamiltonian is the Hartree functional
E˜ [ϕ] :=
∫
R3
|∇ϕ|2 dx+
∫
R3
Utrap(x)|ϕ(x)|2 dx+ 1
2
∫
R3
(
V ∗ |ϕ|2)(x)|ϕ(x)|2,
vi Introduction
while the effective evolution equation that completes the diagram (0.10) is the Hartree equation
i∂tϕt = −∆ϕt + Utrap ϕt + (V ∗ |ϕt|2)ϕt. (0.12)
The mean-field regime has been extensively studied in the past decades. Despite being a first
approximation, we will show in Section 5.1 that the mean-field effective dynamics still allows one to
control the occurrence of condensation with high precision for the whole typical duration of modern
experiments (see also [65]).
To conclude this Section, we mention that a further non-trivial result proven in particular scaling
regimes is the validity of the Bogoliubov’s theory. This allows one to monitor the role of the fraction
of particles that are not in the condensate (often called excitations), hence providing non-trivial
next-to-leading information on the ground state energy and ground state asymptotics.
The first proofs of Bogoliubov’s theory, due to Seiringer [88] for particles in a homogeneous
box, Grech and Seiringer [35] for particles in a trapping potential, and Lewin, Nam, Serfaty, and
Solovej [49] for more general many-body systems, were valid in the mean-field regime. Only more
recently Boccato, Brennecke, Cenatiempo, and Schlein [11] were able to justify Bogoliubov’s theory
in the Gross-Pitaevskii regime for a Bose gas in a homogeneous box.
For an extended discussion on features and roles of mean-field, Gross-Pitaevskii, and other regimes,
we refer to [63].
Main results of the thesis
The main results presented in this thesis concern the effective ground state and dynamical de-
scription of condensate mixtures.
A large amount of theoretical and experimental studies on Bose gases involve the interaction
among two or more atomic species, each of which is in a condensed state (see, e.g., [84, Section 12.11]
and references therein). These configurations are typically realized using heteronuclear mixtures of
41K-87Rb [70], 41K-85Rb [71], 39K-85Rb [61], 85Rb-87Rb [80]. The two species are called components
and the whole system is a multi-component condensate, or also mixture of condensates, or condensate
mixture.
Physical arguments corroborated by experimental data show that the effective non-linear descrip-
tion works to a very good degree of approximation, and depends on as many orbitals as the number
of components of the mixture. For example, the ground state energy of a m-component mixture
is obtained by minimizing a functional on a m-particle Hilbert space. Analogously, the effective
dynamics of a m-fold mixture is described by a system of m coupled non-linear Schrödinger equa-
tions, the coupling among them accounting how each of the m components affect the evolution of
the others.
Although these facts are by now well-known in the physics literature, no complete mathematical
treatment of mixtures of Bose gases was available at the time the present work started.
We shall consider a large three-dimensional system consisting of two distinguishable populations
of identical bosons, with two-body interactions among particles of the same species and of different
species (the extension to an arbitrary number m of different species is trivial and hence omitted).
We also allow for the possibility of external fields trapping the particles. The precise definitions of
the models and of the scaling limits, together with the mathematical tools needed to properly treat
the problem, will be the main content of Chapter 1.
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Acting on the Hilbert space
HN1,N2,sym := L2sym(R3N1)⊗ L2sym(R3N2)
of two different bosonic species of, respectively, N1 and N2 identical particles, we will then consider
two self-adjoint Hamiltonians HGPN1,N2 and H
MF
N1,N2
(for the Gross-Pitaevskii and mean-field regimes)
whose explicit definition will be given by (1.13) and (1.14) in Chapter 1.
As will be discussed in Section 1.2, the appropriate language to formulate condensation for mix-
tures and to monitor the effective dynamics is the one of generalized reduced density matrices
for Bose gases with two distinguishable components. The key object is the (1, 1)-particle reduced
marginal, which, for a system described by the wave-function ψN1,N2 ∈ HN1,N2,sym, is defined by
γ
(1,1)
ψN1,N2
= TrN1−1⊗TrN2−1 |ψN1,N2〉〈ψN1,N2 |, (0.13)
hence tracing out all degrees of freedom except for those of one particle for each species.
In analogy with (0.5), we say that a state with wave-function ψN1,N2 ∈ HN1,N2,sym exhibits double-
component Bose-Einstein condensation if there exist two condensate wave-functions u, v ∈ L2(R3)
such that
lim
N1,N2→∞
γ
(1,1)
ψN1,N2
= |u⊗ v〉〈u⊗ v|. (0.14)
This definition was formulated in my work [67]. As presented in Section 1.2, (0.14) has a clear
interpretation in terms of occupation numbers. We shall also discuss in Chapter 1 the joint limit
N1, N2 →∞, and the topologies in which it holds.
In the remaining part of this Section we informally present the main results we obtained, which are
the contents of Chapters 2, 3, and 4. We also briefly discuss the techniques we used in the proofs. As
will be thoroughly pointed out, our results generalize the one-component analysis of BEC presented
in the previous Section. We found that several among the many alternative techniques developed
so far to investigate one-component problems can be adapted to the multi-component setting, with
an amount of non-trivial modifications that depend on the considered techniques.
Ground state properties in the Gross-Pitaevskii regime
Chapter 2 presents the ground state theory for BEC mixtures in the Gross-Pitaevskii regime. In
analogy with (0.8) and (0.9), we control the energy asymptotics and prove condensation for the
ground state.
For the ground state energy inf σ(HGPN1,N2) and the minimum eGP of the two-component GP
functional defined in (1.18), we prove in Theorem 2.1 (ii) that
lim
N1,N2→∞
inf σ(HGPN1,N2)
N1 +N2
= eGP. (0.15)
Moreover, in Theorem 2.1 (iii), we prove that the ground state ψN1,N2 of HGPN1,N2 exhibits conden-
sation on the unique minimizer (u0, v0) of the GP functional, i.e.,
lim
N1,N2→∞
γ
(1,1)
ψN1,N2
= |u0 ⊗ v0〉〈u0 ⊗ v0|. (0.16)
These results are based on my work [64].
viii Introduction
To prove such results we adapted a technique by Nam, Rougerie, and Seiringer [74], based on
the quantum de Finetti theorem [92], [41], [4], [47], by introducing suitable modifications that take
into account the two-component nature of the system. The upper bound for energy convergence
is proven by producing a trial function with the correct amount of correlations between particles.
The lower bound is proven using Dyson Lemma, a result that allows one to replace an interaction
potential that scales very singularly in N with a less singular one (in the same spirit as in [57], [55],
[52], [74]). A crucial ingredient through all the proof is the quantum de Finetti theorem, that rigidly
fixes the structure of limits of reduced density matrices. In Section 1.4 we will state and prove the
quantum de Finetti theorem for a system consisting of two bosonic species.
We are also able to rigorously justify for the first time in the context of effective theories the
‘miscibility’ condition between the two species. It is experimentally known (see, e.g., [32], [60,
Section 15.2], [36, Section 16.2.1] and [84, Section 21.1]) that, if a1, a2 are the scattering lengths of
the infra-species interactions and a12 is the scattering length of the inter-species interaction, then
a1a2 > a212 (0.17)
implies absence of phase separation in the ground state: the two species can condense on spatially
overlapping orbitals. In our Theorem 2.1, thanks to (0.17) we are able to directly prove uniqueness
of the minimizer of the GP functional.
Ground state properties in the mean-field regime
Chapter 3 presents the analysis of ground state properties in the mean-field regime, based on my
work [64]. We are able for the first time to prove the validity of Bogoliubov theory for mixed Bose
gases, hence providing additional results with respect to the Gross-Pitaevskii case.
As a first step, we prove that the ground state energy per particle of HMFN1,N2 converges towards
the minimum eH of the Hartree functional (1.17), i.e., (see Theorem 3.2 (II))
lim
N1,N2→∞
inf σ(HGPN1,N2)
N1 +N2
= eH, (0.18)
and that the ground state ψgsN1,N2 exhibits BEC on the minimizer (u0, v0) of the Hartree functional,
i.e., (see Theorem 3.2 (III))
lim
N1,N2→∞
γ
(1,1)
ψgsN1,N2
= |u0 ⊗ v0〉〈u0 ⊗ v0|. (0.19)
These results are the direct counterpart of those obtained in the GP regime. In addition to that, we
are able to prove that the next contribution to the many-body ground state energy comes from the
ground state energy of the Bogoliubov Hamiltonian H. Hence, we obtain an expansion in powers of
N1, N2 which reads (see Theorem 3.1 (iii))
inf σ(HMFN1,N2) = (N1 +N2)eH + inf σ(H) + o(1), as N →∞. (0.20)
The operator H, quadratic in creators and annihilators, describes the energy of particles excited
outside of the condensate (that is, orthogonal to the minimizer of the Hartree functional). It is
explicitly characterized as a second quantized form of the Hessian of the Hartree functional evaluated
at the minimizer.
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Furthermore, in Theorem 3.1 (iv), we prove that the ground state Φgs of H provides a norm
approximation to the many-body ground state in the sense that
lim
N1,N2→∞
UN1,N2ψ
gs
N1,N2
= Φgs (0.21)
in the Fock space norm topology, for a unitary operator UN1,N2 that will be defined and discussed
in Section 3.4.
The proof of Theorem 3.1 is based on a very general method to justify Bogoliubov theory intro-
duced in [49] by Lewin, Nam, Serfaty, and Solovej, which we adapted to the two-component setting.
A key point for its applicability is the possibility of localizing a state in the Fock space on sectors
with at most M particles, with M 6 N . This is allowed by Proposition 3.13, a consequence of the
IMS formula already proven in [50, Theorem A.1] and [49, Proposition 6.1]. We are then able to
prove that an appropriate choice of M in terms of N allows to obtain the energy and ground state
asymptotics.
Effective dynamics of condensate mixtures
Our next concern, in analogy with the one-component analysis, is the problem of persistence in
time of condensation for mixtures. We were able to prove that, both in the Gross-Pitaevskii and
mean-field regime, double-component condensation is preserved by many-body time evolution, and
the effective dynamics is ruled by a system of coupled non-linear Schrödinger equations. These
results are presented in Chapter 4, based on my works [67], [77].
The effective equations that we derive are precisely those that physical heuristics produce (see,
e.g., [84, Chapter 21]), in extraordinary agreement with experimental data.
As a matter of fact, our results started an investigation on the effective dynamics of conden-
sate mixtures that has attracted interest and further contributions. Subsequent result are due
to Anapolitanos, Hott, and Hundertmark [5], who treated more singular interactions, and to de
Oliveira and Michelangeli [22], who monitored the fluctuations around the dynamics of coherent
states in Fock space.
We consider a two species Bose gas prepared at time t = 0 with a wave-function ψN1,N2 that
exhibits condensation onto u, v ∈ L2(R3). We are then able to prove that the evolved state
ψN1,N2,t = e
−itHMFN1,N2ψN1,N2 exhibits condensation for all t ∈ R, i.e.,
lim
N1,N2→∞
γ
(1,1)
ψN1,N2,t
= |ut ⊗ vt〉〈ut ⊗ vt|, (0.22)
where (ut, vt) solves the effective system (4.3).
We prove an analogous result for the Gross-Pitaevskii regime as well, with the evolution of (ut, vt)
governed now by (4.19). Here, however, the nature of the technique requires to assume, for the initial
datum, the following energy compatibility between many-body theory and effective theory
lim
N1,N2→∞
〈ψN1,N2 , HGPN1,N2ψN1,N2〉
N1 +N2
= EGP[u, v]. (0.23)
Here EGP is the two-component Gross-Pitaevskii functional (1.18).
We employ a robust method, invented and refined in a recent series of papers by Pickl [83], [81],
[82], in collaboration with Knowles [44]. This technique monitors how the displacement between
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full theory and effective theory changes with time by means of an ad hoc ‘counting’ of the amount
of particles in the many-body state that occupy the (1, 1)-body state ut ⊗ vt. This counting is
implemented by the functional
α
(1,1)
ψN1,N2,t
= 1− 〈ut ⊗ vt, γ(1,1)ψN1,N2,tut ⊗ vt〉, (0.24)
which measures how much the expectation of the (1, 1)-marginal on the condensate wave-function
differs from its maximal value 1.
Analogously to the one-component case, we prove that in the limit N1, N2 →∞ the vanishing of
the α-functional is equivalent to condensation, and, by assumption, this is the case for our initial
datum. The technique then goes through a Grönwall argument that propagates the smallness of
α
(1,1)
ψN1,N2,t
for all t > 0.
Further related results
The final part of this thesis contains the analysis of a number of problems and models related
to the study on mixtures of Bose gases. This has produced additional results that cannot be
comprehensively described within the remaining space and therefore are only surveyed in Chapter
5. Let us briefly present the material in this Section.
Effective dynamics of pseudo-spinor and spinor condensates
Mixtures of BEC constitute the first object of a more general research programme, pursued
in the course of this thesis’ work, focused on ‘composite’ condensates, i.e., Bose systems whose
condensation is not described by a single scalar orbital. This broad expression includes not only
mixtures of different atomic species, which are the main object of this thesis, but also systems in
which bosons of the same species populate different hyperfine states [72], [62], [37], [38].
The first experimental breakthroughs were found with magnetically-trapped gases of 87Rb that
turned out to be quite long-lived due to the fortunate circumstance that the singlet and triplet
scattering lengths have almost the same value, which greatly suppresses the spin-spin collision
rate. This allows for the creation of Bose-Einstein condensates where a macroscopic occupation of
particles can be driven coherently through two hyperfine levels, typically the |F = 1,mF = −1〉,
the |F = 2,mF = 2〉, or the |F = 2,mF = 1〉 states. Such systems are referred to as pseudo-spinor
condensates: only a restricted number of hyperfine levels contribute effectively to the experiment,
through the coupling with a resonant external magnetic field (Rabi coupling).
In contrast, a highly off-resonant magnetic confinement can trap the atoms irrespectively of their
hyperfine state: in this case the spin becomes a new degree of freedom and this produces interacting
Bose gases of ultra-cold atoms where the spatial two-body interaction is mediated by a spin-spin
coupling. When such systems exhibit a macroscopic occupation of the same one-body state, the
order parameter being now a vector in the hyperfine spin space, one speaks of spinor condensates.
Section 5.1 contains results on the effective dynamics of pseudo-spinor and spinor condensates,
based on my works [66], [65]. The main statements are Theorem 5.1 and Theorem 5.2, and show
that in both cases the effective dynamics is ruled by suitable systems of non-linear Schrödinger
equations.
The equations we derive are precisely those predicted by physical arguments, and they agree with
experimental data (see, e.g., [19] for a modern realization of a spinor condensate of spin-1 bosons).
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Our proofs are the first adaptations of Pickl’s counting method to bosonic systems with internal
degrees of freedom. We were able to control the new contribution coming from a (time-dependent)
external magnetic field that causes transfer of norm between the different spin levels.
In Section 5.2 we present a quantitative analysis, based on recent experimental data, of the fidelity
of the mean-field model (in fact valid also for single- and multi-component BEC and pseudo-spinors).
Despite the character of ‘first approximation only’, we show that it yields a control of the time-
dependent indicator of condensation that remains very small for all the typical duration of an
experiment on the dynamics of spinor condensates.
Well-posedness of the singular Hartree equation
The singular Hartree equation is a version of the Hartree equation in which the ordinary Laplace
operator is replaced by its singular perturbation (described, e.g., in [3, Chap. I.1] and [69]). It
is believed to describe the effective dynamics of Bose-Einstein condensates in which every particle
experiences a very peaked and localized singularity. A rigorous proof of this fact is at the moment
lacking. Yet, since a fundamental prerequisite of all known derivation techniques is the (at least
local) well-posedness of the effective equation, we aimed at establishing such first ingredient.
The content of Section 5.3 is the global well-posedness in the energy space of the singular Hartree
equation. This is based on my work [68]. We are able to prove local well-posedness for various
regimes of regularity, and then use conservation laws to prove global well-posedness in the mass and
energy space.
Our proof relies on the recent results [23], [33] (by my collaborators together with Dell’Antonio,
Georgiev and Yajima) which provide full characterization of the perturbed Sobolev spaces, namely
the form domains of fractional powers of the perturbed Laplacian.
Derivation of the Gross-Pitaevskii equation with magnetic Laplacian
Section 5.4 contains a discussion of the derivation of the Gross-Pitaevskii equation with the
magnetic Laplacian. Even though this result was already claimed in [82], the adaptations of the
known Pickl’s counting technique to the magnetic case are non-trivial in various aspect, and were
not present in literature. This gap was eventually closed in my work [78], whose main result is
reported in Section 5.4. The proof makes direct reference to the work [82], with a step-by-step
description of the needed modifications.
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Chapter 1
Mathematical description of condensate
mixtures
This Chapter presents the mathematical tools and results needed for the study of mixtures of Bose-
Einstein condensates. While part of the discussion is based on standard quantum mechanics, some
results are based on my works [67] (in collaboration with Michelangeli) and [64] (in collaboration
with Michelangeli and Nam).
1.1 Hilbert space and reduced density matrices
The following Hilbert space will be considered
HN1,N2,sym := L2sym(R3N1 , dx1, . . . ,dxN1)⊗ L2sym(R3N2 , dy1, . . . ,dyN2) . (1.1)
It is naturally associated to a system consisting of two different families of, respectively, N1 and N2
identical bosons. An element ψN1,N2 of HN1,N2,sym is a square-integrable wave-function with two
distinct sets of variables such that
ψN1,N2(x1, . . . , xN1 ; y1, . . . , yN2)
is invariant under exchange of any two x-variables or any two y-variables, with no overall permuta-
tion symmetry among the two sets of variables.
Most of the statements presented in this work are proven in suitable limits of infinitely many
particles. As already mentioned in the Introduction, in principle this would require for a sequence
of systems labeled by N1 and N2 to be considered. We shall always consider systems labeled by
fixed, but generic, N1 and N2, in this way implicitly defining a whole sequence.
We will only consider the case in which, as N1, N2 → +∞, there exist c1, c2 ∈ (0, 1) such that
cj = lim
N1,N2→+∞
Nj
N
, for j ∈ {1, 2} , where N := N1 +N2. (1.2)
This is a realistic requirement, since it merely asks that none of the two species is overwhelmingly
populated with respect to the other, and the two populations remain comparable. It is not restrictive
to assume that the ratios N1/N and N2/N are fixed and equal to, respectively, c1 and c2, and so
shall we henceforth. Such choice implies that, given c1, c2, the numbers N1, N2, and N are specified
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once one of the three is known, say N . For this reason, we will often indicate with the subscript N
quantities that actually depend on N1 and N2, and omit to keep track of the dependence on c1 and
c2, which are assumed to be fixed once and for all.
States on HN1,N2,sym are density matrices, that is, positive trace-class operators with unit trace,
with a bosonic symmetry naturally inherited from the Hilbert space. As a concrete example, one
might think of a factorized density matrix γN1 ⊗ γN2 where, for j = 1, 2, γNj is a density matrix on
L2sym(R3Nj ). A generic state of HN1,N2,sym, however, need not be factorized.
Pure states on HN1,N2,sym are rank one projections, and, up to a phase, they are in one-to-one
correspondence with unit vectors (wave-functions) in HN1,N1,sym. We will indifferently use the
notations γψN and |ψN 〉〈ψN | to indicate the pure state associated to ψN ∈ HN1,N2,sym.
The density matrix (or, in the case of pure states, the wave-function) contains the complete
information on the state of the system. Given an observable O, i.e., a bounded self-adjoint operator
on HN1,N2,sym, its expectation on a state γ is given by
〈O〉γ := Tr γO.
The phenomenon we shall investigate is Bose-Einstein condensation for mixtures, which is effi-
ciently monitored in terms of observables that depend on few particles of the system. Hence, when
condensation occurs, complete knowledge of the full density matrix is often not needed, being it
enough to have information on the two-component reduced density matrices.
Given a pure state with wave-function ψN ∈ HN1,N2,sym, for any couple of integers k1, k2 such
that k1 6 N1 and k2 6 N2, the (k1, k2)-particles reduced density matrix associated to ψN is defined
by
γ
(k1,k2)
ψN
:= TrN1−k1 ⊗ TrN2−k2 |ψN 〉〈ψN |. (1.3)
The operation in (1.3) amounts to tracing out N1 − k1 degrees of freedom in the first component
and N2−k2 in the second. It is straightforward to see that γ(k1,k2)ψN is a positive trace-class operator
with unit trace which, for k1, k2 > 1, acts on L2sym(R3k1)⊗ L2sym(R3k2). Its integral kernel reads
γ
(k1,k2)
ψN
(x1, . . . , xk1 , x
′
1, . . . , x
′
k1 ; y1, . . . , yk2 , y
′
1, . . . , y
′
k2) =
=
∫
R3(N1−k1)
∫
R3(N2−k2)
dxk1+1 · · · dxN1dyk2+1 · · · dyN2
× ψN (x1, . . . , xk1 , xk1+1, . . . , xN1 ; y1, . . . , yk2 , yk2+1, . . . , yN2)
× ψN (x′1, . . . , x′k1 , xk1+1, . . . , xN1 ; y′1, . . . , y′k2 , yk2+1, . . . , yN2) .
(1.4)
In the extremal cases, (1.3)-(1.4) above define reduced density matrices γ(k1,0)N1,N2 and γ
(0,k2)
N1,N2
acting,
respectively, on the single-species bosonic spaces L2sym(R3k1) and L2sym(R3k2), that is, all the degrees
of freedom of one of the two components are traced out.
1.2 Double-component BEC and indicators of condensation
A particularly important reduced density matrix associated to a wave-function ψN ∈ HN1,N2,sym
is the operator γ(1,1)ψN . Being it, as an immediate consequence of (1.3), a positive trace class operator
on L2(R3)⊗ L2(R3) with unit trace, it can be written as
γ
(1,1)
ψN
=
∑
j
λj |zj〉〈zj |, (1.5)
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where {zj}j is an orthonormal (not necessarily complete) family of vectors in L2(R3)⊗L2(R3). The
positive reals {λj}j sum up to one and are interpreted as occupation numbers, because λj represents
the probability that, in the many-body state γψN , one particle of the first species and one of the
second species are jointly described by the orbital zj .
In analogy with the single-component case, complete Bose-Einstein condensation in two compo-
nents occurs when only one occupation number is macroscopically different from zero, while all the
others are negligible. This should be meant in a suitable limit, and is tantamount as to say that the
operator γ(1,1)ψN converges to a rank one projection on L
2(R3)⊗ L2(R3). Hence, we say that a pure
state γψN associated to ψN ∈ HN1,N2,sym exhibits asymptotic 100% Bose-Einstein condensation in
two components with condensate wave-functions u and v if
lim
N1,N2→∞
γ
(1,1)
ψN
= |u⊗ v〉〈u⊗ v|, (1.6)
where u, v ∈ L2(R3) with ‖u‖ = ‖v‖ = 1. Even if a priori the limit in (1.6) could be stated in
several inequivalent operator topologies, from the trace norm to the weak operator topology, the
bounds
1− 〈u⊗ v, γ(1,1)ψN u⊗ v〉L2(R3)⊗L2(R3) 6 Tr ∣∣γ(1,1)ψN − |u⊗ v〉〈u⊗ v|∣∣
6 2
√
1− 〈u⊗ v, γ(1,1)ψN u⊗ v〉L2(R3)⊗L2(R3)
(see Lemma 1.2 below) show that the occurrence of the convergence γ(1,1)ψN → |u⊗ v〉〈u⊗ v| is
equivalently monitored in any of them.
The limit in (1.6) expresses, in the interpretation of occupation numbers, the idea that the actual
many-body state has the double-condensate form u⊗N1 ⊗ v⊗N2 , although the vanishing of γ(1,1)ψN −
|u⊗ v〉〈u⊗ v| is much weaker than the actual vanishing of ‖ψN − u⊗N1 ⊗ v⊗N2‖HN1,N2,sym .
Observe that the distinguishability of the two species results in a precise ordering in the product
u⊗ v ∈ L2(R3)⊗L2(R3) of the two condensate functions. Thus, even in the case u = v, the double
condensation γ(1,1)ψN ≈ |u ⊗ u〉〈u ⊗ u| expresses the fact that each component undergoes BEC with
the same spatial profile of the condensate: the two condensates then sit on top of each other, while
the two species remain distinguishable.
In order to prove a limit of type (1.6) to hold, it is customary to introduce appropriate indicators
of convergence. Given a wave-function ψN ∈ HN1,N2,sym, two one-body orbitals u, v ∈ L2(R3) with
‖u‖ = ‖v‖ = 1, and two integers k1, k2 with kj 6 Nj , j = 1, 2, define
α
(k1,k2)
ψN
:= 1− 〈u⊗k1 ⊗ v⊗k1 , γ(k1,k2)ψN u⊗k1 ⊗ v⊗k2〉Hk1,k2,sym (1.7)
and
R
(k1,k2)
ψN
:= Tr
∣∣ γ(k1,k1)ψN − |u⊗k1 ⊗ v⊗k2〉〈u⊗k1 ⊗ v⊗k2 | ∣∣ . (1.8)
Both quantities measure a displacement of the marginal γ(k1,k1)ψN from |u⊗k1 ⊗ v⊗k2〉〈u⊗k1 ⊗ v⊗k2 |,
which is the (k1, k2)-reduced density matrix relative to the purely factorized (N1, N2)-body state
u⊗N1 ⊗ v⊗N2 .
By definition, the vanishing of R(1,1)ψN in the limit of large N1 and N2 implies that ψN exhibits
condensation in the sense of (1.6). The next two Lemmas (that we already proved in [67]) show
that the vanishing of any of the quantities defined in (1.7) and (1.8) is equivalent to the vanishing
of all the others, for all k1, k2.
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Lemma 1.1. For the quantities defined in (1.7) for k1, k2 ∈ {0, 1}, one has
α
(1,0)
ψN
6 α(1,1)ψN , α
(0,1)
ψN
6 α(1,1)ψN (1.9)
and
α
(1,1)
ψN
6 α(1,0)ψN + α
(0,1)
ψN
. (1.10)
Lemma 1.2. For the quantities defined in (1.7)-(1.8) for kj ∈ {1, . . . , Nj}, j = 1, 2, one has
α
(k1,k2)
ψN
6 R(k1,k2)ψN 6 2
√
α
(k1,k2)
ψN
(1.11)
α
(k1,k2)
ψN
6 max{k1, k2} · α(1,1)ψN . (1.12)
The α-indicators will play a crucial role in Chapter 4. They quantify the difference between the
maximal possible value 1 and the expectation of the reduced density matrix on the factorized state.
The apparently stronger trace norm displacement (the R-indicators) turns out to be equivalent to
the former, in view of (1.11).
Lemma 1.1 shows that for the control of the double condensation, simultaneously in each com-
ponent, one can equivalently monitor the vanishing of α(1,1) or the vanishing of α(1,0) and α(0,1).
Lemma 1.2 shows in addition that the vanishing of α(1,1) or of higher order α-indicators are also
equivalent, with a deterioration (the factor max{k1, k2} in (1.12)) that depends on the size of the
subsystem of particles in each component on which one monitors the occurrence of condensation.
Proof of Lemma 1.1. If {vn}∞n=1 is an orthonormal basis of h := L2(R3) such that v1 = v, one has
〈u⊗ v , γ(1,1)ψN u⊗ v〉h⊗h 6
∞∑
n=1
〈u⊗ vn , γ(1,1) u⊗ vn〉h⊗h = 〈u , γ(1,0)u〉h
where the inequality is due to the positivity of γ(1,1)ψN and in the last identity we used the definition
of partial trace. This shows that α(1,0)ψN 6 α
(1,1)
ψN
, and analogously α(0,1)ψN 6 α
(1,1)
ψN
. To prove (1.10), we
exploit the positivity of the projections 1−|u〉〈u| and 1−|v〉〈v|, and hence of their tensor product:
one finds
0 6 Trh⊗h
[
γ
(1,1)
ψN
(1h − |u〉〈u|)⊗ (1h − |v〉〈v|)
]
= Trh⊗h
[
γ
(1,1)
ψN
(1h − |u〉〈u|)⊗ 1h
]
+ Trh⊗h
[
γ
(1,1)
ψN
1h ⊗ (1h − |v〉〈v|)
]
− Trh⊗h
[
γ
(1,1)
ψN
(1h⊗h − |u〉〈u| ⊗ |v〉〈v|)
]
= α
(1,0)
ψN
+ α
(0,1)
ψN
− α(1,1)ψN
and the conclusion follows.
Proof of Lemma 1.2. Inequalities (1.11) are established precisely as in the one-component case,
since here one only deals with the rank-one projection |u⊗k1 ⊗ v⊗k2〉〈u⊗k1 ⊗ v⊗k2 | and the density
matrix γ(k1,k2)ψN on the (k1 +k2)-body space Hk1,k2 , with no reference to the two-component structure
or to the numbers k1, k2 – see, e.g., [44, Lemma 2.3] (the constant 2 in the second inequality in
(1.11) is an easy improvement of the constant 2
√
2 obtained in [44, Lemma 2.3]). As for (1.12), one
first repeats component-wise the very same argument that allows for a control of the k-th marginal
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in terms of the (k − 1)-th marginal precisely as in the one-component case [44, Lemma 2.1], thus
obtaining
α
(k1,k2)
ψN
6 α(k1−1,k2−1)ψN + α
(1,1)
ψN
.
By iteration, and supposing for example k1 < k2, one gets
α
(k1,k2)
ψN
6 k1α(1,1)ψN + α
(0,k2−k1)
ψN
.
In turn, for the one-component (k2−k1)-marginal α(0,k2−k1)ψN the standard one-component argument
[44, Lemma 2.1] yields
α
(0,k2−k1)
ψN
6 (k2 − k1)α(0,1)ψN
and by Lemma 1.1 α(0,1)ψN 6 α
(1,1)
ψN
. By combining these inequalities,
α
(k1,k2)
ψN
6 k1α(1,1)ψN + (k2 − k1)α
(0,1)
ψN
6 k2 α(1,1)ψN
which proves (1.12).
1.3 Many-body Hamiltonians, scaling limits, and effective theories
Let us now introduce the models that will be studied in the next Chapters. This is done by
specifying the many-body Hamiltonian, an operator on HN1,N2,sym which represents the energy of
the system and governs the time evolution.
The main results that will be presented are the proof of Bose-Einstein condensation for the ground
state, the computation of the ground-state energy asymptotics in the large-N1, N2 limit and the
proof of persistence of condensation under many-body time evolution.
As presented in the Introduction for the one-component setting, a systematic treatment of such
problems in a genuine thermodynamic limit is at the moment not available. Hence, the limit of
infinitely many particles requires suitable scaling prescriptions on the many-body Hamiltonian. As
customary, this is done by introducing a dependence on the number of particles in the inter-particle
interaction.
To be precise, we shall consider the following Hamiltonian operator on HN1,N2,sym
HN :=
N1∑
j=1
(−∆xj + U (1)trap(xj))+ 1N ∑
16j<r6N1
V
(1)
N (xi − xj)
+
N2∑
k=1
(−∆yk + U (2)trap(yk))+ 1N ∑
16k<`6N2
V
(2)
N (yk − y`)
+
1
N
N1∑
j=1
N2∑
k=1
V
(12)
N (xj − yk) ,
(1.13)
with self-explanatory kinetic, confining, and interaction terms. Depending on the problem under
investigation, different assumptions on the functions U (1)trap, U
(2)
trap, V
(1)
N , V
(2)
N , V
(12)
N will be made.
Such assumptions will always make HN be unambiguously realized as a self-adjoint operator on
HN1,N2,sym.
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The scaling results in pair potentials V (1)N , V
(2)
N , and V
(12)
N which depend on the number of
particles, and in overall N−1 coupling constants. Two particular regimes will be considered in the
present work: the mean field regime, for interactions of weak magnitude and long range, and the
Gross-Pitaevskii regime, for interactions of strong magnitude and short range. The two regimes
correspond to two different specializations of (1.13): the mean field Hamiltonian HMFN and the
Gross-Pitaevskii HamiltonianHGPN , in which the interaction potentials V
(α)
N are chosen, respectively,
as
V
(α),MF
N (x) := V
(α)(x),
V
(α),GP
N (x) := N
3V (α)(Nx),
α ∈ {1, 2, 12} (1.14)
for suitable N -independent potentials V (1), V (2), and V (12). In fact, it is easy to see what the
needed transformation is in order for (1.13)-(1.14) to reproduce the ‘physical’ mean field and Gross-
Pitaevskii scalings that were inferred in [67]:
mean field: V (j)(x) = c−1j V(j)(x)
Gross-Pitaevskii: V (j)(x) = c2j V(j)(cj x) j ∈ {1, 2}
both: V (12)(x) = V(12)(x) .
(1.15)
One should therefore keep in mind that the physical conditions are on the V(α)’s, although mathe-
matically we shall qualify the V (α)’s.
For HMFN and H
GP
N , the ground state energies are defined by
EMFN := inf σ(H
MF
N )
EGPN := inf σ(H
GP
N ).
(1.16)
It is worth noticing that our assumptions on the U ’s and on the V ’s will always ensure both ground
state energies to be finite.
The asymptotic computation of EGPN and of E
MF
N is among the main results of, respectively,
Chapter 2 and Chapter 3. It turns out that both quantities are captured, to the leading order in
N , by the minima of suitable effective one-body functionals. While leaving to the next Chapters
the precise statements and proofs of our main results, we define here the energy functionals of the
effective theories corresponding to the two scaling regimes in (1.14).
The relevant effective model for the mean-field regime is a two-component Hartree theory whose
energy functional reads
EH[u, v] := c1
∫
R3
|∇u|2 dx+ c1
∫
R3
U
(1)
trap|u|2 dx+
c21
2
∫
R3
(V (1)∗|u|2) |u|2 dx
+ c2
∫
R3
|∇v|2 dx+ c2
∫
R3
U
(2)
trap|u|2 dx+
c22
2
∫
R3
(V (2)∗|v|2)|v|2 dx
+ c1c2
∫
R3
(V (12)∗|v|2)|u|2 dx,
(1.17)
where c1 and c2 are the population ratios defined in (1.2). The quadratic terms clearly correspond
to the single-particle summands of HMFN , while the non-local quartic terms correspond to the pair
potentials. Notice that, depending on the regularity of the potentials U (1)trap, U
(2)
trap, V
(1), V (2), V (12),
the domain of EH might vary.
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The emergence of the convolution in (1.17) is heuristically explained as a consequence of the law
or large numbers. If particles of the first species are distributed according to the density |u(x)|2,
then the j-th particle experiences the intra-species interaction energy
1
N
∑
j 6=k
V (1)(xj − xk) ' c1
∫
V (1)(xj − y)|u(y)|2 dy ≡ c1(V (1) ∗ |u|2)(xj).
The emergence of convolutions involving V (2) and V (12) is explained analogously.
In the Gross-Pitaevskii regime, on the other hand, the effective functional depends on the scat-
tering lengths of the pair potentials V (α), α ∈ {1, 2, 12}, whose definition we recall here (see [56,
Appendix C] for a more detailed presentation).
For a positive, compactly supported and spherically symmetric V (α), consider the solution f (α)
to the equation (
−∆ + V
(α)
2
)
f (α) = 0,
with the boundary condition f (α)(x)→ 1 for |x| → +∞. Then, for |x| large enough,
f (α)(x) = 1− aα|x| ,
for an appropriate constant aα, which is called the scattering length of V (α).
The Gross-Pitaevskii functional then reads
EGP[u, v] := c1
∫
R3
|∇u|2 dx+ c1
∫
R3
U
(1)
trap|u|2 dx+ 4pia1c21
∫
R3
|u|4 dx
+ c2
∫
R3
|∇v|2 dx+ c2
∫
R3
U
(2)
trap|u|2 dx+ 4pia2c22
∫
R3
|v|4 dx
+ 8pia12c1c2
∫
R3
|v|2|u|2 dx.
(1.18)
Notice that, in EGP, the details of the functions V (α) do not play a role, and the only relevant
parameter for the inter-particle interactions are the scattering lengths.
1.4 Quantum de Finetti theorem
To conclude this Chapter, we state and prove the two-component quantum de Finetti theorem,
which will be used in Chapter 2 and 3. It is an abstract result, essentially depending on the structure
of HN1,N2,sym only, which fixes the asymptotic form of reduced density matrices.
Theorem 1.3 (Quantum de Finetti theorem for 2-component Bose gas). Let K be a separable
Hilbert space, and let {ψN}N be a sequence of wave-functions such that, for every N , ψN belongs
to K⊗symN1 ⊗K⊗symN2 (recall that Nj = cjN , j = 1, 2). Then, up to a subsequence of the sequence
{ψN}N , there exists a Borel probability measure µ supported on the set {(u, v) : u, v ∈ K, ‖u‖ 6
1, ‖v‖ 6 1} such that
γ
(k,`)
ψN
⇀
∫
|u⊗k ⊗ v⊗`〉〈u⊗k ⊗ v⊗`|dµ(u, v), ∀k, ` = 0, 1, 2, ... (1.19)
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weakly-* in trace class as N → ∞. Moreover, if γ(1,0)ψN and γ
(0,1)
ψN
converge strongly in trace class,
then µ is supported on the set {(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1} and the convergence in (1.19) is
strong in trace class for all k, ` > 0.
This is the two-component analogue of the quantum de Finetti theorem proved in [92], [41] for
the case of strong convergence and in [4], [47] for the case of weak convergence. We sketch here a
proof of Theorem 1.3, taken from our work [64], which goes through an adaptation of the strategy
used in [47] to treat the one-component case.
First, we state and prove the finite dimensional version of Theorem 1.3. It is the two-component
result corresponding to the quantitative quantum de Finetti theorem in [20] (see also [34], [48] and
the references therein for related results).
Lemma 1.4 (Quantum de Finetti theorem in finite dimensions). Let K be a Hilbert space with
dimK = d < +∞. Let ψN be a wave function in K⊗N1sym ⊗ K⊗N2sym . Then there exists a Borel
probability measure µN supported on the set
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}
such that
Tr
∣∣∣∣γ(k,`)ψN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµN (u, v)
∣∣∣∣ 6 Cd( k1N1 + k2N2
)
for all k1 ∈ {0, 1, 2, ..., N1}, k2 ∈ {0, 1, ..., N2}.
Proof. Recall the Schur formula∫
‖u‖=1
|u⊗N1〉〈u⊗N1 |du = cN11K⊗N1sym
where du is the (normalized) Haar measure on the unit sphere {u ∈ K, ‖u‖ = 1} and
cN1 := dim
(
K⊗N1sym
)
=
(
N1 + d− 1
d− 1
)
.
From this and a similar identity for K⊗N2sym , we can write∫
‖u‖=1,‖v‖=1
|u⊗N1〉〈u⊗N1 | ⊗ |v⊗N2〉〈v⊗N2 | dudv = cN1cN21K⊗N1sym ⊗ 1K⊗N2sym .
The latter representation suggests that a natural candidate for µN is the Husimi measure
µN (u, v) = cN1cN2
∣∣〈u⊗N1 ⊗ v⊗N2 , ψN 〉∣∣2 dudv.
The remaining part of the proof is similar to the proof in the one-component case from [20] or
[48].
Now we are ready to prove Theorem 1.3.
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Proof of Theorem 1.3. Step 1: Finite dimensional case. We first consider the case in which K is
finite dimensional. By Lemma 1.4, from the wave function ψN we can construct a Borel probability
measure µN supported on the set
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
Tr
∣∣∣∣γ(k,`)ψN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµN (u, v)
∣∣∣∣ = 0, ∀k, ` = 0, 1, 2, ...
Now, {µN} is a sequence of Borel probability measures supported on a compact set. Hence, up to a
subsequence, µN converges to a Borel probability measure µ on {(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}.
This ensures that
lim
N→∞
Tr
∣∣∣∣γ(k,`)ψN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµ(u, v)
∣∣∣∣ = 0, ∀k, ` = 0, 1, 2, ...
Step 2: Infinite dimensional case. Suppose now K is infinite dimensional, and let {ϕn}∞n=1 be
an orthonormal basis of K. Let Pn be the projection onto the subspace Wn = span(ϕ1, ..., ϕn).
Since the operator γ(k,`)ψN is bounded in trace class uniformly in N , up to a subsequence, we have
γ
(k,`)
ψN
⇀ γ(k,`)
weakly-* in trace class for all k, ` > 0. Consequently, for every n ∈ N fixed, we have the strong
convergence
P⊗k+`n γ
(k,`)
ψN
P⊗k+`n → P⊗k+`n γ(k,`)P⊗k+`n , ∀k, ` > 0. (1.20)
Now using the geometric localization method in Fock space of [46], we can find a state ΓN,n in
the Fock space F(Wn)⊗F(Wn), located in the sectors with number of particles not bigger than N ,
whose reduced density matrices are
Γ
(k,`)
N,n = P
⊗k+`
n γ
(k,`)
ψN
P⊗k+`n , ∀ 0 6 k 6 N1, 0 6 ` 6 N2.
SinceWn is finite dimensional, we can argue as in Step 1 for the state ΓN,n to find a Borel probability
measure µn supported on the set
{(u, v) : u, v ∈Wn, ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
Tr
∣∣∣P⊗k+`n γ(k,`)ψN P⊗k+`n
−
(
Tr
[
P⊗k+`n γ
(k,`)
ψN
P⊗k+`n
]) ∫
|u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµn(u, v)
∣∣∣∣ = 0. (1.21)
From (1.20) and (1.21), we deduce that
P⊗k+`n γ
(k,`)P⊗k+`n = Ck,`,n
∫
|u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµn(u, v), ∀k, ` > 0, (1.22)
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where
Ck,`,n = Tr
[
P⊗k+`n γ
(k,`)P⊗k+`n
]
.
Next, note that if m > n, then the measure µn is the cylindrical projection (µm)|Wn⊕Wn . There-
fore, according to [46, Lemma 1], there exists a Borel probability measure µ supported on
{(u, v) : u, v ∈ K, ‖u‖ 6 1, ‖v‖ 6 1}
such that for all n = 1, 2, ..., the measure µn coincides with the cylindrical projection µ|Wn⊕Wn .
Consequently, (1.22) can be rewritten as
P⊗k+`n γ
(k,`)P⊗k+`n =
∫
|(Pnu)⊗k〉〈(Pnu)⊗k| ⊗ |(Pnv)⊗`〉〈(Pnv)⊗`|dµ(u, v)
= P⊗k+`n
(∫
|u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµ(u, v)
)
P⊗k+`n .
Since Pn → 1K as n→∞, we deduce that
γ(k,`) =
∫
|u⊗k〉〈u⊗k| ⊗ |v⊗`〉〈v⊗`|dµ(u, v), ∀k, ` > 0. (1.23)
Step 3: Strong convergence. If we assume further that γ(1,0)ψN and γ
(0,1)
ψN
converge strongly in
trace class, then Tr γ(1,0) = Tr γ(0,1) = 1. By taking the trace of (1.23), we get∫
‖u‖2dµ(u, v) =
∫
‖v‖2dµ(u, v) = 1.
Thus, we conclude that µ is supported on
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}.
Moreover, again by (1.23), we have Tr γ(k,`) = 1, and hence γ(k,`)N converges to γ
(k,`) strongly in
trace class for all k, ` > 0.
Chapter 2
Ground state of Bose mixtures in the
Gross-Pitaevskii regime
Let HGPN be the Gross-Pitaevskii Hamiltonian defined by (1.13) and (1.14), and let E
GP
N be its
ground state energy. In this Chapter we are going to show that under suitable, physically realistic
conditions the many-body ground state energy per particle EGPN /N converges to the minimum
of the Gross-Pitaevskii functional (1.18). Moreover, the corresponding many-body ground state
exhibits Bose-Einstein condensation in both components on the unique minimizer (u0, v0) of the
Gross-Pitaevskii functional.
This Chapter is based on my work [64] in collaboration with Michelangeli and Nam.
2.1 Assumptions and main result
We require the following assumptions on the potentials that appear in the many-body Hamiltonian
HGPN .
(AGP1 ) For α ∈ {1, 2}, the confining potentials satisfy U (α)trap ∈ L3/2loc (R3,R) and
U
(α)
trap(x)→ +∞ as |x| → +∞.
(AGP2 ) For α ∈ {1, 2, 12} the interaction potentials V (α) ∈ C∞c (R3) are non-negative, spherically
symmetric, and such that the respective scattering lengths satisfy
a1a2 > a212 . (2.1)
The assumption (AGP1 ) ensures that the one-body operator T (α) := −∆ +U (α)trap is bounded from
below, and with compact resolvent. The relevant case of harmonic confinement U (α)trap(x) = cα|x|2,
often used in experiments, clearly satisfies (AGP1 ). It is to be remarked that the results presented
below can be generalized to the case in which, inHGPN , the Laplacian −∆ is replaced by the magnetic
Laplacian (i∇+A(x))2.
Condition (2.1) in (AGP2 ) is needed to ensure that the minimizer of the Gross-Pitaevskii func-
tional is unique. Such condition explicitly emerges in the physical literature and was recognized in
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experimental observations as a ‘miscibility’ condition between the two components of the mixture
(that is, the interspecies repulsion does not overcome the repulsion among particles of the same
type and the two components are spatially mixed); see, e.g., [32], [60, Section 15.2], [36, Section
16.2.1] and [84, Section 21.1]. It is to be remarked that the results below actually hold in a larger
generality in which (2.1) is replaced by the condition that the Gross-Pitaevskii functional has a
unique minimizer.
The main result of this Chapter describes the leading order behavior of the many-body ground
state energy and ground state in the Gross-Pitaevskii regime.
Theorem 2.1 (Leading order in the Gross-Pitaevskii limit). Let Assumptions (AGP1 ) and (AGP2 )
be satisfied. Then the following statements hold true.
(i) There exists a unique minimizer (u0, v0) (up to phases) for the variational problem
eGP := inf
u,v ∈H1(R3)
‖u‖L2=‖v‖L2=1
EGP[u, v].
(ii) The ground state energy of HGPN satisfies
lim
N→∞
EGPN
N
= eGP. (2.2)
(iii) If ψN is an approximate ground state of HGPN , in the sense that
lim
N→∞
〈ψN , HGPN ψN 〉
N
= eGP,
then it exhibits complete Bose-Einstein condensation in both components
lim
N→+∞
γ
(k,`)
ψN
= |u⊗k0 ⊗ v⊗`0 〉〈u⊗k0 ⊗ v⊗`0 |, ∀k, ` = 0, 1, 2, ..., (2.3)
in trace-norm topology.
A few remarks are in order. First, in Theorem 2.1, local integrability of the pair potentials is
actually not essential, and the analysis could be extended, for example, to hard sphere potentials. As
will be clear in the course of the proof, thanks to Dyson Lemma, one can replace V (α)N by a potential
with a milder scaling behavior (see Lemma 2.3 below). The detailed profile of the potential plays
no role in this, and only its scattering length matters.
The short-range assumption on the potential is not crucial either. Theorem 2.1 could be extended
to potentials with fast enough decay, by a spatial cut-off and a standard density argument. However,
in the following, we will keep the conditions (AGP1 ), (AGP2 ) to simplify the presentation.
The analogue of Theorem 2.1 for the one-component case has been proven first by Lieb, Seiringer
and Yngvason [57] for the convergence of the ground state energy, and by Lieb and Seiringer [53],
[52] for the condensation of the ground state. Later, based on quantum de Finetti methods [20], [4],
[47], the ground state energy asymptotics and the proof of condensation for the ground state were
re-obtained by Nam, Rougerie and Seiringer [74]. Very recently, Boccato, Brennecke, Cenatiempo,
and Schlein [12] obtained the optimal convergence rate in the homogeneous case (where the particles
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are confined in a unit torus, without external potential). We will follow the approach of [74], and
adapt it to the multi-component case.
Theorem 2.1 motivates the assumptions that are typically made on the initial data of the dynam-
ical analysis (see our work [77] whose main result is presented in Chapter 4). There, one proves
that the mixture preserves double-component condensation in the course of time evolution, if it is
prepared at time t = 0 in a state of condensation and provided that the energy per particle of the
initial state is captured by the GP energy functional. In the experiments the preparation of the
mixture is precisely obtained by letting the system relax onto the many-body ground state (or a
low-energy state), then the dynamical experiments starts by perturbing such an initial state, e.g.,
removing the confinement [36]. Theorem 2.1 provides the rigorous ground for such initial conditions.
The remaining part of this Chapter is devoted to the proof of Theorem 2.1. We will prove (i) in
Section 2.2, (ii) in Section 2.3, and (iii) in Section 2.4.
2.2 Proof of existence and uniqueness of the GP minimizer
Under assumptions (AGP1 ) and (AGP2 ), the existence of minimizers for the Gross-Pitaevskii func-
tional (1.18) follows easily from standard direct methods in calculus of variations. We only focus
on the uniqueness part.
For f, g > 0, let us define the auxiliary functional
DGP[f, g] := EGP[
√
f,
√
g]. (2.4)
The first step is to show convexity of DGP, namely
DGP
[f + r
2
,
g + s
2
]
6 D
GP[f, g] +DGP[r, s]
2
. (2.5)
This is easily checked for the summands of DGP that contain the kinetic operator (by [51, Theorem
7.8]) and for those that contain the trapping potentials. For the terms containing the interaction
potentials, let us consider, in self-explanatory notation, DGP1 , DGP2 , DGP12 as the three summands of
DGP containing, respectively, a1, a2 and a12. We have the identities
DGP1 [f, g] +DGP1 [r, s]
2
−DGP1
[f + r
2
,
g + s
2
]
= 4pia1c
2
1
∫ ∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2 dk
DGP2 [f, g] +DGP2 [r, s]
2
−DGP2
[f + r
2
,
g + s
2
]
= 4pia2c
2
2
∫ ∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣2 dk
DGP12 [f, g] +DGP12 [r, s]
2
−DGP12
[f + r
2
,
g + s
2
]
= 8pia12c1c2
∫
f̂(k)− r̂(k)
2
ĝ(k)− ŝ(k)
2
dk.
(2.6)
By the Cauchy-Schwarz inequality together with (2.1),
4pia1c
2
1
∫ ∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2 dk + 4pia2c22 ∫ ∣∣∣ ĝ(k)− ŝ(k)2 ∣∣∣2 dk
> 8pia12c1c2
∫ ∣∣∣ f̂(k)− r̂(k)
2
∣∣∣ · ∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣dk,
and the convexity property (2.5) follows.
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Next, let us show that any Gross-Pitaevskii minimizer is positive, up to an overall complex phase.
Indeed, let (u1, v1) be a Gross-Pitaevskii minimizer. By the diamagnetic inequality [51, Theorem
7.8], (|u1|, |v1|) is a Gross-Pitaevskii minimizer too, and we have∫
|∇u1(x)|2 dx =
∫
|∇|u1(x)||2 dx,
∫
|∇v1(x)|2 dx =
∫
|∇|v1(x)||2 dx. (2.7)
Moreover, by a standard elliptic regularity argument for the Gross-Pitaevskii equation for (|u1|, |v1|),
it follows that |u1|, |v1| > 0 pointwise. Due to [51, Theorem 7.8], this strict positivity together with
the equalities (2.7), imply that u1 = θ1|u1| and v1 = θ′1|v1| for complex constants θ1, θ′1. Thus, up
to complex phases, we can assume that u1, v1 > 0 pointwise.
Next, assume that (u1, v1) and (u2, v2) are two Gross-Pitaevskii minimizers, with ui, vi > 0 for
i = 1, 2. Denote fi := |ui|2 and gi := |vi|2. Obviously, (f1, g1) and (f2, g2) are minimizers for
DGP[f, g] with the constraint ‖f‖L1 = ‖g‖L1 = 1. Combining with the convexity of DGP, we have
the following chain of inequalities
0 > D
GP[f1, g1] +DGP[f2, g2]
2
−DGP
[f1 + f2
2
,
g1 + g2
2
]
> 0.
This implies
DGP[f1, g1] +DGP[f2, g2]
2
= DGP
[f1 + f2
2
,
g1 + g2
2
]
,
and in particular
〈√f1,−∆
√
f1〉+ 〈
√
f2,−∆
√
f2〉
2
=
〈√f1 + f2
2
,−∆
√
f1 + f2
2
〉
. (2.8)
By [51, Theorem 7.8], the equality (2.8) and the fact that f1, f2 > 0 imply that f1 and f2 are
proportional. The normalization condition ‖f1‖L1 = ‖f2‖L1 = 1 implies that f1 = f2, and hence
u1 = u2. The same argument shows v1 = v2.
2.3 Proof of the energy convergence
2.3.1 Energy upper bound
We will follow ideas developed in [57], adding some modifications. First, let us recall the following
result [30, Appendix A.1].
Lemma 2.2. Let 0 6 V ∈ C∞c (R3) be spherically symmetric and with scattering length a > 0. Then
N2V (N ·) has scattering length a/N . Moreover, for every constant ` > 0, if N is large enough so
as to have suppV ⊂ {|x| 6 N`}, then there exists a unique ground state f > 0 of the Neumann
problem
−∆f + 1
2
N2V (N ·)f = λNf
on the ball |x| 6 `, with f(x) = 1 on |x| = `. We can can extend f to R3 by setting f(x) = 1 if
|x| > `, and hence
−∆f + 1
2
N2V (N ·)f = λNf 1B(0,`) (2.9)
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on R3. Moreover,
λN =
3a
N`3
+
O(1)
N2`4
, 0 6 1− f 6 C 1(|x| 6 `)
N |x| , |∇f | 6
C 1(|x| 6 `)
N |x|2 . (2.10)
Trial function. Let us introduce the notation
(z1, ..., zN ) := (x1, ..., xN1 , y1, ..., yN2), (2.11)
Ui :=
{
U
(1)
trap if i 6 N1,
U
(2)
trap if i > N1,
(Vij , ai,j) :=

(N2V (1)(N.), a1) if i, j 6 N1,
(N2V (2)(N.), a2) if i, j > N1,
(N2V (12)(N.), a12) if i 6 N1 < j or j 6 N1 < i.
Let ` > 0 be a N -independent constant which will be chosen later to be suitably small. For every
i 6= j, let (fij , λN,ij) be the pair (f, λN ) provided by Lemma 2.2 with N2V (N ·) replaced by Vij .
In the above notation the many-body Hamiltonian reads
HGPN =
N∑
i=1
(−∆zi + Ui(zi)) +
N∑
i<j
Vij(zi − zj). (2.12)
Let us fix two functions u, v ∈ C∞c (R3), not depending on N or `, such that ‖u‖L2 = ‖v‖L2 = 1.
For every i = 1, 2, ..., N denote
ui :=
{
u if i 6 N1,
v if i > N1.
(2.13)
Consider the (non-normalized) trial function
ψtr(z1, ..., zN ) :=
N∏
i=1
ui(zi)
N∏
j<k
fjk(zj − zk). (2.14)
Notice that we are using the full product
∏N
j<k fjk(zj − zk) to capture the short-range correlation,
instead of using only a ‘nearest-neighbor induction’ as in [57] in the one-component case. We found
that this strategy is more transparent and flexible, as it does not require bosonic symmetry between
particles.
We have
EGPN 6
〈ψtr, HGPN ψtr〉
〈ψtr, ψtr〉 . (2.15)
Norm estimates. For every i = 1, 2, ..., N , let us denote the zi-independent function
ψtri :=
ψtr
ui(zi)
∏N
j 6=i fij(zi − zj)
.
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Since 0 6 fij 6 1, we have the pointwise estimate
|ψtr| 6 |ui(zi)||ψtri |. (2.16)
On the other hand, using (2.10) we write
1−
∏
j 6=i
f2ij(zi − zj) 6
∑
j 6=i
(1− f2ij(zi − zj)) 6
∑
j 6=i
C1(|zi − zj | 6 `)
N |zi − zj | .
Thus
0 6 |ui(zi)|2|ψtri |2 − |ψtr|2 =
(
1−
∏
j 6=i
f2ij(zi − zj)
)
|ui(zi)|2|ψtri |2
6
∑
j 6=i
C‖ui‖L∞1(|zi − zj | 6 `)
N |zi − zj | |ψ
tr
i |2,
and an integration of last estimate in all the variables leads to
‖ψtri ‖2L2 > ‖ψtr‖2L2 > (1− C`2)‖ψtri ‖2L2 . (2.17)
We will choose ` > 0 small enough so as to have 1−C`2 close enough to 1. Notice that the L2-norms
in the previous formula, and in the following ones, are different from case to case. For example, the
norm of ψtri is in the space L
2(R3(N−1)) of function that do not depend on the variable xi, while
the norm of ψtr is in L2(R3N ).
Similarly, for every i 6= j, the (zi, zj)-independent function
ψtrij :=
ψtr
ui(zi)uj(zj)fij(zi − zj)
∏N
k 6=i,j fik(zi − zk)fjk(zj − zk)
satisfies
‖ψtrij‖2L2 > ‖ψtr‖2L2 > (1− C`2)‖ψtrij‖2L2 , (2.18)
where the norm of ψtrij is in the space L
2(R3(N−2)).
Energy estimates. In order to obtain an upper bound for the energy convergence of Theorem 2.1,
we show how to estimate all summands of the energy of the trial function (3.11) in terms of the GP
functional, at the expense of negligible remainders.
First, we bound the one-body potential energy. For simplicity, let us assume Ui > 0 for all
i = 1, 2, ..., N (this technical assumption will be removed at the end). Using (2.16) and (2.17) we
can bound ∫
Ui(zi)|ψtr|2 dz1 . . . dzN 6
∫
Ui(zi)|ui(zi)|2|ψtri |2 dz1 . . . dzN (2.19)
=
(∫
R3
Ui(z)|ui(z)|2 dz
)
‖ψtri ‖2L2 (2.20)
6
(∫
R3
Ui(z)|ui(z)|2 dz
)
(1− C`2)−1‖ψtr‖2L2 .
2.3. Proof of the energy convergence 17
Here the identity follows from the fact that ψtri is independent of zi.
Next, let us consider the kinetic energy. For every i = 1, 2, ..., N , we have∫
|∇ziψtr|2 dz1 . . . dzN =
∫ ∣∣∣(∇ziui)ψtrui +∑
j 6=i
(∇zifij)
ψtr
fij
∣∣∣2 dz1 . . . dzN
=
∫
|∇ziui|2
|ψtr|2
|ui|2 dz1 . . . dzN +
∑
j 6=i
∫
|∇zifij |2
|ψtr|2
|fij |2 dz1 . . . dzN
+ 2Re
∑
j 6=i
∫
(∇ziui)
ψtr
ui
(∇zifij)
ψtr
fij
dz1 . . . dzN
+ 2Re
∑
j 6=i 6=k 6=j
∫
(∇zifij)
ψtr
fij
(∇zifik)
ψtr
fik
dz1 . . . dzN .
(2.21)
Let us show that the cross terms in (2.21) are small. In fact, for all i 6= j, using (2.10), (2.16) and
(2.17), we can estimate∣∣∣ ∫ (∇ziui)ψtrui (∇zifij)ψ
tr
fij
∣∣∣dz1 . . . dzN 6 ∫ |ψtri |2|ui∇ziui||∇zifij |dz1 . . . dzN
6 ‖ui∇ui‖L∞
∫
|ψtri |2|∇zifij(zi − zj)|dz1 . . . dzN
= ‖ui∇ui‖L∞
(∫
R3
|∇zfij(z)|dz
)
‖ψtri ‖2L2
6 C`
N
‖ψtri ‖2L2 6
C`
N(1− C`2)‖ψ
tr‖2L2 .
(2.22)
Here the identity follows by integrating w.r.t. zi first (and using again that ψtri is independent of
zi). The constant C may depend on u and v, but it is always independent of N and `. Similarly,
for all i 6= j 6= k 6= i, we have∣∣∣ ∫ (∇zifij)ψtrfij (∇zifik)ψ
tr
fik
∣∣∣dz1 . . . dzN 6 ∫ |ψtrij |2|ui|2|uj |2|∇zifij ||∇zifik|dz1 . . . dzN
6 ‖ui‖2L∞‖uj‖2L∞
∫
|ψtrij |2|∇zifij(zi − zj)||∇zifik(zi − zk)|dz1 . . . dzN
= ‖ui‖2L∞‖uj‖2L∞
(∫
R3
|∇zfij(z)|dz
)2
‖ψtrij‖2L2
6 C`
2
N2
‖ψtrij‖2L2 6
C`2
N2(1− C`2)‖ψ
tr‖2L2 .
The identity follows by integrating w.r.t. zj fist, then integrating w.r.t. zi, and using the fact that
ψtrij is independent of (zi, zj).
Next we turn to the main terms in (2.21). The first term can be estimated similarly to (2.19):∫
|∇ziui|2
|ψtr|2
|ui|2 dz1 . . . dzN 6
∫
|∇ziui|2|ψtri | dz1 . . . dzN
= ‖∇ui‖2L2‖ψtri ‖2L2 6
1
1− C`2 ‖∇ui‖
2
L2‖ψtr‖2L2 .
(2.23)
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The second term in (2.21) will be coupled with the interaction energy. We have∫
|∇zifij(zi − zj)|2
|ψtr|2
|fij |2 dz1 . . . dzN +
1
2
∫
Vij(zi − zj)|ψtr|2 dz1 . . . dzN
6
∫ [
|∇zifij(zi − zj)|2 +
1
2
Vij(zi − zj)|fij(zi − zj)|2
]
|ui(zi)|2|uj(zj)|2|ψtrij |2 dz1 . . . dzN
=
(∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy
)
‖ψtrij‖2L2
6
(∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy
)
1
1− C`2 ‖ψ
tr‖2L2
where
Φij(z) := |∇zfij(z)|2 + 1
2
Vij(z)|fij(z)|2.
Since Φij is supported on |x| 6 `, we can estimate∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy − ‖Φij‖L1
∫
R3
|ui(x)|2|uj(x)|2 dx
∣∣∣
=
∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2
(|uj(x)|2 − |uj(y)|2) dxdy∣∣∣
6 sup
|x−y|6`
∣∣∣|uj(x)|2 − |uj(y)|2∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2 dxdy
6 C` ‖∇(|uj |2)‖L∞‖Φij‖L1 .
Moreover, using equation (2.9) for fij , the fact that 0 6 fij 6 1, and the estimate (2.10) for the
eigenvalue λN,ij we find that
‖Φij‖L1 =
∫
R3
[
|∇zfij(z)|2 + 1
2
Vij(z)|fij(z)|2
]
dz
= λN,ij
∫
R3
|fij(z)|2 1(|z| 6 `) dz
6
(3ai,j
N`3
+
C
N2`4
)∫
R3
1(|z| 6 `) dz 6 4pia
N
+
C
N2`
.
Thus,∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy 6 (1 + C`)‖Φij‖L1
∫
R3
|ui(x)|2|uj(x)|2 dx
6 (1 + C`)
(4piai,j
N
+
C
N2`
)∫
R3
|ui(x)|2|uj(x)|2 dx,
and hence∫ [
|∇zifij(zi − zj)|2
|ψtr|2
|fij |2 +
1
2
Vij(zi − zj)|ψtr|2
]
dz1 . . . dzN
6 1 + C`
1− C`2
(4piai,j
N
+
C
N2`
)(∫
R3
|ui(x)|2|uj(x)|2 dx
)
‖ψtr‖2L2 .
(2.24)
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Conclusion of the upper bound. Putting (2.19)-(2.24) together we obtain, for every i =
1, 2, ..., N ,
〈
ψtr,
(
−∆zi + Ui(zi) +
N∑
j 6=i
1
2
Vij(zi − zj)
)
ψtr
〉‖ψtr‖−2
L2
6 1
1− C`2
(
‖∇ui‖2L2 +
∫
R3
Ui(z)|ui(z)|2 dz
)
+
C`
1− C`2 +
C`2
1− C`2
+
1 + C`
1− C`2
N∑
j 6=i
(4piai,j
N
+
C
N2`
)(∫
R3
|ui(x)|2|uj(x)|2 dx
)
.
(2.25)
Summing over i = 1, 2, ..., N and using the choice (2.13), we find that
EGPN
N
6 〈ψ
tr, HGPN ψ
tr〉
N‖ψtr‖2
L2
6 c1
1− C`2
(
‖∇u‖2L2 +
∫
R3
U
(1)
trap(x)|u(x)|2 dx
)
+
c2
1− C`2
(
‖∇v‖2L2 +
∫
R3
U
(2)
trap(x)|v(x)|2 dx
)
+ c21
1 + C`
1− C`2
(
4pia1 +
C
N`
)(∫
R3
|u(x)|4 dx
)
+ c22
1 + C`
1− C`2
(
4pia2 +
C
N`
)(∫
R3
|v(x)|4 dx
)
+ 2c1c2
1 + C`
1− C`2
(
4pia12 +
C
N`
)(∫
R3
|u(x)|2|v(x)|2 dx
)
+
C`
1− C`2 +
C`2
1− C`2 .
(2.26)
Taking N → +∞, and then letting `→ 0 in (2.26) leads to
lim sup
N→∞
EGPN
N
6 EGP[u, v]. (2.27)
So far, we have proved (2.27) under the additional assumption that U (α)trap > 0, α ∈ {1, 2}. In general,
if the U (α)trap’s have negative parts, we can use (2.19) with Ui replaced by max(Ui,−ε−1) + ε−1 > 0,
where ε > 0 is a small constant. This gives, instead of (2.27),
lim sup
N→∞
EGPN,ε
N
6 EGPε [u, v].
where EGPN,ε and EGPε [u, v] are, respectively, the many-body ground state energy and the Gross-
Pitaevskii functional with U (α)trap replaced by max(U
(α)
trap,−ε−1), α ∈ {1, 2}. We observe that a ε−1
summand appears on both sides of the inequality, and hence exactly cancels. Since, by Lebesgue’s
monotone convergence theorem, EGPN,ε → EGPN and EGPε [u, v]→ EGP[u, v] as ε→ 0, we conclude that
(2.27) holds true in general.
Optimizing (2.27) over all u, v ∈ C∞c (R3) satisfying ‖u‖L2 = ‖v‖L2 = 1, we obtain the desired
upper bound
lim sup
N→∞
EGPN
N
6 eGP. (2.28)
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2.3.2 Dyson Lemma
We now prove the lower bound. We will follow the strategy in [74] and modify it in order to
account for the two components. Following ideas from [57], [55], [52], [74], we will replace the short-
range potentials V (α)N by longer range potentials with less singular scaling behavior. This idea goes
back to Dyson [26].
For every R > 0 define
θR(x) = θ
( x
R
)
, UR(x) =
1
R3
U
( x
R
)
where θ, U ∈ C∞c (R3) are radial functions satisfying
0 6 θ 6 1, θ(x) ≡ 0 for |x| 6 1, θ(x) ≡ 1 for |x| > 2,
U > 0, U(x) ≡ 0 for |x| /∈ [1/2, 1],
∫
R3
U = 4pi.
We will always denote by p = −i∇ the momentum coordinate.
The following result is taken from [55].
Lemma 2.3 (Generalized Dyson lemma). Let v be a non-negative smooth function, supported on
|x| 6 R/2 with scattering length a. Then for all ε, s > 0,
pθs(p)1(|x| 6 R)θs(p)p+ 1
2
v(x) > (1− ε)aUR(x)− CaR
2
εs5
.
Proof. The bound follows from [55, Lemma 4] with (U, χ, s) replaced by (UR, θs, s−1) and the first
estimate in [55, Eq. (52)].
Next, we apply Lemma 2.3 to derive a lower bound to the many-body Hamiltonian HGPN . Under
the notation (2.11), we have
Lemma 2.4 (Lower bound for many-body Hamiltonian). Let ε, s > 0 be independent of N and let
N−1  R N−1/2. Then
HGPN >
N∑
i=1
[
−∆zi + Ui(zi)− (1− ε)p2ziθ2s(pzi)
]
+
(1− ε)2
N
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk) + o(N). (2.29)
The purpose of Lemma 2.4 is to replace the short-range potentials V (α)N by the longer range
potential UR, which scales in a mean-field like way. This is done by using almost all of the high-
momentum part p2θs(p) of the kinetic operator, and employing a many-body cut-off
∏N
k 6=i,j θ2R(zj−
zk) which rules out the event of having three particles close to each other. This technical cut-off
will be removed later.
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Proof. We start by noticing that N−1V (1)N = N
2V (1)(N ·) is supported on |x| 6 CN−1 and has
scattering length a1N−1. Therefore, when N−1  R N−1/2 we can apply Lemma 2.3 to obtain
pziθs(pzi)1(|zi − zj | 6 R)θs(pzi)pzi +
1
2
Vij(zi − zj) > (1− ε)ai,j
N
UR(zi − zj) + o(N−2). (2.30)
For every i = 1, 2, ..., N , if every point in {zj}j 6=i has a distance > 2R to the others, then there is
at most one of them whose distance from zi is not larger than R. In this case,
N∑
j 6=i
1(|zi − zj | 6 R) 6 1,
and hence summing (2.30) over j leads to
p2ziθ
2
s(pzi) +
N∑
j 6=i
1
2
Vij(zi − zj) > (1− ε)
N∑
j 6=i
ai,j
N
UR(zi − zj) + o(N−2).
The latter estimate can be extended to all {zj}j 6=i ⊂ R3 as
p2ziθ
2
s(pzi) +
N∑
j 6=i
1
2
Vij(zi − zj) > (1− ε)
N
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk) + o(N−2) (2.31)
because the left-hand side is always nonnegative. Multiplying both sides by (1 − ε) leads to the
desired estimate.
We use again the notation (z1, ..., zN ) := (x1, ..., xN1 , y1, ..., yN2) and introduce
hi :=
{
T˜
(1)
zi := −∆zi + U (1)trap(zi)− (1− ε)p2ziθ2s(pzi), if i 6 N1,
T˜
(2)
zi := −∆zi + U (2)trap(zi)− (1− ε)p2ziθ2s(pzi) if i > N1,
Wi := (1− ε)2
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk),
H˜GPN :=
N∑
i=1
(
hi +
1
N
Wi
)
.
Lemma 2.4 is then rewritten as
HGPN > H˜GPN + o(N). (2.32)
Thus, for the lower bound on EGPN , it suffices to estimate the ground state energy of the modified
Hamiltonian H˜GPN .
By proceeding exactly as in [74, Lemma 3.1, Lemma 3.4] (where the symmetries of hi’s and Wi’s
are not essential), one obtains the second moment estimate
(H˜GPN )
2 > 1
3
( N∑
i=1
hi
)2 − Cε,sN2. (2.33)
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This allows us to remove the cut-off
∏N
k 6=i,j θ2R(zj − zk) and obtain
H˜GPN >
N∑
i=1
hi +
(1− ε)2
N
N∑
j 6=i
ai,jUR(zi − zj) + o(N)(N−1H˜GPN )4, (2.34)
provided that ε, s > 0 are independent of N and N−2/3  R N−1/2.
Now let ψ˜N be a ground state for H˜GPN (which exists by a standard compactness argument). Taking
the expectation of (2.34) against ψ˜N , and using the equation H˜GPN ψ˜N = E˜N ψ˜N with E˜N = O(N),
we find that
EGPN
N
> E˜N
N
+ o(1)N→∞
>
〈
ψ˜N ,
 1
N
N∑
i=1
hi +
(1− ε)2
N2
N∑
j 6=i
ai,jUR(zi − zj)
 ψ˜N〉+ o(1)N→∞, (2.35)
where the first inequality is due to (2.32). Thus, it remains to bound from below the right-hand
side of (2.35).
2.3.3 Energy lower bound
A further simplification on the right-hand side of (2.35) is obtained by inserting a finite dimen-
sional cut-off (similarly to what is done in [74]). We report here the argument.
There exists a constant C0 > 0 (which might depend on s, ε) such that the operator
K := ε(−∆) + min(U (1)trap, U (2trap) + C0
satisfies K > 1. Moreover, K has compact resolvent because min(U (1)trap(x), U
(2)
trap(x)) → +∞ as
|x| → +∞. Therefore, for every fixed L > 0, the spectral projection
P := 1(K 6 L)
has finite rank.
Using the operator inequality (see, e.g. [74, Lemma 3.2])
UR(zi − zj) 6 C‖UR‖L1(1−∆zi)1−δ(1−∆zj )1−δ, ∀ δ ∈
(
0,
1
4
)
(2.36)
and the fact that 1 − ∆ is K-bounded, one obtains the Cauchy-Schwarz type inequality (see also
[74, Eq. before (4.10)])
UR(zi − zj) > Pzi ⊗ PzjUR(zi − zj)Pzi ⊗ Pzj −Cε,sL−1/10KziKzj , ∀ i 6= j s.t. i, j ∈ {1, . . . , N}.
From the second moment estimate (2.33), it follows that
〈ψ˜N ,KziKzj ψ˜N 〉 6 Cε,s, ∀ i 6= j s.t. i, j ∈ {1, . . . , N}. (2.37)
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Thus, (2.35) reduces to
EGPN
N
>
〈
ψ˜N ,
 1
N
N∑
i=1
hi +
(1− ε)2
N2
N∑
j 6=i
ai,jPzi ⊗ PzjUR(zi − zj)Pzi ⊗ Pzj
 ψ˜N〉
+ o(1)N→∞ +O(L−1/10)
= c1 Tr
[
T˜ (1)γ
(1,0)
ψ˜N
]
+ c2 Tr
[
T˜ (2)γ
(0,1)
ψ˜N
]
+ o(1)N→∞ +O(L−1/10)
+ (1− ε)2c21a1 Tr
[
Px1 ⊗ Px2UR(x1 − x2)Px1 ⊗ Px2γ(2,0)ψ˜N
]
+ (1− ε)2c22a2 Tr
[
Py1 ⊗ Py2UR(y1 − y2)Py1 ⊗ Py2γ(0,2)ψ˜N
]
+ (1− ε)22c1c2a12 Tr
[
Px ⊗ PyUR(x− y)Px ⊗ Pyγ(1,1)
ψ˜N
]
.
(2.38)
For the last equality we have used the definition of reduced density matrices (1.3).
The bound is then concluded by an application of the Quantum de Finetti Theorem 1.3. Since
hi > Kzi − 2Cε,s, ∀i = 1, ..., N,
we deduce from (2.37) that Tr[Kγ(1,0)
ψ˜N
] and Tr[Kγ(0,1)
ψ˜N
] are bounded uniformly in N . Since K
has compact resolvent, up to a subsequence as N → ∞, we obtain that γ(1,0)
ψ˜N
and γ(0,1)
ψ˜N
converge
strongly in trace class. Thus, up to a subsequence again, Theorem 1.3 ensures the existence of a
Borel probability measure ν supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖L2 = ‖v‖L2 = 1}
such that, for every k, ` ∈ N,
lim
N→∞
γ
(k,`)
ψ˜N
=
∫
|u⊗k ⊗ v⊗`〉〈u⊗k ⊗ v⊗`|dν(u, v). (2.39)
We now take the limit N → ∞ in the right side of (2.38), and then the limit L → ∞ . Since
T˜ (1), T˜ (2) are bounded from below, we can use (2.39) and Fatou’s lemma to get
lim inf
N→∞
Tr
[
T˜ (1)γ
(1,0)
ψ˜N
]
>
∫
〈u, T˜ (1)u〉 dν(u, v), (2.40)
lim inf
N→∞
Tr
[
T˜ (2)γ
(0,1)
ψ˜N
]
>
∫
〈v, T˜ (2)v〉dν(u, v). (2.41)
The operator inequality (2.36) and the fact that (1−∆) is K-bounded ensure that Px ⊗PyUR(x−
y)Px ⊗ Py is uniformly bounded in N as an operator. Therefore, the trace class convergence (2.39)
implies that
Tr
[
Px⊗Py UR(x− y)Px ⊗ Pyγ(1,1)
ψ˜N
]
=
∫
〈u⊗ v, Px ⊗ Py UR(x− y)Px ⊗ Pyu⊗ v〉 dν(u, v) + o(1)N→∞.
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From the choice of UR, we get
lim
N→∞
〈u⊗ v, Px ⊗ Py UR(x− y)Px ⊗ Pyu⊗ v〉 = lim
N→∞
〈 |Pu|2, UR ∗ |Pv|2 〉
= 4pi
∫
R3
|Pu(x)|2|Pv(x)|2 dx.
Next we take the limit L → ∞ to remove the cut-off P = 1(K 6 L). Since Tr[Kγ(1,0)
ψ˜N
] and
Tr[Kγ
(0,1)
ψ˜N
] are bounded, ν is supported on D[K]×D[K] where D[K] is the quadratic form domain
of K. Consequently, for all (u, v) in the support of ν, we have Pu → u and Pv → v strongly
in D[K] as L → ∞. Moreover, since (1 − ∆) is K-bounded, we have the continuous embeddings
D[K] ⊂ H1(R3) ⊂ L4(R3). Therefore,
lim
L→∞
∫
R3
|Pu(x)|2|Pv(x)|2 dx =
∫
R3
|u(x)|2|v(x)|2 dx,
and hence
lim
L→∞
lim
N→∞
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉 = 4pi
∫
R3
|u(x)|2|v(x)|2 dx.
Thus, by Fatou’s lemma, we find that
lim inf
L→∞
lim inf
N→∞
Tr
[
Px ⊗ PyUR(x− y)Px ⊗ Pyγ(1,1)
ψ˜N
]
= lim inf
L→∞
lim inf
N→∞
∫
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉dν(u, v)
>
∫ [
4pi
∫
R3
|u(x)|2|v(x)|2 dx
]
dν(u, v).
(2.42)
Similarly, we also have
lim inf
L→∞
lim inf
N→∞
Tr
[
Px1 ⊗ Px2UR(x1 − x2)Px1 ⊗ Px2γ(2,0)ψ˜N
]
>
∫ [
4pi
∫
R3
|u(x)|4dx
]
dν(u, v), (2.43)
lim inf
L→∞
lim inf
N→∞
Tr
[
Py1 ⊗ Py2UR(y1 − y2)Py1 ⊗ Py2γ(0,2)ψ˜N
]
>
∫ [
4pi
∫
R3
|v(y)|4dx
]
dν(u, v). (2.44)
Inserting (2.40)-(2.44) into the right side of (2.38), we arrive at
lim inf
N→∞
EGPN
N
>
∫
E˜GPε,s [u, v] dν(u, v) > inf‖u‖L2=‖v‖L2=1
E˜GPε,s [u, v], (2.45)
where
E˜GPε,s [u, v] := c1〈u, T˜ (1)u〉+ c2〈v, T˜ (2)v〉+ (1− ε)24pia1c21
∫
R3
|u(x)|4 dx
+ (1− ε)24pia2c22
∫
R3
|v(x)|4 dx+ (1− ε)28pia12c1c2
∫
R3
|u(x)|2|v(x)|2 dx.
Finally, we take s → 0, and then ε → 0. By a standard compactness argument as in [52, after
(103)], we have
lim
ε→0
lim
s→0
inf
‖u‖L2=‖v‖L2=1
E˜GPε,s [u, v] = eGP. (2.46)
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Thus, (2.45) leads to the desired lower bound
lim inf
N→∞
EGPN
N
> eGP. (2.47)
Strictly speaking, we have so far proved (2.47) for a subsequence as N → ∞. However, since the
limit eGP is independent of the subsequence, we obtain the estimate for the whole sequence by a
standard contradiction argument.
Combining with the energy upper bound (2.28), we conclude the proof of (ii):
lim
N→∞
EGPN
N
= eGP.
2.4 Proof of BEC for approximate ground states
Let ψN be an approximate ground state for HGPN . Since Tr[(−∆ + U (1)trap)γ(1,0)ψN ] and Tr[(−∆ +
U
(2)
trap)γ
(0,1)
ψN
] are bounded uniformly in N , then, up to a subsequence as N → ∞, γ(1,0)ψN and γ
(0,1)
ψN
converge strongly in trace class. Thus, by Theorem 1.3, up to a subsequence again, there exists a
Borel probability measure µ supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖L2 = ‖v‖L2 = 1}
such that, for all k, ` ∈ N,
lim
N→∞
γ
(k,`)
ψN
=
∫
|u⊗k ⊗ v⊗`〉〈u⊗k ⊗ v⊗`| dµ(u, v) (2.48)
strongly in trace class.
Let us show that µ is supported on the set {(eiθ1u0, eθ2v0) : θ1, θ2 ∈ R}, where (u0, v0) is the
unique Gross-Pitaevskii minimizer. This follows from the convergence of ground state energy and,
as in [52], from a Hellmann-Feynman type argument that we repeat and adapt to the two-component
setting.
Let us define the projector
Q := |u0 ⊗ v0〉〈u0 ⊗ v0|
and for every fixed η > 0, consider the perturbed Hamiltonian
HGPN,η := H
GP
N +
η
Nc1c2
N1∑
i=1
N2∑
j=1
Qxi,yj ,
where Qxi,yj indicates the projector Q acting on the i-th variable of the first sector of HN1,N2,sym
and on the j-th variable of the second sector.
Then, by repeating the proof in Section 2.3, we obtain the analogue of (2.2) (a lower bound is
sufficient for our purpose)
lim inf
N→∞
inf σ(HGPN,η)
N
> inf
‖u‖L2=‖v‖L2=1
{
EGP[u, v] + η|〈u, u0〉|2|〈v, v0〉|2
}
=: eGP,η. (2.49)
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Next, we write
Tr[Qγ
(1,1)
ψN
] =
1
N2c1c2
〈
ψN ,
N1∑
i=1
N2∑
j=1
Qxi,yjψN
〉
=
1
Nη
[
〈ψN , HGPN,ηψN 〉 − 〈ψN , HGPN ψN 〉
]
.
Using the lower bound (2.49) and the assumption that ψN is an approximate ground state for HGPN ,
we find that
lim inf
N→∞
Tr[Qγ
(1,1)
ψN
] > 1
η
[
eGP,η − eGP
]
.
Moreover, we notice that, as η → 0, the minimizer (uη, vη) corresponding to the variational problem
in (2.49) is a minimizing sequence for EGP which converges to the unique minimizer (u0, v0) of EGP
by a standard compactness argument. Therefore,
lim inf
η→0
1
η
[
eGP,η − eGP
]
> lim inf
η→0
|〈uη, u0〉|2|〈vη, v0〉|2 = 1.
This proves that
lim inf
N→∞
Tr[Qγ
(1,1)
ψN
] > 1.
By last estimate, the convergence (2.48) implies∫
|〈u, u0〉|2|〈v, v0〉|2 dµ(u, v) > 1.
Thus, µ is supported on the set {(eiθ1u0, eθ2v0) : θ1, θ2 ∈ R}, and hence (2.48) reduces to the desired
convergence (2.3):
lim
N→∞
γ
(k,`)
ψN
= |u⊗k0 ⊗ v⊗`0 〉〈u⊗k0 ⊗ v⊗`0 |, ∀k, ` = 0, 1, 2, ...
in trace class. Again, we have so far proved (2.3) for a subsequence as N →∞, but since the limit
does not depend on the subsequence, the convergence actually holds for the whole sequence.
Chapter 3
Ground state of Bose mixtures in the
mean-field regime
In this Chapter we qualify an amount of properties of the mean-field Hamiltonian HMFN defined
by (1.13) and (1.14), and of its ground state energy EMFN . The interest in the present investigation
relies on the fact that, compared with Chapter 2, we are able to prove additional properties of HMFN
with respect to the leading-order behavior.
In particular, we shall show that there exists a N -independent self-adjoint operator H on a suitable
Fock space such that
EMFN = NeH + inf σ(H) + o(1)N→+∞, (3.1)
where eH is the minimum of the Hartree functional defined in (1.17). The operator H, called
Bogoliubov Hamiltonian, will be introduced in Section 3.1, and is explicitly characterized as the
second quantization of the Hessian of the Hartree functional evaluated on the minimizer. Moreover,
we will obtain an approximation for the ground state of HMFN in the norm topology of HN1,N2,sym.
This is of course much stronger than convergence of reduced density matrices.
The results presented in this Chapter are based on my work [64] in joint collaboration with
Michelangeli and Nam.
3.1 Assumptions and main result
We will require the following assumptions on the potentials appearing in the many-body Hamil-
tonian HMFN .
(AMF1 ) For α ∈ {1, 2}, the confining potentials satisfy U (α)trap ∈ L3/2loc (R3,R) and
U
(α)
trap(x)→ +∞ as |x| → +∞.
(AMF2 ) For α ∈ {1, 2, 12} the interaction potential V (α) : R3 → R is measurable, spherically symmet-
ric, and satisfies the inequality (
V (α)
)2 6 C(1−∆) (3.2)
in the sense of forms. Moreover, we require the following Fourier point-wise inequalities to
hold true:
V̂ (1) > 0 , V̂ (2) > 0 , V̂ (1)V̂ (2) >
(
V̂ (12)
)2
. (3.3)
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Assumption (AMF1 ), already present in the GP setting in Chapter 2, ensures that the one-body
operator T (α) := −∆ + U (α)trap is bounded from below, and with compact resolvent. The results
presented below could be adapted to the case in which the Laplacian −∆ is replaced by the magnetic
Laplacian (i∇+A(x))2 or by the pseudo-relativistic Laplacian √−∆ +m2 −m.
Condition (3.2) on the two-body potentials includes the case of a local Coulomb singularity |x|−1.
Condition (3.3) is the non-local analogue of the miscibility condition (2.1), and will be explicitly
used to prove the uniqueness of the minimum of the Hartree functional.
In order to define the Bogoliubov Hamiltonian, the second quantization formalism is needed. Let
us introduce the single-component Fock spaces
F (α) :=
∞⊕
n=0
(
h(α)
)⊗symn , h(α) := L2(R3), α ∈ {1, 2} (3.4)
and the double-component Fock space
F := F (1) ⊗F (2) =
∞⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h(1)
)⊗symn ⊗ (h(2))⊗symm). (3.5)
Let {um}∞m=0 and {vn}∞n=0 be orthonormal bases of h(1) and h(2), respectively, with (u0, v0) being
the minimizer of the Hartree functional (1.17). We shall choose once and for all these two bases
in such a way that all their elements belong to the domain of self-adjointness, respectively, of the
operator h(1) on h(1) and of the operator h(2) on h(2) that we are going to define in formula (3.13)
below. Let
am := a(um), a
∗
m := a
∗(um), bn := b(vn), b∗n := b
∗(vn) . (3.6)
be the usual creation and annihilation operators on F (1) and F (2), which are linear operators defined
by the actions
(amΨn)(x1, . . . , xn−1) =
√
n
∫
R3
dx um(x) Ψn(x, x1, . . . , xn−1),
(a∗mΨn)(x1, . . . , xn+1) =
1√
n+ 1
n+1∑
j=1
um(xj)Ψn(x1, . . . , xj−1, xj , . . . , xn+1)
(3.7)
for all Ψn ∈ (h(1))⊗symn and for all n > 0, and similar actions for bm, b∗m. They satisfy the canonical
commutation relations (CCR)
[am, an] = 0 = [a
∗
m, a
∗
n], [am, a
∗
n] = δm,n1F(1)+
,
[bm, bn] = 0 = [b
∗
m, b
∗
n] , [bm, b
∗
n] = δm,n1F(2)+
.
(3.8)
With no risk of confusion we shall keep denoting with am, a∗m, bm, b∗m the operators
am ⊗ 1F(2) , a∗m ⊗ 1F(2) , 1F(1) ⊗ bm, 1F(1) ⊗ b∗m (3.9)
now acting on F = F (1) ⊗F (2). Obviously, am, a∗m commute with bn, b∗n.
3.1. Assumptions and main result 29
In terms of these operators, we can lift theN -body HamiltonianHMFN onHN1,N2,sym as an operator
on the Fock space F as
HMFN =
∑
m,n>0
(
〈um, (−∆ + U (1)trap)un〉a∗man + 〈vm, (−∆ + U (2)trap)vn〉b∗mbn
)
+
1
N
∑
m,n,p,q
(
1
2V
(1)
mnpqa
∗
ma
∗
napaq +
1
2V
(2)
mnpqb
∗
mb
∗
nbpbq + V
(12)
mnpqa
∗
mb
∗
napbq
) (3.10)
where
V (1)mnpq := 〈um, [V (1) ∗ (unuq)]up〉,
V (2)mnpq := 〈vm, [V (2) ∗ (vnvq)]vp〉 (3.11)
V (12)mnpq := 〈um, [V (12) ∗ (vnvq)]up〉.
The scalar products in (3.11) are all finite due to the choice of the bases {um}∞m=0 and {vn}∞n=0 and
to (3.2).
Bogoliubov’s approximation [13] suggests to formally replace a0, a∗0 and b0, b∗0 in (3.10) by the
scalar values
√
N1 and
√
N2, respectively. This formal replacement would produce terms of order
N , which sum up to NeH as in the r.h.s of (3.1), terms of order
√
N , of order 1, and sub-leading
terms. The terms of order
√
N are however canceled due to the Euler-Lagrange equations for the
Hartree minimizer
h(1)u0 = 0, h
(2)v0 = 0, (3.12)
where
h(1) := −∆ + U (1)trap + c1V (1) ∗ |u0|2 + c2V (12) ∗ |v0|2 − µ(1)
h(2) := −∆ + U (2)trap + c2V (2) ∗ |v0|2 + c1V (12) ∗ |u0|2 − µ(2),
(3.13)
and the chemical potentials are
µ(1) := 〈u0, (−∆ + U (1)trap)u0〉+ c1〈u0, V (1) ∗ |u0|2u0〉+ c2〈u0, V (12) ∗ |v0|2u0〉
µ(2) := 〈v0, (−∆ + U (2)trap)v0〉+ c2〈v0, V (2) ∗ |v0|2v0〉+ c1〈u0, V (12) ∗ |v0|2u0〉 .
(3.14)
Hence, by ignoring sub-leading contributions, Bogoliubov’s approximation produces, besides the
leading order term NeH, a series of N -independent terms which can be recast in the quadratic
operator
H :=
∑
m,n>1
[
〈um, h(1)un〉a∗m an + 〈vm, h(2)vn〉b∗m bn + c1V (1)m00na∗man + c2V (2)m00nb∗mbn
+ 12 c2V
(2)
mn00b
∗
mb
∗
n +
1
2 c2V
(2)
mn00bmbn +
1
2 c1V
(1)
mn00a
∗
ma
∗
n +
1
2 c1V
(1)
mn00aman
+
√
c1c2 V
(12)
0mn0 b
∗
man +
√
c1c2 V
(12)
0mn0 a
∗
mbn
+
√
c1c2 V
(12)
mn00 a
∗
mb
∗
n +
√
c1c2 V
(12)
mn00 ambn
]
− 12 c1V
(1)
0000 − 12 c2V
(2)
0000
(3.15)
acting on the excited Fock space
F+ := F (1)+ ⊗F (2)+ =
∞⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h
(1)
+
)⊗symn ⊗ (h(2)+ )⊗symm
)
, (3.16)
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where
h
(1)
+ := {u0}⊥ ⊂ L2(R3) , h(2)+ := {v0}⊥ ⊂ L2(R3). (3.17)
Note that H is independent of the choice of {um}∞m=1 and {vn}∞n=1, apart from the technical as-
sumption that these functions belong to the domains D(h(1)), D(h(2)) of the self-adjoint operators
h(1), h(2), respectively. We can rigorously interpret H as a self-adjoint operator with core domain
∞⋃
M=0
M⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h
(1)
+ ∩D(h(1))
)⊗symn ⊗ (h(2)+ ∩D(h(2)))⊗symm
)
. (3.18)
The operator H is called Bogoliubov Hamiltonian. In Section 3.3 it will be characterized as the
quantized form of (half) the Hessian of the Hartree functional evaluated on the minimizer.
We are now ready to state the main result of this Chapter.
Theorem 3.1 (Bogoliubov correction to the mean-field limit).
Let Assumptions (AMF1 ) and (A
MF
2 ) be satisfied. Then the following statements hold true.
(i) There exists a unique minimizer (u0, v0) (up to phases) for the variational problem
eH := inf
u,v ∈H1(R3)
‖u‖2=‖v‖2=1
EH[u, v].
(ii) The Bogoliubov Hamiltonian H in (3.15) is bounded from below on F+ with core domain (3.18).
Moreover, its self-adjoint realization, still denoted by H, has a unique, non-degenerate ground
state Φgs = (Φgsm,n)m,n>0 ∈ F+.
(iii) The ground state energy of HMFN satisfies
lim
N→∞
(
EMFN −NeH
)
= inf σ(H) . (3.19)
(iv) The ground state ψgsN of H
MF
N satisfies the norm approximation
lim
N→∞
∥∥∥∥∥∥ψgsN −
∑
06m6N1
∑
06n6N2
(a∗0)N1−m√
(N1 −m)!
(b∗0)N2−n√
(N2 − n)!
Φgsm,n
∥∥∥∥∥∥
HN1,N2,sym
= 0. (3.20)
up to an overall phase factor for Φgs that does not depend on m,n,N1, or N2.
We remark that the ground state ψgsN of H
MF
N is unique, up to complex phases. More precisely,
in case of no magnetic fields (as in Theorem 3.1), the ground state of HMFN under the partial
symmetry conditions of HN1,N2,sym coincides with the ground state in absence of symmetry (see [54,
Section 3.2.4]). Hence, uniqueness and pointwise positivity of ψgsN follow from standard properties
of Schrödinger operators (see e.g. [51, Chapter 11]). It is to be remarked that a result similar to
Theorem 3.1 holds for the excitation spectrum of HMFN , but we focus on the ground state only in
order to simplify the presentation.
In the one-component case, Bogoliubov’s second order correction for the ground state energy
and the excitation spectrum in the mean-field regime were obtained first by Seiringer [88] for the
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homogeneous Bose gas (i.e. for particles confined on a unit torus and without external potentials),
and by Grech and Seiringer [35] for the non-homogeneous trapped gas. Then Lewin, Nam, Serfaty,
and Solovej [49] introduced a different approach which covers very general assumptions and in
particular Coulomb-type potentials. Further extensions include a mixed mean-field large-volume
limit by Dereziński and Napiorkówski [25], collective excitations and multiple condensations by
Nam and Seiringer [75], N−1-power expansion formulas by Pizzo [85], and an infinitely-splitting
double-well model by Rougerie and Spehner [86]. In the very recent work [11], Boccato, Brennecke,
Cenatiempo, and Schlein were able to justify Bogoliubov’s theory in the Gross-Pitaevskii limit for
the homogeneous Bose gas. We expect a similar result to hold for the multi-component case as well.
We will prove Theorem 3.1 in the remaining part of this Chapter. More precisely, (i) will be
proved in Section 3.2, (ii) in Section 3.3, while (iii) and (iv) in Section 3.5. For the proof of (iii)
and (iv) we will follow the general strategy of the work [49] and add suitable adaptations in order
to take into account the two-component structure.
3.2 Leading order and uniqueness of the Hartree minimizer
Let us start with discussing the mean-field analogue of Theorem (2.1).
Theorem 3.2 (Leading order in the mean-field limit).
Let Assumptions (AMF1 ) and (A
MF
2 ) be satisfied.
(I) There exists a unique minimizer (u0, v0) (up to phases) for the variational problem
eH := inf
u,v ∈H1(R3)
‖u‖L2=‖v‖L2=1
EH[u, v].
(II) The ground state energy of HMFN satisfies
lim
N→∞
EMFN
N
= eH. (3.21)
(III) If ψN is an approximate ground state of HMFN , in the sense that
lim
N→∞
〈ψN , HMFN ψN 〉
N
= eH,
then it exhibits complete double-component Bose-Einstein condensation:
lim
N→+∞
γ
(k,`)
ψN
= |u⊗k0 ⊗ v⊗`0 〉〈u⊗k0 ⊗ v⊗`0 |, ∀k, ` = 0, 1, 2, ... (3.22)
in trace class.
As was the case for Theorem 2.1, Theorem 3.2 justifies the assumptions on the initial states for
the analysis of the time evolution generated by HMFN that will be presented in Chapter 4. There
one proves that double-component condensation is preserved by time evolution as soon as it holds
for the initial datum, and Theorem 3.2 provides a physically relevant and preparable class of initial
data.
We will prove Theorem 3.2 in the remaining part of this Section. In doing so, we will provide the
proof of Theorem 3.1 (i), since this coincides with Theorem 3.2 (I).
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Proof. The proof of Theorem 3.2 is similar to (and to some extent easier than) the proof of Theorem
2.1. Let us briefly explain the necessary adaptations.
Part (I). The existence of minimizers of eH is standard. The uniqueness of the minimizer (up
to complex phases) is based on a convexity argument. More precisely, if we define DH[f, g] :=
EH[√f,√g] for f, g > 0, then DH is convex. Indeed, by considering DH1 , DH2 and DH12 as the
summands of the Hartree functional containing respectively V (1), V (2) and V (12), we obtain the
following identities
DH1 [f, g] +DH1 [r, s]
2
−DH1
[f + r
2
,
g + s
2
]
=
c21
2
∫
dk
∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2V̂ (1)(k),
DH2 [f, g] +DH2 [r, s]
2
−DH2
[f + r
2
,
g + s
2
]
=
c22
2
∫
dk
∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣2V̂ (2)(k),
DH12[f, g] +DH12[r, s]
2
−DH12
[f + r
2
,
g + s
2
]
= c1c2
∫
dk
f̂(k)− r̂(k)
2
ĝ(k)− ŝ(k)
2
V̂ (12)(k).
Therefore, the convexity follows from the Cauchy-Schwarz inequality and Assumption (3.3).
From now on the proof follows the same steps as the proof of part (i) of Theorem 2.1, and hence
we omit it.
Part (II) and (III). The energy upper bound
lim sup
N→∞
EMFN
N
6 eH (3.23)
follows easily by choosing the trial state u⊗N1 ⊗ v⊗N2 .
To prove the lower bound for (II) and to prove (III) we adapt to the two-component case the
methods used in [47].
Let ψN ∈ HN1,N2,sym satisfy
〈ψN , HMFN ψN 〉 6 EMFN + o(N). (3.24)
Using the upper bound and the definition of reduced density matrices (1.3) we write
eH + o(1)N→∞ >
〈ψN , HMFN ψN 〉
N
= c1 Tr
[
T (1)γ
(1,0)
ψN
]
+
c21
2
Tr
[
V (1)(x1 − x2)γ(2,0)ψN
]
+ c2 Tr
[
T (2)γ
(0,1)
ψN
]
+
c22
2
Tr
[
V (2)(y1 − y2)γ(0,2)ψN
]
+ c1c2 Tr
[
V (12)(x− y)γ(1,1)ψN
]
,
(3.25)
where T (α) := −∆+U (α)trap. Using assumptions (AMF1 ) and (AMF2 ) we obtain the operator inequalities
±V (1)(x1 − x2) 6 εT (1)x1 + Cε, (3.26)
±V (2)(y1 − y2) 6 εT (2)y1 + Cε, (3.27)
±V (12)(x− y) 6 ε(T (1)x + T (2)y ) + Cε (3.28)
for all ε > 0.
3.2. Leading order and uniqueness of the Hartree minimizer 33
Last estimates combined with (3.25) imply that Tr[T (1)γ(1,0)ψN ] and Tr[T
(2)γ
(0,1)
ψN
] are bounded
uniformly in N . Since T (1) and T (2) have compact resolvent, up to a subsequence as N →∞, γ(1,0)ψN
and γ(0,1)ψN converge strongly in trace class. Thus, the Quantum de Finetti Theorem 1.3 ensures that,
up to a subsequence again, there exists a Borel probability measure µ supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
γ
(k,`)
ψN
=
∫
|u⊗k ⊗ v⊗`〉〈u⊗k ⊗ v⊗`| dµ(u, v), ∀k, ` = 0, 1, 2, ... (3.29)
strongly in trace class.
Next, the operator inequality (3.26) implies
c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2) > −C.
Therefore, from the convergence (3.29) and Fatou’s lemma, it follows that
lim inf
N→∞
Tr
[(c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2)
)
γ
(2,0)
ψN
]
> Tr
[(c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2)
)∫
|u⊗2〉〈u⊗2|dµ(u, v)
]
=
∫ [c1
2
〈u, T (1)u〉+ c
2
1
2
〈|u|2, V (1) ∗ |u|2〉
]
dµ(u, v).
Similarly, we have
lim inf
N→∞
Tr
[(c1
4
T (2)y1 +
c2
4
T (2)y2 +
c22
2
V (2)(y1 − y2)
)
γ
(0,2)
ψN
]
>
∫ [c2
2
〈v, T (2)v〉+ c
2
2
2
〈|v|2, V (2) ∗ |v|2〉
]
dµ(u, v)
and
lim inf
N→∞
Tr
[(c1
2
T (1)x +
c2
2
T (2)y + c1c2V
(12)(x− y)
)
γ
(1,1)
ψN
]
>
∫ [c1
2
〈u, T (1)u〉+ c2
2
〈v, T (2)v〉+ c1c2〈uv, V (12) ∗ (uv)〉
]
dµ(u, v).
Summing these lower bounds, we can continue to the right the chain of inequalities (3.25), so as to
obtain
lim inf
N→∞
〈ψN , HNψN 〉
N
>
∫
EH[u, v] dµ(u, v) > eH.
Combining last estimate with the upper bound (3.23), we obtain (3.21):
lim
N→∞
〈ψN , HNψN 〉
N
=
∫
EH[u, v] dµ(u, v) = eH.
Last equality means that µ is supported on the set of Hartree minimizers, i.e., {(eiθ1u0, eiθ2v0) :
θ1, θ2 ∈ R}, hence (3.29) reduces to (3.22). Strictly speaking, we have proved (3.21) and (3.22) for
a subsequence as N →∞, but the convergence must hold for the whole sequence because the limits
are unique. This completes the proof.
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3.3 Qualification of the Bogoliubov Hamiltonian
The aim of this Section is to show that the Bogoliubov Hamiltonian H defined in (3.15) is precisely
the same operator that arises from a suitable second quantization of the Hessian of the Hartree
functional EH evaluated at the minimizer (u0, v0). In doing so we will also prove (ii) of Theorem
3.1. To this aim, it is useful to recall the explicit (canonical) isomorphism that realizes F+ in (3.16)
as a Fock space.
We consider the Fock space with base space h(1)+ ⊕ h(2)+
G+ :=
∞⊕
N=0
(
h
(1)
+ ⊕ h(2)+
)⊗symN . (3.30)
For a generic f ⊕ g ∈ h(1)+ ⊕ h(2)+ , let us denote the canonical creation and annihilation operators on
G+ as Z∗(f ⊕ g), Z(f ⊕ g). The N -th sector of G+ is interpreted as the space of states with exactly
N total particles, regardless of which type they are. In fact (see, e.g. [24, Theorems 16 and 19]) G+
is isomorphic to F+ through a natural isomorphism that preserves the CCR.
Theorem 3.3. There exists a unitary operator U : F+ → G+ such that
(i) U(ΩF+) = ΩG+, where ΩF+ is the vacuum of F+ and ΩG+ is the vacuum of G+,
(ii) for any f ⊕ g ∈ h(1)+ ⊕ h(2)+
Z∗(f ⊕ g)U = U(a∗(f)⊗ 1 + 1⊗ b∗(g))
Z(f ⊕ g)U = U(a(f)⊗ 1 + 1⊗ b(g)).
We define the second quantization of a self-adjoint operator A on h(1)+ ⊕ h(2)+ by
dΓ(A) :=
∑
m,n>1
〈fm,Afn〉Z∗(fm)Z(fn), (3.31)
where {fm}∞m=1 is an orthonormal basis of h(1)+ ⊕ h(2)+ belonging entirely to the domain of A, with
an overall operator closure being understood on the right side. Similarly, for generic self-adjoint
operators A(1) on h(1)+ and A(2) on h
(2)
+ , we denote
dΓ(1)(A(1)) :=
∑
m,n>1
〈um, A(1)un〉a∗man
dΓ(2)(A(2)) :=
∑
m,n>1
〈vm, A(2)vn〉b∗mbn ,
(3.32)
with {um}∞m=1 an orthonormal basis of h(1)+ and {vn}∞n=1 an orthonormal basis of h(2)+ . In particular,
N1 := dΓ(1)(1) , N2 := dΓ(2)(1) (3.33)
defines the number operators in each species’ sectors, and
N := N1 +N2 (3.34)
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defines the total number operator on F+.
Within this formalism, it is natural to introduce the class of quadratic Hamiltonians in the Fock
space G+; through the isomorphism of Theorem 3.3, such a class turns out to correspond to the
class of Hamiltonians which are jointly quadratic in a, a∗, b, and b∗, as is the case for H. Note
that, already the operators defined by (3.31), which are quadratic in Z and Z∗, are in general not
separately quadratic in a, a∗ or b, b∗; this is true only if the operator A is reduced with respect to
the direct sum h(1)+ ⊕ h(2)+ .
Let us consider two densely defined operators
B1 : D(B1) ⊂ h(1)+ ⊕ h(2)+ → h(1)+ ⊕ h(2)+
B2 : D(B2) ⊂
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗ → h(1)+ ⊕ h(2)+
satisfying the properties
D(B1) ⊂ J∗D(B2), B∗1 = B1, JB2J = B∗2,
where
J : h
(1)
+ ⊕ h(2)+ →
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗, J(f ⊕ g) := 〈f ⊕ g, · 〉h(1)+ ⊕h(2)+ (3.35)
is the operator mapping a vector to the corresponding form. Let us form the operator
B :=
(B1 B2
B∗2 JB1J∗
)
(3.36)
acting on the space
h := h
(1)
+ ⊕ h(2)+ ⊕
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗. (3.37)
We define
HB := dΓ(B1) + 1
2
∑
m,n>1
(
〈fm,B2Jfn〉Z(fm)Z(fn) + 〈fm,B2Jfn〉Z∗(fm)Z∗(fn)
)
(3.38)
on the space
∞⊕
n=0
D(B1)⊗symn.
In turns out that several properties of the quadratic Hamiltonian HB depend crucially on those
of the corresponding classical operator B. The following Lemma, which is a consequence of [73,
Theorem 2], collects some of them.
Lemma 3.4. Assume that B1 > 0, B > 0 and that B2 is a Hilbert-Schmidt operator. Assume
further that ‖B−1/21 B2JB−1/21 ‖ < 1. Then:
(i) (Self-adjointness) Formula (3.38) defines a self-adjoint operator.
(ii) (Uniqueness of the ground state) HB has a unique ground state ΦgsB .
(iii) (Spectral gap) If, in addition, B > τ > 0 for some τ > 0, then
inf σ(H|{ΦgsB }⊥) > λ(HB), (3.39)
where λ(HB) is the ground state energy of HB.
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In particular, HB is bounded from below, namely there exists a constant CB > 0 such that
HB > −CB. (3.40)
Proof. All the claims follow directly from Theorem 2 in [73]: by such result there exists a unitary
operator U on G+ such that
UHBU∗ = dΓ(ξ) + inf σ(HB), (3.41)
for a positive operator ξ on h(1)+ ⊕h(2)+ . This proves the self-adjointness and implies that UΩG+ is the
unique ground state of HB. If, in addition, B > τ > 0, then ξ > τ > 0, and this implies (3.39).
Notice that in Lemma 3.4 we require B2 to be Hilbert-Schmidt, an assumption which is fulfilled in
the application we are interested in, and which ensures the weaker hypotheses in [73] to be satisfied.
Our interest in operators of the form HB is due to the fact that the Bogoliubov Hamiltonian (3.15)
can be realized as a quadratic Hamiltonian in the sense of (3.38). More precisely,
H = U∗HHess EH[u0,v0]U, (3.42)
where Hess EH[u0, v0] is the Hessian of the Hartree functional evaluated at the minimizer and U is
given by Theorem 3.3. In the present context the Hessian of the Hartree functional is defined by
the second term of a Taylor expansion around the minimizer (u0, v0), that is,
EH[u, v] = EH[u0, v0]
+
1
2
〈√
c1(u− u0)⊕√c2(v − v0),Hess EH[u0, v0]√c1(u− u0)⊕√c2(v − v0)
〉
+ o
(‖u− u0‖, ‖v − v0‖).
(3.43)
In (3.43) we are considering variations that are weighted according to the relative populations of
the two species.
In order to explicitly write the expression of Hess EH[u0, v0], let us introduce the following three
integral operators K(α), α ∈ {1, 2, 12}, together with their kernels:
K(1) : h
(1)
+ → h(1), K(1)(x, y) := V (1)(x− y)u0(x)u0(y) (3.44)
K(2) : h
(2)
+ → h(2), K(2)(x, y) := V (2)(x− y)v0(x)v0(y) (3.45)
K(12) : h
(2)
+ → h(1), K(12)(x, y) := V (12)(x− y)u0(x)v0(y). (3.46)
With the quantities introduced in (3.11) we can write
〈um,K(1)un〉 = V (1)m00n
〈vm,K(2)vn〉 = V (2)m00n
〈um,K(12)vn〉 = V (12)m00n
〈um,K(1)un〉 = V (1)mn00
〈vm,K(2)vn〉 = V (2)mn00
〈um,K(12)vn〉 = V (12)mn00.
Moreover, as a straightforward consequence of Assumption (AMF2 ), each such operator is Hilbert-
Schmidt: indeed,
‖K(1)‖2HS =
∫
dxdy|K(1)(x, y)|2 6 C(1) + C(1)‖∇u0‖22 + C(1)‖∇v0‖22 < +∞, (3.47)
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and the same holds for K(2) and K(12).
In terms of the K’s, and of h(1) and h(2) defined in (3.13), the Hessian of the Hartree functional
reads
Hess EH[u0, v0] =
h(1) + c1K
(1) √c1c2K(12) c1K(1)J∗ √c1c2K(12)J∗√
c1c2K
(12)∗ h(2) + c2K(2)
√
c1c2K
(12)∗J∗ c2K
(2)
2 J
∗
c1JK
(1) √c1c2JK(12) Jh(1)J∗ + c1JK(1)J∗ √c1c2JK(12)1 J∗√
c1c2JK
(12)∗ c2JK(2)
√
c1c2JK
(12)∗J∗ Jh(2)J∗ + c2JK(2)J∗
 (3.48)
as a matrix-valued operator acting on h(1)+ ⊕ h(2)+ ⊕
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗.
The main result of this Section is the following
Theorem 3.5 (Bounds on Bogoliubov Hamiltonian). Under the same hypotheses of Theorem 3.1,
one has
1
C
(
dΓ(1)(h(1))+dΓ(2)(h(2)) +N1 +N2
)− C 6 H
6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + CN1 + CN2 + C,
(3.49)
for some constant C > 0. Consequently, H has a self-adjoint (Friedrichs) extension, still denoted
by H, with the same form domain of dΓ(1)(h(1) + 1) + dΓ(2)(h(2) + 1). Moreover, H has a unique,
non-degenerate ground state Φgs:
inf σ(H|{Φgs}⊥) > 〈Φgs,HΦgs〉. (3.50)
Theorem 3.5 directly implies (ii) of Theorem 3.1.
As a preparatory result towards the proof of Theorem 3.5, we show that Hess EH[u0, v0] has a
strictly positive bottom.
Lemma 3.6. There exists a constant η > 0 such that
Hess EH[u0, v0] > η. (3.51)
This is clearly a non-degeneracy result for the minimizer (u0, v0) of the Hartree functional.
Proof. We consider the decomposition
Hess EH[u0, v0] = Hessh + HessK ,
where
Hessh :=

h(1) 0 0 0
0 h(2) 0 0
0 0 Jh(1)J∗ 0
0 0 0 Jh(2)J∗

HessK :=

c1K
(1) √c1c2K(12) c1K(1)J∗ √c1c2K(12)J∗√
c1c2K
(12)∗ c2K(2)
√
c1c2K
(12)∗J∗ c2K(2)J∗
c1JK
(1) √c1c2JK(12) c1JK(1)J∗ √c1c2JK(12)J∗√
c1c2JK
(12)∗ c2JK(2)
√
c1c2JK
(12)∗J∗ c2JK(2)J∗
 .
(3.52)
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First, we argue that Hessh must be bounded away from zero. Indeed, since (u0, v0) is the unique
minimizer of the Hartree functional, one has h(1) > 0 on h(1)+ and h(2) > 0 on h
(2)
+ . Since Assumptions
(AMF1 ) and (AMF2 ) imply that h(1) and h(2) have compact resolvent, their spectra cannot accumulate
to zero, and this implies the existence of some η > 0 such that
Hessh > η. (3.53)
Concerning HessK , we observe that it is a matrix-valued operator with structure
HessK =
( A AJ∗
JA JAJ
)
where
A :=
(
c1K
(1) √c1c2K(12)√
c1c2K
(12) c2K
(2)
)
. (3.54)
Since for any f ⊕ g ∈ h(1)+ ⊕ h(2)+ one has
〈f ⊕ g,A f ⊕ g〉 = c1〈f,K(1)f〉+ c2〈g,K(2)g〉+ 2√c1c2Re 〈f,K(12)g〉,
it is straightforward to see that, by Cauchy-Schwarz, Assumption (AMF2 ) implies A > 0. Hence,
HessK > 0 follows. This result, together with (3.53), implies Hess EH[u0, v0] > η > 0.
We can finally prove Theorem 3.5.
Proof of Theorem 3.5. We recognize that H = U∗HBU with B = Hess EH[u0, v0], and, comparing
(3.48) with (3.36), we deduce that
B2 =
(
c1K
(1)J∗
√
c1c2K
(12)J∗√
c1c2K
(12)∗J∗ c2K(2)J∗
)
(3.55)
and
B1 =
(
h(1) 0
0 h(2)
)
+ B2J.
Since B1 > 0, Hess EH[u0, v0] > 0 by Lemma 3.6, B2 is Hilbert-Schmidt, and ‖B−1/21 B2JB−1/21 ‖ < 1,
we can apply Lemma 3.4. As a direct consequence we have that H is bounded from below.
We now show that the argument can be re-done so as to get the more refined lower bound (3.49).
Indeed, it is easy to see that, for ε > 0 small enough, the operator
Bε := Hess EH[u0, v0]
− ε

h(1) + 1 0 0 0
0 h(2) + 1 0 0
0 0 Jh(1)J∗ + 1 0
0 0 0 Jh(2)J∗ + 1

is positive. Hence, for Bε too we can apply Lemma 3.4 and obtain the existence of a positive
constant CBε such that
HBε > −CBε .
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By (3.38), last inequality is equivalent to
H > ε(dΓ(1)(h(1)) + dΓ(2)(h(1)) +N1 +N2)− CBε ,
which is the first inequality we want to prove.
To prove the second part of (3.49), we remark that, for any C˜ > 0,
dΓ(1)(h(1)) + dΓ(2)(h(2)) + C˜N1 + C˜N2 −H = U∗HC˜1−HessKU,
with HessK defined in (3.52). Since all the K(j)’s are bounded operators, HessK is bounded as well.
Hence, for C˜ large enough, C˜1 − HessK > 0. We can then apply Lemma 3.4, which ensures the
existence of CK > 0 such that
H
C˜1−HessK > −CK .
Equivalently,
H 6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + C˜N1 + C˜N2 + CK . (3.56)
Thus, (3.49) is proven by choosing C := max{ε−1, CBε , C˜, CK}.
From the above proof, we already recognized that H = U∗HHess EH[u0,v0]U , and all the hypotheses
of Lemma 3.4 are fulfilled if B = Hess EH[u0, v0]. Hence, a direct application of Lemma 3.4 shows
that H can be extended to a self-adjoint operator which has a unique ground state Φgs and satisfies
(3.50):
inf σ(H|{Φgs}⊥) > 〈Φgs,HΦgs〉.
Moreover, the bounds (3.49) implies that H has the same form domain of the operator dΓ(1)(h(1) +
1) + dΓ(2)(h(2) + 1).
The estimate (3.49) will play an important role in Section 3.5 in the proof of (iii) and (iv) of
Theorem 3.1.
After the identification of H as the second quantization of the Hessian in the sense of (3.38),
the key point towards the proof of (3.49) was Lemma 3.6. This is for us a mere consequence
of Assumption (AMF2 ) in which we require a positivity condition and the further inequality (3.3).
One could relax Assumption (AMF2 ) by requiring the Hessian to be bounded away from zero in the
first place; observe that when this is the case one should additionally require the uniqueness of
the minimizer of the Hartree functional, which is for us another direct consequence of Assumption
(AMF2 ).
A direct application of the diagonalization result of [73, Theorem 2] would allow to bound H from
below in terms of an operator that is certainly quadratic in Z, Z∗, but not separately in a, a∗ or
b, b∗, thus preventing from obtaining the inequality (3.49) that is needed in the proof of Theorem
3.1. We can fix this issue by further recognizing (an observation that has no analogue for the
one-component case) that the operator ξ arising in the identity (3.41) can be actually chosen to be
reduced with respect to h(1)+ ⊕ h(2)+ , an additional feature that allows to estimate H from below by
means of the two number operators. Such arguments are not needed for our main argument once
assumption (AMF2 ) is taken.
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3.4 Estimate in the truncated two-component Fock space
Among the claims of Theorem 3.1, the ground state energy of H provides the second order
correction to the ground state energy of HMFN . Since H and HMFN act on two different spaces,
respectively, F+ and HN1,N2,sym, we rather compare H with the operator UNHMFN U∗N on F+, for a
suitable unitary transformation UN . This will lead to Proposition 3.8 below, the main result of this
Section.
The unitary operator UN is defined by extending ideas from [49] to the two-component setting.
For arbitrary
φ ∈ (h(1))⊗symj ⊗ (h(2))⊗symk and χ ∈ (h(1))⊗sym` ⊗ (h(2))⊗symr
we define φ χ to be the function in (h(1))⊗sym(j+`) ⊗ (h(2))⊗sym(k+r) given by
(φ χ)(x1, . . . , xj+`; y1, . . . , yk+r) :=
1√
j!`!(j + `!)
√
k!r!(k + r)!
×
×
∑
σ∈Σj+`
pi∈Σk+r
φ(xσ1 , . . . , xσj ; ypi1 , . . . , ypik)χ(xσj+1 , . . . , xσj+` ; ypik+1 , . . . , ypik+r) ,
(3.57)
where Σp is the symmetric group of p elements. A function ψN ∈ HN1,N2,sym decomposes uniquely
as
ψN =
N1∑
j=0
N2∑
k=0
χjk 
(
u
⊗(N1−j)
0 ⊗ v⊗(N2−k)0
)
(3.58)
for some χjk ∈ (h(1)+ )⊗symj ⊗ (h(2)+ )⊗symk, where for each summand of the r.h.s. of (3.58) it is
understood that
χjk ≡ χjk(x1, . . . , xj ; y1, . . . , yk)
u
⊗(N1−j)
0 ≡ u0(xj+1) · · ·u0(xN1)
v
⊗(N2−k)
0 ≡ v0(yk+1) · · · v0(yN2) .
Thanks to the orthogonality relations〈
χjk 
(
u
⊗(N1−j)
0 ⊗ v⊗(N2−k)0
)
, χ`r 
(
u
⊗(N1−`)
0 ⊗ v⊗(N2−r)0
) 〉
=
= ‖χjk‖22 δj` δkr ,
(3.59)
it is easy to check that
UN : HN1,N2,sym −→ F 6N+ , UNψN := (χjk)j+k6N (3.60)
defines a unitary operator between Hilbert spaces, where
F 6N+ :=
N⊕
L=0
( ⊕
n+m=L
n6N1,m6N2
(
h(1)
)⊗symn ⊗ (h(2))⊗symm). (3.61)
The following is an analogue of the one-component result in [49, Proposition 4.2], whose proof is
merely algebraic.
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Proposition 3.7. The action of the operator UN : HN1,N2,sym → F6N+ defined in (3.60) can be
written as (
UNψN
)
jk
=
((
Q(1)
)⊗j ⊗ (Q(2))⊗k aN1−j0 bN2−k0√
(N1 − j)!(N2 − k)!
ΨN
)
jk
, (3.62)
where Q(1) = 1 − |u0〉〈u0|, Q(2) = 1 − |v0〉〈v0|, and ΨN ∈ F6N+ is the vector whose only non-zero
component coincides with ψN . For Φ ∈ F6N+ , the adjoint of UN acts as
U∗N Φ =
N1∑
j=0
N2∑
k=0
1√
(N1 − j)!(N2 − k)!
(
(a∗0)
N1−j (b∗0)
N2−kΦ
)
N1N2
. (3.63)
Moreover, for all non-zero m,n ∈ N, the following identities hold true
UNa
∗
0a0U
∗
N = N1 −N1,
UNa
∗
0amU
∗
N =
√
N1 −N1am,
UNa
∗
ma0U
∗
N = a
∗
m
√
N1 −N1,
UNa
∗
manU
∗
N = a
∗
man,
UNb
∗
0b0U
∗
N = N2 −N2,
UNb
∗
0bmU
∗
N =
√
N2 −N2bm,
UNb
∗
mb0U
∗
N = b
∗
m
√
N2 −N2,
UNb
∗
mbnU
∗
N = b
∗
mbn.
(3.64)
Notice that, as customary, all terms in the left side of (3.64), are tacitly understood to have the
form UNI∗N1,N2a
∗
0a0IN1,N2U
∗
N and the like, where IN1,N2 is the lifting map from HN1,N2,sym to the
Fock slice with N1, N2 particles.
Thanks to (3.64) we can explicitly conjugate the many-body Hamiltonian (3.10) with UN . The
main result of this Section is the following Proposition, which provides a preliminary estimate valid
on the space F6M+ . The integer M satisfies the property M 6 N , and we shall suitably fix it at
the end of the proof. Here and henceforth it is understood that, eventually as M and N tend to
infinity, M must be chosen so as both M 6 N1 and M 6 N2.
Proposition 3.8 (Estimate on truncated Fock space). Under the same hypotheses of Theorem 3.1,
given M 6 N , for any Φ ∈ F6M+ ∩ D[H], one has∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN 〈H+ C〉Φ (3.65)
for a positive constant C (independent of N and M).
We refer to [49, Proposition 5.1] for the analogue in the one-component case.
Let us remark that the condition Φ ∈ F6M+ ∩ D[H] implies, by Theorem 3.5, that Φ belongs
to F6M+ ∩ D[dΓ(1)(h(1)) + dΓ(2)(h(2))]. Using Assumption (AMF2 ), one easily sees that this implies
U∗NΦ ∈ D[HMFN ], and hence (3.65) is well-defined for Φ ∈ F6M+ ∩ D[H].
We now turn to the proof of Proposition 3.8. We first compute exactly UNHMFN U
∗
N , which will
be done in Lemma 3.9. Then, we isolate from UNHMFN U
∗
N the leading contribution NeH and the
second order correction H; this will be done in Lemma 3.10. Finally, we will show that all the
remaining non-relevant terms can be estimated by the right-hand side of (3.65).
Lemma 3.9. Let us define the following five operators on the domain F6M ∩ D[H].
M0 := T
(1)
00 (N1 −N1) + T (2)00 (N2 −N2) +
1
2N
V
(1)
0000(N1 −N1)(N1 −N1 − 1)
+
1
2N
V
(2)
0000(N2 −N2)(N2 −N2 − 1) +
1
N
V
(12)
0000(N1 −N1)(N2 −N2)
+ µ1N1 + µ2N2 + c1
2
V
(1)
0000 +
c2
2
V
(2)
0000.
(3.66)
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M1 :=
∑
m>1
[
a∗m
√
N1 −N1
(
T
(1)
m0 + V
(1)
m000
N1 −N1 − 1
N
+ V
(12)
m000
N2 −N2
N
)
+ b∗m
√
N2 −N2
(
T
(2)
m0 + V
(2)
m000
N2 −N2 − 1
N
+ V
(12)
m000
N1 −N1
N
)
+
(
T
(1)
0m + V
(1)
00m0
N1 −N1 − 1
N
+ V
(12)
00m0
N2 −N2
N
)√
N1 −N1am
+
(
T
(2)
0m + V
(2)
00m0
N2 −N2 − 1
N
+ V
(12)
00m0
N1 −N1
N
)√
N2 −N2bm
]
.
(3.67)
M2 :=
∑
m,n>1
[
T (1)mna
∗
man + T
(2)
mnb
∗
mbn − µ1N1 − µ2N2 −
c1
2
V
(1)
0000 −
c2
2
V
(2)
0000
+
1
2N
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1
+
1
2N
V
(1)
00mn
√
N1 −N1 − 1
√
N1 −N1aman
+
1
N
V
(1)
m0n0a
∗
man(N1 −N1) +
1
N
V
(1)
m00na
∗
man(N1 −N1)
+
1
2N
V
(2)
00mnb
∗
mb
∗
n
√
N2 −N2
√
N2 −N2 − 1
+
1
2N
V
(2)
00mn
√
N2 −N2 − 1
√
N2 −N2bmbn
+
1
N
V
(2)
m0n0b
∗
mbn(N2 −N2) +
1
N
V
(2)
m00nb
∗
mbn(N2 −N2)
+
1
N
V
(12)
mn00a
∗
mb
∗
n
√
N1 −N1
√
N2 −N2
+
1
N
V
(12)
00mn
√
N1 −N1
√
N2 −N2ambn
+
1
N
V
(12)
m0n0a
∗
man(N2 −N2) +
1
N
V
(12)
m00nb
∗
mbn(N1 −N1)
+
1
N
V
(12)
m00na
∗
mbn
√
N1 −N1
√
N2 −N2
+
1
N
V
(12)
m00n
√
N1 −N1
√
N2 −N2amb∗n
]
.
(3.68)
M3 :=
1
N
∑
m,n,q>1
[
V
(1)
mnp0a
∗
ma
∗
nap
√
N1 −N1 + V (2)mnp0b∗mb∗nbp
√
N2 −N2
+ V
(12)
mnp0a
∗
mapb
∗
n
√
N2 −N2 + V (12)m0npa∗mb∗nbp
√
N1 −N1
+ V
(1)
p0mn
√
N1 −N1a∗paman + V (2)p0mn
√
N2 −N2b∗pbmbn
+ V
(12)
p0mn
√
N2 −N2a∗pambn + V (12)npm0
√
N1 −N1amb∗pbn
]
.
(3.69)
M4 :=
∑
m,n,p,q>1
[ 1
2N
V (1)mnpqa
∗
ma
∗
napaq +
1
2N
V (2)mnpqb
∗
mb
∗
nbpbq
+
1
N
V (12)mnpqa
∗
mapb
∗
nbq
]
.
(3.70)
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Then,
UNH
MF
N U
∗
N =
4∑
j=0
Mj . (3.71)
Proof. The proof is obtained by means of a direct computation that systematically uses the relations
(3.64). Notice that the term
µ1N1 + µ2N2 + c1
2
V
(1)
0000 +
c2
2
V
(2)
0000
has been added in the last line of M0 and subtracted in the first of M2.
We now show that the relevant terms can be isolated from M0 and M2 and that there is an exact
cancellation in M1, due to the fact that (u0, v0) is the minimizer of the Hartree functional.
Lemma 3.10. For M0, M1, M2 defined in (3.66)-(3.70), one has the following re-arrangements.
(i) (Isolation of the leading term from M0)
M0 = NeH +
1
2N
V
(1)
0000N1(N1 + 1) +
1
2N
V
(2)
0000N2(N2 + 1)
+
1
N
V
(12)
0000 N1N2.
(3.72)
(ii) (Cancellation of the linear contribution to M1)
M1 =
1
N
∑
m>1
[
− V (1)m000a∗m
√
N1 −N1 (N1 + 1)− V (2)m000b∗m
√
N2 −N2 (N2 + 1)
− V 12m000a∗m
√
N1 −N1N2 − V (12)0m00b∗m
√
N2 −N2N1
− V (1)00m0(N1 + 1)
√
N1 −N1am − V (2)00m0 (N2 + 1)
√
N2 −N2bm
− V 1200m0
√
N1 −N1N2 am − V (12)000mN1
√
N2 −N2 bm
]
.
(3.73)
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(iii) (Isolation of the Bogoliubov Hamiltonian from M2)
M2 = H+
∑
m,n>1
( 1
2
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1−N1
N
1
2
V
(1)
00mn
√
N1 −N1
√
N1 −N1 − 1−N1
N
aman
+
1
N
(
V
(1)
mn0 + V
(1)
m00n
)
a∗man(1−N1)
+
1
2
V
(2)
mn00b
∗
mb
∗
n
√
N2 −N2
√
N2 −N2 − 1−N2
N
+
1
2
V
(2)
00mn
√
N2 −N2
√
N2 −N2 − 1−N2
N
bmbn
+
1
N
(
V
(2)
m0n0 + V
(2)
m00n
)
b∗mbn(1−N2)
+ V
(12)
mn00a
∗
mb
∗
n
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
+ V
(12)
00mn
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
ambn
− 1
N
V
(12)
m0n0a
∗
manN2 −
1
N
V
(12)
0m0nb
∗
mbnN1
+ V
(12)
m00na
∗
mbn
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
+ V
(12)
0nm0
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
amb
∗
n
)
.
(3.74)
Proof. We recall that the minimum of the Hartree functional is
eH = c1T
(1)
00 + c2T
(2)
00 +
c21
2
V
(1)
0000 +
c22
2
V
(2)
0000 + c1c2V
(12)
0000 . (3.75)
A direct computation then yields (3.72).
To prove (3.73), we note that, since (u0, v0) minimizes the Hartree functional, we have the iden-
tities
T
(1)
m0 + c1V
(1)
m000 + c2V
(12)
m000 = 0
T
(2)
m0 + V
(2)
m000 + c1V
(12)
m000 = 0.
(3.76)
Since ci = Ni/N , last two identities yield an exact cancellation inM1: for example, the contribution
coming from the first line of the r.h.s. of (3.67) reduces to
1
N
∑
m>1
[
− V (1)m000a∗m
√
N1 −N1 (N1 + 1)− V (2)m000b∗m
√
N2 −N2 (N2 + 1)
]
.
This allows us to bring M1 to the form (3.73).
Finally, (3.74) is obtained by a mere regrouping of terms. For example, the contribution from the
second line of (3.68) can be rewritten as
c1
2
∑
m,n>1
V
(1)
mn00a
∗
ma
∗
n +
1
2
∑
m,n>1
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1−N1
N
,
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having isolated the N -independent contribution. The same is done for all the other summands of
(3.68). Recalling the definition (3.15) of H, the outcome is (3.74).
The final step in order to prove Proposition 3.8 is the following Lemma, that provides the appro-
priate estimate for all the remainders M0 −NeH, M1, M2 −H, M3, and M4.
Lemma 3.11. There exists a constant C > 0 such that, for any Φ ∈ F6M+ ∩ D[H]∣∣〈M0〉Φ −NeH∣∣ 6 CM
N
〈N〉Φ (3.77)
|〈M1〉Φ| 6 C
√
M
N
〈N〉Φ (3.78)∣∣〈M2〉Φ − 〈H〉Φ∣∣ 6 CM
N
〈N〉Φ (3.79)
|〈M3〉Φ| 6 C
√
M
N
(
〈H〉Φ + 〈N〉Φ + C
)
(3.80)
|〈M4〉Φ| 6 CM
N
(
〈H〉Φ + 〈N〉Φ + C
)
(3.81)
Let us postpone the proof of Lemma 3.11 and now conclude.
Proof of Theorem 3.8. Let us fix Φ ∈ F6M+ ∩ D[H]. By Lemma 3.9 we get
〈UNHNU∗N 〉Φ = NeH + 〈H〉Φ + 〈M0 −NeH〉Φ + 〈M1〉Φ + 〈M2 −H〉Φ + 〈M3〉Φ + 〈M4〉Φ,
and hence, applying Lemma 3.11, we find
∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN (2〈H〉Φ + 5〈N〉Φ + 2C), (3.82)
having used M/N 6
√
M/N . Using positivity of h(1) and h(2) and Theorem 3.5, one finds
N 6 N + dΓ(1)(h(1)) + dΓ(2)(h(2)) 6 C H+ C2.
This yields the bound
∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN (〈H〉Φ + C), (3.83)
for a suitable constant C.
Only Lemma 3.11 remains to be proven. We first state a technical Lemma that we will use through
the proof.
Lemma 3.12. Under the same assumptions of Theorem 3.1,
dΓ(i)(T (j)) 6 αH+ αN + α, for j ∈ {1, 2} (3.84)
dΓ(1)
(
|V (12)| ∗ |v0|2
)
6 βN (3.85)
dΓ(2)
(
|V (12)| ∗ |u0|2
)
6 γN (3.86)
for positive constants α, β, γ.
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Proof. Let us prove (3.84) for the case j = 1. By assumption (AMF2 ) we know that, for every ε > 0,
V (1) > −εC(1)(1−∆)− ε−1 and V (12) > −εC(12)(1−∆)− ε−1. Hence, we deduce
V (1) ∗ |u0|2 > −εC(1) − εC(1)(−∆)− εC(1)‖u0‖2H1 − ε−1 (3.87)
and
V (12) ∗ |v0|2 > −εC(12) − εC(12)(−∆)− εC(12)‖v0‖2H1 − ε−1. (3.88)
By recalling the definition of h(1) from (3.13), the last two estimates imply the existence of a constant
α˜ > 0 large enough such that
T (1) 6 α˜h(1) + α˜. (3.89)
Taking the second quantization dΓ(1)(·) of both sides and using (3.49) we obtain (3.84) for α > 0
big enough. The same holds for T (2).
To prove (3.85) it is enough to note that, by Assumption (AMF2 ), the multiplication operator
V (12) ∗ |v0|2 is bounded. The desired inequality is hence trivial, since the second quantization of a
bounded positive operator is always estimated by a multiple of the number operator. An analogous
proof holds for (3.86).
Proof of Lemma 3.11. Let us write
〈M0 −NeH〉Φ = M (1)0 +M (2)0 +M (12)0 (3.90)
〈M1〉Φ = M (1)1 +M (2)1 +M (12)1 (3.91)
〈M2 −H〉Φ = M (1)2 +M (2)2 +M (12)2 (3.92)
〈M3〉Φ = M (1)3 +M (2)3 +M (12)3 (3.93)
〈M4〉Φ = M (1)4 +M (2)4 +M (12)4 , (3.94)
where, in self-explanatory notation, each summand with label (α) contains all the terms depending
on the interaction potential V (α). We will estimate the M (12)k ’s; all the other terms do not involve
interactions between particles of different type, and hence, they are on the same footing as the terms
estimated in [49, Proposition 5.2].
Let us consider M (12)0 . Since Φ ∈ F6M+ , we have 〈Ni〉Φ 6 〈N〉Φ 6M , and hence∣∣M (12)0 ∣∣ = ∣∣∣V (12)0000〈N1N2N 〉Φ∣∣∣ 6 K0MN 〈N〉Φ, (3.95)
for K0 = |V (12)0000 |.
Let us now consider M (12)1 . By a Cauchy-Schwarz inequality we write∣∣∣∑
m>1
V
(12)
m000
1
N
〈a∗m
√
N1 −N1N2〉Φ + h. c.
∣∣∣ ≤ 2
N
(∑
m>1
|V (12)m000|2
)1/2
×
(∑
m>1
〈a∗mam〉Φ〈(N1 −N1)N 22 〉Φ
)1/2
6 2 ‖K
(12)‖HS
N
(
N〈N〉Φ〈N 2〉Φ
)1/2
6 2 ‖K(12)‖HS
√
M
N
〈N〉Φ.
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In the second and third step we have used N1 6 N , positivity of N1, the inequality 〈N〉Φ 6 M ,
together with the property∑
m>1
|V (12)m000|2 =
∑
m>1
|〈um,K(12)u0〉|2 =
∑
m>1
〈um,K(12)u0〉 〈u0,K(12)um〉
6 ‖K(12)‖2HS < +∞.
There is another summand in M (12)1 , but it differs from the one we just estimated only by the
interchange of the two components; for this reason, we omit the details of its estimate. Thus,
|M (12)1 | 6 4‖K(12)‖2HS
√
M
N
〈N〉Φ. (3.96)
Let us consider M (12)2 , whose expression is
M
(12)
2 =
∑
m,n>1
[ 1
N
V
(12)
mn00〈a∗mb∗n
(√
N1 −N1
√
N2 −N2 −
√
N1N2
)〉Φ + h. c. ] (3.97)
−
∑
m,n>1
[ 1
N
V
(12)
m0n0〈a∗manN2〉Φ
]
(3.98)
−
∑
m,n>1
[ 1
N
V
(12)
0m0n〈b∗mbnN1〉Φ
]
(3.99)
+
∑
m,n>1
[ 1
N
V
(12)
m00n〈a∗mbn
(√
N1 −N1
√
N2 −N2 −
√
N1N2
)〉Φ + h. c. ], (3.100)
and let us treat the four summands one by one. First let us define the operator
X :=
√
N1 −N1
N1
√
N2 −N2
N2
.
By a Cauchy-Schwarz inequality we get
|(3.97)| 6 2
√
N1N2
N2
( ∑
m,n>1
|〈um,K(12)vn〉|2
)1/2( ∑
m,n>1
〈a∗mb∗nambn〉Φ
)1/2〈 (X − 1)2 〉1/2Φ
6 2
√
N1N2
N2
(∑
m>1
〈um,
∣∣K(12)∣∣2um〉)1/2〈N1N2〉1/2Φ 〈(− N1N1 − N2N2 + N1N2N1N2
)2〉1/2
Φ
,
having used the estimate (X −1)2 6 (X2−1)2. Now, using N1N2 6 N2, 〈Ni〉Φ 6 〈N〉Φ 6M , and
the fact that K(12) is Hilbert-Schmidt, we obtain
|(3.97)| 6 2‖K(12)‖HS M
1/2
N1N2
〈N〉1/2Φ
〈(
N2N1 +N1N2 −N1N2
)2〉1/2
.
Since N1N2 6 N2N1 +N1N2 on F6M+ , we finally get
|(3.97)| 6 4‖K(12)‖HS M
1/2
N1N2
〈N〉1/2Φ
〈(
N2N1 +N1N2
)2〉1/2 6 K˜2M
N
〈N〉Φ, (3.101)
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for some K˜2 > 0 .
To estimate (3.98) we note that
(3.98) = −
〈
dΓ(1)(V (12) ∗ |v0|2)N2
N
〉
Φ
,
and, by (3.85),
|(3.98)| 6 βM
N
〈N〉Φ. (3.102)
Analogously,
|(3.99)| 6 γM
N
〈N〉Φ (3.103)
for γ given by (3.86).
To estimate (3.100) we write
(3.100) =
1
N
∑
j>1, k>0
j+k6M
j(k + 1)〈Φj,k,K(12)1,1 Φj−1,k+1〉+ h. c.,
where Φ = (Φj,k)jk ∈ F6M+ and K(12)1,1 is the integral operator K(12) defined in (3.46) and taken
with kernel K(12)(x1, y1). By using Cauchy-Schwarz we get
|(3.100)| 6 2
N
∑
j>1, k>0
j+k6M
j(k + 1)
(
〈Φj,k,Φj,k〉+ ‖K(12)‖2op〈Φj−1,k+1,Φj−1,k+1〉
)
=
2
N
(1 + ‖K(12)‖op)〈Φ,N1(N2 + 1)Φ〉,
and hence, the inequality Ni 6 N 6M valid on F6M+ yields
|(3.100)| 6 K′2
M
N
〈N〉Φ, (3.104)
for some K′2 > 0. Putting together (3.101), (3.102), (3.103), and (3.104) we conclude∣∣M (12)2 ∣∣ 6 K2MN 〈N〉Φ, (3.105)
with K2 := K˜2 + β + γ +K′2.
Let us consider M (12)3 , whose expression is
M
(12)
3 =
∑
m,n,p>1
[ 1
N
V
(12)
mnp0〈a∗mapb∗n
√
N2 −N2〉Φ + h. c.
]
(3.106)
+
∑
m,n,p>1
[ 1
N
V
(12)
m0np〈a∗mb∗nbp
√
N1 −N1〉Φ + h. c.
]
. (3.107)
First, we notice that
(3.106) = 〈Φ, UN
N1∑
j=1
N2∑
k=1
Q(1)xj ⊗Q(2)yk V (12)(xj − yk)Q(1)xj ⊗ P (2)yk U∗N Φ〉+ h. c. . (3.108)
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Now, by splitting V (12) into positive and negative part and using Cauchy-Schwarz, one obtains the
inequality
Q(1)x ⊗Q(2)y V (12)(x− y)Q(1)x ⊗ P (2)y +Q(1)x ⊗ P (2)y V (12)(x− y)Q(1)x ⊗Q(2)y
6 ε−1Q(1)x ⊗Q(2)y
∣∣V (12)(x− y)∣∣Q(1)x ⊗Q(2)y
+ εQ(1)x ⊗ P (2)y
∣∣V (12)(x− y)∣∣Q(1)x ⊗ P (2)y ,
(3.109)
whence, substituting into (3.108), one gets
(3.106) 6 1
εN
∑
m,n,p,q>1
∣∣V (12)∣∣
mnpq
〈a∗mb∗napbq〉Φ
+
ε
N
〈
dΓ(1)
(∣∣V (12)∣∣ ∗ |v0|2)(N2 −N2)〉Φ
(3.110)
for some ε > 0 that we are going to specify in a moment. We first focus on the first summand of
the r.h.s of (3.110). Using the expression in components Φ = (Φj,k)jk ∈ F6M+ , we can write
1
εN
∑
m,n,p,q>1
∣∣V (12)mnpq∣∣〈Φ, a∗mapb∗nbqΦ〉 = 1εN ∑
j,k>1,
j+k6M
jk〈Φj,k,
∣∣V (x1 − y1)∣∣Φj,k〉
6 C
(12)
εN
∑
j,k>1,
j+k6M
jk〈Φj,k,
(
1−∆x1 −∆y1
)
Φj,k〉
=
C(12)
εN
〈Φ, (N1N2 + dΓ(1)(T (1))N2 +N1dΓ(2)(T (2)))Φ〉,
having used Assumption (AMF2 ) in the second step. Thanks to the inequality Ni 6 N 6 M valid
on F6M+ and Lemma 3.12, we obtain
1
εN
∑
mnpq
|V (12)mnpq|〈Φ, a∗mb∗napbqΦ〉 6 K˜3
M
εN
(〈N〉Φ + 〈H〉Φ + K˜3),
for some K˜3 > 0. The second summand in the r.h.s of (3.110), in turn, is estimated using (3.85) as
ε
N
〈
Φ, dΓ(1)
(∣∣V (12)∣∣ ∗ |v0|2)(N2 −N2)〉Φ 6 αε(〈N〉Φ + 〈H〉Φ).
By finally choosing ε = (M/N)1/2, the last two inequalities yield
|(3.106)| 6 (K˜3 + α)
√
M
N
(〈N〉Φ + 〈H〉Φ + K˜3).
The term (3.107) differs from (3.106) only by the exchange of the two components, and hence, it is
treated analogously. This yields
∣∣M (12)3 ∣∣ 6 K3
√
M
N
(〈N〉Φ + 〈H〉Φ +K3), (3.111)
for a positive constant K3 big enough.
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Let us finally consider M (12)4 . Using Φ = (Φj,k)jk, we can write
M
(12)
4 =
1
N
∑
j,k>1
j+k6M
jk〈Φj,k, V (x1 − y1)Φj,k〉
6 C
(12)
N
∑
j,k>1
j+k6M
jk〈Φj,k,
(
1−∆x1 −∆y1
)
Φj,k〉
6 C
(12)
N
〈Φ, (N1N2 + dΓ(1)(T (1))N2 +N1dΓ(2)(T (2)))Φ〉,
having used Assumption (AMF2 ) in the second step. By the inequality Ni 6 N 6M , valid on F6M+
and (3.84), we get
M
(12)
4 6 K4
M
N
(〈N〉Φ + 〈H〉Φ +K4), (3.112)
for some constant K4 > 0.
Eqs. (3.95), (3.96), (3.105), (3.111), and (3.112), together with their analogous for the terms
depending on V (1) and V (2) yield the desired claim, provided that the overall constant C is chosen
large enough.
3.5 Proof of energy convergence and ground state norm approxi-
mation
We are now ready to complete the proof of Theorem 3.1 by proving the statements (iii) and (iv).
3.5.1 Localization in Fock space
Proposition 3.8 provides an estimate for the expectation value of the difference UNHMFN U
∗
N −
NeH −H in the truncated space F6M+ . In what follows we recall a result that allows us to localize
the energy of a state in the space F6M+ . As we shall see, at the end of the proof we will be able to
choose M  N in such a way that the localization produces only negligible remainders. This idea
goes back to [50, Theorem A.1] and we will follow the simplified presentation in [49, Proposition
6.1].
Consider two smooth, real functions f and g such that 0 6 f, g 6 1, f2 + g2 = 1, f(x) = 1 for
|x| ≤ 1/2, and f(x) = 0 for |x| > 1. By spectral calculus, we define
fM := f(N/M)
gM := g(N/M).
(3.113)
Let us also define the orthogonal projection PL onto the sector of F+ with exactly L particles,
namely the subspace⊕
j>0, k>0
j+k=L
(
h
(1)
+
)⊗symj ⊗ (h(2)+ )⊗symk = U∗((h(1)+ ⊕ h(2)+ )⊗symL).
Here U : F+ → G+ is the unitary operator given by Theorem 3.3.
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Proposition 3.13. Let A be a non-negative operator on F+ such that PLD(A) ⊂ D(A) for any
L ∈ N. Suppose moreover that there exists σ > 0 such that PLAPL′ = 0 when |L− L′| > σ. Then
±A− fMAfM − gMAgM 6 Cfσ
3
M2
A0, (3.114)
where A0 :=
∑
L∈N PLAPL and Cf is a positive constant depending only on f .
This result is a variant of the IMS formula, that can be found in [49, Proposition 6.1], which is,
in turn, an adaptation of [50, Theorem A.1]. As a direct consequence of Proposition 3.13, the next
Lemma provides the precise estimates that enable to localize the energy of a state in F6N+ into the
subspace F6M+ .
Let us define the operator
H˜MFN := UNH
MF
N U
∗
N −NeH. (3.115)
Let ψgsN be the ground state of H
MF
N , whose existence and uniqueness (up to a phase) are discussed
after Theorem 3.1. Then, by unitarity,
ΦN := UNψ
gs
N (3.116)
is the unique (up to a phase) ground state of H˜MFN . We will use the following notations for the
ground state energies of H˜MFN and H
λ(H˜MFN ) := 〈ΦN , H˜MFN ΦN 〉 = EMFN −NeH
λ(H) := 〈Φgs,HΦgs〉. (3.117)
Lemma 3.14. There exist positive constants κ1, κ2 such that, for any M 6 N ,
± (H− fMHfM − gMHgM) 6 κ1
M2
(H+ κ1) (3.118)
and
±(H˜MFN −fMH˜MFN fM − gMH˜MFN gM) 6 κ2M2 (H˜MFN + κ2N). (3.119)
Proof. To prove (3.118), we apply Proposition 3.13 with A = H − λ(H) > 0 and σ = 2. All is
needed is the computation of the corresponding A0. We notice that
∞∑
L=0
PL
(
H− λ(H))PL = U∗dΓ(B1)U − λ(H),
where
B1 =
(
h(1) + c1K
(1) √c1c2K(12)√
c1c2K
(12)∗ h(2) + c2K(2)
)
,
dΓ(·) is defined in (3.31), and U is given by Theorem 3.3. Since the K(j)’s are bounded, there exists
κ˜1 > 0 (depending on λ(H)) such that
∞∑
L=0
PL
(
H− λ(H))PL 6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + κ˜1N ,
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and hence, by Theorem 3.5, there exists κ1 > 0 such that
∞∑
L=0
PL
(
H− λ(H))PL 6 κ1(H+ κ1).
The claim is then proven thanks to (3.114).
To prove (3.119) we apply Proposition (3.13) with A = H˜MFN − λ(H˜MFN ) and σ = 2. To compute
the A0 corresponding to H˜MFN −λ(H˜MFN ), we first note that Proposition 3.8 implies the existence of
κ3 > 0 such that H˜MFN 6 κ3(H+ κ3) on F6M+ with M 6 N . Hence,
N∑
L=0
PLH˜MFN PL 6 κ3
N∑
L=0
PL(H+ κ3)PL
6 κ′3
(
dΓ(1)(h(1))|F 6N+ + dΓ
(2)(h(2))|F 6N+ + κ
′
3
)
,
(3.120)
where the second inequality is due to (3.49). Now, as a consequence of Assumptions (AMF1 ) and
(AMF2 ), there exist constants η, τ > 0 such that the following stability inequality holds
HMFN > η
( N1∑
i=1
h(1) +
N2∑
j=1
h(2)
)
− τN.
Through a conjugation by UN , last estimate can be rewritten as
dΓ(1)(h(1)) + dΓ(2)(h(2)) 6 η−1H˜MFN + η−1τN. (3.121)
Combining (3.121) with (3.120), we obtain that there exists κ′2 > 0 such that
N∑
L=0
PLH˜MFN PL 6 κ′2
(
H˜MFN + κ
′
2N
)
. (3.122)
Moreover, (3.121) also implies the estimate
λ(H˜MFN ) > −τN (3.123)
The claim then follows from (3.114), because (3.122) and (3.123) imply
N∑
L=0
PL
(
H˜MFN − λ(H˜MFN )
)PL 6 κ2(H˜MFN + κ2N)
for a suitable constant κ2.
3.5.2 Energy upper bound
We start by proving an upper bound for the ground state energy of the form λ(H˜MFN ) 6 λ(H)+o(1).
Using Lemma 3.118, Proposition 3.8, and the trivial estimate H > λ(H), we get the following
inequality, valid on the space D(H) ∩ F 6N+ , for 1 6M 6 N :
H > fM
[(
1 + C
√
M
N
)−1
H˜MFN − C
√
M
N
]
fM + λ(H)g2M −
κ1
M2
(H+ κ1). (3.124)
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Since, by construction, the function g satisfies g2(x) 6 2x, we have
g2M 6
2N
M
,
and, using the estimate N 6 C(H+ C) which follows from Theorem 3.5, we get
〈g2M 〉Φgs 6
C
M
for some constant C depending on λ(H). This implies that, eventually for M and N large enough,
〈f2M 〉Φgs > 0. Hence, after taking the expectation value of (3.124) on Φgs, we are allowed to divide
both sides of the outcome by 〈f2M 〉Φgs and rearrange terms using f2 + g2 = 1; what we get is
λ(H) >
(
1 + C
√
M
N
)−1 〈fMΦgs, H˜MFN fMΦgs〉
〈f2M 〉Φgs
− C
√
M
N
− κ1
M2〈f2M 〉Φgs
(
λ(H) + κ1
)
. (3.125)
Now, in the first summand in the r.h.s. we can exploit the fact that the energy of fMΦgs is certainly
larger than the ground state energy of H˜MFN . For the third summand in the right, in turn, we can
use the estimate 1− C/M 6 〈f2M 〉Φgs 6 1. What we obtain is
λ(H) >
(
1 + C
√
M
N
)−1
λ(H˜MFN )− C
√
M
N
− C
M2
,
for a large enough C > 0. We can optimize last inequality by choosing M = N1/5, and this yields
the upper bound
λ(H˜MFN ) 6 λ(H) + CN−2/5. (3.126)
3.5.3 Energy lower bound
We now prove the lower bound λ(H˜MFN ) > λ(H) − o(1). Using (3.119), Proposition 3.8, and the
trivial estimate H˜MFN > λ(H˜MFN ), we get the inequality
H˜MFN > fM
[(
1− C
√
M
N
)
H− C
√
M
N
]
fM + λ(H˜
MF
N )g
2
M −
κ2
M2
(
H˜MFN + κ2N
)
. (3.127)
We are going to take the expectation value of last inequality on the ground state ΦN of H˜MFN (ΦN
is defined in (3.116)). Hence, by definition, we will have 〈H˜MFN 〉ΦN = λ(H˜MFN ).
Moreover, by Theorem 3.2, since ψMFN = U
∗
NΦN is a ground state of H
MF
N , it exhibits condensation
in the sense of (3.22). Such property directly implies that
lim
N→∞
〈N〉ΦN
N
= 0.
This, together with the fact that the function g satisfies g2(x) 6 2x, yields
〈g2M 〉ΦN 6
2〈N〉ΦN
M
−→
N→∞
0,
provided M is chosen such that 〈N〉ΦN M  N . Last formula implies in particular that, for N
large enough and for M in the chosen regime,
〈f2M 〉ΦN > 0.
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Hence, after taking the expectation value of (3.127) on ΦN , we are allowed to divide by 〈f2M 〉ΦN
and rearrange terms using f2 + g2 = 1. The result is
λ(H˜MFN ) >
(
1− C
√
M
N
)〈fMΦN ,HfMΦN 〉
〈f2M 〉ΦN
− C
√
M
N
− κ2
M2〈f2M 〉ΦN
(
λ(H˜MFN ) + κ2N
)
.
(3.128)
Now, 〈g2M 〉ΦN → 0 implies 〈f2M 〉ΦN → 1, and hence the second summand on the l.h.s. of (3.128)
converges to zero. In the first summand in the r.h.s. we can certainly estimate from below the
energy of fMΦN with the ground state energy λ(H). Finally, thanks to (3.123) and 〈f2M 〉ΦN → 1,
the third summand on the right converges to zero if M is chosen such that
max{
√
N, 〈N〉ΦN }  M  N.
By the last three remarks, (3.128) produces
λ(H˜MFN ) > λ(H)− δN , (3.129)
with limN→∞ δN = 0.
3.5.4 Ground state convergence
As above, let ΦN be the ground state of H˜MFN . Then, by the estimate g
2(x) 6 2x and the
condensation result (3.22), we have
lim
N→∞
gMΦN = 0, (3.130)
provided we choose M such that max{√N, 〈N〉ΦN } M  N . The convergence we want to prove
is
lim
N→∞
ΦN = Φ
gs, (3.131)
and, thanks to (3.130), it is proven if we show
lim
N→∞
fMΦN = Φ
gs (3.132)
with M in the regime we already fixed.
First, due to the upper and lower bounds proven above, we have
λ(H) 6 〈fMΦN ,HfMΦN 〉〈f2M 〉ΦN
6 λ(H˜MFN ) + δN 6 λ(H) + δN + CN−2/5,
which, together with 〈f2M 〉ΦN → 1, implies
lim
N→∞
〈fMΦN ,HfMΦN 〉 = λ(H). (3.133)
Now, let us decompose fMΦN into the component along Φ
gs and the component along its orthog-
onal complement, namely
fMΦN = aNΦ
gs + Φ⊥N ,
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for a coefficient aN ∈ C and a vector Φ⊥N ∈ F+ such that Φ⊥N ⊥ Φgs. Then, since Φgs is an
eigenvector of H, we obtain
〈fMΦN ,HfMΦN 〉 = |aN |2〈Φgs,HΦgs〉+ 〈Φ⊥N ,HΦ⊥N 〉
> λ(H)|aN |2 + inf σ(H|{Φgs}⊥)‖Φ⊥‖2
= ‖fMΦN‖2λ(H) +
(
inf σ(H|{Φgs}⊥)− λ(H)
)‖Φ⊥‖2. (3.134)
Due to (3.133) and (3.50), we conclude limN→∞Φ⊥ = 0, which is equivalent to
lim
N→∞
‖fMΦN − aNΦgs‖ = 0.
The latter convergence in Fock space norm is equivalent to the convergence in the j, k-th sector,
with j + k 6M
lim
N→∞
∥∥∥a−1N (fMUNψgsN )jk − Φgsjk∥∥∥L2(R3)⊗symj⊗L2(R3)⊗symk = 0. (3.135)
Here we have used |aN | → 1.
Now, since ψgsN is the ground state of a Schrödinger operator, thanks to the diamagnetic inequality
we can fix its phase so as to have ψgsN > 0 pointwise almost everywhere. Hence, the function
(fMUNψ
gs
N )jk is non-negative as well, because it is obtained by integrating ψ
gs
N against the positive
functions u0 and v0 (and fM contributes only by a non-negative multiplicative factor). Since the
L2-convergence in (3.135) implies pointwise convergence a.e., we deduce that aN must have a limit
eiθ. If we include this global phase factor inside Φgs, we deduce that
lim
N→∞
fMΦN = Φ
gs, (3.136)
which, thanks to (3.130), implies
lim
N→∞
UNψ
MF
N = Φ
gs. (3.137)
By the definition of UN , the latter is equivalent to the desired convergence (3.20).
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Chapter 4
Effective dynamics of condensate
mixtures
This Chapter is devoted to the presentation of results on the effective dynamics of mixtures of
condensates ruled by the Hamiltonians HGPN and H
MF
N . These topics are based on my works [67]
(in collaboration with Michelangeli) and [77].
Recall that, among the main results of Chapters 2 and 3 is the fact that the ground state (and
the low-energy states) of a trapped two-species many-body bosonic system exhibits 100% asymp-
totics Bose-Einstein condensation, both in the mean-field and Gross-Pitaevskii regime. This is in
agreement with experiments in which a bosonic mixture, first trapped and then cooled down to
ultra-low temperatures, exhibits BEC. From those results, the dynamical problem of persistence
of condensation along the many-body time evolution naturally emerges. Let us briefly recall the
description of the problem, already presented in the Introduction.
Suppose the initial datum for the many-body time evolution is a wave-function ψN ∈ HN1,N2,sym
exhibiting BEC in the sense (1.6) on some orbitals (u, v). This corresponds to having experimentally
prepared a trapped two-component condensate. Now, the many-body time evolution is ruled by the
linear Schrödinger equation, which reads{
i∂tψN,t = HψN,t
ψN,t|t=0 = ψN ,
(4.1)
and, for a self-adjoint Hamiltonian H that we shall later specialize, the solution is ψN,t = e−itHψN .
If the initial configuration ψN , which is prepared in a condensed state, corresponds to a stationary
state of H (e.g., the ground state), then the dynamics is trivial. More interestingly, one can instead
perturb the system before time evolution (typically, by a sudden change or removal of the trap).
What is expected, and confirmed by experiments, is that
• ψN,t exhibits condensation also for t ∈ (0, T ) onto some condensate functions (ut, vt),
• and the evolution of (ut, vt) is governed by a system of two coupled non-linear Schrödinger
equations.
The time-scale T is typically long enough for the system to evolve significantly before the condensed
phase breaks down.
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Reproducing and proving from first principles the phenomenon of persistence of condensation
allows to boil down the difficult problem of monitoring the Schrödinger evolution of N particles to
the easier one of monitoring the evolution of the two functions (ut, vt). The price is the replacement
of the many-body linear dynamics (4.1) with a non-linear effective one, the non-linearity naturally
emerging from two-body interactions in the form of cubic terms. In shorts, the dynamical problem
consists of the completion of the following diagram, assuming the first line holds at t = 0:
ψN
partial trace−−−−−−−→ γ(1,1)ψN
N→∞−−−−→ |u⊗ v〉〈u⊗ v|
many-body
linear dynamics
y y y non-linear
Schrödinger eq.
ψN,t −−−−−−−−−→ γ(1,1)ψN,t
N→∞−−−−→ |ut ⊗ vt〉〈ut ⊗ vt|.
(4.2)
What non-linear Schrödinger equations have to be expected can be seen by means of several
heuristic arguments that can be found in [67, Section 4].
It is worth noting that the results presented in this Chapter prove for the first time the derivation
of effective evolution equation for mixtures. The corresponding one-component problem has, in
turn, a vast and by now classical literature. We refer to the review [9] and references therein for an
overview on the topic.
4.1 Assumptions and main results
The first main result of this Chapter is the completion of the diagram (4.2) in the mean-field
regime, that is, the derivation of the effective dynamics generated by the Hamiltonian HMFN (defined
by (1.13) and (1.14)). We shall prove this result in detail in the course of this Chapter. We will also
state a similar result for the Gross-Pitaevskii regime, whose proof we will however omit because it
would lengthen too much the present thesis.
The effective system of non-linear SchrÃűdinger equation describing the evolution of (ut, vt) in
the mean-field regime is{
i∂tut = −∆ut + U (1)traput + c1(V (1) ∗ |ut|2)ut + c2(V (12) ∗ |vt|2)ut
i∂tvt = −∆vt + U (2)trapvt + c2(V (2) ∗ |vt|2)vt + c1(V (12) ∗ |ut|2)vt
ut|t=0 = u
vt|t=0 = v.
(4.3)
Let us specify here the main assumptions under which we are able to prove such claim.
(AMF1 ) The one-particle Hamiltonians K(1) := −∆+U (1)trap and K(2) := −∆+U (2)trap are self-adjoint and
semi-bounded below on L2(R3). It is not restrictive to assume both of them to be positive.
This implies that the free (kinetic+trapping) part of the Hamiltonian HMFN , namely
H
MF,(0)
N :=
N1∑
j=1
Kxj +
N2∑
k=1
Kyk , (4.4)
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is self-adjoint and positive on HN1,N2,sym, and that the corresponding form domain D[HMF,(0)N ]
is a Hilbert space w.r.t. the scalar product
〈ψ, χ〉D[HMF,(0)N ] =
〈
(1 +H
MF,(0)
N )
1/2ψ, (1 +H
MF,(0)
N )
1/2χ
〉
. (4.5)
(AMF2 ) For α ∈ {1, 2, 12}, the potential V (α) is a real-valued even function satisfying
V (α) ∈ Lrα(R3) + Lsα(R3)
for some 2 6 rα 6 sα 6 +∞ , α ∈ {1, 2, 12} . (4.6)
(AMF3 ) The Hamiltonian HMFN is self-adjoint and semi-bounded below on HN1,N2,sym, and D[HMFN ] ⊂
D[HMF,(0)N ].
(AMF4 ) The initial value problem consisting of the system (4.3) with initial data u ∈ D[K(1)] and
v ∈ D[K(2)] has a unique global-in-time solution
(ut, vt) ∈ C(R, X) ∩ C1(R,D[K(1)]∗ ⊕D[K(1)]∗) (4.7)
where
X := (D[K(1)] ∩ Lmax{r̂1,r̂12}(R3))⊕ (D[K(2)] ∩ Lmax{r̂2,r̂12}(R3)) (4.8)
and
1
rα
+
1
r̂α
=
1
2
,
1
sα
+
1
ŝα
=
1
2
, α ∈ {1, 2, 12} . (4.9)
We remark that assumptions (AMF1 )-(AMF4 ) above are cast in an “operational” form that is im-
mediately ready to be exploited in our proofs, whereas the precise constraints that they impose
on the potentials U (1)trap, U
(2)
trap, V
(1), V (2), V (12) are left in a somewhat implicit form – observe, for
instance that a priori conditions (AMF3 ) and (AMF4 ) select a sub-class of potentials from condition
(AMF2 ). It is however easy to recognize that (AMF1 )-(AMF4 ) cover a wide range of practically relevant
cases (analogously to what observed already in [44, Section 3.2]), including for example the inter-
particle Coulomb interactions V (α)(x) = cα|x|−1, α ∈ {1, 2, 12} for ordinary one-body Hamiltonians
K(1) = K(2) = −∆ + |x|2.
In particular, concerning the non-emptiness of assumption (AMF4 ), the global-in-time well-posedness
of the non-linear Cauchy problem (4.3) holds for generic (i.e., not too singular) potentials irrespec-
tively of the sign of the interaction: this is due to the fact that the cubic non-linearity is non-local
(i.e., of convolution form V ∗ |ϕ|2) and hence energy sub-critical, in full analogy to what happens
with the usual one-component non-linear Schrödinger equation [17, Corollary 6.1.2].
We can now state the first main result of this Chapter. The statement involves the indicator
of condensation α(1,1)ψN,t associated to the many-body wave-function ψN,t ∈ HN1,N2,sym and to the
condensate wave-function (ut, vt) solution to (4.3). Such indicator was already defined in (1.7) as
α
(1,1)
ψN,t
= 1− 〈ut ⊗ vt , γ(1,1)ψN,t ut ⊗ vt〉L2(R3)⊗L2(R3), (4.10)
where γ(1,1)ψN,t , defined in (1.3), is the reduced density matrix associated to ψN,t.
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Theorem 4.1. Suppose assumptions (AMF1 )-(A
MF
4 ) above hold true. Consider a wave-function
ψN ∈ D[HMFN ] with ‖ψN‖HN1,N2,sym = 1, and (u, v) ∈ X (the space defined in (4.8)) with ‖u‖L2(R3) =
‖v‖L2(R3) = 1. Correspondingly, for t ∈ R, let ψN,t := e−itHMFN ψN be the unique solution in
C(R,D[HMFN ]) to the many-body Schrödinger equation
i∂tψN,t = H
MF
N ψN,t , ψN,t|t=0 = ψN , (4.11)
and let (ut, vt) be the unique solution in C(R, X) (the space (4.7)-(4.8) of assumption (AMF4 )) to the
initial value problem (4.3) with initial condition (u, v) at t = 0. Let α(1,1)ψN,t be the quantity defined in
(4.10). Then there exists a constant κ > 0, such that
α
(1,1)
ψN,t
6
(
α
(1,1)
ψN
+
1
N
)
eκf(t), (4.12)
where
f(t) :=
∥∥V (1)∥∥
Lr1+Ls1
∫ t
0
(‖uτ‖r̂1 + ‖uτ‖ŝ1) dτ
+
∥∥V (2)∥∥
Lr2+Ls2
∫ t
0
(‖vτ‖r̂2 + ‖vτ‖ŝ2) dτ
+
∥∥V (12)∥∥
Lr12+Ls12
∫ t
0
(‖uτ‖r̂12 + ‖uτ‖ŝ12 + ‖vτ‖r̂12 + ‖vτ‖ŝ12) dτ.
Theorem 4.1 is proven in Section 4.3.
As anticipated, we are interested in the case in which the initial state ψN exhibits condensation
in the orbitals u and v. This, together with the estimates of Section 1.2, leads to the following:
Corollary 4.2. If, in addition to the hypothesis of Theorem 4.1, the initial datum ψN satisfies
α
(1,1)
ψN
6 K
N
, (4.13)
for some constant K > 0, then ∀t ∈ R one has
α
(1,1)
ψN,t
6 K + 1
N
eκf(t) (4.14)
and also
Tr
∣∣ γ(1,1)ψN,t − |ut ⊗ vt〉〈ut ⊗ vt| ∣∣ . eκf(t)/2√N . (4.15)
Corollary 4.2 provides therefore a quantitative proof of persistence of double condensation in the
mixture at any finite time. Observe that no matter how faster than N−1 is the asymptotic BEC
(4.13) at t = 0, the bound (4.12) always gives at later times a rate of convergence of magnitude N−1
in (4.14). We emphasize also that the exponential deterioration in time of all the above controls
(4.12), (4.14), (4.15) of BEC along the time evolution is certainly non optimal and is rather a
consequence of the Grönwall-type estimate at the basis of the proof of Theorem 4.1.
Remark 4.3 (Control in the energy space). By replacing assumptions (AMF2 ) and (AMF4 ) above with
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(AMF2 ′) The potentials V (α), α ∈ {1, 2, 12} are real-valued, even, and such that∥∥(V (α))2 ∗ |φ|2∥∥∞ . ‖φ‖2D[K(α)] ∀φ ∈ D[K(α)] α ∈ {1, 2}∥∥(V (12))2 ∗ |φ|2∥∥∞ . ‖φ‖2D[K(α)] ∀φ ∈ D[K(α)] α ∈ {1, 2}. (4.16)
(AMF4
′) The initial value problem (4.3) with u ∈ D[K(1)] and v ∈ D[K(2)] has a unique global-in-time
solution
(ut, vt) ∈ C(R,D[K(1)]⊕D[K(2)]) ∩ C1(R,D[K(1)]∗ ⊕D[K(2)]∗), (4.17)
Theorem 4.1 and Corollary 4.2 hold with
f(t) :=
∫ t
0
(
‖uτ‖2D[h1] + ‖vτ‖2D[h2]
)
dτ.
Indeed, assumptions (4.16) take the role of Lemma 4.8 below and the proof remains virtually
unchanged.
Remark 4.4 (Persistence of condensation for a fraction of one population). It follows straightfor-
wardly from the properties of the indicators of condensation discussed in Lemma 1.2 of Section 1.2
that the conclusion of Corollary 4.2 implies also
α
(k1,k2)
ψN,t
. max{k1, k2}
N
eκf(t) ∀t ∈ R, (4.18)
which is interpreted as the control of the persistence in time of condensation for up to o(Nj) particles
of the j-th species, j = 1, 2.
Remark 4.5 (More singular potentials). Although we are not interested in discussing in full generality
the class of interaction potentials that can be dealt with by the present method, it is worth remarking
that with a moderate additional effort one can adapt the proof of Theorem 4.1 (in the spirit of [44,
Section 5]) so as to include potentials with stronger singularities than those admitted by Assumptions
(AMF1 )-(AMF4 ) above.
Remark 4.6 (Control of condensation separately in each component). In a similar setting to the
one analyzed here, T. Heil [39] has discussed the large N1, N2 asymptotics separately for each one-
component reduced density matrix, γ(1,0)ψN,t and γ
(0,1)
ψN,t
in our notation. As remarked already, due to
the bounds of Lemma 1.1 and Lemma 1.2, such a control is covered by our collective indicator γ(1,1)ψN,t .
A result analogous to Theorem 4.1 holds in the Gross-Pitaevskii regime as well. Here, the two-
component condensate whose many-body Hamiltonian is HGPN (defined by (1.13) and (1.14)) has
effective dynamics ruled by{
i∂tut = −∆ut + c18pia1|ut|2ut + c28pia12|vt|2ut
i∂tvt = −∆vt + c28pia2|vt|2vt + c18pia12|ut|2vt
ut|t=0 = u
vt|t=0 = v,
(4.19)
for suitable (u, v) that we shall specify below. Notice that, for simplicity, we are only discussing the
case U (1)trap = U
(2)
trap = 0.
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The main difference in the treatment of the Gross-Pitaevskii regime is that, not only the many-
body initial datum needs to exhibit condensation on (u, v), but it also needs be energetically com-
patible with EGP[u, v] (defined in (1.18)).
We require the following assumptions.
(AGP1 ) The external potentials are set to zero, i.e. U
(α)
trap = 0 for α ∈ {1, 2}.
(AGP2 ) The potentials V (α), α ∈ {1, 2, 12} are positive, spherically symmetric, compactly supported,
L∞-functions.
(AGP3 ) The initial data for the system (4.19) are u, v ∈ L2(R3) with ‖u‖2 = ‖v‖2 = 1 chosen such
that the solution (ut, vt) belongs to
L∞
(
R, H2(R3)⊕H2(R3)
)
.
(AGP4 ) The many-body initial datum is ψN ∈ D[HGPN ] ∩HN1,N2,sym with ‖ψN‖HN1,N2,sym = 1 and
lim
N1,N2→∞
γ
(1,1)
ψN
= |u⊗ v〉〈u⊗ v|.
(AGP5 ) The many-body initial datum ψN satisfies
lim
N1,N2→∞
〈ψN , HGPN ψN 〉
N
= EGP[u, v].
We can now state the main result for the Gross-Pitaevskii regime.
Theorem 4.7. Consider a two-species bosonic system under assumptions (AGP1 )-(A
GP
5 ) above. Let
γ
(1,1)
ψN,t
be the reduced density matrix associated with ψN,t = e−itH
GP
N ψN . Then
lim
N1,N2→∞
γ
(1,1)
ψN,t
= |ut ⊗ vt〉〈ut ⊗ vt|, (4.20)
where (ut, vt) is solves (4.19).
If the limits in (AGP4 ) and (AGP5 ) hold with a power-law convergence N−η for some η > 0, then
(4.20) holds with a power-law convergence rate N−η′ for some η′ > 0. However, such convergence
is left implicit since highly non-optimal.
Notice that the energy compatibility condition (AGP5 ) is trivially propagated along time evolution
due to the independence on time of HGPN and to the conservation of EGP along (4.19).
The one-component problem corresponding to Theorem 4.7, namely the derivation of the Gross-
Pitaevskii equation
i∂tut = −∆ut + 8pia|ut|2ut,
has been an important open problem in mathematical physics. It was first solved by Erdős, Schlein
and Yau in 2006 [30], [28], [29], [31]; their proof was based on the BBGKY formalism and did not
provide a convergence rate. Later results by Benedikter, de Oliveira, and Schlein [8] and by Pickl
[82] relied on different techniques and allowed to get a quantitative control of the convergence. The
optimal convergence rate was obtained more recently by Brennecke and Schlein [15].
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A result analogous to Theorem 4.7 holds in presence of external potentials U (α)trap, α ∈ {1, 2}.
Moreover, a generalization of the technique used in the proof allows to cover the case of the magnetic
Laplacian ∆A = (∇ − iA)2. This was pointed out first in [82, Remark 2.1] and then in my work
[78], whose main statement is presented in Chapter 5.
The positivity of V (α), α ∈ {1, 2, 12}, assumed in (AGP2 ), is the two-component counterpart of the
analogous positivity requirement of many previous works in the derivation of the Gross-Pitaevskii
equation. This assumption was recently relaxed by Jeblick and Pickl [42] in the one-component
context, by replacing it with a stability condition for potentials that might have a small negative
part.
The proof of Theorem 4.7, sketched in [77], goes through a suitable adaptation of the one-
component result [82]. We shall not report it here.
4.2 Notations and estimates
In this Section we specify an amount of simplified notation that will be used from now on. We
also provide some estimates on convolutions that will appear in the proof of Theorem 4.1.
We shall use the convention TA (resp., TB) for T ⊗ 1 (resp., 1⊗ T ) where T is an operator that
acts only on one of the two factors of HN1,N2,sym and we need to consider it as an operator on the
whole HN1,N2,sym with trivial action on the other factor. When, in particular, T is a one-particle
operator (that is, T acts on L2(R3)), the notation TAj for some j ∈ {1, . . . , N1} or TB` for some
` ∈ {1, . . . , N2} indicates that we are considering T as acting non-trivially on the one-body space of
the j-th particle of the first species or the `-th particle of the second species. In the same spirit, we
shall write Tij when a two-body operator T (i.e., an operator on L2(R3)⊗L2(R3), meant to be the
one-body spaces of each component) acts on HN1,N2,sym non-trivially only in the variables xi and
yj of the wave-function ψ(x1, . . . , xN1 ; y1, . . . , yN2).
A special notation for a number of relevant one-particle operators will be convenient. By hu and
hv we shall denote the two “one-body non-linear Hamiltonians”
hu := K(1) + c1V (1) ∗ |ut|2 + c2V (12) ∗ |vt|2
hv := K(2) + c2V (2) ∗ |vt|2 + c1V (12) ∗ |ut|2
(4.21)
and by pA, pB and qA, qB we shall denote the orthogonal projections
pA := |ut〉〈ut| , qA := 1− |ut〉〈ut|
pB := |vt〉〈vt| , qB := 1− |vt〉〈vt| .
(4.22)
Furthermore, we shall make use of the shorthands
V (1),u := V (1) ∗ |ut|2 , V (2),v := V (2) ∗ |vt|2
V (12),u := V (12) ∗ |ut|2 , V (12),v := V (12) ∗ |vt|2 .
(4.23)
Observe that according to our convention (V (1),u)Ai denotes the multiplication operator by the
function (V (1) ∗ |ut|2)(xi) in the i-th of the variables for the species A, and so on.
If fϕ is any of the shorthands (4.23) for some functions f ∈ {V (1), V (2), V (12)} and ϕ ∈ {u, v},
then in terms of the above conventions one has
pA2 f
A
12 p
A
2 = p
A
2 (f
ϕ)A1 = p
A
2 (f
ϕ)A1 p
A
2 (4.24)
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as an identity of two-body operators acting on the A-sector of the many-body Hilbert space – here
fA12 is the function f(x1 − x2) – and the same holds for the B-sector. Analogously,
pA1 f11 p
A
1 = p
A
1 (f
ϕ)B1 = p
A
1 (f
ϕ)B1 p
A
1
pB1 f11 p
B
1 = p
B
1 (f
ϕ)A1 = p
B
1 (f
ϕ)A1 p
B
1
(4.25)
as an identity of mixed-component two-body operators – here f11 is the function f(x1 − y1).
As we will systematically need to bound the L∞-norm of functions of the form V ∗|φ|2 or V 2∗|φ|2,
where V = V (1), V (2), V (12) and φ = ut, vt, we cast two standard estimates in the following Lemma.
Lemma 4.8. For given r, s such that 2 6 r 6 s 6∞ let r̂ and ŝ be defined by
1
r
+
1
r̂
=
1
2
,
1
s
+
1
ŝ
=
1
2
.
Then, for V ∈ Lr(Rd) + Ls(Rd) and φ ∈ L2(Rd) ∩ Lr̂(Rd) with ‖φ‖2 = 1 one has φ ∈ Lŝ(Rd) and
moreover ∥∥V ∗ |φ|2∥∥∞ 6 ‖V ‖Lr+Ls(‖φ‖r̂ + ‖φ‖ŝ) (4.26)
and ∥∥V 2 ∗ |φ|2∥∥∞ 6 2 ‖V ‖2Lr+Ls(‖φ‖r̂ + ‖φ‖ŝ)2 . (4.27)
Proof. By assumption one can split V = Vr + Vs with Vr ∈ Lr(Rd) and Vs ∈ Ls(Rd), Then∥∥V ∗ |φ|2∥∥∞ 6 ‖Vr ∗ |φ|2‖∞ + ‖Vs ∗ |φ|2‖∞
6 ‖Vr‖r‖φ‖22r
r−1
+ ‖Vs‖s‖φ‖22s
s−1
6
( ‖Vr‖r + ‖Vs‖s ) ( ‖φ‖22r
r−1
+ ‖φ‖22s
s−1
)
6
( ‖Vr‖r + ‖Vs‖s ) ( ‖φ‖r̂ + ‖φ‖ŝ)
where the second step follows by Young’s inequality and the last step by interpolation on 2rr−1 ∈ [2, r̂]
and on 2ss−1 ∈ [2, ŝ], using also the fact that ‖φ‖2 = 1. By taking the infimum over all decompositions
of V one obtains ∥∥V ∗ |φ|2∥∥∞ 6 ‖V ‖Lr+Ls (‖φ‖r̂ + ‖φ‖ŝ)
which proves (4.26). Analogously one finds∥∥V 2 ∗ |φ|2∥∥∞ 6 2 ∥∥V 2r ∗ |φ|2∥∥∞ + 2 ∥∥V 2s ∗ |φ|2∥∥∞
6 2 ‖Vr‖2r ‖φ‖22r
r−2
+ 2 ‖Vs‖2s ‖φ‖22s
s−2
6 2
(‖Vr‖r + ‖Vs‖s)2 (‖φ‖r̂ + ‖φ‖ŝ)2 ,
using again Young’s inequality in the second step. By taking the infimum over all decompositions
of V one obtains ∥∥V 2 ∗ |φ|2∥∥∞ 6 2 ‖V ‖2Lr+Ls(‖φ‖r̂ + ‖φ‖ŝ)2 .
which proves (4.27).
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4.3 Proof of Theorem 4.1
In this Section we present the proof of Theorem 4.1 and of Corollary 4.2. We shall discuss it in
various steps.
The proof goes through a suitable modification of Pickl’s counting method for the dynamics of a
single-component condensate [44], [83], [81], [82], in order to deal with the inter-species interaction
terms and the new mean-field coupling factors. This method is specifically tailored for the quantity
α
(1,1)
ψN,t
and it is designed to control it in terms of its value at t = 0. In fact, what in an appropriate
sense is actually “counted” is, informally speaking, the number of particles of each species in the
many-body state ψψN,t which are not of the type ut or vt, more precisely which are described by a
one-body orbital orthogonal to ut or vt. The quantity of interest, according to this interpretation,
is therefore the expectation of the observable |ut ⊗ vt〉〈ut ⊗ vt| on L2(R3) ⊗ L2(R3) on the state
ψN,t ∈ HN1,N2,sym, and hence the quantity〈
ψN,t, (1− |ut ⊗ vt〉〈ut ⊗ vt|)ψN,t
〉
=
= 1− 〈ut ⊗ vt, γ(1,1)ψN,t ut ⊗ vt〉 = α(1,1)ψN,t . (4.28)
In order to obtain the bound (4.12) in Theorem 4.1 we shall establish the following estimate on
the time derivative of α(1,1)ψN,t :
d
dt
α
(1,1)
ψN,t
6 B(t)α(1,1)ψN,t +
B(t)
N
, t ∈ R , (4.29)
for some function B(t) that is given in terms of certain norms of the interaction potentials V (1),
V (2), V (12) and of the solutions ut, vt to the Hartree system, and independent of the number of
particles. Explicitly,
B(t) = κ
(∥∥V (1)∥∥
Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)+ ∥∥V (2)∥∥Lr2+Ls2 (‖v‖r̂2 + ‖v‖ŝ2)
+
∥∥V (12)∥∥
Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)) (4.30)
for some constant κ that depends only on the population fractions c1 and c2.
After an integration in time, (4.29) gives
α
(1,1)
ψN,t
6 α(1,1)ψN +
1
N
∫ t
0
B(s) ds+
∫ t
0
B(s)α
(1,1)
ψN,s
ds (4.31)
which is of the form
α(t) 6 β(t) +
∫ t
0
γ(s)α(s) ds
for β(t) ≡ α(1,1)ψN + (N)−1
∫ t
0 B(s) ds and γ(t) ≡ B(t) and hence implies the Grönwall-like estimate
[79, Theorem 1.3.2]
α(t) 6 β(t) +
∫ t
0
β(s) γ(s) e
∫ t
s γ(r) dr ds.
By further integrations by parts we finally conclude that (4.29) implies
α
(1,1)
ψN,t
6
(
α
(1,1)
ψN
+
1
N
)
e
∫ t
0 B(s) ds. (4.32)
The bound (4.32), together with (4.30), leads to (4.12). Hence, all is needed is the proof of (4.29).
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4.3.1 Time derivative of α(1,1)ψN,t and cancellation of the kinetic terms
In the following we shall often drop the t-variable and N -subscripts, thus setting ψ ≡ ψN (t) for
the solution to the many-body Schrödinger equation, u ≡ ut and v ≡ vt for the solutions to the
Hartree system (4.3) (no confusion should arise with the initial datum (u, v) which will not play a
role henceforth). Moreover, we shall often set α(1,1) ≡ α(1,1)ψN,t and denote its time derivative by α˙(1,1).
We intend to differentiate in time the quantity α(1,1) written in the form (4.28), that is,
α(1,1) = 〈ψ, (1− pA1 pB1 )ψ〉 . (4.33)
When the time derivative hits the ψ’s, this produces a commutator term [HMFN , p
A
1 p
B
1 ] owing to
(4.11), and this term is well defined because assumptions (AMF2 ) and (AMF4 ) imply pA1 pB1 ψ ∈ D[HMFN ].
When instead the time derivative hits pA1 pB1 , this produces a commutator term [(hu1)A+(hv1)B, pA1 pB1 ]
owing to (4.3), where hu and hv are the operators (4.21). This term too is well defined: indeed, on the
one hand Lemma 4.8 together with assumptions (AMF2 ) and (AMF4 ) implies that the multiplicative
parts of hu and hv (i.e., the functions V (1) ∗ |u|2, V (2) ∗ |v|2, V (12) ∗ |u|2, and V (12) ∗ |v|2) are all
bounded, which in turn implies the boundedness of hu and hv as operators hu : D[K(1)]→ D[K(1)]∗,
hv : D[K(2)]→ D[K(2)]∗; on the other hand pA1 pB1 ψ ∈ D[HMFN ] as already observed, and D[HMFN ] ⊂
D[HMF,(0)N ] owing to assumptions (AMF3 ), which makes the expectation 〈ψ, [(hu1)A + (hv1)B, pA1 pB1 ]ψ〉
well defined. The conclusion is therefore that α(1,1) is differentiable in time and
α˙(1,1) = i 〈ψ, [HMFN − (hu1)A − (hv1)B,1− pA1 pB1 ]ψ〉 . (4.34)
In the r.h.s. of (4.34) the insertion of further terms (huj )
A and (hvj )
B with j > 2 does not produce
any effect, since their commutator with 1− pA1 pB1 vanishes. This gives
α˙(1,1) = i 〈ψ, [HMFN − (Hu)A − (Hv)B,1− pA1 pB1 ]ψ〉 . (4.35)
where
Hu :=
N1∑
k=1
huk , H
v :=
N2∑
`=1
hv` . (4.36)
Further, one can re-write the r.h.s. of (4.35) as the expectation of an operator that is completely
symmetric in each component, namely
α˙(1,1) = i
〈
ψ ,
[
HMFN − (Hu)A − (Hv)B ,
N1∑
k=1
N2∑
`=1
1− pAk pB`
N1N2
]
ψ
〉
. (4.37)
Observe that when passing from (4.34) to (4.35) one obtains a complete cancellation of the kinetic
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terms which will play no role henceforth. Thus,
α˙(1,1) = i
〈
ψ ,
[ 1
N
N∑
i<j
(V (1)(xi − xj))A + 1
N
N2∑
r<s
(V (2)(yr − ys)B
+
1
N
N1∑
i=1
N2∑
r=1
V (12)(xi − yr)
− c1
N1∑
i=1
(V (1),u)Ai − c2
N1∑
i=1
(V (12),v)Ai
− c2
N2∑
r=1
(V (2),v)Br − c1
N2∑
r=1
(V (12),u)Br ,
N1∑
k=1
N2∑
`=1
1− pAk pB`
N1N2
]
ψ
〉
(4.38)
where we used the shorthands (4.23).
We separate the contributions given to α˙(1,1) by each potential V (1), V (2), V (12) and write
α˙(1,1) = i (CV (1) + CV (2) + CV (12)) (4.39)
with
CV (1) :=
〈
ψ,
[( 1
N
N1∑
i<j
V (1)(xi − xj)− c1
N1∑
i=1
(V (1),u)i
)A
,
N1∑
k=1
N2∑
`=1
1− pAk pB`
N1N2
]
ψ
〉
, (4.40)
CV (2) :=
〈
ψ,
[( 1
N
N2∑
r<s
V (2)(yr − ys)− c2
N2∑
r=1
(V (2),v)r
)B
,
N1∑
k=1
N2∑
`=1
1− pAk pB`
N1N2
]
ψ
〉
, (4.41)
CV (12) =
〈
ψ,
[ 1
N
N1∑
i=1
N2∑
r=1
V (12)(xi − yr)− c2
N1∑
i=1
(V (12),v)Ai
− c1
N2∑
r=1
(V (12),u)Br ,
N1∑
k=1
N2∑
`=1
1− pAk pB`
N1N2
]
ψ
〉
.
(4.42)
In the following Subsections we shall estimate separately these three terms, see Propositions 4.9
and 4.10 below. The final result, obtained by plugging (4.46) and (4.53) into (4.39), is
α˙(1,1) 6 κ
(
α(1,1) +
1
N
)
×
×
(
‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)+ ‖V (2)‖Lr2+Ls2 (‖v‖r̂2 + ‖v‖ŝ2)
+ ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12))
(4.43)
for some constant κ that depends only on the population fractions c1 and c2. Formula (4.43) proves
(4.29) which, as argued at the beginning of this Section, yields the proof of (4.12).
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4.3.2 Terms containing V (1) and V (2)
By means of straightforward commutation properties we re-write (4.40) as
CV (1) =
〈
ψ,
[( 1
N
N1∑
i<j
V (1)(xi − xj)− c1
N1∑
i=1
(V (1),u)i
)A
,
N1∑
k=1
N2∑
`=1
−pAk pB`
N1N2
]
ψ
〉
=
〈
ψ,
[ 1
N
N1∑
i<j
V (1)(xi − xj)− c1
N1∑
i=1
(V (1),u)i,
N1∑
k=1
−pk
N1
]A
pB1 ψ
〉
=
〈
ψ,
[ 1
N
N1∑
i<j
V (1)(xi − xj)− c1
N1∑
i=1
(V (1),u)i , m̂
]A
pB1 ψ
〉
=
c1
2
〈
ψ,
[
(N1 − 1)(V (1))12 −N1(V (1),u)1 −N1(V (1),u)2 , m̂
]A
pB1 ψ
〉
(4.44)
where m̂ is the auxiliary operator defined in (4.69) and (4.72) of the next Section, and where in the
third step we applied property (4.73) for m̂ and in the last step we exploited the symmetry of ψ.
Analogously, from (4.41),
CV (2) =
c2
2
〈
ψ,
[
(N2 − 1)(V (2))12 −N2(V (2),v)1 −N2(V (2),v)2 , m̂
]B
pA1 ψ
〉
. (4.45)
Proposition 4.9. Under the hypotheses of Theorem 4.1,
|CV (1) | 6 κ1
(
α(1,1) +
1
N
)
‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)
|CV (2) | 6 κ2
(
α(1,1) +
1
N
)
‖V (2)‖Lr2+Ls2
(‖v‖r̂2 + ‖v‖ŝ2) . (4.46)
For both j = 1, 2 the constant κj depends only on the population fraction cj.
Proof. We shall focus on CV (1) , the proof for CV (2) is completely analogous. In fact, since the
commutator in the r.h.s. of (4.44) is non-trivial on the first component only, the treatment of CV (1)
is analogous to the single-component case. By inserting on both sides of the commutator in (4.44)
the identity
1
A = (pA1 + q
A
1 )(p
A
1 + q
A
2 ) (4.47)
one obtains 16 terms; however, owing to Lemma 4.13, only those terms with different numbers of
q’s on the left and on the right are non-zero (see the remark after (4.81)). We cast them in the
following self-explanatory notation
CV (1) = 2 (pp, qp) + 2 (qp, qq) + (pp, qq) + complex conjugate (4.48)
We shall estimate each summand above in terms of α(1,1) and (N)−1.
The first term is
(pp, qp) =
ic1
2
〈
ψ, pA1 p
A
2
[
(N1 − 1)(V (1))12 −N1 (V (1),u)1, m̂
]A
qA1 p
A
2 p
B
1 ψ
〉
=
ic1
2
〈
ψ, pA1 p
A
2
[
(N1 − 1)(V u1 )1 −N1 (V (1),u)1, m̂
]A
qA1 p
A
2 p
B
1 ψ
〉
= − ic1
2
〈
ψ, pA1 p
A
2
[
(V (1),u)1, m̂
]A
qA1 p
A
2 p
B
1 ψ
〉
= − ic1
2N1
〈
ψ, pA1 p
A
2 (V
(1),u)A1 q
A
1 p
A
2 p
B
1 ψ
〉
.
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where we used pA1 qA1 = 0 in the first and last identities and property (4.24) in the second identity.
Therefore, by Lemma 4.8,
|(pp, qp)| 6 c1
2N1
‖V1 ∗ |u|2‖∞ 6 1
N
‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1) . (4.49)
Following analogous steps, the second summand in (4.48) becomes
(qp, qq) =
ic1
2
〈
ψ, qA1 p
A
2 [(N1 − 1)(V1)12 −N1(V (1),u)2, m̂ ]AqA1 qA2 pB1 ψ
〉
=
ic1
2
〈
ψ, qA1 p
A
2
(N1 − 1
N1
(V (1))12 − (V (1),u)2
)A
qA1 q
A
2 p
B
1 ψ
〉
.
Splitting the difference we obtain two terms: the second is controlled by a Cauchy-Schwarz inequality
and by estimate (4.26) of Lemma 4.8 as
1
2
|〈ψ, qA1 pA2 (V (1),u)A2 qA1 qA2 pB1 ψ〉| 6
1
2
‖V (1) ∗ |u|2‖∞ ‖qA1 ψ‖2
6 1
2
‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)α(1,1),
having bounded ‖qA1 ψ‖2 = α(1,0) with α(1,1) (Lemma 1.1). The first term is again controlled by
Cauchy-Schwarz as
1
2
|〈ψ, qA1 pA2 (V (1))A12 qA1 qA2 pB1 ψ〉|
6 1
2
√
〈ψ, qA1 pA2 ((V (1))212)A pA2 qA1 ψ〉
√
〈ψ, qA1 qA2 pB1 ψ〉
=
1
2
√
〈ψ, qA1 pA2 (
(
V (1)
)2 ∗ |u|2)A1 pA2 qA1 ψ〉√〈ψ, qA1 qA2 pB1 ψ〉
6 1
2
√
‖(V (1))2 ∗ |u|2‖∞ ‖qA1 ψ‖ ‖qA2 ψ‖
=
1
2
√∥∥∥(V (1))2 ∗ |u|2∥∥∥
∞
α(1,1)
having used Lemma 1.1 in the last step. Then, owing to estimate (4.27) of Lemma 4.8,
1
2
|〈ψ, qA1 pA2 (V (1))A12 qA1 qA2 pB1 ψ〉| 6
1√
2
‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)α(1,1)
and the conclusion is
|(qp, qq)| . ‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)α(1, 1) . (4.50)
The third summand in (4.48) reads
(pp, qq) =
ic1
2
〈
ψ, pA1 p
A
2 [(N1 − 1)(V (1))12, m̂ ]AqA1 qA2 pB1 ψ
〉
= ic1
N1 − 1
N1
〈
ψ, pA1 p
A
2 (V
(1))A12 n̂
A(n̂−1)AqA1 q
A
2 p
B
1 ψ
〉
= ic1
N1 − 1
N1
〈
ψ, pA1 p
A
2 τ̂2n
A(V (1))A12(n̂
−1)AqA1 q
A
2 p
B
1 ψ
〉
,
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where in the second step we applied Lemma (4.13) and we introduced the auxiliary operator n̂
defined in (4.69) and (4.71), using the fact that (n̂−1)A is well defined on the range of qA1 since
(n̂−1)AqA1 ψ =
∑N
k=1(N/k)
1/2Pkq1ψ, while the last identity follows from Lemma 4.13 in the form
(4.81). Then
|(pp, qq)| 6 c1
√〈
ψ, pA1 p
A
2 τ̂2n
A((V (1))212)
A τ̂2n
ApA1 p
A
2 ψ
〉√〈
ψ, (n̂−2)AqA1 qA2 pB1 ψ
〉
6 c1
√〈
ψ, pA1 p
A
2 τ̂2n
A(
(
V (1)
)2 ∗ |u|2)A1 τ̂2nApA1 pA2 ψ〉√ N1N1 − 1 ‖qA2 ψ‖
6 2 c1
√
‖(V (1))2 ∗ |u|2‖∞ ∥∥τ̂2nAψ∥∥√α(1,1)
= 2 c1
√
‖(V (1))2 ∗ |u|2‖∞ √α(1,1) + 2
N1
√
α(1,1)
6 4
√
‖(V (1))2 ∗ |u|2‖∞ (α(1,1) + 1
N
)
where we used the Cauchy-Schwarz inequality in the first step, (4.24) and (4.77) of Lemma 4.12 in
the second, the control α(1,0) 6 α(1,1) (Lemma 1.1) in the third, (4.69), (4.71), and (4.79) in the
fourth, and √
α(1,1) +
2
N1
√
α(1,1) 6 α(1,1) + 1
N1
6 N
N1
(
α(1,1) +
1
N
)
6 2
c1
(
α(1,1) +
1
N
)
in the last, for N1, N2 sufficiently large. Then, owing to estimate (4.27) of Lemma 4.8 we conclude
|(pp, qq)| 6 4
√
2 ‖V (1)‖Lr1+Ls1
(‖u‖r̂1 + ‖u‖ŝ1)(α(1,1) + 1N
)
. (4.51)
Plugging (4.49), (4.50), and (4.51) into (4.48) yields finally (4.46).
4.3.3 Term containing V (12)
We first write, using the symmetry of ψ:
|CV (12) | 6
N1N2
N
×
×
∣∣∣〈ψ, [(V (12))11 − (V (12),v)A1 − (V (12),u)B1 , N1∑
k=1
N2∑
`=1
pAk p
B
`
N1N2
]
ψ
〉∣∣∣ . (4.52)
For the estimate of CV (12) we shall establish the following:
Proposition 4.10. Under the hypotheses of Theorem 4.1,
|CV (12) | 6 κ12 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)×
×
(
α(1,1) +
1
N
) (4.53)
where the constant κ12 depends only on the population fractions c1 and c2.
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Proof. We insert on both sides of the commutator in (4.52) the identity
1 = (pA1 + q
A
1 )(p
B
1 + q
B
1 ) (4.54)
(observe that, as opposite to (4.47), in (4.54) the insertion involves both components), which pro-
duces 16 terms to estimate. Unlike our previous bookkeeping (4.48), it is not possible to apply
Lemma 4.13 in order to identify a priori those terms that vanish, because here the p’s and q’s in-
serted on the left and on the right are relative to distinct components. We rather group these terms
depending on whether the number of the q’s is the same or not on both sides, that is,
Λ := (pp, pp) + [(pq, pq) + (qp, qp)] + (qq, qq)
+ [(pq, qp) + complex conjugate ]
(4.55)
and
Ω := (pp, qp) + (qp, qq) + (pp, qq) + (pp, pq) + (pq, qq)
+ complex conjugate
(4.56)
where a self-explanatory notation analogous to (4.48) is used. In the following Subsections we shall
prove that
|Λ| . ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12) α(1,1) (4.57)
(see (4.61) below) and
|Ω| 6 κ˜12 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)×
×
(
α(1,1) +
1
N
)
.
(4.58)
(see (4.64) below), for some constant κ˜12 that depends on c1 and c2 only. This completes the
proof.
Terms with the same number of q’s on the left and on the right
In order to apply a number of straightforward symmetry and permutation arguments it will be
convenient to re-write systematically
[
A11 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
=
[
A11 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
` − pA1 pB1
]
(4.59)
whenever we deal with an observable A11 acting on the first variable of each component.
The summand (pp, pp) in (4.55) vanishes because
〈
ψ, pA1 p
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
pA1 p
B
1 ψ
〉
=
〈
ψ, pA1 p
B
1
[
(V (12))11−(V (12),v)A1 −(V (12),u)B1 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
` − pA1 pB1
]
pA1 p
B
1 ψ
〉
= 0
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where in the first identity we used (4.59) and in the second one we used the fact that the p1-
operators inside the commutator can be re-absorbed in the corresponding p1’s outside, thus yielding
a vanishing commutator.
The summand (pq, pq) in (4.55) vanishes because
〈
ψ, pA1 q
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
pA1 q
B
1 ψ
〉
=
〈
ψ, pA1 q
B
1
[
(V (12))11−(V (12),v)A1 −(V (12),u)B1 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
` − pA1 pB1
]
pA1 q
B
1 ψ
〉
=
〈
ψ, pA1 q
B
1
[
(V (12))11−(V (12),v)A1 −(V (12),u)B1 ,
N2∑
`=2
pB`
]
qB1 ψ
〉
= 0
where in the first identity we used (4.59), in the second identity we used pB1 qB1 = O and we re-
absorbed pA1 outside the commutator, and in the last one we used the fact that the two entries of
the commutator act on different variables. Obviously, the summand (qp, qp) in (4.55) vanishes for
the same reason, upon exchanging the roles of A and B.
The summand (qq, qq) in (4.55) vanishes owing to pq = O, indeed
〈
ψ, qA1 q
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
qA1 q
B
1 ψ
〉
= 0 ,
Thus, in order to estimate the quantity Λ in (4.55) it only remains to give a bound to the term
of type (pq, qp). One has
N1N2
N
〈
ψ, pA1 q
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
N1N2
]
qA1 p
B
1 ψ
〉
=
1
N
〈
ψ, pA1 q
B
1
[
(V (12))11 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
qA1 p
B
1 ψ
〉
=
1
N
〈
ψ, pA1 q
B
1
[
(V (12))11 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
`
]
qA1 p
B
1 ψ
〉
=
N1 − 1
N
〈
ψ, pA1 q
B
1 (V
(12))11p
A
2 q
A
1 p
B
1 ψ
〉− N2 − 1
N
〈
ψ, pA1 q
B
1 p
B
2 (V
(12))11q
A
1 p
B
1 ψ
〉
where in the first identity the summand (V (12),v)A1 (respectively (V (12),u)B1 ) does not contribute
because pB1 (resp., qA1 ) from the right can be pulled through the commutator all the way to the left
with qB1 pB1 = O (resp., pA1 qA1 = O), in the second identity we used (4.59) and again pq = O, and in
the last identity we used the fact that one term of each commutator vanishes because of pq = O.
Therefore, since (Nj − 1)(N)−1 6 cj 6 1, j = 1, 2,
|Λ| 6 ∣∣〈ψ, pA1 qB1 (V (12))11pA2 qA1 pB1 ψ〉∣∣+ ∣∣〈ψ, pA1 qB1 pB2 (V (12))11qA1 pB1 ψ〉∣∣ . (4.60)
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For the first summand in the r.h.s. of (4.60) one has∣∣〈ψ, pA1 qB1 (V (12))11pA2 qA1 pB1 ψ〉∣∣ 6 ‖(V (12))11pA1 qB1 ψ‖ ‖qA1 pA2 pB1 ψ‖
6
√
〈ψ, pA1 qB1 (V 212)11pA1 qB1 ψ〉
√
〈ψ, qA1 ψ〉
=
√
〈ψ, pA1 qB1 (V 212 ∗ |u|2)B1 pA1 qB1 ψ〉 ‖qA1 ψ‖
6
√
‖V 212 ∗ |u|2‖∞ ‖qB1 ψ‖ ‖qA1 ψ‖
6
√
2 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12) α(1,1)
where we used the Cauchy-Schwarz inequality in the first step, the operator bound O 6 p 6 1 in
the second and fourth step, identity (4.25) in the third step, and the identities α(1,0) = ‖qA1 ψ‖2 and
α(0,1) = ‖qB1 ψ‖2 in the fourth step together with the bounds (1.9) of Lemma 1.1 that produce α(1,1).
Along the same line, the second summand in the r.h.s. of (4.60) is estimated as∣∣〈ψ, pA1 qB1 pB2 (V (12))11qA1 pB1 ψ〉∣∣ 6 √2 ‖V (12)‖Lr12+Ls12(‖v‖r̂12 + ‖v‖ŝ12) α(1,1) .
The conclusion is
|Λ| . ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12‖v‖r̂12 + ‖v‖ŝ12) α(1,1) . (4.61)
Terms with a different number of q’s on the left and on the right
We first check that the terms (pp, qp) and (pp, pq) in (4.56) are zero. Indeed,〈
ψ, pA1 p
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
qA1 p
B
1 ψ
〉
=
〈
ψ, pA1 p
B
1
[
(V (12))11 − (V (12),v)A1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
qA1 p
B
1 ψ
〉
=
〈
ψ, pA1 p
B
1
[
((V (12),v)A1 − (V (12),v)A1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
]
qA1 p
B
1 ψ
〉
= 0 ,
where in the first identity the term (V (12),u)B1 does not contribute because qA1 from the right can be
pulled through the commutator all the way to the left with pA1 qA1 = O, and in the second identity
we applied (4.25). This shows that (pp, qp) = 0 and an analogous argument shows that (pp, pq) = 0.
For the term (qp, qq) in (4.56) one has
N1N2
N
〈
ψ, qA1 p
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
N1N2
]
qA1 q
B
1 ψ
〉
=
1
N
〈
ψ, qA1 p
B
1
[
(V (12))11 − (V (12),u)B1 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
` − pA1 pB1
]
qA1 q
B
1 ψ
〉
=
1
N
〈
ψ, qA1 p
B
1
[
(V (12))11 − (V (12),u)B1 ,
N1∑
k=2
pAk p
B
1
]
qA1 q
B
1 ψ
〉
= −(N1 − 1)
N
〈
ψ, qA1 p
B
1
(
(V (12))11 − (V (12),u)B1
)
qA1 q
B
1 p
A
2 ψ
〉
,
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where in the first identity we applied (4.59) and we dropped the (V (12),v)A1 -term owing to the
commutation of qB1 from the right all the way through to the left with pB1 qB1 = O, in the second
identity we used pA1 qA1 = O, and in the third we used the symmetry of ψ and again pB1 qB1 = O. In
the above quantity, the summand with (V (12))11 can be estimated with the very same arguments
used for the control of the first summand in the r.h.s. of (4.60) above, that is,∣∣〈ψ, qA1 pB1 (V (12))11qA1 qB1 pA2 ψ〉∣∣ 6 ‖(V (12))11qA1 pB1 ψ‖ ‖qA1 qB1 pA2 ψ‖
6
√
〈ψ, qA1 pB1 (V 212)11qA1 pB1 ψ〉
√
〈ψ, qA1 qB1 ψ〉
6
√
〈ψ, qA1 pB1 (V 212 ∗ |v|2)A1 qA1 pB1 ψ〉
√
‖qA1 ψ‖ ‖qB1 ψ‖
6
√
‖V 212 ∗ |v|2‖∞ α(1,1)
6
√
2 ‖V (12)‖Lr12+Ls12
(‖v‖r̂12 + ‖v‖ŝ12) α(1,1) .
The summand with (V (12),u)B1 is estimated via a Cauchy-Schwarz inequality and the bound (4.27)
of Lemma 4.8 as
|〈ψ, qA1 pB1 (V (12),u)B1 qA1 qB1 pA2 ψ〉| 6 ‖V (12) ∗ |u|2‖∞ ‖qA1 ψ‖ ‖qB1 ψ‖
6
√
2 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12)α(1,1) .
Therefore, since (N1 − 1)(N)−1 6 c1 6 1,
|(qp, qq)| . ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)α(1,1) .
The very same discussion above for (qp, qq) can be repeated for the term (pq, qq) in (4.56). Thus,
|(qp, qq)|+ |(pq, qq)| . ‖V (12)‖Lr12+Ls12×
× (‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)α(1,1) . (4.62)
It remains to control the term (pp, qq) in (4.56). One has
N1N2
N
〈
ψ, pA1 p
B
1
[
(V (12))11 − (V (12),v)A1 − (V (12),u)B1 ,
N1∑
k=1
N2∑
`=1
pAk p
B
`
N1N2
]
qA1 q
B
1 ψ
〉
=
1
N
〈
ψ, pA1 p
B
1
[
(V (12))11 ,
N1∑
k=1
pAk p
B
1 +
N2∑
`=1
pA1 p
B
` − pA1 pB1
]
qA1 q
B
1 ψ
〉
=
N1 − 1
N
〈ψ, pA1 pB1
[
(V (12))11 , p
A
2 p
B
1
]
qA1 q
B
1 ψ〉
+
N2 − 1
N
〈ψ, pA1 pB1
[
(V (12))11 , p
A
1 p
B
2
]
qA1 q
B
1 ψ〉
+
1
N
〈ψ, pA1 pB1
[
(V (12))11 , p
A
1 p
B
1
]
qA1 q
B
1 ψ〉
≡ (pp, qq)1 + (pp, qq)2 + (pp, qq)3 ,
where in the first identity we applied (4.59) and we dropped the (V (12),v)A1 -term (respectively, the
(V (12),u)B1 -term) owing to the commutation of qB1 (resp., qA1 ) from the right all the way through to
the left with p1q1 = O, and in the second identity we used the symmetry of ψ.
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One has
(pp, qq)1 =
N1 − 1
N
〈ψ, pA1 pB1
[
(V (12))11 , p
A
2 p
B
1
]
qA1 q
B
1 ψ〉
= −N1 − 1
N
〈ψ, pA1 pB1 (V (12))11 pA2 qA1 qB1 ψ〉
= −N1 − 1
N
〈ψ, pA1 pB1 (V (12))11 n̂A(n̂−1)ApA2 qA1 qB1 ψ〉
= −N1 − 1
N
〈ψ, pA1 pB1 τ̂1nA(V (12))11(n̂−1)ApA2 qA1 qB1 ψ〉
where in the third step we introduced the auxiliary operator n̂ defined in (4.69) and (4.71), using
again the fact that (n̂−1)A is well defined on the range of qA1 , and in the last step we applied Lemma
4.13 in the form (4.81). Therefore,
|(pp, qq)1| 6 |〈ψ, pA1 pB1 τ̂1nA(V (12))11(n̂−1)ApA2 qA1 qB1 ψ〉|
6
√
〈ψ, pA1 pB1 τ̂1nA(V 212)11 τ̂1nApA1 pB1 ψ〉
√
〈ψ, (n̂−2)ApA2 qA1 qB1 ψ〉
6 2
√
〈ψ, pA1 pB1 τ̂1nA(V 212 ∗ |v|2)B1 τ̂1nApA1 pB1 ψ〉 ‖qB1 ψ‖
6 2
√
‖V 212 ∗ |v|2‖∞
√
〈ψ, τ̂1mAψ〉
√
α(1,1)
= 2
√
‖V 212 ∗ |v|2‖∞
√〈
ψ,
(
m̂A +
1
N1
)
ψ
〉√
α(1,1)
= 2
√
‖V 212 ∗ |v|2‖∞
√
α(1,1) +
1
N1
√
α(1,1)
6 4
√
2
c1
‖V (12)‖Lr12+Ls12
(‖v‖r̂12 + ‖v‖ŝ12) (α(1,1) + 1N )
where in the first step we used the bound (N1 − 1)(N)−1 6 c1 6 1, in the second we applied the
Cauchy-Schwarz inequality, in the third we used (4.25) and (4.71), as well as Lemma 4.12 in the
form (4.78), in the fourth we used again (4.71) and ‖qA1 ψ‖2 = α(1,0) 6 α(1,1) ((1.9) of Lemma 1.1),
in the fifth we used (4.69), in the sixth we used (4.72) and again ‖qA1 ψ‖2 6 α(1,1), and in the last
we applied (4.27) of Lemma 4.8 and
√
α(1,1) +
1
N1
√
α(1,1) 6 α(1,1) + 1
2N1
6 N
N1
(
α(1,1) +
1
N
)
6 2
c1
(
α(1,1) +
1
N
)
.
With the very same arguments one finds
|(pp, qq)2| 6 2
√
2
c2
‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12) (α(1,1) + 1N ) .
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Last,
|(pp, qq)3| =
∣∣∣ 1
N
〈
ψ, pA1 p
B
1
[
(V (12))11 , p
A
1 p
B
1
]
qA1 q
B
1 ψ
〉∣∣∣
6 1
N
|〈ψ, pA1 pB1 (V (12))11 qA1 qB1 ψ〉|
6 1
N
√
〈ψ, pA1 pB1 (V 212)11 pA1 pB1 ψ〉
=
1
N
√
〈ψ, pA1 pB1 (V 212 ∗ |u|2)A1 pA1 pB1 ψ〉
6 1
N
√
‖V 212 ∗ |u|2‖∞
6
√
2
N
‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12)
where the second step follows by pq = O, the third by a Cauchy-Schwarz inequality and the operator
bound O 6 q 6 1, the fourth by (4.25), the fifth by O 6 p 6 1, and the last by (4.27).
Therefore,
|(pp, qq)| 6 |(pp, qq)1|+ |(pp, qq)2|+ |(pp, qq)3|
6 κ˜12 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)×
×
(
α(1,1) +
1
N
) (4.63)
where the constant κ˜12 only depends on the population fractions c1 and c2.
Plugging (4.62) and (4.63) into (4.56), which are the only non-zero contributions to Ω, and
renaming κ˜12, we finally obtain
|Ω| 6 κ˜12 ‖V (12)‖Lr12+Ls12
(‖u‖r̂12 + ‖u‖ŝ12 + ‖v‖r̂12 + ‖v‖ŝ12)×
×
(
α(1,1) +
1
N
)
.
(4.64)
4.4 Tools exported from the single-component treatment
We collect here a number of definitions and useful results needed in the proof of Theorem 4.1, on
which the “counting” method is based, quoting their properties from the previous treatments of the
single-component case [44], [83], [81], [82].
Consider the projections
p := |φ〉〈φ| , q := 1− |φ〉〈φ| (4.65)
on a one-body Hilbert space h and their realization pj , qj , j ∈ {1, . . . , N} as orthogonal projections
on the many-body Hilbert space HN = h⊗N , where φ ∈ h with ‖φ‖ = 1. Clearly, p + q = 1 and
pq = O = [p, q].
Associated to p and q one defines the family of orthogonal projections Pk acting on HN , defined
by
Pk :=
∑
a∈{0,1}N∑
i ai=k
N∏
i=1
p1−aii q
ai
i if k ∈ {0, 1, . . . , N}
Pk := O otherwise .
(4.66)
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Each Pk consists by construction of the sum of all possible N -fold tensor products of the p’s and
the q’s with k factor q. It therefore arises as the k-th term in the expansion of the identity
1 = (p1 + q1) · · · (pN + qN ) =
N∑
k=0
Pk (4.67)
in powers of q. It is also clear by the commutation properties of the pj ’s and qj ’s that
Pk P` = δk,`Pk . (4.68)
A relevant role is played by suitable weighted linear combinations of the Pk’s. To this aim one
introduces, associated to any function f : {0, 1, . . . , N} → C, i.e., any (N+1)-ple (f(0), . . . , f(N)) ∈
CN+1, the operator
f̂ :=
N∑
k=0
f(k)Pk . (4.69)
As an immediate consequence of (4.68) and of the commutation properties of the pj ’s,
[ f̂ , pj ] = [ f̂ , Pk ] = O , [ f̂ , ĝ ] = O . (4.70)
Two convenient choices for the function f shall be
m(k) :=
k
N
, n(k) :=
√
k
N
. (4.71)
For the operator m̂ one has
1
N
N∑
j=1
qj =
1
N
N∑
k=0
N∑
j=1
qjPk =
1
N
N∑
k=0
kPk = m̂ . (4.72)
Therefore, if ψ ∈ HN,sym ≡ (h⊗N )sym, then (4.72) implies
〈ψ, q1 ψ〉 = 〈ψ, m̂ ψ〉 . (4.73)
We thus come to the following useful bounds (see [44, Lemma 3.9]):
Lemma 4.11. For any f : {0, . . . , N} → [0,+∞) and any ψ ∈ HN,sym one has
〈ψ, f̂ q1 ψ〉 = 〈ψ, f̂ m̂ ψ〉 (4.74)
〈ψ, f̂ q1 q2 ψ〉 6 N
N − 1〈ψ, f̂ m̂
2 ψ〉 . (4.75)
A further relevant tool is a modification of Lemma 4.11 above for the case when ψ carries only
a partial permutation symmetry. In the present context this is the case when we consider the two-
component many-body states of the form pA1 ψ – see the control of terms of the form (pp, qq)1 in
Subsection 4.3.3. We import the following result from [82, Lemma 4.2]:
Lemma 4.12. For any f : {0, . . . , N} → [0,+∞) and any Φ ∈ h⊗HN−1,sym one has
‖f̂ q1Φ‖2 6 N
N − 1 ‖f̂ n̂Φ‖
2 . (4.76)
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In particular, in the context of Subsection 4.3.2, the bound (4.76) above implies〈
ψ, (n̂−2)AqA1 q
A
2 p
B
1 ψ
〉
6 ‖(n̂−1)AqA1 qA2 pB1 ψ‖2
6 N1
N1 − 1 ‖(n̂
−1)A n̂AqA2 p
B
1 ψ‖2
6 2 ‖qA2 ψ‖2
(4.77)
and similarly, in the context of Subsection 4.3.3,
〈ψ, (n̂−2)ApA2 qA1 qB1 ψ〉 = ‖(n̂−1)AqA1 qB1 pA2 ψ‖2
6 N1
N1 − 1 ‖(n̂
−1)A n̂ApA2 q
B
1 ψ‖2
6 2 ‖qB1 ψ‖2 .
(4.78)
Next to the operators of the form f̂ , a relevant role in the estimates for the “counting” method is
played by the operators of the form τ̂nf , where τn for given n ∈ Z is the operation that produces
the shifted function
(τnf)(k) := f(k + n) , k ∈ {0, 1, . . . , N} . (4.79)
The following important property holds (see [44, Lemma 3.10]):
Lemma 4.13. Let A1···r ≡ A ⊗ 1N−r be an operator on HN ∼= Hr ⊗HN−r that acts non-trivially
only on the first factor Hr, and let Qj, j = 1, 2, be two orthogonal projections on Hr given by
monomials of p’s and q’s, each with nj factors q and r − nj factors p. Set n := n2 − n1. Then
Q1A1...r f̂ Q2 = Q1 τ̂nf A1...rQ2 (4.80)
as an identity of bounded operators on HN (with a tacit identification Qj ≡ Qj ⊗ 1N−r).
In fact, as a consequence of the presence of only two-body interactions in the many-body Hamil-
tonian HMFN , the use of Lemma 4.13 is in practice limited to the case r = 2: formula (4.80) then
reads
p1 p2A12 f̂ q1 p2 = p1 p2 τ̂1f A12 q1 p2
p1 p2A12 f̂ q1 q2 = p1 p2 τ̂2f A12 q1 q2
q1 p2A12 f̂ q1 q2 = q1 p2 τ̂1f A12 q1 q2
(4.81)
while in all other cases with equal number of q’s on the left and on the right we have a commutation
of the form ]1]2A12 f̂ ]1]2 = ]1]2 f̂ A12 ]1]2.
Chapter 5
Further topics
In this Chapter we present some further topics concerning the study and derivation of effective
theories for many-body systems. The results presented are based on my papers [66], [65], both in
collaboration with Michelangeli, [68], with Michelangeli and Scandone, and [78]. Even though they
constitute an important part of my work, they cannot be extensively discussed in the space of the
present thesis. Hence, they are surveyed in this Chapter, with introductions, main statements, and
discussions, but no proofs.
5.1 Effective dynamics for (pseudo-)spinor condensates
This Section is based on my works [66], [65].
Gases of ultra-cold bosons which macroscopically occupy a single one-body state and have internal
spin degrees of freedom are often called (pseudo-)spinor condensates . The term pseudo-spinor
is adopted when particles are not coupled by a genuine spin-spin interaction, while still coupled
to an external micro-wave or radio-frequency radiation field. When, in turn, particles undergo
an additional spin-spin interaction, the term spinor condensate is adopted. In both cases, the
condensate wave-function is a multi-component spinor, and the dynamical evolution observed in
the experiments shows an excellent matching with a system of non-linear coupled equations for the
condensate wave-function.
We refer to [72], [62], [37], [38] for experimental realizations of condensates with different hyperfine
states of 87Rb, and to the reviews [90], [60], [36], [91], [84] for an outlook on the huge amount of
experimental and theoretical studies.
We will consider systems of N identical spin-m bosons in three dimensions, whose Hilbert space
is
H(m)N :=
(
L2(R3)⊗ C2m+1)⊗symN . (5.1)
We shall specialize this to m = 2 for the case of pseudo-spinor condensates and to m = 3 for spinor
condensates, because, respectively, 2 and 3 hyperfine levels are effectively relevant to the phenomena
we describe. Hence
HpsN := H(2)N , HsN := H(3)N . (5.2)
We will first present our result on the derivation of the effective dynamics of pseudo-spinor con-
densates in the Gross-Pitaevskii regime and with time-dependent magnetic fields, which we proved
in the work [66]. After this, we will state the corresponding result for spinor condensates in the
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mean-field regime, based on our work [65]. A further result on the effective dynamics of spinor
condensates in the GP regime is contained in our work [65], but we shall not report it here.
We let the system of pseudo-spinors be governed by the Hamiltonian
HpsN =
N∑
j=1
(−∆xj + S(xj , t)) +N2
N∑
j<k
V (N(xj − xk)), (5.3)
acting self-adjointly on HpsN , where the operator S on L2(R3)⊗ C2 is defined by
S(x, t) :=
U
trap
↑ (x)− Vhf(x, t) B1(x, t)− iB2(x, t)
B1(x, t) + iB2(x, t) U
trap
↓ (x) + Vhf(x, t)
 . (5.4)
HpsN consists of the sum of N one-body Hamiltonians containing a kinetic part, an external spatial
trapping potential, and an interaction between the spin of each particle and an external magnetic
field B = (B1, B2,−Vhf), plus a potential part, made of two-body pair interactions in the Gross-
Pitaevskii regime. Notice that the notation Vhf referring to a field causing a splitting between the
hyperf ine levels is consistent with experimental literature.
Let us consider the Cauchy problem for the associated (linear) Schrödinger equation{
i∂tψN,t = H
ps
N ψN,t
ψN,t|t=0 = ψN
(5.5)
for a given initial datum ψN . Since H
ps
N may depend on time, suitable conditions on S(x, t) will be
assumed so as to ensure that the solution to (5.5) exists and is unique in the strong sense for any
time.
To investigate the effective dynamics generated by HpsN we are concerned with initial data ex-
hibiting condensation onto some condensate spinor (see Assumption (Aps5 )). Moreover, since we are
considering the Gross-Pitaevskii regime, the initial datum needs be energetically compatible with
the effective theory (see again Assumption (Aps5 )). This requirement, which selects ground state-like
states (and hence preparable states) as initial data, is expressed in terms of the many-body energy
per particle
EpsN [ψN ] :=
1
N
〈ψN , HpsN ψN 〉 , ψN ∈ HpsN , (5.6)
and of the Gross-Pitaevskii energy functional
EGP,ps[u, v] :=
∫
R3
(
|∇u|2 + |∇v|2 + 4pia(|u|4 + 2|u|2|v|2 + |v|4))dx
+
〈(u
v
)
, S(t)
(
u
v
)〉
L2(R3)⊗C2
u, v ∈ L2(R3) ,
(5.7)
where a is the (s-wave) scattering length associated to the potential V .
Our result will state that condensation is preserved along the dynamics ruled by (5.5), and, for
t > 0, the effective dynamics for the spinor wave-function of the condensate is ruled by the system
of non-linear Schrödinger equations [90], [60], [36], [91], [84]{
i∂tut = h
(u,v)
11 ut + S12vt
i∂tvt = h
(u,v)
22 vt + S21ut ,
(5.8)
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having introduced the ‘one-body non-linear Hamiltonians’
h
(u,v)
11 := −∆ + U trap↑ + 8pia(|ut|2 + |vt|2)− Vhf = −∆ + S11 + 8pia(|ut|2 + |vt|2)
h
(u,v)
22 := −∆ + U trap↓ + 8pia(|ut|2 + |vt|2) + Vhf = −∆ + S22 + 8pia(|ut|2 + |vt|2).
(5.9)
We impose the following set of assumptions:
(Aps1 ) The matrix potential S ≡ (Sjk)j,k∈{1,2} be given with Sij ∈W 1,∞(Rt, L∞x (R3)) and S = S∗.
(Aps2 ) The real-valued unscaled potential V be given such that V ∈ L∞(R3) with compact support,
and for almost every x ∈ R3, V is spherically symmetric and non-negative.
(Aps3 ) Associated to the potentials fixed in (A
ps
1 )-(A
ps
2 ), let H
ps
N be the many-body Hamiltonian
(5.3) acting at each time t on the N -body Hilbert space HpsN fixed in (5.1), let EN be the
the many-body energy-per-particle functional (5.6), and let EGP,ps be the two-component
Gross-Pitaevskii energy functional (5.7).
(Aps4 ) Two functions u, v ∈ H2(R3) be given with ‖u‖2 +‖v‖2 = 1 and such that the Cauchy problem
associated to the non-linear system (5.8) with initial datum (u, v) admits a unique solution
(ut, vt) (
ut
vt
)
∈ C(Rt, H2x(R3)⊗ C2) . (5.10)
(Aps5 ) Associated to the spinor
(
u
v
)
fixed in (Aps4 ), an initial N -body ψN ∈ HpsN be given, with
‖ψN‖ = 1, such that
Tr
∣∣∣γ(1)ψN − ∣∣∣(uv
)〉〈(u
v
)∣∣∣ 6 const.
Nη1
(5.11)
and ∣∣ EpsN [ψN ]→ EGP,ps[u, v] ∣∣ 6 const.Nη2 (5.12)
for some constants η1, η2 > 0. Here γ
(1)
ψN
is obtained by tracing out, from the state γψN , the
space and spin degrees of freedom of all particles but one.
Some remarks are in order. First (Aps5 ) is expected to select the class of initial states relevant in the
experiments, i.e., initially prepared condensates whose energy is compatible with the effective Gross-
Pitaevskii description. Moreover, we underline that assumption (Aps1 ) includes the experimentally
interesting potentials Vhf(x) ≡ Vhf and S12(x, t) = B1(x, t)− iB2(x, t) ≡ Ωeiωt for suitable constants
Vhf ,Ω, ω > 0.
As a further important remark, we observe that both dynamical evolutions we deal with in
our assumptions, namely the linear many-body Schrödinger dynamics and the non-linear Gross-
Pitaevskii dynamics, are well posed. Concerning the former, it can be deduced from (Aps3 ) by means
of standard arguments (see, e.g., [1] for a recent discussion) that HpsN has a time-independent (dense)
domain DN ⊂ HpsN of self-adjointness and there exists a unique unitary propagator for (5.5) on HpsN ,
that is, a family {UN (t, s) | t, s ∈ R} of unitaries on HpsN , strongly continuous with respect to (t, s),
satisfying UN (t, s)UN (s, r) = UN (t, r) and UN (t, t) = 1 for any t, s, r ∈ R, and with the additional
properties that, equipping DN with the graph norm of HpsN |t=0, each UN (t, s) is bounded on D, and
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for each ΦN ∈ DN the function UN (t, s)ΦN is continuous in DN with respect to (t, s), it is of class
C1 in HN , and
i∂tUN (t, s)ΦN = H
ps
N UN (t, s)ΦN , i∂sUN (t, s)ΦN = −UN (t, s)HpsN ΦN . (5.13)
The non-linear Cauchy problem associated to (5.8) is well-posed too (in fact, it is defocusing and
energy sub-critical), which is seen by exploiting an amount of standard analysis that can be found
in the closely related works [43], [7], [16]. It has to be stressed that we do make the for us technically
crucial assumption that the solution (u, v) has H2-norm uniformly bounded in time.
We are now in the condition to state our main result of persistence in time of pseudo-spinorial
BEC and rigorous derivation of the non-linear effective dynamics. It is formulated as follows.
Theorem 5.1. Consider a system consisting of N spin-12 identical bosons in three dimensions,
subject to the Hamiltonian HpsN and initialized at time t = 0 in the state ψN of complete BEC
onto the one-body spinor
(
u
v
)
, according to the assumptions (Aps1 )-(A
ps
5 ) above. For each t > 0 let
ψN,t be the solution to the many-body Schrödinger equation (5.5) with initial datum ψN , let γ
(1)
ψN,t
be the associated one-body reduced density matrix, and let (ut, vt) be the solution to the non-linear
Gross-Pitaevskii system (5.8) with initial datum (u, v). Then, at any t,
lim
N→∞
γ
(1)
ψN,t
=
∣∣∣(ut
vt
)〉〈(ut
vt
)∣∣∣ (5.14)
in trace norm, and
lim
N→∞
EpsN [ψN,t] = EGP,ps[ut, vt] . (5.15)
It is worth remarking that the convergence in (5.14) and (5.15) hold with a rate N−η, with η > 0
depending on η1, η2 of (A
ps
5 ). Such rate is however certainly non-optimal, and hence we omit to
keep track of it.
The proof of Theorem 5.1 can be found in [66]. It goes through a suitable adaptation of the
counting projection method developed by Pickl [44], [83], [81], [82].
Let us now discuss the case of spinor condensates, where now a spin-spin coupling is present.
We set-up the model in the concrete case of spin-1 bosons (see [19] for a modern experimental
realization) and present the result of derivation of the effective dynamics in the mean-field regime.
The many-body Hilbert space for spin-1 bosons is, as already anticipated,
HsN :=
(
L2(R3)⊗ C3)⊗symN , (5.16)
on which acts the mean-field many-body Hamiltonian
HsN :=
N∑
j=1
(−∆xj ) +
1
N
∑
1<j6k<N
W (xj − xk)
+
1
N
∑
1<j6k<N
V (xj − xk)σj • σk.
(5.17)
Here we are denoting collectively by σ the symbolic vector σ = (σ(1), σ(2), σ(3)), where
σ(1) =
1√
2
0 1 01 0 1
0 1 0
 , σ(2) = −i√
2
 0 1 0−1 0 1
0 −1 0
 , σ(3) =
1 0 00 0 0
0 0 −1

5.1. Effective dynamics for (pseudo-)spinor condensates 83
are the usual Pauli matrices on C3. With respect to the tensor product (C3)⊗N the notation
σj = (σ
(1)
j , σ
(2)
j , σ
(3)
j ) is going to be used to indicate the operator that acts as σ on the j-th copy
of the tensor product (the j-th spin degree of freedom), and trivially as the identity on all other
copies. Analogously the notation σj •σk, for given j, k ∈ {1, . . . , N}, is a short-cut for the operator
σj • σk = σ(1)j ⊗ σ(1)k + σ(2)j ⊗ σ(2)k + σ(3)j ⊗ σ(3)k ,
understanding Aj ⊗ Bk as an operator acting non-trivially only on the j-th and the k-th copy of
the tensor product space.
We refer to [76], [40], [45], [65] for discussions on the validity of the model and on the physical
role of the potentials V and W , as well as for theoretical investigation on the properties of HsN .
Let us consider the Cauchy problem for the (linear) Schrödinger equation{
i∂tψN,t = H
s
NψN,t
ψN,t|t=0 = ψN
(5.18)
for a given initial datum ψN ∈ HsN that exhibits complete BEC, i.e. such that there exist u, v, w ∈
L2(R3) such that
lim
N→∞
γ
(1)
ψN
=
∣∣∣∣∣∣
uv
w
〉〈uv
w
∣∣∣∣∣∣ , φ =
uv
w
 ,
‖φ‖h = ‖u‖2L2(R3) + ‖v‖2L2(R3) + ‖w‖2L2(R3) = 1.
(5.19)
It is an extensive experimental evidence that under suitable conditions, and with very good
approximation, spinor BEC persists at later times onto some spinor φt whose components solve the
mean-field non-linear Schrödinger spinor system, or spinor Hartree system for short,
i∂tut = −∆ut + (W ∗ (|ut|2 + |vt|2 + |wt|2))ut
+ (V ∗ |ut|2)ut − (V ∗ |w2t |)ut + (V ∗ (vtut))vt + (V ∗ (wtvt))vt
i∂tvt = −∆ut + (W ∗ (|ut|2 + |vt|2 + |wt|2))vt
+ (V ∗ (utvt))ut + (V ∗ (vtwt))ut + (V ∗ (vtut))wt + (V ∗ (wtvt))wt
i∂twt = −∆ut + (W ∗ (|ut|2 + |vt|2 + |wt|2))wt
+ (V ∗ |wt|2)wt − (V ∗ |u2t |)wt + (V ∗ (utvt))vt + (V ∗ (vtwt))vt.
(5.20)
It is not difficult to infer that the system is well-posed in H1(R3)⊕H1(R3)⊕H1(R3) if, for instance,
V 2 . (1−∆) and W 2 . (1−∆) in the sense of forms of operators on L2(R3).
Our main result takes the following form.
Theorem 5.2. Assume the following.
(i) The potentials V : R3 → R and W : R3 → R are spherically symmetric and satisfy V 2 .
(1−∆) and W 2 . (1−∆) in the sense of forms of operators on L2(R3).
(ii) The normalized one-body spinor
φ =
uv
w
 , ‖φ‖h = 1
is given for some u, v, w ∈ H1(R3).
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(iii) The initial many-body vector state ψN ∈ HsN satisfies ‖ψN‖HsN = 1 and exhibits complete
spinor BEC onto φ in the quantitative sense
α(ψN ,φ) := 1− 〈φ, γ(1)ψNφ〉 6
K
N
, (5.21)
for some K > 0.
Correspondingly,
• let t 7→ ψN,t = e−itHNψN be the solution to the Cauchy problem (5.5) with the initial datum
ψN and with the many-body Hamiltonian HsN defined in (5.17) through the potentials V and
W fixed by assumption (i);
• let t 7→ φt =
utvt
wt
 be the solution, with values in H1(R3) ⊗ C3, to the Cauchy problem
consisting of the system (5.20) with the potentials W and V given by assumption (i) and with
the initial datum φ.
Then, for every t > 0, one has
α(ψN,t,φt) = 1− 〈φt, γ(1)ψN,tφt〉 6
K + 1
N
eCt (5.22)
and hence also
Tr
∣∣γ(1)N,t − |φt〉〈φt| ∣∣ . 1√
N
eCt/2 (5.23)
for some constant C > 0 that depends only on W , V , and φ.
The proof of Theorem 5.2 can be found in [65], together with a result analogous to Theorem 5.2
for the Gross-Pitaevskii regime.
5.2 Quantitative estimate of the fidelity of the mean-field model
This Section is based on my work [65]. We present a quantitative analysis, based on recent
experimental data, of the fidelity of the mean-field regime for the control of condensation. We do it
for the spinor BEC model of Section 5.1, by explicitly estimating (5.22) of Theorem 5.2. However,
due to the non-restrictive nature of our arguments, the conclusions clearly apply as well for more
general systems, including single- and multi-component BEC and pseudo-spinors.
Our main conclusion is going to be that, despite the character of ‘first approximation only’ of
the mean-field model, Theorem 5.2 provides a control of the time-dependent indicator of conden-
sation α
(ψphysNexp,t,φ
phys
t )
that, for all the typical duration of an experiment on the dynamics of spinor
condensates, remains very small, of the order of the percent (or smaller).
In order to obtain quantitative estimates, we need to briefly revisit the setting presented in Section
5.1 for spinor condensates.
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First we restore the physical constants ~ (Planck’s constant) and m (the mass of each bosonic
atom), and we take N = Nexp, the actual number of particles in a typical experiment. The many-
body Hamiltonian (5.17) takes the ‘physical’ form
HphysNexp :=
Nexp∑
j=1
(− ~
2
2m
∆xj ) +
1
Nexp
∑
1<j6k<Nexp
W (xj − xk)
+
1
Nexp
∑
1<j6k<Nexp
V (xj − xk)σj • σk ,
(5.24)
the associated linear Schrödinger equation for the ‘physical’ many-body state ψphysN,t becomes
i~∂tψphysN,t = H
phys
Nexp
ψphysN,t ,
and the effective spinor Hartree system (5.20) for the ‘physical’ one-body orbital φphyst =
u
phys
t
vphyst
wphyst

takes the form
i~∂tφphyst = −
~2
2m
∆φphyst +W ∗ 〈φphyst , φphyst 〉C3φphyst
+ V ∗ 〈φphyst , σφphyst 〉C3 • σφphyst .
(5.25)
Let us stress that (5.24) is not a mean-field Hamiltonian: the factor N−1exp appears explicitly because
of the present choice of the potentials W and V , that are such that N−1expW and N−1expV are the
physical two-body potentials; then, when N > Nexp, (5.17) provides the mean-field re-scaled version
of the physical Hamiltonian.
We need to qualify a physically realistic initial state ψphysNexp,0 and physically realistic potentials
Wphys and Vphys.
The many-body initial state must exhibit complete condensation ψphysNexp,0 ∼
(
φphys0
)⊗Nexp in the
quantitative sense (5.21) for the reduced marginal. To be precise, since by construction α
(ψphysNexp,0,φ
phys
0 )
expresses the initial depletion of the Bose gas (i.e., the fraction of particles that do not participate
in the condensation), the constant KN−1exp in the bound (5.21) at t = 0 must bound from above the
experimental value for the depletion. In order to match the typical values of depletion (Table 5.1),
we take
α
(ψphysNexp,0,φ
phys
0 )
' 4 · 10−3 . (5.26)
Concerning the potentials Wphys and Vphys, to a very good approximation it is enough to only
consider the former and neglect the latter, since in a typical spinor condensate with 87Rb atoms the
scattering length c2 of Vphys is by far dominated by the scattering length c0 of Wphys (Table 5.1).
In a crude approximation we model Wphys as the soft-sphere potential
Wphys(x) :=
{
W0 |x| < R
0 |x| > R , (5.27)
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experimental value source
87Rb atomic mass 1.42 · 10−25 Kg
scattering lengths c0 = 57.1Å, c2 = −0.53Å [40]
condensate population Nexp = 3 · 104 ÷ 3 · 105 [18], [19]
condensate density (n)
and depletion (α0)
n = 1020 m−3
⇒ α0 = 4 · 10−3
[18], [19], [58]
condensate size R = 10−4 m [18], [19]
equilibration time T . 0.6 sec [90], [18], [19]
Table 5.1: Experimental values of relevant quantities in typical modern experiments with the dy-
namical evolution of spinor condensates.
with a radius R that we take to be of the order of the condensate size (Table 5.1) and a magnitude
W0 fixed by the requirement for Wphys to have scattering length c0. A straightforward calculation
based on Table 5.1, taking for concreteness Nexp ' 105, allows to find W0 ' 1.34 · 10−34 J, and
hence
W0/~ ' 1.3 · sec−1 . (5.28)
With these data at hand, repeating for the model now in physical units the very steps that allow
to prove Theorem 5.2, yields
α
(ΨphysNexp,t,φ
phys
t )
6
(
α
(ΨphysNexp,0,φ
phys
0 )
+N−1exp
) · e10 tW0/~ . (5.29)
For Nexp taken from Table 5.1, the initial value for α given by (5.26), and W0/~ estimated as in
(5.28), we see that formula (5.29) produces a control on the indicator of condensation that for times
t ' 100 msec, namely of the same order of the duration time of the experiment, is as accurate as
α
(ΨphysN,t ,φ
phys
t )
6 0.015 , (5.30)
thus less than 2%.
As crude as the above estimate is, it shows that the mean-field scaling produces quite an accurate
control of the dynamical persistence of condensation when specialized with the actual experimental
values.
5.3 Well-posedness of the singular Hartree equation
This Section is based on my work [68].
We shall present a result of well-posedness of the singular Hartree equation in three space dimen-
sions, a version of the ordinary Hartree equation where a local impurity around the point X = 0 is
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modeled, formally, by V (x) = δ(x), hence producing an equation of the form
i∂tu = “ −∆u+ δ(x)u ” + (w ∗ |u|2)u . (5.31)
The precise meaning in which the linear part in the r.h.s. of (5.31) has to be understood is
the ‘singular Hamiltonian of point interaction’, that is, a singular perturbation of the negative
Laplacian −∆ which, consistently with the interpretation of a local impurity that is so singular as
to be supported only at one point, is a self-adjoint extension on L2(Rd) of the symmetric operator
−∆|C∞0 (Rd), and therefore acts precisely as −∆ on H2-functions supported away from the origin.
In three dimensions one has the following standard construction, which we recall, for example,
from [3, Chapter I.1] and [69, Section 3].
The class of self-adjoint extensions in L2(R3) of the positive and densely defined symmetric
operator −∆|C∞0 (R3\{0}) is a one-parameter family of operators −∆α, α ∈ (−∞,+∞], defined by
D(−∆α) =
{
ψ ∈ L2(R3)
∣∣∣ψ = φλ + φλ(0)
α+
√
λ
4pi
Gλ with φλ ∈ H2(R3)
}
(−∆α + λ)ψ = (−∆ + λ)φλ ,
(5.32)
where λ > 0 is an arbitrarily fixed constant and
Gλ(x) :=
e−
√
λ |x|
4pi|x| (5.33)
is the Green function for the Laplacian, that is, the distributional solution to (−∆ + λ)Gλ = δ in
D′(R3).
The quadratic form of −∆α is given by
D[−∆α] = H1(R3)u span{Gλ}
(−∆α)[φλ + κλGλ] = −λ‖φ+ κλGλ‖22
+ ‖∇φ‖22 + λ‖φ‖22 +
(
α+
√
λ
4pi
) |κλ|2 .
(5.34)
The above decompositions of a generic ψ ∈ D(−∆α) or ψ ∈ D[−∆α] are unique and are valid for
every chosen λ. The extension −∆α=∞ is the Friedrichs extension and is precisely the self-adjoint
−∆ on L2(R3) with domain H2(R3).
The operator −∆α is reduced with respect to the canonical decomposition
L2(R3) ∼= L2`=0(R3)⊕
∞⊕
`=1
L2` (R3)
in terms of subspaces L2` (R3) of definite angular symmetry, and it is a non-trivial modification of
the negative Laplacian in the spherically symmetric sector only, i.e.,
(−∆α)|D(−∆α)∩L2` (R3) = (−∆)|H2` (R3) , ` 6= 0 . (5.35)
Each ψ ∈ D(−∆α) satisfies the short range asymptotics
ψ(x) = cψ
( 1
|x| −
1
a
)
+ o(1) as x→ 0 , a := (−4piα)−1 , (5.36)
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or also, in momentum space,∫
p∈R3
|p|<R
ψ̂(p) dp = dψ(R+ 2pi
2α) + o(1) as R→ +∞ , (5.37)
for some cψ, dψ ∈ C. Equations (5.36) and (5.37) are referred to as, respectively, the Bethe-Peierls
contact condition [10] and the Ter-Martyrosyan–Skornyakov condition [89], and express a boundary
condition for the wave function in the vicinity of the origin, which is indeed the characteristic
behavior of the low-energy bound state for a Schrödinger operator −∆+V where V has almost zero
support and s-wave scattering length a = −(4piα)−1. Thus, −∆α is recognized to be the Hamiltonian
of point interaction in the s-wave channel, localized at x = 0, and with inverse scattering length α
in suitable units.
The spectrum of −∆α is given by
σess(−∆α) = σac(−∆α) = [0,+∞) , σsc(−∆α) = ∅ ,
σp(−∆α) =
{
∅ if α ∈ [0,+∞]
{−(4piα)2} if α ∈ (−∞, 0) .
(5.38)
The negative eigenvalue −(4piα)2, when it exists, is simple and the corresponding eigenfunction is
|x|−1e−4pi|α| |x|. Thus, α > 0 corresponds to a non-confining, ‘repulsive’ contact interaction.
We can now make (5.31) unambiguous and therefore consider the singular Hartree equation
i∂tu = −∆αu+ (w ∗ |u|2)u . (5.39)
In order to avoid non-essential additional discussions, we restrict ourselves once and for all to positive
α’s. In fact, −∆α is semi-bounded from below for every α ∈ (−∞,+∞], as seen in (5.38) above,
thus shifting it up by a suitable constant one ends up with studying a modification of (5.39) with
a trivial linear term that does not affect the solution theory of the equation.
Owing to the self-adjointness of −∆α, and to its positivity for α > 0, the ‘singular (or perturbed)
Schrödinger propagator ’ t 7→ eit∆α leaves the domain of each power of −∆α invariant. In complete
analogy to the non-perturbed case, where the free Schrödinger propagator t 7→ eit∆ leaves the
Sobolev space Hs(R3) = D((−∆)s/2) invariant, and the solution theory for the ordinary Hartree
equation is made in Hs(R3), including the energy space H1(R3), now the meaningful spaces of
solutions where to settle the Cauchy problem for (5.39) are of the type H˜sα(R3), the ‘singular
Sobolev space’ of order s, namely the Hilbert space
H˜sα(R3) := D((−∆α)s/2) (5.40)
equipped with the ‘fractional singular Sobolev norm’
‖ψ‖
H˜sα
:= ‖(1−∆α)s/2ψ‖2 . (5.41)
It is worth remarking that whereas the kernel of the propagator t 7→ eit∆α is known since long [87],
[2], the characterization of the singular fractional Sobolev space H˜sα(R3) is only a recent achievement
[33].
In view of the preceding discussion, we consider the Cauchy problem{
i∂tu = −∆αu+ (w ∗ |u|2)u
u(0) = f ∈ H˜sα(R3) .
(5.42)
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We are going to discuss its local solution theory both in a regime of low (i.e., s ∈ [0, 12)), intermediate
(i.e., s ∈ (12 , 32)), and high (i.e., s ∈ (22 , 2]) regularity. Then, exploiting the conservation of the mass
and of the energy, we are going to obtain a global theory in the mass space (s = 0) and the energy
space (s = 1).
We deal with strong H˜sα-solutions of the problem (5.42), meaning, functions u ∈ C(I, H˜sα(R3)) for
some interval I ⊆ R with I 3 0, which are fixed points for the solution map
Φ(u)(t) := eit∆αf − i
∫ t
0
ei(t−τ)∆α(w ∗ |u(τ)|2)u(τ) dτ . (5.43)
Let us recall the notion of local and global well-posedness (see [17, Section 3.1]).
Definition 5.3. We say that the Cauchy problem (5.42) is locally well-posed in H˜sα(R3) if the
following properties hold:
(i) For every f ∈ H˜sα(R3), there exists a unique strong H˜sα-solution u to the equation
u(t) = eit∆αf − i
∫ t
0
ei(t−τ)∆α(w ∗ |u(τ)|2)u(τ) dτ (5.44)
defined on the maximal interval (−T∗, T ∗), where T∗, T ∗ ∈ (0,+∞] depend on f only.
(ii) There is the blow-up alternative: if T ∗ < +∞ (resp., if T∗ < +∞), then limt↑T ∗ ‖u(t)‖H˜sα =
+∞ (resp., limt↓T∗ ‖u(t)‖H˜sα = +∞).
(iii) There is continuous dependence on the initial data: if fn
n→+∞−−−−−→ f in H˜sα(R3), and if I ⊂
(−T∗, T ∗) is a closed interval, then the maximal solution un to (5.42) with initial datum fn is
defined on I for n large enough, and satisfies un
n→+∞−−−−−→ u in C(I, H˜sα(R3)).
If T∗ = T ∗ = +∞, we say that the solution is global. If (5.42) is locally well-posed and for every
f ∈ H˜sα(R3) the solution is global, we say that (5.42) is globally well-posed in H˜sα(R3).
Let us emphasize the following feature of solutions to (5.44): if both f and w are spherically
symmetric, so too is u. This follows at once from the symmetry of the non-linear term of (5.44) to-
gether with the previously mentioned fundamental property that the subspaces of L2(R3) of definite
rotational symmetry are invariant under the propagator eit∆α . This makes the above definitions of
strong solutions and well-posedness meaningful also with respect to the spaces
H˜sα,rad(R3) := H˜sα(R3) ∩ L2`=0(R3)
equipped with the H˜sα-norm. Part of the solution theory we find is set in such spaces.
We can finally formulate the main results. Let us start with the local theory.
Theorem 5.4 (L2-theory – local well-posedness). Let α > 0. Let w ∈ L 3γ ,∞(R3) for γ ∈ [0, 32).
Then the Cauchy problem (5.42) is locally well-posed in L2(R3).
Theorem 5.5 (Low regularity – local well-posedness). Let α > 0 and s ∈ (0, 12). Let w ∈ L
3
γ
,∞
(R3)
for γ ∈ [0, 2s]. Then the Cauchy problem (5.42) is locally well-posed in H˜sα(R3), which in this regime
coincides with Hs(R3).
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Theorem 5.6 (Intermediate regularity – local well-posedness). Let α > 0 and s ∈ (12 , 32). Let
w ∈W s,p(R3) for p ∈ (2,+∞). Then the Cauchy problem (5.42) is locally well-posed in H˜sα(R3).
Theorem 5.7 (High regularity – local well-posedness). Let α > 0 and s ∈ (32 , 2]. Let w ∈W s,p(R3)
for p ∈ (2,+∞) and spherically symmetric. Then the Cauchy problem (5.42) is locally well-posed
in H˜sα,rad(R3).
The transition cases s = 12 and s =
3
2 are not covered explicitly for the mere reason that the
structure of the perturbed Sobolev spaces H˜1/2α (R3) and H˜3/2α (R3) is not as clean as that of H˜sα(R3)
when s /∈ {12 , 32} (see[33]).
Let us remark that for s > 0 we have an actual ‘continuity’ in s of the assumption on w in the
three Theorems 5.5, 5.6, and 5.7 above – in the low regularity case our proof does not require any
control on derivatives of w and therefore we find it more informative to formulate the assumption
in terms of the Lorenz space corresponding to W s,p(R3).
Such a ‘continuity’ is due to the fact that under the hypotheses of Theorems 5.5, 5.6, and 5.7 we
can work in a locally-Lipschitz regime of the non-linearity. When instead s = 0 we have a ‘jump’ in
the form of an extra range of admissible potentials w, which is due to the fact that for the L2-theory
we are able to make use of the Strichartz estimates for the singular Laplacian.
Next, we investigate the global theory in the mass and in the energy spaces.
Theorem 5.8 (Global solution theory in the mass space). Let α > 0, and let w ∈ L∞(R3) ∩
W 1,3(R3), or w ∈ L 3γ ,∞(R3) for γ ∈ (0, 32). Then the Cauchy problem (5.42) is globally well-posed
in L2(R3).
Theorem 5.9 (Global solution theory in the energy space). Let α > 0, w ∈ W 1,prad(R3) for p ∈
(2,+∞), and f ∈ H˜1α,rad(R3).
(i) There exists a constant Cw > 0, depending only on ‖w‖W 1,p , such that if ‖f‖L2 6 Cw, then
the unique strong solution in H˜1α,rad(R3) to (5.42) with initial data f is global.
(ii) If w > 0, then the Cauchy problem (5.42) is globally well-posed in H˜1α,rad(R3).
As stated in the Theorems above, part of the local and of the global solution theory is set for
spherically symmetric potentials w and solutions u. In a sense, this is the natural solution theory for
the singular Hartree equation, for sufficiently high regularity. In particular, the spherical symmetry
needed for the high regularity theory is induced naturally by the special structure of the space
H˜sα(R3) (as opposite to Hs(R3), or also to H˜sα(R3) for small s), where a boundary (‘contact’)
condition holds between regular and singular component of H˜sα-functions.
5.4 Derivation of the Gross-Pitaevskii equation with magnetic Lapla-
cian
This Section is based on my work [78]. It contains the non trivial adaptations of the known Pickl’s
technique [82] which allow to prove the derivation of the time-dependent magnetic Gross-Pitaevskii
equation from the many-body dynamics of a dilute gas of identical bosons subject to an external
magnetic field.
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Given a magnetic vector potential A : R3 → R3, the corresponding magnetic Laplacian is defined
as
−∆A := −(∇− iA)2.
In analogy with the ordinary Sobolev spaces, one defines the magnetic Sobolev space HkA as the set
of u ∈ L2 such that
‖u‖2
HkA
=
∑
06j6k
‖(∇− iA)ju‖22 < +∞.
We consider, on the Hilbert space L2(R3)⊗symN a many-body Hamiltonian of the form
HmagN =
N∑
i=1
(−∆A)i +
∑
i<j
N2V (N(xi − xj)),
where the kinetic operator is precisely the magnetic Laplacian, and the pair interaction is rescaled
according to the Gross-Pitaevskii regime.
We prove that the effective dynamics of an initially prepared condensate evolving according to
HmagN is ruled by the magnetic Gross-Pitaevskii equation
i∂tut = −∆Aut + 8pia|ut|2ut, (5.45)
where a is the scattering length of V (see Section 1.3).
The fact that an external magnetic field can be accommodated into the many-body dynamics,
and that the one-body marginal can be controlled analogously to what is done when the one-particle
operator is simply the negative Laplacian, is to be expected and indeed is mentioned explicitly in [82,
Remark 2.1]. However, such an adaptation is not as straightforward as the analogous insertion of an
external trapping potential: the magnetic Laplacian is formally the sum of the ordinary Laplacian
plus a derivative term that is linear in the magnetic potential and a further quadratic term in
the magnetic potential itself; this more complicated structure requires an a priori not immediate
adjustment of a number of crucial estimates and steps in the main proof. For the related problem of
derivation of the magnetic Hartree equation from many-body quantum dynamics, the reader should
refer to [59].
Since we are working in the Gross-Pitaevskii regime, as for Theorem 4.7 and Theorem 5.1, it is
important to select a class of initially prepared condensates with an energy compatibility between
the many-body and the effective description. To this end, we define the magnetic Gross-Pitaevskii
functional
EGP,mag[u] :=
∫
R3
∣∣(− i∇+ A(x))u(x)∣∣2 dx+ 4pia∫
R3
|u(x)|4 dx. (5.46)
We are now ready to state the result.
Theorem 5.10. Let V ∈ L∞(R3) be positive, spherically symmetric, and compactly supported,
and let A ∈ W 1,∞(R3,R3) be chosen such that ∇ · A = 0. Consider an initial many-body state
ψN ∈ L2(R3)⊗symN exhibiting Bose-Einstein condensation onto some u ∈ H2A, i.e. such that
lim
N→∞
γ
(1)
ψN
= |u〉〈u|.
Suppose in addition that
lim
N→∞
〈ψN , HmagN ψN 〉
N
= EGP,mag[u].
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Then condensation is preserved for all t > 0, that is, the evolved wave-function ψN,t = e−itH
mag
N ψN
satisfies
lim
N→∞
γ
(1)
ψN,t
= |ut〉〈ut|
for ut solution of the magnetic Gross-Pitaevskii equation (5.45) with initial datum u.
We remark that, due to the hypotheses A ∈W 1,∞ and ∇·A = 0, the global existence of solution
to the magnetic Gross-Pitaevskii equation (5.45) in the magnetic Sobolev spaces up to k = 2 is
granted due to standard arguments.
It would be of great interest to find a larger class of vector potentials such that a result similar
to Theorem 5.10 holds: for example, a constant magnetic field B = ∇ × A is not attainable by
A ∈ W 1,∞. Another interesting future outlook is the derivation of the magnetic Gross-Pitaevskii
equation for time-dependent magnetic potentials A(t). Since the treatment in [82] already deals
with time-dependent external (electric) fields, it is expected that such result could be extended to
cover a suitable class of A(t) having enough space and time regularity.
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