Correlation function expressions for multidimensional photoelectron signals obtained for the response of electrons and nuclei in molecules to multiple ultrafast optical or x-ray pulses are derived using a superoperator formalism. For classical fields and quantum matter, these signals are recast as modulus squares of transition amplitudes which depend on the pulse bandshapes. A vibrational wave-packet representation which does not involve amplitudes is derived when the nuclear dynamics is calculated classically. In the case of a quantum radiation field, the signals depend on multipoint correlation functions of field operators. Photoelectron spectroscopy with entangled photons may be studied using this formalism.
I. INTRODUCTION
Photoelectron (photon-in-electron-out) spectroscopy is a powerful tool for probing orbital energies in molecules and crystals [1, 2] . The technique had been extended to the time domain over the past 15 years [3] [4] [5] [6] [7] [8] [9] [10] . In time-resolved photoelectron spectroscopy (TRPES), the system is prepared in a nonequilibrium state by a laser pulse, undergoes time evolution for a delay time t, and is eventually probed by detecting the electrons generated by a second, ionizing, pulse. The distribution of the electron kinetic energy (ε) reveals the underlying dynamics through its parametric dependence on the time delay. The relaxation of electronic excitations in crystals such as copper [4] and graphite [5] was studied by varying the time delay between a pump pulse, which perturbs the Fermi distribution, and a probe pulse. TRPES was also used to study the vibrational dynamics of I − 2 [9] as well as conical intersections and nonadiabatic transitions in DNA bases such as uracil and thymine [7, 8] . Here the pump creates a vibrational wave packet and the signal contains signatures of its evolution.
All of these applications contain a single time delay which together with the electron kinetic energy provides a two-dimensional (2D) signal. This technique can be viewed as a two-dimensional photoelectron spectroscopy (2DPES), since the signal S(ε,t) depends on two parameters. Recent advances in laser extreme ultraviolet (XUV) and x-ray pulse generation [11] [12] [13] [14] [15] allow one to extend this technique to higher dimensions. The material system (e.g., atom, molecule, or a crystal) interacts with a sequence of short infrared, visible, XUV or x-ray pump pulses. A final ionizing pulse then generates photoelectrons which are energy resolved and detected. By displaying the signal and its variation with various time delays between the pulses we obtain n-dimensional photoelectron spectroscopy (nDPES). Two pump pulses with a delay t 1 , for example, generate a three-dimensional (3D) signal S(ε,t 1 ,t 2 ) where t 2 is the delay of the ionizing probe. Apart from the time delays, one can use pulse shaping to vary pulse envelopes, phases, polarizations, and carrier frequencies to provide novel information on electronic and molecular dynamics. Multidimensional spectroscopy originated in nuclear magnetic resonance (NMR) [16] and was extended to the infrared and visible [17] .
In this paper we develop a formalism for computing nDPES. Multidimensional optical signals where fields are detected (e.g., wave mixing) are usually calculated in terms of nonlinear response function and susceptibilities. Photon counting measurements, on the other hand, are best described by sequences of transition amplitudes (generalized Fermi golden rule) using the celebrated formalism of Glauber [18] . The connection of the two approaches was discussed recently [19, 20] . Since electron detection is more closely connected to photon counting, we recast these signals in terms of transition amplitudes, which are more intuitive and easier to calculate than susceptibilities. Signals obtained with temporally well-separated pulses and arbitrary bandshapes are calculated. The matter enters through transition amplitudes which may contain interesting interferences between pathways. The formalism can also be applied to attosecond electron dynamics where the pump ionizes the molecule to create one or several holes (core or valence type) and the subsequent hole migration [21] [22] [23] is probed by a second pulse. We further develop a classical description of the signal in terms of vibrational wave packets. Photon-in-photon-out signals are complementary to photon-in-electron-out signals [24] [25] [26] [27] [28] . The detection of photoelectrons is more sensitive compared to photons.
All the above applications assume that the radiation fields are classical. Quantum fields provide many additional control parameters and could open up new spectroscopic techniques. Photoelectron spectroscopy (PES) with classical fields can be expressed through causal response functions of the material system alone. To describe the coupling of two quantum systems (molecule and field), we must formulate the problem using superoperator nonequilibrium Green's functions (SNGFs) which represent the coupled response and spontaneous fluctuations of both systems [29, 30] . We extend the classical field results to quantum fields and express the signals using sums of products of matter and field correlation functions. One possible future application of quantum fields is to carry out PES with entangled photons [31, 32] . As experimental techniques for generating entangled fields are improved, these parameters of the photon wave function provide a new class of control knobs for multidimensional spectroscopy.
In Sec. II we derive an expression for the photoelectron signal. When the photoionizing pulse is temporally well separated from the other pulses used to prepare the system in a coherent wave packet, the signal takes a form of an absolute square of a transition amplitude. Signals resulting from several temporally separated pulses and parameterized by the delay periods are considered in Sec. III. In Sec. IV we derive a classical expression for PES for vibrational wave packets. PES signals generated by quantum laser fields are calculated in Sec. V. Finally, the photoelectron signal is compared to the absorption of the probe pulse in Sec. VI.
II. SUPEROPERATOR CORRELATION FUNCTIONS FOR PHOTOELECTRON SIGNALS; TRANSITION AMPLITUDES
In this section we use the response function formalism of nonlinear optical spectroscopy to derive compact expressions for the TREPS signals in terms of Liouville space correlation functions. We consider a molecule driven by a series of laser or x-ray pulses which may be ionizing or not. We will divide the many-body molecular states into two groups, undetected (|ν ) and detected (|f ) ionized continuum states created by the last pulse. The system is described by the Hamiltonian,
For brevity, the index f also includes the internal molecular quantum numbers, as well as the photoelectron momentum. The energy of the final state is therefore the sum of the energy of the ion and the kinetic energy of the electron, ε f = ε + f + ε k . Formally, a sum over all final states should appear in Eq. (2). This sum is omitted for brevity, but the effects of many possible final states are easily taken care for by reintroducing the sum (limited to states with a given kinetic energy of the photoelectron) at the end. The interaction with the laser pulses is
where E(t) is the electric field andV = νν µ νν |ν ν | is the electronic dipole operator. The pump pulses (E p ) create an electronic wave packet in the molecule. This wave packet evolves freely until the interaction with the final, ionizing, detection pulse E d , which is assumed to be temporally well separated from the pump. We write
With the help of Eq. (4) we can also write
The photoelectron signal is obtained by collecting the ejected electrons and resolving their kinetic energy ε k . In the following we focus on the time-integrated signal, given by the total number of ejected photoelectrons (with a given kinetic energy) generated by the final pulse,
whereρ(t) is the system density matrix at an arbitrary time after the interaction with the detection pulse. We will expandρ (t) to second order in the interaction with the detection pulse H d .P f ≡ |f f | is a projection onto the final molecular state. The dependence ofS(ε) on the photoelectron kinetic energy ε follows from the the final state f , whose photon kinetic energy must satisfy ε k = ε. As stated before, when several such states exist they should be summed over. Equation (5) states that the signal is proportional to the state f population after the detection pulse. Note that this description pertains for a finite pulse measurement; otherwise, it is not possible to define times later than the last interaction. The signal does not depend on t, since there is no field after the last pulse and no transitions are possible. This approach is not suitable for frequency-domain measurements, and the signal should instead be defined as the steady-state rate of transitions to the final state.
The density matrixρ(t), which is driven out of its initial valueρ 0 by interactions with the pump pulses, will be calculated perturbatively. To that end, we introduce superoperator notation: with each ordinary operatorÂ in Hilbert space we associate a left (L) and a right (R) superoperator defined by its action on another operatorX,
Interaction-picture superoperators are given bŷ
We further define the following two linear combinations of the left and right superoperators,
In the interaction picture, the photoelectron signal can be written as [29, 33] 
where the time-ordering operator T , when acting on a product of superoperators, rearranges them so that their time arguments increase from right to left. · · · 0 denotes an average over the initial ground-state density matrix,ρ 0 = |g g|. All quantities in Eq. (10) are interaction picture superoperators [see Eq. (8)]. In Hilbert space, Eq. (10) takes the form,
For classical optical fieldsS breaks into a sum of products of transition amplitudes. The extension to quantum fields is given in Sec. V. Withρ 0 =ρ field ⊗ρ matter , the material part still factorize into a product of two amplitudes, but they are multiplied by a field correlation function which is not generally factorizable.
The roles of the detection and pump pulses can be separated by expanding the ordered exponentials, and identifying the last interaction (in each amplitude) with the detection pulse, and all previous ones with the pump pulses. Since there are no interactions following the detection pulse, the upper limit of the time integrations can be extended to infinity. This gives the signal to second order in its interaction with the detection pulse,S
where we have defined the transition amplitudes between states g and f ,
and, similarly,
The last phase factor was added to ensure that in the absence of the pump we get T fg (t) = −V fg E (d) (t). In writing Eq. (13) we have made a common approximation in PES, namely that the dipole operator matrix element depends only weakly on the momentum of the scattering electron.
The signal Eq. (12) contains all orders in the interactions H p with the pump pulses. It represents the signal as a correlation function of H d interactions averaged over the density matrix which evolves under the influence of the other pulses. This is depicted as the loop diagram, shown in Fig. 1 .
We now define the frequency domain transition amplitudes:
Combining Eq. (12) with Eqs. (15) and (16), we can recast the signal in the frequency domain: The photoelectron signal is given by a modulus square of a transition amplitude, evaluated at the transition frequency, and multiplied by the density of scattering states, ρ f (ε). (The density of states results from summation over final states with the same photoelectron kinetic energy which was omitted until this point.) It should be noted that both factors depend on the electron kinetic energy through ε + f + ε − ε g =hω fg , where ε + f is the internal energy of the ion. Equation (17) should be averaged over the initial-state distribution and summed over the possible ionic final states. Adding pulse polarizations and including angular averaging in randomly oriented samples is straightforward and may reveal interesting details, but goes beyond the scope of this paper.
The transition amplitudes in Eq. (17) can be expanded in powers of the various pulses,
whereT denote bare transition amplitudes of the same g → f molecular transition. Equation (17) shows interference between contributions of different orders in the field or different combinations of field modes, provided that the fields are phase coherent. Such interference between one-and two-photon absorption was first pointed out by Glauber [18] and can be used to control the nonlinear optical properties of materials [34] .
To proceed further one must specify the form of the interactions with the pump pulses. This will be done in the next section.
III. PHOTOELECTRON SIGNALS INDUCED BY TEMPORALLY WELL-SEPARATED PULSES
In the following we calculate the photoelectron signal induced by a series of pump pulses with variable delays, followed by a final ionizing detection pulse. The pulse configuration is depicted in Fig. 2 . The interaction with the pump is dominated by second-order contributions in the field, with
FIG. 2. (Color online)
The pump-probe pulse configuration. The system interacts with several well-separated pulses, centered at times τ i . The time delays between the pulses are t i = τ i+1 − τ i .
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Equation (17) expresses the signal as the absolute square of a transition amplitude in Hilbert space. For temporally well-separated pulses we can calculate all the time integrals explicitly and obtain compact frequency-domain expressions [35] which reveal the roles of the time delays and the bandshapes. We introduce the modified Fourier transform:
The j th pulse is centered at τ j .Ẽ(ω) represents a pulse centered at τ = 0 (Fig. 2) . For ordinary PES where there is no pump, and we take Eq. (13) to first order,
[Here, E (1) is the final ionizing pulse-the only pulse in this case]. The Fourier transform of Eq. (21) gives
resulting in the common Fermi golden rule expression of PES:
We next calculate the pump-probe signal with a single pump pulse by expanding the time-ordered exponent in Eq. (13) to first order,
whereĜ(t,t ) ≡ θ (t − t )e − ī h H 0 (t−t ) . For well-separated pulses, one can extend the upper limit of integration over τ to infinity [35] since the only times t that contribute are well beyond the nonvanishing region of E (1) (τ ). Expanding in eigenstates of H 0 , and performing the τ integration, we find
or in the frequency domain,
The parametric dependence on the delay t 1 , originating from the fact that the pulses are centered around times τ 1 ,τ 2 , is now explicitly seen. The corresponding 2D signal is given bỹ
with ε =hω f ν +hω νg − ε + f . It is not hard to generalize this calculation to any number of temporally well-separated pump pulses. For a process with n pulses we denote
, where E (i) (t) is the field of the ith pulse, centered at time τ i . The resulting signal is n dimensional, since it depends on n − 1 delay times t j ≡ τ j +1 − τ j and the photoelectron kinetic energy.
We assume that the molecule interacts with each pulse once. The signal is obtained by expanding the time-ordered exponent of Eq. (13) . The next order is given by
resulting in the 3D signal,
f . The generalization to high orders is straightforward.
Typically, the photoelectron signal varies slowly with energy ε, except around the thresholds of new scattering f states. To better reveal the transitions as peaks, rather then step functions, PES signals are usually displayed as the derivative ofS with respect to an energy variable (i.e., the kinetic energy of the photoelectrons or the carrier frequency of one of the pulses). In frequency domain experiments one varies the laser frequency to resolve different thresholds. The bandwidths E (j ) (ω) select the relevant transitions. The signals calculated above contain only some contribution out of a host of possible processes described by Eq. (17) . Interferences among various contributions may be important. As an example, let us consider a three-pulse process, with two pump pulses and one ionizing pulse. Equation (28) is indeed the leading order contribution which interacts with all the pulses. However, the transition matrix element in Eq. (13) may include many other processes, some of which are lower order in the field. When the transition amplitude is squared, one finds interferences between various processes. For instance, the interference between (28) and a lower-order process which only interacts with one or two of the pulses will still depend on all the time delays.
IV. SEMICLASSICAL WAVE-PACKET CALCULATION OF THE PHOTOELECTRON SIGNAL
A laser pulse interacting with a molecule creates a wave packet composed of a coherent superposition of many vibrational levels whose exact description is rather complicated. Instead, one may approximate the wave-packet vibrational dynamics as classical, while keeping the quantum nature of the electronic excitations [36] . In this case the signal may no longer be described by amplitudes. This type of approximation has been widely used since the 1980s and is presented in Ref. [37] and in Chapter 7 of Ref. [38] .
We consider a molecule with three manifolds of vibronic states. The ground state, g, an excited state, e, and a family of scattering states, described by the many-body state of the ionized molecule f , and the momentum of the ejected electron k. The free molecule is represented by the Hamiltonian:
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H a (q) is an operator in the nuclear Hilbert space. It is given by
where T is the kinetic energy and W a the potential energy. ε a is the electronic energy, which is chosen so that all the manifold ground states of T + W a will have the same energy. The dipole coupling between the system and the laser pulses is also an operator in the nuclear coordinates:
To approximate the nuclear dynamics as classical, we replace the dynamics of both ket and bra by classical phase space equations of motion. As a result the approach used in Sec. II, where the dynamics ket and bra were calculated separately, is not applicable.
We concentrate on the simplest pump-probe process, with a single pump pulse. Starting from Eq. (12) we expand the time-ordered exponent to second order and select the terms with one interaction from the left and one from the right, neglecting pump-induced Raman processes. There are two such contributions depending on the time ordering of the pump left and right interactions. These are then combined to givẽ
where we assumed that the dipole interaction does not depend on k. Tr N denotes the trace over the nuclear subspace, while ρ g (q) is the ground-state density matrix,
Tr N e −βH g (q) .
The nuclear dynamics will be approximated by a combination of classical dynamics and additional phases. We first choose a suitable reference Hamiltonian,
The elements in Eq. (33) , which are operators in the nuclear Hilbert space, may then be recast into the interaction picture with respect to the reference Hamiltonian. For example,
where
This semiclassical approximation consists of replacing the evolution of both the ket and the bra by classical evolution with respect to H ref . 
All other functions ofq, such as W a or V , are replaced by their value at the corresponding classical phase-space point along the trajectory. The initial conditions are distributed according to the classical analog of ρ g ,
The time-integrated signal is finally given bỹ 
The phases coming from the W a integrals can also be approximated with the help of the reference Hamiltonian. For instance,
which can be easily derived by noting that W e vanishes for τ 1 < τ < τ 2 , and that, as a result, the contribution must come from the domains t > τ 2 and τ 2 < τ 1 , which are restricted by the narrow pulses.
The remaining W a integrals in Eq. (41) are approximated similarly, and the results are presented in Appendix. This leads to the following expression for the impulsive signal:
The time integrations in Eq. (44) are analogous to those of the preceding section. The time-integrated signal is, therefore,
Within the classical Condon approximation the signal is determined by the pulse envelope evaluated at the transition energy differences. While both τ 2 and τ 1 appear in Eq. (45), the invariance of the distribution P g to the unperturbed dynamics means that the signal only depends on the time delay t 1 = τ 2 − τ 1 . The pump-probe technique allows one to explore the nuclear motion by a 2D spectrum, which depends on ε and t 1 . By using a series of pump pulses one can calculate signals of higher dimensions. Batista et al. [9] have used a semiclassical method to calculate the photoelectron signal of an I − 2 anion. Their semiclassical method was based on an approximate wavefunction dynamics. In contrast, the present approximation replaces the dynamics of both ket and bra with solutions of classical equations of motion. Furthermore, the assumption of temporally narrow and separated pulses allowed us to perform all time integrals, resulting in Eq. (45). This equation reveals the role of the pulse parameters and bandshape. The expression for the signal given in Ref. [9] involves a Monte Carlo estimation of the integrals and is, therefore, more general.
V. PHOTOELECTRON SIGNALS GENERATED BY QUANTUM OPTICAL FIELDS
The results of the preceding section can be generalized to include a quantum description of the field. Glauber [18] has developed a hierarchy of multipoint correlation functions of the radiation field aimed primarily at photoelectron detection. His celebrated approach had formed the basis for the field of quantum optics and is widely used in photon correlation measurements and for characterizing light sources (e.g., the Hanbury-Brown-Twiss measurement). In Glauber's formalism the field is given and the focus is on the measurement process. Here, we are interested in spectroscopic applications whereby a known field interacts with a system of interest which has its own structure and dynamics. The field gets entangled with the matter and provides a window for viewing the matter. We show that the signals may be recast as products of matter and field multipoint correlation functions.
The Hamiltonian of a molecule interacting with a quantum optical field is
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where Equation (53) extends Eq. (18) to quantum fields. The photoelectron signal, is now given bỹ
where tr denotes the trace over field degrees of freedom. As stated earlier, only the material but not the field degrees of freedom factorize. The first few terms in the expansion of (54) in matter-field interactions are given bỹ 
Equation (55) has the following structure: each term factorizes into a product of two (material) transition amplitudes, multiplied by a single field correlation function. For classical (coherent state) fields the field correlation function also factorizes, and we recover the results of Sec. II. Properties of the field, such as the bandshape, or the time delays between pulses, are encoded in the expectation values appearing in Eq. (55). Multipoint field correlation functions form the basis of Glauber's theory of photon counting [18] . That theory uses normally ordered operator products. The present application requires instead time ordering in a closed-time-path-loop. Normal ordering does not play a role. The expressions derived here may be used to compute photoelectron signals induced by entangled optical or x-ray photons [24] [25] [26] [27] [28] . These should provide many new control parameters that could be explored in the future.
The present expressions involving correlation functions of the fields may also be used to represent stochastic fluctuating classical fields rather than quantum fields. This issue is of interest since many of the intense x-ray sources are noisy. The multipoint correlation functions are, however, different and in that case there is no entanglement with the field. For example, in some applications of the pump-probe technique with entangled photons we have Ê 1Ê2Ê3Ê4 = Ê 4Ê3 Ê 2Ê1 and Eq. (51) then can be restored to the form of an amplitude square [31, 32] . Such factorizations are not expected for stochastic fields.
VI. ELECTRON VERSUS PHOTON DETECTION
In the pump-probe setup it is also possible to measure directly the absorption of the probe pulse, rather than the photoelectrons. The two signals are expected to be similar, as they result from the same process. However, usually electrons are easier to detect and they contain some complementary information due to the fact that the PES signal depends on the electron kinetic energy, while the photon signal depends on the frequency of the absorbed light. We now compare the two types of signals. PES signals are recast as the modulus square of transition amplitudes, whereas heterodyne detected optical signals are given by nonlinear susceptibilities and can be dissected into material fluxes (which are given by squared amplitudes) and parametric contributions which only involve exchange of photons between the fields and leave the matter intact. Parametric processes do not contribute to 2DPES.
We define the photon signal using a quantum description of the field. We use the total Hamiltonian,
is the radiation field Hamiltonian.â † s (â s ) is the creation (annihilation) operator for the s mode of the field. These bosonic operators satisfy the commutation rule [â † s ,â s ] = δ ss . The field-matter interaction takes the form, 
is the positive frequency part of the field, while is the quantization volume.
The photon signal is defined as the change of the occupation number of photons [33] , 
Equation (62) was obtained by first calculating the rate of transitions, and then integrating over time. The same approach can also be used for the photoelectron signal, and can help to compare the signals. This equivalent expression for the photoelectron signal is derived by explicitly calculating the time derivative of Eq. (5), rearranging the terms, and finally integrating over time. This leads tõ
Comparison of Eq. (62) with Eq. (63) shows that the two signals differ by an overall sign, the projectionP f , and the appearance of the complex field amplitude E(t) instead of the full field E(t). The projectionP f in Eq. (63) eliminates transitions to nonscattering states. However, we assume that the frequencies in the ionizing pulse are tuned to match the scattering ionized states, and that, as a result, the appearance ofP f in Eq. (63) or its absence in Eq. (62) do not lead to any practical difference. Similarly, E(t) is the positive frequency component of E(t), that is,Ẽ(ω) =Ẽ(ω)θ (ω). By convention, the contributions to the photoelectron signal in, say, Eq. (45) are always evaluated at positive frequencies.
As a result of these considerations, the calculation of the photon absorption of the probe reduces to the one already performed for photoelectrons. It gives 
whereS pp is given by Eq. (27) or Eq. (45). This signal is integrated over the pulse, but still depends parametrically on the delay time between the pump and the probe. The overall negative sign simply reflects our definition of the photon signal (60), since the number of photons decreases for absorption. Equation (64) assumes that the linear absorption during the probe can be neglected, due to energy mismatch. The t 1 independent linear absorption signal can be calculated similarly.
The photoelectron signal (45) depends on the photoelectron kinetic energy. In contrast, the photon signal, Eq. (64), describes the total photon absorption over all the photon frequencies. It is possible to disperse the photon signal, and to measure the absorption at a given probe frequency. This signal is obtained simply by limiting the frequency arguments ofẼ (2) . We find 
Both Eqs. (65) and (45) correspond to the same process, and are composed of the same building blocks. However, they depend on different energy variables. In Eq. (65) this is the frequency of the probe, and this signal therefore depends on the bandshapeẼ (2) (ω). In contrast, the photoelecron kinetic energy is given by ε =hω 1 +hω 2 −hω fg , where ω j is the frequency absorbed by interacting with the j th pulse. As a result, the photoelectron signal is some kind of convolution of both bandshapes. The photoelectron and the photon absorption signals, therefore, carry similar but complementary information, resulting from their different energy dependence.
VII. CONCLUSIONS
We have derived correlation function expressions for PES signals generated by sequences of short optical or x-ray pulses. The approach is formally similar to nonlinear spectroscopy with photon detection, except that the PES signals can be expressed as transition amplitudes. The present theory may be used to predict the roles of pulse bandshapes and other pulse parameters. PES with quantum fields and entangled photons is another promising future direction.
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