Activity pattern analysis and overlap between the invasive red fox, Vulpes vulpes L. and its prey within a fragmented landscape in south eastern Australia by Dallas, Ryan Kari King
University of Wollongong 
Research Online 
University of Wollongong Thesis Collection 
2017+ University of Wollongong Thesis Collections 
2020 
Activity pattern analysis and overlap between the invasive red fox, Vulpes 
vulpes L. and its prey within a fragmented landscape in south eastern 
Australia 
Ryan Kari King Dallas 
Follow this and additional works at: https://ro.uow.edu.au/theses1 
University of Wollongong 
Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The University 
does not authorise you to copy, communicate or otherwise make available electronically to any other person any 
copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 
1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 
without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 
their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 
may impose penalties and award damages in relation to offences and infringements relating to copyright material. 
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 
conversion of material into digital or electronic form. 
Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 
represent the views of the University of Wollongong. 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
i 
 
Activity pattern analysis and overlap between the invasive red 
fox, Vulpes vulpes L. and its prey within a fragmented landscape 
in south eastern Australia 
 
Ryan Kari King Dallas 
Bachelor of Science: Biological Sciences 
 
Faculty of Science, Medicine and Health 
School of Earth, Atmospheric and Life Sciences 




A thesis submitted in fulfilment of the requirements for the award of the degree 






Declaration of Originality 
I hereby declare that this submission is my own work that, to the best of my knowledge and 
belief, it contains no material previously published or written by another person nor material 
which to a substantial extent has been accepted for the award of any other degree at a university 


















Invasive red foxes are recognised as one of the most important threatening processes to the 
decline of native Australian mammal species. The current study was undertaken to better 
understand fox behaviour so as to ultimately provide data that can inform more effective fox 
control. In this thesis, camera trapping was used to investigate fox activity patterns over a full 
year, as well as the further investigation into the predator – prey activity pattern overlap 
between foxes and some of their common native and invasive prey species. These prey species 
include; brown antechinus, native and introduced rodents, long-nosed bandicoot, 
phalangeriformes (possums) and introduced leporids (i.e. rabbits). 
Fifteen baited camera traps were positioned 500 m apart across an agriculturally fragmented 
landscape throughout an area that also forms part of a proposed wildlife corridor in south 
eastern NSW, Australia. Data was collected continuously for a period of 365 days from 2019 
to 2020. The data was then analysed via the use of Kernel Density estimates, resulting in the 
output of activity pattern curves for foxes, followed by foxes and their prey (overlap).     
Fox activity analysis revealed that activity was significantly different in summer, however, 
foxes were active at the same time throughout the diel cycle for autumn, winter and spring. For 
the predator - prey analysis: brown antechinus and phalangeriformes (i.e. possum species) were 
found to be active at significantly different times to foxes for summer but no other seasons; 
rodents (both native and invasive) were active at significantly different times to foxes in 
autumn and summer; long-nosed bandicoots were active at significantly different times to foxes 
in spring and summer; and finally, leporids (invasive rabbits and hares) were active at 
significantly different times throughout the entire year.  
The annual activity pattern for foxes was not representative of a fox’s activity across all 
seasons. Additionally, the similarity of fox activity matches more closely to that of native prey 
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species, suggesting that native species are likely a preferred prey item for foxes. In contrast, 
invasive leporids showed successful avoidance of foxes, possibly due to being a historical prey 
item of the fox in their historically native range in Europe.  
The findings from this thesis can be used to inform the adaptive management framework for 
fox control on a landscape scale on the South Coast of NSW. Finally, this study highlights the 
importance of having a thorough understanding of predator – prey interactions when designing 
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Chapter 1: Literature Review 
Methods to investigate meso-predator activity and predator - prey interactions: a focus 
on the invasive red fox in Australia and its native and invasive prey species 
 1.1 Introduction 
There is an extensive range of techniques and associated statistical methodologies that have 
been used to investigate meso-predator activity and predator - prey interactions using data 
generated by camera trapping. Camera trapping utilises motion sensing technology to capture 
images or video of wildlife for later analysis. This technique is particularly popular with 
researchers because of the ability to set the equipment and leave it for extended time periods 
with minimal intrusion upon the potentially elusive and/or threatened species of focus. 
Depending on the behavioural patterns and morphology of the focal species, there is a range of 
additional camera specific methodological factors that need to be considered in the 
experimental design phase of the study. These methodological considerations include: camera 
trap setup (location, height, intervals between photos), active (lure) or passive (no lures) 
trapping, seasonal influences (climate, migration patterns and breeding cycles) and suitable 
study duration. The aim of this chapter is to compare camera trapping methodologies and 
experimental design, and statistical analyses to determine the most viable way to investigate 
both meso-predator and predator - prey interactions and activity patterns between the invasive 
red fox (Vulpes vulpes) and their native and introduced prey species. This chapter will 
predominantly focus on literature involving Australian based fox research. However, where 
there are insufficient publications on the themes mentioned, this review will be expanded to 





1.2 Camera trapping methodologies and experimental design 
To study varying facets of animal ecology, particularly activity patterns of both predators and 
prey, camera traps have become the tool of choice among many ecologists and wildlife 
biologists to generate data on the basic biology, behaviour, distribution and abundance of 
species and to aid in their management where needed (e.g. Oceolot and prey activity patterns: 
Porfirio et al., 2016). However, with the rise in camera trap popularity there is current debate 
in the literature on what camera trap methods/experimental design would be best to use for an 
individual species study in which activity of the species (i.e. meso-predator) and activity 
overlap with their key prey species (Kays et al., 2011). While there is no general consensus in 
the literature as to which methodological aspects of camera trapping need attention there is a 
general discussion concerning the following key factors: study area/site selection (Jansen et 
al., 2008); distance between cameras (Nelson, Scroggie and Belcher, 2014); camera position 
(Fancourt et al., 2015); camera settings (Paull, Claridge and Barry, 2011); bait/lure types and 
duration (McLean, Vårhammar and Mikac, 2015); and season(s) cameras will be deployed 
(Karanth et al., 2004). Hereinafter the literature review will discuss and compare these key 
factors to determine which methods would be ideal when studying activity patterns for 
individual species and predator - prey interactions. 
1.2.1 Study area/site selection 
Most species can be captured using camera traps, though there can be some bias toward smaller 
species (e.g. White-eared opossum; Oliveira-Santos, Tortato and Graipel, [2008]), bigger more 
vigilant species (e.g. Tigers; Karanth et al. [2004]) and also very mobile species (e.g. White-
tailed deer; Lashley et al. [2018]). However, a subset of animals, namely medium sized/meso-
predators are often underrepresented in camera trapping studies (Gompper et al., 2006). Hence, 
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there needs to be care taken in the design phase of research such that site selection for camera 
placement is considered.  
When camera trapping meso-predators, much of the literature supports the notion of random 
placement of camera traps within a site to reduce bias, but it is not always that simple or 
logistically possible (Kays et al., 2010). Before haphazardly deploying cameras within a 
proposed site, consideration must be taken by first conducting surveys or reconnaissance of a 
proposed study area (Long, 2008), via aerial and terrestrial photography and physical on-
ground surveys (Jansen et al., 2008; Long, 2008). Such activities will help determine areas to 
map out plots that contain the ideal physical properties (i.e. tracks, drainage lines and gullies) 
needed to support the focal species of a proposed study, therefore maximising the rate of 
detection (Rowcliffe et al., 2014). For example, foxes tend to prefer human and animal made 
tracks and cleared areas when moving or foraging (Towerton et al., 2016). Therefore, selecting 
sites and placing camera traps on or near such locations can yield suitable data for a number of 
statistical analyses suitable in understanding invasive fox behaviour and activity in response to 
prey in Australia (e.g. Towerton et al., 2011).  
It can be argued that this method of camera placement is not random and therefore violates 
standard experimental designs in ecology and statistics where randomisation ensures non-
biased and independent data (Krebs, 1989). However, when looking for specific behavioural 
interactions of nocturnal meso-predators species such as foxes, quolls and cats, random 
sampling techniques alone are likely not suitable as a higher detection rate is required for 
subsequent statistical analyses (Lashley et al., 2018).  
Further to this, random sampling is unsuitable for foxes, due to their preference for tracks over 
dense vegetation, and quolls’ preference for gullies and drainage lines, with cats sharing similar 
preferences to quolls (Belcher and Darrant, 2006; Towerton et al., 2011; Fancourt et al., 2015). 
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Therefore, random sampling is probably an unsuitable experimental design to use because of 
the likelihood of underestimation of the abundance or density of elusive populations across 
large spatial scales, due to these species possessing a large home range where they occur at low 
densities and specific habitat use behaviours and characteristics (Gompper et al., 2006). This 
is justification to explore alternative sampling designs such as systematic or deliberately-biased 
sampling.  
Systematic sampling entails camera placement at even intervals, such as within grids or along 
transects (Meek et al., 2014). This type of sampling is often preferable due to its ability to 
evenly sample throughout a habitat as well as the simplicity of its application. However, 
systematic sampling use in camera studies can be criticized due to the possibility of stochastic 
variation across a system being sampled (Krebs, 1989). Therefore, to reduce the sampling of 
such variation different approaches should be considered. For example, the use of a 
deliberately-biased approach, in which camera traps would be placed in areas that focus on the 
focal species (i.e. tracks, drainage lines etc.), may maximise detection rates of foxes, quolls 
and cats (Meek et al., 2014; Towerton et al., 2016). The deliberately-biased sampling approach 
is often taken in the literature (e.g. Towerton et al., 2011; Hohnen et al., 2013), though the 
approach is not specifically referred to as being ‘deliberately-biased’. This approach can be 
criticised due to its potential for bias; this however can only be an issue for population based 
studies and those aiming to estimate density of a species. Hence, when determining activity 
patterns and interactions of elusive and rare species (predators in particular), deliberately-
biased sampling is an ideal design approach as it enhances the likelihood of observing such 
interspecific interactions (Meek et al., 2014).   
Ideally camera traps should be placed in locations suitable to the focal species, for example: 
when targeting meso-predators including foxes and quolls, cameras would be placed in 
proximity to both tracks and drainage lines. This is supported by Belcher and Darrant (2006), 
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who found through radio tracking spotted-tailed quolls, the species favoured drainage lines and 
gullies. Towerton et al. (2011) and Kays et al. (2011), found that more foxes and cats were 
detected near and on trails, whether natural animal tracks or trails formed by humans. There is 
the possibility of bias being an issue when placing cameras on trails, however this does not 
tend to be much of an issue when studying interactions. For example Kays et al. (2011) found 
that any significant bias was only found for large species (>10 kg body weight). Therefore, this 
bias should not be an issue when analysing the interactions and activity patterns of meso-
predators and their prey because the focal species and their prey are all <10 kg in weight.  
When investigating meso-predator interactions it is clear that a combination of various 
elements of various designs would be most useful, that is a combination of systematic and 
deliberately-biased camera trap placement would yield the most suitable data to answer such 
questions (Meek et al., 2014). A combined approach would have the simplicity of the 
systematic placement of camera traps though in locations that are specifically chosen based on 
the behaviour of species (i.e. foxes and tracks; quolls and drainage lines: deliberate bias). A 
combined approach would likely yield a higher rate of detection of nocturnal meso-predators 
including foxes, quolls and cats because of the systematic and deliberately-biased placement 
of camera traps in key areas of habitat across a landscape.  
1.2.2 Distance between camera placement 
Distance between camera placement is an important factor that needs to be considered when 
planning any research involving camera traps so that spatial independence is achieved, hence 
potentially removing much of the bias from the eventual analysis of this data (Kays et al., 
2011). When determining distance between the deployment of these camera traps, spatial 
autocorrelation is a key consideration, whereby adjacent sites possess similar values or detect 
the same individual due to insufficient spacing between camera trapping sites (Kays et al., 
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2011). To circumvent spatial autocorrelation (and maintain independence), camera traps should 
be set at a minimum distance from one another. Though there is minimal literature that 
empirically assesses autocorrelation of data, the standard method used to minimise the risk of 
spatial autocorrelation is to estimate the distance of the home range of the focal species then 
make this the shortest distance between camera traps (Gompper et al., 2006; Kays et al., 2011). 
For meso-predators, including foxes, that often possess a large home range, some studies have 
spaced their camera traps 500 m apart which was found to reduce issues caused by 
autocorrelation without employing more man power and resources that would otherwise be 
needed if cameras were spaced over longer distances (Nelson, Scroggie and Belcher, 2014; 
Porfirio et al., 2016). An additional procedure used by Porfirio et al. (2016), when camera 
trapping ocelots, to avoid spatial autocorrelation was to only use photos where individual 
ocelots were able to be accurately identified. If this was not possible then these authors 
suggested that, only images, for each species, that were captured at a minimum of 1 hour apart 
were analysed.  
The consensus in much of the literature is that when cameras are distanced approximately 500 
m apart within a sampling area, bias would likely be removed due to spatial autocorrelation for 
studies of meso-predators (Nelson, Scroggie and Belcher, 2014; McLean, Vårhammar and 
Mikac, 2015; Bu et al., 2016). Several studies on meso-predators that use camera traps have 
set their cameras 500 m apart. Specifically, Nelson, Scroggie and Belcher (2014) found that a 
distance of 500 m was sufficient to produce independent records of spotted tailed quolls. 
McLean, Vårhammar and Mikac (2015)  also spaced their cameras 500 m apart to ensure sites 
were independent. This distance would be sufficient for studying foxes, spotted-tailed quolls 
and cats, as they are all landscape scale meso-predators (Towerton et al., 2011; Wang and 




1.2.3 Individual camera position at a site 
Thought needs to be put into camera trap placement within a plot or transect to increase the 
likelihood of detection and later analysis of activity patterns for the target species of a study. 
The optimal height at which cameras are to be set and the distance away from the camera that 
bait should be placed, if required, needs to be pre-determined. Much of the literature that 
involves camera trapping meso-predators seems to be in agreeance over the ideal height at 
which cameras should be set. Due to the size of these meso-predators this height should be 
between approximately 50 - 100 cm above the ground (Fancourt et al., 2015; McLean, 
Vårhammar and Mikac, 2015; Porfirio et al., 2016). 
The final consideration for camera setup is the distance bait should be placed from the camera. 
Meso-predator studies have used bait placed at 1, 2 and up to 3 m from the camera itself 
(Hohnen et al., 2013; Fancourt et al., 2015; McLean, Vårhammar and Mikac, 2015). For quoll 
species, bait placement from camera was approximately 1 - 1.5 m (Hohnen et al., 2013; 
McLean, Vårhammar and Mikac, 2015). This distance is desirable as it resides in the region of 
the focal point of the majority of remote cameras, (Kross and Nelson, 2011), and it allows for 
clear enough photos that individual meso-predators can be identified. For example, at this 
distance, spot patterns of quolls are easily viewable for later analysis to potentially identify 
different individuals (i.e. Hohnen et al., 2013). However, for species such as foxes, the lack of 
identifiable markers makes individual identification difficult (Dorning and Harris, 2019). 
Overall, for camera setup, the literature regarding meso-predators suggests that camera traps 
should be spaced approximately 500 m apart and placed 50 - 100 cm from the surface of the 





1.2.4 Camera settings: photos or videos?  
Considerable planning needs to be undertaken regarding the mechanical settings of the camera 
traps such as; flash or infrared, photo and video delay times, video length and number of photos 
to be taken. When selecting a camera, especially for studies involving nocturnal activity, it is 
best to avoid cameras with a noticeable flash as this can create unnecessary bias that may 
promote interest and/or aversion from observable species (Kays et al., 2011). It is suggested 
that cameras with infrared flashes are preferable since they cause minimal to no disruption to 
an animal’s normal behaviour (Long, 2008; Kays et al., 2010).  
Another important consideration is the specific programming of the camera that should be set 
according to the objectives of the study and focus on video, still photos or a combination of 
both (Meek et al., 2014). Irrespective of the data type (videos or photos) required, cameras with 
high resolution should also be selected as to maximise the types of subsequent analyses that 
can be undertaken using high quality images or videos, e.g. species interactions activity 
patterns; transmission of disease; or bait effectiveness (Long, 2008). For example, Haswell et 
al. (2018) used cameras with at least three megapixels to undertake accurate individual 
identification of meso-predator species. In addition, Hohnen et al. (2013) specifically used high 
resolution image cameras because the authors needed to capture the physiological features of 
northern quolls in order to undertake spot pattern analysis and therefore individual 
identification (Hohnen et al., 2013). 
There is still no consensus in the literature as to whether still photos are better than video. Some 
authors have suggested that still photos are better than videos because they generate data that 
shows distinct points in time that can be later analysed much more easily. However, still photos 
can be lifted from video with minimal effort (Meek et al., 2014). Nevertheless, if still photos 
were to be utilised, there would be important camera settings that would need to be pre-set, 
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including the number of photos taken per detection; the time between each detection; and the 
time interval between detection events. Long (2008) suggests relatively short times between 
photos are needed as cameras with a delay as small as two seconds tend to miss fast paced 
species that do not stop in the field of view (e.g. cats and foxes). Additionally, if the interval 
between photos is too long, poor images may be taken (e.g. partial images of an animal such 
as its left foot only), or the specimens and their important physiological markers may be missed 
(Hohnen et al., 2013).  
When taking still photos for analysis, multiple studies have tried and tested what seems to be 
two common formats, with obvious time variations to each format. Examples of these formats 
include: 1) Fancourt et al. (2015) who set cameras so that when a detection event occurred the 
camera trap would rapidly capture a chain of three photos, with photo chains continuing until 
there was no more movement detected; 2) Towerton et al. (2011) who took three still photos 
after detection event with a one second delay between each taken photo with a 60 second delay 
time between detection events. The time periods, seen in the second example, between photos 
and detection events was shown to have better “detection probability” (Towerton et al., 2011). 
Detection probability is the likelihood of detecting the focal species at a study site (Gormley et 
al., 2010). Though much of the literature uses some variant of these formats (Wang and Fisher, 
2012; Burton et al., 2015; McLean, Vårhammar and Mikac, 2015), most fail to report on the 
efficiency of any modifications they have made to the methods, which makes it harder to 
determine what variation is the most efficient.  
The use of video is often favoured when studying behaviour and activity patterns (Kross and 
Nelson, 2011) and predation behaviours (Reif and Tornberg, 2006). When choosing video there 
is a delicate balance between collecting enough data, proper placement of camera traps, enough 
memory and ensuring the camera batteries last long enough. For example, if the camera is set 
to record for 1 minute with 30 seconds delay between detection events pointing at a plant that 
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easily moves with wind or the like, then there is likely to be numerous false triggers (Dhillon 
and Chakrabarty, 2003), and the batteries will deplete faster than anticipated.  
A study by Kross and Nelson (2011) reported that more than half of their camera failures were 
due to depleted batteries and that memory cards had to be changed every 3 – 4 days due to the 
size of the resulting video files. An example that holds promise in keeping battery life and 
memory space is by Haswell et al. (2018) who used video and delay times between detection 
events which were 30 second videos with a delay of 30 seconds between detection events. The 
batteries in this method lasted for the required time of 11 days. Ultimately, the duration that a 
camera records for comes down to memory capacity and battery life, which are the main factors 
that need careful attention when designing studies that use video (Reif and Tornberg, 2006). A 
possible solution to this would be to increase the delay time between videos, this longer time 
would also aid in obtaining higher independence of samples as well as saving on memory and 
battery power (Ridout and Linkie, 2009).  
To increase accuracy some studies have opted to utilise a combination of still photos and videos 
to increase their chances for acquiring suitable data (Meek et al., 2014). Nevertheless care 
should still be taken when deciding upon time intervals between still shots and the length of 
video recordings (Paull, Claridge and Barry, 2011). The general method is for cameras to be 
set so that, upon detection, the still shot is taken immediately before the video recording begins, 
and that a proper delay between the repetition of this process is set to allow for sample 
independence (Porfirio et al., 2016). An example of this is to set a 1 minute delay between 
detections with 30 second recordings (Paull, Claridge and Barry, 2011).  
Using a combination of still pictures and video is likely a reliable method to collect data that 
can be used to make accurate species and individual identification. More importantly this 
allows for a much greater chance of capturing reliable images with multiple angles of a species, 
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allowing for accurate identification (Paull, Claridge and Barry, 2011). This method is reliable 
for quoll identification as it has been found that each quoll possesses unique spot patterns 
(Hohnen et al., 2013). Although this is an ideal method, it is likely not viable for studies that 
are carried out on a landscape scale over long temporal periods as battery life and memory will 
be hindering factors (Kross and Nelson, 2011). In this case it would be more viable to use a 
combination of methods by Fancourt et al. (2015) and Towerton et al. (2011). This would 
involve a three-photo burst shot with a 60 second delay between triggers. With the overall 
number of remote camera types and ways they can be set (Long, 2008), and the lack of detailed 
reporting of methodologies from other studies (Reif and Tornberg, 2006), there is still no 
definitive or recommended way to deploy them. Rather this important decision is left to the 
discretion of the researchers that may or may not have conducted trials or pilot studies to justify 
the settings used (Long, 2008). 
1.2.5 Bait/lures 
An important aspect to reflect upon when deploying camera traps is whether a lure is needed 
(active) or not needed (passive) and what bait to use if required. When making this decision it 
is vital to first have sufficient understanding of the general biology and ecology of the focal 
species, here foxes: a meso-predator and an omnivore, as this will assist in obtaining higher 
probabilities of its detection. ‘Bait’ is a loosely worded term to mean ‘olfactory lure’ and can 
consist of organic (e.g. chicken wings, peanut butter, rolled oats and honey) or synthetic 
materials (imitation tuna oil in place of native Australian truffles: (Paull, Claridge and Barry, 
2011)) that are used to draw in the target animal to the camera trap.  
In addition to baits, careful consideration needs to take place as to whether baits are required 
at all and whether it is simply more favourable to place cameras in key features of the focal 
species habitat that they are known to heavily utilise, i.e. tracks or drainage lines (Burton et al., 
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2015). An example of how the ecology of a species can affect trapping rates is seen in meso-
predators such as foxes, which were predominantly found on roads and tracks. This is likely 
due to the hunting style used by many canids known as coursing whereby they tend to hunt 
prey in line of sight over olfactory tracking (Haswell et al., 2018; Lashley et al., 2018). Hence 
it is beneficial for canids to use roads to conserve energy as this hunting style means these 
species travel long distances per day in search of food (Lashley et al., 2018).  
Knowing the ecology of these meso-predators means that both active and passive camera 
trapping could be used to detect them. Though it should be noted that active camera trapping 
does not always lead to more detections of meso-predators with the same level of detections 
being found through passive camera trapping, as with that of active trapping along trails 
(Lashley et al., 2018). In saying this, it is suggested that active trapping is still likely essential 
in obtaining robust sample sizes as the behaviour and activity patterns of meso-predators like 
the fox are generally known to shift depending on season (Lashley et al., 2018).  
Using active camera traps is found to yield more precise data and is a more effective method 
of data collection than that of passive camera traps, particularly in night time hours and when 
studying more elusive and cryptic species. Examples of these elusive species include red foxes, 
spotted-tailed quolls and cats who also possess large home ranges and exist in low densities 
throughout them (Fancourt et al., 2015; Long and Nelson, 2016; Porfirio et al., 2016).  
To specifically collect data for activity pattern analysis, consideration needs to take place as to 
whether active or passive trapping is needed. This was examined by Haswell et al. (2018) who 
utilized a mix of dogfood pieces and substrate positioned inside a half-submerged bucket, with 
the surrounding soil sprayed with liquid from raw meat. Though this method was reliable in 
attracting omnivorous meso-predators such as foxes, it has some key drawbacks. These 
drawbacks included dogfood pieces not being suitable for other meso-predators, i.e. spotted-
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tailed quolls and cats that are predominantly carnivorous. Additionally, the meat liquid had to 
be re-applied daily, which would not be plausible in the proposed study. This is re-iterated by 
other literature regarding attractant preferences which shows that quoll species and cats are 
significantly attracted to raw chicken, pilchards and fish oil (Nelson, Scroggie and Belcher, 
2014; McLean, Vårhammar and Mikac, 2015). This is likely a reliable bait as it has the potential 
to attract all meso-predators. Therefore, when used as part of actively trapping these species, a 
greater detection rate would likely lead to more data and the likelihood of more robust findings 
(Nelson, Scroggie and Belcher, 2014; Fancourt et al., 2015; Long and Nelson, 2016).  
A greater rate of detection can also be seen with common prey items of foxes, quolls and cats 
(i.e. antechinus, possums and various glider species), when camera traps are baited with honey, 
oats and peanut butter. Additionally, the use of fish oil can attract prey species due to its 
fragrance mimicking that of a native truffle (Paull, Claridge and Barry, 2011). It should also 
be noted that detection rates of both spotted tailed quolls and their prey increased when active 
meat baits were used (McLean, Vårhammar and Mikac, 2015). Based on these studies it is clear 
that the use of bait should be considered when investigating the activity patterns and 
interactions between predators and their prey; bait is also likely to encourage the detection of 
multiple species at a single site, which otherwise may not be possible.  
Even with this potential, some would argue that though baiting increases the detection rate of 
some species that can be attracted to the site from a wider geographic area (surrounding the 
camera sites), this in turn may cause other species of importance to leave these sites (Gompper 
et al., 2006; Long, 2008; Kays et al., 2011). When looking at activity patterns it should be 
noted that with the use of bait, there is a possibility that once the bait is discovered,  individuals 
may change their regular activity habits and revisit the baited sites (Long, 2008). However, 
when looking at the ecology of meso-predators such as foxes, quolls and cats, it is unlikely that 
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the coercion from the bait will bring species that will cause the aversion of the meso-predator 
species to the camera trapping area (Towerton et al., 2011; Lashley et al., 2018).   
Another issue for consideration is how often bait will need to be changed or redeployed. 
McLean, Vårhammar and Mikac (2015) found that after 14 days the raw chicken had been 
depleted and needed to be refreshed. These authors conducted their study between January and 
March and did not account for season which may influence the time that bait (such as raw meat) 
can persist under field conditions. Hohnen et al. (2013) also discussed this issue and mentioned 
the need for a purpose-built bait tube that could minimise the decay and loss of bait under field 
conditions which would assist in streamlining camera trapping and associated field work. 
However, to date there is still no published study that details bait designs that assist with bait 
longevity and as such the solution for now is simply to replace or refresh bait fortnightly during 
camera-based field studies.  
Overall, when studying the interactions of meso-predators, both intra- and interspecific, active 
trapping should be undertaken. The lure should consist of a bait tube or container containing 
raw chicken, with fish oil sprayed around the bait tube. Additionally, this bait tube should be 
secured to the ground approximately 1 – 1.5 m away from the camera trap itself. 
1.2.6 Duration and seasonal considerations for camera deployment  
It is often noted that the accumulated data collected from camera traps over large spatial scales 
for longer time periods becomes increasingly more reliable and useful for answering ecological 
questions ranging from population demography to intra and interspecies activity patterns 
(Karanth et al., 2004). For example, Karanth et al. (2003) accurately assessed a tiger 
population’s reliance upon the abundance of their prey, over a 9 year study. However, having 
an unlimited number of cameras to place in the field for an extended period is an unrealistic 
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ideal, hence the researcher must work with what financial resources they have access to and 
decide upon camera placement and deployment times accordingly.  
There are a number of aspects to decide upon when determining deployment times and number 
of cameras to use including: the ratio of cameras to number of sites that can be surveyed, length 
of deployment and season. If the deployment of the cameras is for a long time then they yield 
a higher likelihood of detecting the focal species under investigation (Karanth et al., 2004).  
If short deployment times are used then an increased number of sites can be covered, which is 
likely to give a greater level of statistical power (Long, 2008). Many studies suggest that for 
locations that are known or predicted to have lower densities of the target species, deployment 
of camera traps needs to go for an extended period of time in order to have sufficient statistical 
power that will adhere to the main objectives of the proposed research (Long, 2008; Kays et 
al., 2011). Therefore, the decision needs to be made on whether camera trapping surveys should 
be held seasonally or all year round, dependent on what is wanting to be analysed. For example, 
Towerton et al. (2016) states that there is more chance of fox detection at certain times of the 
year as there is heightened fox activity from late summer into early spring due to the dispersal 
of juvenile foxes. However, with the proposed study wanting to accurately describe the 
interactions, overlap and activity patterns of a meso-predator and their prey items, it may be 
best to deploy cameras all year round to properly address these aims within every season.  
In conclusion, for the proposed study measuring the predator - prey interactions and activity 
patterns between red foxes and their common prey species, the following method and 
experimental design seems most appropriate. That is: 1) the study location will be analysed and 
mapped out using satellite imagery (google earth) whereby suitable locations in proximity to 
trails will be located; 2) camera traps will be placed systematically, approximately 500 m apart; 
3) cameras themselves will be secured, approximately 0.5 metres off the ground, with a bait 
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tube secured to the ground around 1 - 1.5 m from each camera; 4) bait tubes will contain raw 
chicken and the ground around them sprayed with fish oil for attracting the focal meso-
predator. Bait will be replaced fortnightly, at which time the camera trap batteries can also be 
replaced, and the data can be collected fortnightly with the memory sticks being re-formatted 
(to minimise associated technological problems); 5) cameras set to take a three-photo burst 
upon trigger, with a 60 second delay between detection events; and 6) to allow for accurate 
assessment of interactions and activity patterns between seasons, cameras will be deployed for 
a minimum of 12 months and operate for 24 hours a day.  
1.3 The statistical analysis of activity patterns 
Data on the activity patterns and interactions of many cryptic and elusive species of meso-
predators and their prey is lacking (Ridout and Linkie, 2009; Rowcliffe et al., 2014). Camera 
trapping is an ideal method, over other trapping methods, when it comes to precisely analysing 
activity patterns of species (Rowcliffe et al., 2014). This is due in part to the camera traps’ 
ability to record the exact time and date at which a detection event has occurred, whereas 
methods such as live trapping can usually only identify detection within a range of a few hours 
that coincide with the human handling of the species trapped (e.g. Rychlik, 2005). It should be 
noted that there have been minimal analytical developments in the field of activity, with most 
procedures being analysed using either categorical or linear data and algorithms, at present 
allowing for only a set of restricted interpretations. This section of the chapter will discuss the 
basis of the standard statistical methods used to analyse activity patterns (including overlap), 
possible alterations to these methods and the pros and cons of any alterations made. It is 
important to note that the activity pattern statistical methods are based on the work of two 
prominent studies only: firstly that of Ridout and Linkie (2009) who follow closely the methods 
of Schmid and Schmidt (2006).  
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1.3.1 Standard statistical methods to analyse species’ activity 
More traditionally camera trap studies have focused on aspects of population ecology and 
essentially overlooked key areas of species interactions, behavioural patterns and activity (Frey 
et al., 2017). To examine these commonly overlooked concepts more recent research has begun 
to put more attention into the analysis of the precisely time stamped temporal data provided by 
cameras, therefore providing higher detail of the timing of species occurrences throughout a 
landscape (i.e. Ridout and Linkie, 2009; Rowcliffe et al., 2014).  
Data obtained from analysis of activity patterns brings attention to crucial aspects of not only 
a species’ behaviour, but also their ecology (Frey et al., 2017). The analysis of temporal data 
taken from the camera trap images holds great importance as they have allowed some of the 
initial examinations into species circadian activity, as seen in studies by Gerber, Karpanty and 
Randrianantenaina (2012) and Bu et al., (2016). However, in recent times there has been 
changes in the way activity patterns are analysed and interpreted. In past studies involving 
camera trapping, the temporal characteristics of species ecology were further understood by 
their activity being able to be placed into behavioural assemblages from a diel cycle, i.e. diurnal 
or nocturnal (van Schaik and Griffiths, 1996; De Almeida Jácomo, Silveira and Diniz-Filho, 
2004). These early studies derived these implications of activity using graphical displays and 
organized records. However, more recent studies use data from nonparametric Kernel density 
estimates to develop graphical representations of species’ diel activity showing the 
distributions over a cycle of 24 hours (Ridout and Linkie, 2009; Linkie and Ridout, 2011; Farris 
et al., 2015).   
An example of the three most common generalised behaviours, from the diel cycle include 
diurnal, nocturnal and crepuscular activities (Figure 1.1: Ridout and Linkie, 2009). Multiple 
combinations of the patterns can be overlapped to compare the activity patterns dependent on 




Figure 1.1: Examples of generalised activity pattern curves for the three main behavioural 
types, diurnal, nocturnal and crepuscular, over a 24 hour cycle period (from Ridout and Linkie 
2009).  
Instead of bundling estimates into distinct time periods, the Kernel density function describes 
a random sample from the estimates that originate from a fundamental continuous distribution. 
Therefore displaying a constant measure of points of data throughout their designated scale, 
i.e. over a 24 hour cycle (Worton, 1989). Due to the flexibility of Kernel density estimation 
methods, it is ideal when measuring processes such as activity, where more unassuming 
parametric models or methods would be inappropriate (Worton, 1989). To further improve on 
the use of Kernel density estimates, many studies utilize statistical packages within the 
statistical program R software version 3.5.1 (Team R Core, 2014).  
An R package known as ‘Overlap’, developed by Meredith and Ridout (2014), is commonly 
used when determining activity patterns (e.g. Fancourt et al., 2015; Porfirio et al., 2016; 
Lashley et al., 2018). The ‘Overlap’ package uses the data from camera traps to generate Kernel 
density curves for the activity patterns of species. Similarly, outputs from additional R 
packages can also be used depending on specifics of data, such as the package known as 
‘Circular’ (Agostinelli and Lund, 2013). The activity patterns of animals displayed by these 
curves, that are produced from these R packages, show features of a species’ temporal 
variability over their diel cycle, including their peak activity levels and the previously 
mentioned basic activity pattern categories of diurnal, nocturnal or crepuscular (Frey et al., 
Diurnal Crepuscular Nocturnal 
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2017). Once again, traditional statistical methods are not able to be used when attempting to 
quantitatively examine activity patterns, as temporal data is essentially a wrapped type of 
distribution with a subjective zero point (Zar, 2009). However, this issue has been overcome 
via the utilization of trigonometric functions within circular statistics which lead to the 
temporal data having descriptive statistical information attached. These descriptive statistics 
contain useful information such as: variance and standard deviation, the circular median and 
mean time/period of activity (Batschelet, 1981).  
When using circular data, statistical parameters need to be established. This can also be done 
with various statistical programs and their statistical packages, for example R statistics (Team 
R Core, 2014) or ORIANA (Kovach, 2011). R statistics (Team R Core, 2014) tend to offer 
more packages for analysing most aspects of activity patterns, therefore it is a good program 
to use throughout the entirety of the statistical analysis associated with activity patterns (Frey 
et al., 2017). Additionally, the recommended software packages to use when analysing the 
circular data are known as ‘Circular’ (Agostinelli and Lund, 2013) or ‘CircStats’ (Lund and 
Agostinelli, 2007).  
It should be noted that when analysing this circular data, care needs to be taken when taking 
multimodal and bimodal approaches. Though multimodal distributions can accurately analyse 
numerous activity peaks, the model struggles to produce sufficient estimates for centrality 
(Batschelet, 1981). When measuring the activity patterns with a bimodal method, the mean 
time of activity can be situated between two modes of activity (Aschoff, 1966). Therefore, if 
enough care is taken when using either of these, improper interpretation of the biological 
measure for mean time of activity is likely to be avoided.  
When using data from camera traps, models within the Kernel density estimates can be applied 
in different ways. One such way was used in a study by Rowcliffe et al (2014), where functions 
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of Kernel density were developed to quantify activity level, meaning the total time an 
individual spends being active was analysed using the software package ‘Activity’ (Rowcliffe 
et al., 2014). This particular R software package can be used with temporal data from camera 
traps by fitting the previously mentioned circular type distributions to generate ‘activity 
schedules’ for an animal. Such information can then be used to examine aspects of an animal’s 
predation and foraging activities (Rowcliffe et al., 2014).  
An alternative method of treating circular data has been proposed in a study by Oliveira-Santos, 
Zucco and Agostinelli (2013), whereby Kernel density functions are conditionally circular, 
meaning overlap and activity range can be categorized from data containing time of a detection 
event. The treatment of data in this conditional circular process is advantageous as it aids in 
the classification of the circadian activity levels of a species by allowing peak activity from 
temporal data to be quantitatively analysed (Oliveira-Santos, Zucco and Agostinelli, 2013). It 
should be noted that it is possible to analyse aspects of species’ activity patterns by representing 
a species selection of a period throughout a diel cycle, e.g. dusk or dawn (Frey et al., 2017). A 
study by Bu et al. (2016) used this method with the addition of using chi-square tests to infer 
whether or not the activity pattern of a species is random or not, adding increased accuracy to 
a result and testing under a hypothesis (P < 0.05).   
Additionally, there are other statistical methods that are used for niche temporal categorization 
within activity such as Jacob’s Selectivity Index (Jacobs, 1974) and Ivlev’s Electivity Index 
(Ivlev, 1961). However, there is not enough relevant literature using these indices as applied to 
activity patterns of meso-predators. Therefore, it would be wise to avoid these methods when 
analysing the activity patterns of meso-predators such as foxes, instead the use of 
nonparametric circular Kernel density estimates would be a more reliable technique to 
undertake. These estimates should be performed with the use of the R statistics program and 
software packages ‘Overlap’ or ‘Circular’. 
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1.3.2 Calculation of the coefficient of overlap  
When it comes to analysing activity patterns, the use of Kernel density estimates can be used 
and expanded upon. It has already been discussed that statistical software uses varying 
packages to ensure the possibility that the analysis of activity patterns can be performed in a 
circular inferential manner. This is done by the software fitting density functions to data from 
camera trapping (Frey et al., 2017). Now, in addition to this analysis the degree of similarity 
can be calculated on two activity curves (Kernel density curves). This is known as the 
coefficient of overlap (Δ) and was developed by Ridout and Linkie (2009).  
The Δ initially fits the data to Kernel density functions as other methods do, but it then adds 
another dimension to these functions. This is done by estimating the symmetrical overlapping 
coefficient amongst the focal species (e.g. ocelots and Brazilian rabbits: Porfirio et al. [2016]), 
via the use of a function for the total variation distance (Ridout and Linkie, 2009).  To further 
investigate the likelihood of species interacting in any way, the precision of Δ is estimated 
using bootstrapping. The outcome of bootstrapping is the development of an overlap range 
from 0 - 1; 0 represents no overlap between species and 1 represents a complete overlap of  two 
species’ activities (Ridout and Linkie, 2009). This process of bootstrapping data to the range 
of overlap has been used with success in several studies (e.g. Linkie and Ridout, 2011; Farris 
et al., 2015; Cusack et al., 2017). These descriptive overlap findings can be displayed in an 
easily read graphical display (e.g. Figure 1.2), where the Δ of the two species is 0.73, meaning 
there is a large level of activity overlap between these species (Ridout and Linkie, 2009; Frey 




Figure 1.2: Example of the classification of a 24 hour cycle of activity patterns of the grey 
wolf (solid line) and the coyote (dashed line). The Δ (grey) is situated under the lowest of the 
two Kernel density estimates (from Frey et al. 2017). 
 
It should be noted that the Δ statistic can be expanded upon using alternative estimators of Δ, 
i.e. Δ1, Δ2, Δ3, Δ4 and Δ5, which can add some accuracy and remove possible bias (Schmid and 
Schmidt, 2006). The four estimators used commonly for camera trapping data are Δ1, Δ2, Δ4 
and Δ5. However, since the data is circular, as it is for most activity pattern data, then the 
trapezoidal rule is used as a default.  Though when the trapezoidal rule is used to calculate the 
estimators, it always results in estimators Δ1 and Δ2 possessing the same values and hence 
justification for the exclusion of Δ2 from further interpretation. Hence only three estimators 
should be considered for data from camera trapping (Ridout and Linkie, 2009). When using 
the Δ estimators, bootstrapping is used to calculate the standard error (Schmid and Schmidt, 
2006).  
Ultimately, using estimators produces similar presentable descriptive statistics as previously 
mentioned, however the estimator that is chosen depends on the smaller sample size out of the 
two being analysed. That is, Δ4 is desirable for larger sample sizes (n > 75), Δ1 is desirable for 









smaller sample sizes (n < 50) and Δ5 in most cases is outperformed by both Δ1 and Δ4 
irrespective of sample size (Ridout and Linkie, 2009). Δ5 is unsuitable for activity pattern 
analysis as it has been found to be unstable due to discontinuous alterations within the estimates 
which occurs as a result of any minor incremental change within the data. Hence, Δ5 can 
produce estimates that are greater than one, which would be an impossible output for an overlap 
analysis (Meredith and Ridout, 2016). Therefore, for a proposed study of activity patterns, 
dependent on sample size, either estimator Δ1 or Δ4 should be utilised.  
When reporting on activity patterns regarding overlap, particular considerations need to be 
made regarding Δ being a relative (or descriptive) measure. Therefore the significance of the 
interspecific changes among patterns of activity can be tested, in other words, the variation in 
significance between multiple circular distributions can be analysed (Frey et al., 2017). This 
variation in significance can be tested by using either a Watson U2 (Zar, 2009) or a circular 
nonparametric Mardia-Watson-Wheeler test (Batschelet, 1981), both these tests are 
nonparametric tests that examine the null hypothesis that there is no difference between any 
two circular distributions (Batschelet, 1981; Zar, 2009). Oliveira-Santos, Tortato and Graipel 
(2008) and Lashley et al. (2018) used Watson U2 test and Fancourt et al. (2015) used a Mardia-
Watson-Wheeler test to answer hypotheses regarding the distribution of the species they 
investigated.  
From the literature, the best software package to use when calculating Δ is ‘Overlap’. This is 
due to its ability to accurately measure Δ and that it can present an easily understandable 
visualisation of the overlap for two activity curves (Schmid and Schmidt, 2006; Ridout and 
Linkie, 2009). However, care needs to be taken due to the chances of biases being imparted 
into the output because of the smoothing process that occurs when an estimation of Δ is 
generated when temporal data/camera trap data is subjected to Kernel density functions (Ridout 
and Linkie, 2009). Even though there are some minor biases, the R package ‘Overlap’ 
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(Meredith and Ridout, 2014) should be used when calculating Δ as part of the analysis for any 
study investigating activity patterns of species, such as foxes, for which there is currently no 
such published studies. 
It is important to note that activity pattern and overlap analysis of Ridout and Linkie (2009) is 
a descriptive statistic only. Therefore, if researchers would like to formally test the hypothesis 
related to whether the two activity patterns either come from the same population or have the 
same general patterns then a Watson U2 test or a Mardia-Watson-Wheeler test for 
nonparametric sampling should be used (Zar, 2009). Additionally, a choice needs to be made 
between these two tests. Where, if the size of the sample, n1 and n2, is 10 or greater and the 
data is untied then the Mardia-Watson-Wheeler test should be undertaken. However, if the data 
has ties (i.e. more than two samples with the same value) and the sample size is less than 10, a 
Watson U2 test would be better to use.  
These tests are circular Chi-squared tests with varying degrees of freedom (Zar, 2009). An 
example of a study that used the Ridout and Linkie (2009) approach of nonparametric Kernel 
density for analysing both activity patterns of four species from three groups of feeding habits, 
carnivore, herbivore and omnivore, and trapping methods (radio-tagging and camera trapping), 
was Lashley et al. (2018). In this study the circular distributions over the diel cycle, camera 
detection event samples were treated as random, the data was bootstrapped, and overlap was 
analysed. Lashley et al. (2018) then subjected the data to a Watson U2 test by using the R 
package ‘Circstat’ analysis (Lund and Agostinelli, 2007), as the Δ is only descriptive and 
similarity needed to be tested (Lashley et al., 2018). It was found that the camera trapping 
methods formed a high level of correlation and overlap, similarly to radio-tagging as well as 
determining that error of overlap diminished, and the overlap mean rose as the number of 
samples increased.  
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Hence it is suggested that a minimum sample size (n=100) should be considered (Lashley et 
al., 2018). These findings are important as they bring some emphasis to the validity and 
potential of using Δ to study and compare the activity patterns, both predator - predator or 
predator - prey, of any type of species, such as; carnivores (e.g. spotted-tailed quolls or cats) 
and omnivores (e.g. foxes).  
An additional activity pattern study that utilized the Watson U2 test was by Oliveira-Santos, 
Tortato and Graipel (2008). This study used the Watson U2 test to analyse and compare the 
circadian activity of the white-eared opossum and the woolly mouse opossum, by validating 
the differences between the species data sets. This study determined that there were no 
significant differences between these two species’ activity patterns (Oliveira-Santos, Tortato 
and Graipel, 2008). Therefore, when conducting activity pattern analysis and wanting to test 
formal hypotheses around the data it is recommended that a Watson U2 test or a Mardia-
Watson-Wheeler test be used. The use of these tests though, is dependent upon sample size and 
presence/absence of ties to data. 
To investigate the activity patterns of predators there is an extensive and step-wise statistical 
process to be undertaken. Initially the nonparametric circular Kernel density estimates should 
be acquired from the camera trapping data via the use of the R statistics program utilising the 
‘Circular’ package. Additionally, Chi-squared tests should be used to improve accuracy of 
these estimates by determining if the patterns are random or not. Next the Δ for the species 
should be calculated using the R software package ‘Overlap’, with the possible use of 
estimators, Δ1 or Δ4. A null hypothesis of no difference should then be tested with either the 
Watson U2 or Mardia-Watson-Wheeler test, dependant on sample size, using the ‘Circstat’ 
software package. The combined use of these processes should lead to the proper analysis and 




From the literature it is evident that a combination of a systematic and deliberately-biased 
experimental design approaches, along with cameras being placed within transects that contain 
suitable landscape features (i.e. tracks and trails), would provide improved detection rates of 
foxes and other meso-predators. Camera traps should also be placed at a minimum of 500 m 
apart to ensure independent samples and eliminate any issues with spatial autocorrelation. The 
cameras should be fastened to a fixed object at a height of 0.5 m, facing towards a secured bait 
tube located approximately 1 - 1.5 m away. The bait should be replaced fortnightly and consist 
of raw chicken with fish oil sprayed around it and the data from the cameras would be collected 
fortnightly. Cameras should be programmed to capture a three-photo burst, with a 60 second 
delay between detection events. Finally, the cameras should be deployed all year round to 
collect data from all seasons.  
Regarding the statistical analysis of activity patterns, much of the process described from the 
literature stems from similar origins. R software package ‘Circular’ should firstly be used to 
obtain the nonparametric circular Kernel density estimates from the camera trap data, followed 
by using the ‘Overlap’ package to determine the Δ, with consideration towards using 
estimators, Δ1 for smaller sample sizes, or Δ4 for larger sample sizes. However, due to Δ being 
a descriptive measure, a null hypothesis can be tested via the use of a Watson U2 or a Mardia-
Watson-Wheeler test; the choice of test dependent upon final sample size. These analyses can 
be undertaken using ‘Circstat’ software package in R.  
The combination and completion of the described experimental methods and statistical analysis 
should yield an accurate depiction of the circular diel cycle, activity patterns and interactions 




1.5 Thesis aims 
The overall aim of this thesis is to investigate fox activity patterns over a full year and to further 
investigate the predator – prey activity pattern overlap between foxes and invasive and native 
prey species in a fragmented landscape in south eastern NSW. An understanding gained as a 
result of research toward these aims will assist in informing smarter control and management 
of foxes within this region.  
1.6 Thesis hypotheses 
The hypotheses tested in this thesis follow the aims and are as follows: 
1) Fox activity patterns will vary annually and therefore seasonally; the overall annual 
activity pattern will not be representative of the diel cycle of foxes; and 
2) Overlap in activity between foxes and their prey (i.e. brown antechinus, native and 
invasive rodents, long-nosed bandicoot, phalangeriformes (possums) and invasive 






Chapter 2: Methodology 
2.1 Materials and Methods 
2.1.1 Study Site 
Sampling was undertaken in the Berry/Shoalhaven region of New South Wales (NSW), 
Australia (Figure 2.1). Camera traps were placed on privately owned land, local government 
managed land and National Park estates. The sites were spread from the escarpment at 
Broughton Vale to the coast at Seven Mile Beach National Park (Figure 2.1). Vegetation at the 
escarpment consists of sub-tropical rainforest i.e. wet sclerophyll forest. As proximity to the 
coast increases (easterly direction), the vegetation shifts to dryer sclerophyll forests until Seven 
Mile Beach National Park where the dominant vegetation becomes characteristic of a littoral 
rainforest (Bywater, 1979; Mills, 2006). The vegetation of much of this region has been 
fragmented into varying sized pockets due to agriculture and urban development (Lindenmayer 
et al., 2000). The camera traps were deployed within the borders associated with the Berry 
Corridor wildlife project. The Berry Corridor project is a decade long project managed by 
National Parks, NSW, and Berry Landcare which involves the reconnection of vegetation 
fragments between Barron Grounds Nature Reserve and Seven Mile Beach National Park. Note 
that, though the camera trapping sites for this study reside within the confines of this corridor, 
no hypotheses are being tested that pertain to the Berry Corridor’s effectiveness.  
2.1.2 Camera Traps 
The 15 cameras used in this study were motion sensor infrared cameras (Ltl Acorn 5310A) set 
at 5 megapixels, containing 16 GB SD memory cards and time stamped images. Each camera 
was set to have a three-photo burst upon detection event, as performed by Fancourt et al., 
(2015), followed by a delay time between captures of one minute. This method was chosen 
over video recording to conserve memory as well as battery power in order to reduce the chance 
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of camera failures (Kross and Nelson, 2011). Additionally, the delay time of one minute 
between photo bursts should provide a superior “detection probability”, meaning increased 
likelihood of the detection of the focal species at each study site (Gormley et al., 2010; 
Towerton et al., 2011). Due to the size of foxes, the cameras where secured, 50 - 100 cm above 
the ground surface, to either a tree or metal stake as per methods performed by Fancourt et al., 
(2015); McLean, Vårhammar and Mikac, (2015); Porfirio et al., (2016). The cameras were 
setup to face a bait tube secured to the ground approximately 1 – 1.5 m away, which is an ideal 
distance as it is within the desired region of focal length for most wildlife cameras (Kross and 
Nelson, 2011). Each bait tube contained raw chicken and the surrounding area was sprayed 
with an additional attractant, tuna oil, as this acts on the olfactory search methods of meso-
predators (Nelson, Scroggie and Belcher, 2014; Fancourt et al., 2015; McLean, Vårhammar 
and Mikac, 2015). Finally, the cameras were visited every two weeks, dependent on weather 
conditions, for maintenance, whereby batteries were changed if needed, SD cards were 
swapped out and bait was refreshed. The data for this research was collected over a one year 
period, from 28/02/2019 to 28/02/2020.  
The sampling approach used in this study is a combination of systematic and deliberately 
biased approaches, as it was likely to yield the most appropriate data regarding meso-predators 
(Meek et al., 2014). Hence, the placement of the camera traps in habitats with key features 
across a landscape is necessary to capture sufficient data of elusive species, i.e. red foxes 
(Towerton et al., 2011; Lashley et al., 2018). Within the key habitats or areas chosen, camera 
traps were placed in proximity to particular landscape features to maximise the detection rate 
of the focal meso-predator (Rowcliffe et al., 2014). These features included human made 
tracks, fire trails and animal tracks, as these features are preferred by foxes when travelling and 
hunting as they possess large home ranges (Kays et al., 2011; Meek et al., 2014; Towerton et 
al., 2016). It should be noted that this approach is suitable to reduce underestimations of elusive 
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red foxes as they tend to live in low densities across large spatial scales (Gompper et al., 2006; 
Towerton et al., 2011), and that bias is not likely to be an issue when analysing the interactions 
and activity of the focal species as significant bias in these types of studies has only been found 
with larger species (>10 kg in weight) (Kays et al., 2011). Due to the possibility of bias as a 
result of spatial autocorrelation, the camera traps were placed at a minimum distance of 500 m 
apart within the study area (Nelson, Scroggie and Belcher, 2014; Bu et al., 2016). This distance 
has been found to be sufficient in the production of independent records of meso-predators and 
their prey (Nelson, Scroggie and Belcher, 2014). (See Figure 2.1 for camera trap locations and 
note that the locations are accurate within 1 km to protect the anonymity of the private 
landowners that have allowed access to the properties for this study). 
This research was performed under a NSW Department of Planning, Industry and Environment 




Figure 2.1. Study area showing the location of 15 camera traps within the borders of the Berry 
Corridor, NSW, Australia.  
 
2.1.3 Data analysis 
The images captured were analysed regarding the data taken from the date and time stamps on 
the viable images. From each detection event, the data from the first image of the three-picture 
burst that contained an identifiable image of a species was recorded. To ensure further 
independence of sampling, only one sighting per hour for each species was recorded unless it 
Legend 
 Camera Trap Location 
 Berry Corridor Border 
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was obvious that the photos were different individuals (Oliveira-Santos, Tortato and Graipel, 
2008). Please note that all recorded times were in accordance with daylight savings time in 
order to have a standardised time set for statistical analysis. 
All statistical analysis performed in this study was done via the use of R software version 3.5.1 
and its associated software packages (Team R Core, 2014). Additionally, it should be noted 
that much of the activity pattern statistical analysis is based on the work of Ridout and Linkie 
(2009), who developed much of their methodology from the work of Schmid and Schmidt 
(2006). Firstly, nonparametric Kernel density estimates were performed using the R package 
‘Overlap’ (Meredith and Ridout, 2014). This process was performed simultaneously with  R 
packages ‘Circular’ (Agostinelli and Lund, 2013) and ‘Activity’ (Rowcliffe et al., 2014), to 
generate graphical representations of the diel activity of a species over a 24 hour cycle, (Ridout 
and Linkie, 2009; Linkie and Ridout, 2011; Farris et al., 2015), with descriptive information 
of the temporal data attached such as; variance, standard error, the circular median and the 
mean time/period of activity (Batschelet, 1981). These graphical representations are in the form 
of plots containing Kernel density curves, which will be referred to as ‘activity pattern curves’. 
This generated data and activity pattern curves were next used, again with R package ‘Overlap’, 
to calculate and plot the similarity between two activity pattern curves, for: 1) fox seasonal 
overlap; and 2) fox overlap with prey annually and seasonally (e.g. red fox vs antechinus). The 
numerical output from this is known as the ‘coefficient of overlap’ (Δ) (Ridout and Linkie, 
2009). In this process Δ(1-5) estimators were utilised along with bootstrapping to determine a 
final overlap coefficient ratio of 0 – 1; where 0 represents no overlap between two species and 
1 represents complete overlap. Δ1 was used for small sample sizes (n < 50) and Δ4 was used 
for larger sample sizes (n > 75), Δ5 was not used as it can produce overlap estimates greater 
than 1 (Ridout and Linkie, 2009). An annual activity pattern curve for the red fox was 
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determined and the overlap process was used to compare the activity pattern curves of red foxes 
between the four seasons, autumn, winter, spring and summer. 
Overlap analysis was also used to analyse predator-prey interactions between foxes and some 
of its common prey species across seasons. These common prey species, spanning the critical 
weight range (CWR), included: the brown antechinus (Antechinus stuartii); rodents both native 
and invasive, bush rat (Rattus fuscipes) and invasive black rat (Rattus rattus), brown rat (Rattus 
norvegicus) and house mouse (Mus musculus); the long-nosed bandicoot (Perameles nasuta); 
phalangeriformes, including brushtail possum (Trichosurus vulpecula) and ringtail possum 
(Pseudocheirus peregrinus); and the invasive leporids, European rabbit (Oryctolagus 
cuniculus) and European hare (Lepus europaeus). Rodents were categorised together due to the 
inability to accurately identify them to a species level from camera data (nigh time resolution 
of images was too low).  
Finally, consideration was taken toward Δ being a descriptive measure, whereby variation of  
significance between each circular distribution (diel cycle) was analysed (Frey et al., 2017). 
Therefore, to test the null hypothesis that there is no significant difference between any two 
circular distributions (activity patterns) either a Watson U2 or a circular nonparametric Mardia-
Watson-Wheeler test would have to be used (Batschelet, 1981; Zar, 2009). As all samples in 
this study, n1 and n2, were untied (i.e. more than two samples or data plots with the same 
value), and greater than 10, a Mardia-Watson-Wheeler test was used. Watson U2 is only 
implemented when sample sizes are tied and less than 10 (Zar, 2009). This final test for 






Chapter 3: Results 
3.1 General activity and observations over an annual period 
The data for this study was collected from 15 camera traps over a 365 day time period. This 
resulted in 5,475 camera trap nights and 73,689 images taken. Focal species were recorded as 
follows: 223 red foxes; 144 brown antechinus; 476 rodents; 184 long-nosed bandicoots; 276 
phalangeriformes; and 266 leporids were observed over the yearlong study (Table 3.1). 
Additionally, there were noticeably less observations of animals in summer compared to other 
seasons. It should be noted that various other species that could be considered prey were 
recorded, (e.g. birds and macropods), in this study, however, were not analysed because they 
fell outside the definition of a CWR species (Burbidge and McKenzie, 1989). 
Activity levels of the focal species throughout the year were determined (Table 3.2). Foxes 
were the most active species across the annual period (48%: Table 3.2). Coinciding with the 
lower observations in summer (Table 3.1), activity level was also at its minimum across all 
focal species during this period. In addition, the majority of the focal species were more active 




Table 3.1. The number of observations of the focal species that occurred during the annual 
period, including seasonal observations. 
Species Annual Autumn Winter Spring Summer 
Red Fox 223 51 68 49 55 
Brown Antechinus 144 52 24 35 33 
Rodents 476 109 145 184 38 
Long-nosed Bandicoot 184 29 66 38 51 
Phalangeriformes 276 62 96 69 49 
Leporids 266 48 53 96 69 




Table 3.2. The level of activity as the ratio (0-1) of time spent active in a diel cycle of focal 
species (± 1 SE of the activity mean). The mean activity is activity averaged across all focal 
species.  
Species Annual Autumn Winter Spring Summer 
Red Fox 0.48 ±0.04 0.39 ±0.06 0.56 ±0.07 0.36 ±0.07 0.29 ±0.06 
Brown Antechinus 0.43 ±0.04 0.39 ±0.05 0.43 ±0.06 0.42 ±0.07 0.32 ±0.05 
Rodents 0.39 ±0.02 0.33 ±0.03 0.41 ±0.04 0.31 ±0.03 0.30 ±0.04 
Long-nosed Bandicoot 0.39 ±0.02 0.38 ±0.05 0.33 ±0.05 0.33 ±0.04 0.34 ±0.03 
Phalangeriformes 0.34 ±0.03 0.42 ±0.04 0.34 ±0.04 0.36 ±0.04 0.25 ±0.04 
Leporids 0.34 ±0.03 0.32 ±0.08 0.39 ±0.07 0.37 ±0.05 0.32 ±0.05 





3.2 Hypothesis 1, Fox activity patterns will vary annually and therefore seasonally 
As hypothesised, the annual activity of foxes was significantly different over time and 48% of 
the diel cycle was spent active (Table 3.2, Figure 3.1). Fox activity patterns differed 
significantly according to season (W = 17.44, df = 6, p < 0.01).  
The annual activity pattern for foxes was predominately nocturnal, though with notable 
crepuscular peaks (Figure 3.1). (Note, the density (y-axis) in activity plots are representative 
of frequency as a fraction of the total sightings over a 24-hour cycle). Foxes were most active 
between 6:30 – 11:00 pm. After this time, their activity declined rapidly. Activity then 
increased during the twilight period (~4:00 – 9:00 am). It should be noted that the rise in activity 
in the afternoon and drop of activity in the morning coincide with the mean annual times of 
sunrise (6:54 am) and mean sunset (6:59 pm). Additionally, there were low levels of diurnal 
activity noted for foxes, though they were mostly inactive between ~9:00 am - 12:00 pm and 








Figure 3.1. The annual diel activity pattern density curve of red foxes camera trapped in a 











The overlap between autumn and winter was high (Δ = 0.82; Figure 3.2a), though it was not 
significant (W = 1.70, df = 2, p = 0.43). This suggests that foxes were active at the same time 
within a diel cycle between autumn and winter. Fox activity patterns remained predominantly 
nocturnal with crepuscular peaks when the autumn and winter periods were compared (Figure 
3.2a). Both of these seasons showed levels of diurnality, with winter having a small peak at 
~2:00 pm when the diurnal activity of foxes ceased in autumn. The nocturnal activity for both 
seasons peaked by 11:00 pm, when the activity slowly dropped throughout the twilight hours 
(Figure 3.2a). The morning decrease in activity and the afternoon rise in activity for autumn 
and winter respectively, coincided with corresponding mean sunrise and sunset (Figure 3.2a). 
The mean autumn sunrise/sunset was 7:21 am and 6:36 pm, and winter sunrise/sunset was 7:53 
am and 6:07 pm.  
The comparison of fox activity during autumn and spring was not significantly different (W = 
0.25, df = 2, p = 0.88); the activity curves of these two seasons were very similar, resulting in 
a high coefficient of overlap value (Δ = 0.83) (Figure 3.2b). Nevertheless, there were subtle 
differences in fox activity between for these two seasonal comparisons. One difference being 
that for foxes, spring had a greater and earlier activity peak at ~4:00 am, instead of ~6:00 am 
for autumn. Also, activity density declined much faster around sunrise (6:20 am) and was 
characterised by less morning diurnal activity than autumn. Unlike autumn, afternoon diurnal 
activity began much earlier during spring, with a steady rise in fox activity seen from ~2:00 am 








Figure 3.2. Overlap plots comparing seasonal diel activity pattern density curves of red foxes 
camera trapped in a fragmented landscape in south eastern NSW. Where, ∆ is represented by the 
grey area, autumn by the solid line, winter by the long-dash line, spring by the dot-dash line and 
summer by the dotted line. Comparison of: a) autumn versus winter; b) autumn versus spring; c) 
autumn versus summer; d) winter versus spring; e) winter versus summer; and f) spring versus 
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 ∆ = 0.70  ∆ = 0.69 
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 f)  e) 
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Diel activity for foxes was statistically different between autumn and summer (W = 12.63, df 
= 2, p < 0.01) (Figure 3.2c); also, there was a notable difference between the two, with the 
lowest overlap value  of any seasonal comparison noted (Δ = 0.68) (Figure 3.2). Compared to 
autumn, the morning and afternoon peaks in activity were notably different to summer. That 
is, summer had a far more intense rise in activity from ~3:30 am, which rapidly fell at the mean 
time of sunrise (6:04 am) for this season. Unlike autumn, diurnal fox activity in summer did 
not occur between ~9:00 am to ~5:00 pm. After this time, fox activity density increased to a 
dusk peak at the mean time of sunset (8:01 pm).  
Diel activity of foxes was not significantly different between winter and spring (W = 1.69, df 
= 2, p = 0.43), despite a large overlap value found (Δ = 0.83) (Figure 3.2d). Spring had more 
defined activity peaks than winter around the period of dawn (between 2:00 – 6:00 am) and 
during nocturnal hours (~8:00- 11:00 pm). Also, there was a winter diurnal activity peak (~2:00 
pm) that was not present in spring (Figure 3.2d). Diurnal fox activity density in spring was 
lower than winter; foxes were active more consistently at lower densities throughout the day.  
The activity pattern curves for winter and summer were significantly different (W = 11.24, df 
= 2, p < 0.01). Winter activity was distinguishable from summer, with a moderate coefficient 
of overlap found (Δ = 0.70) (Figure 3.2e). Where winter activity density plateaued in the 
morning twilight hours, summer activity density increased to over double that of winter. It 
should be noted that the drop in activity for both seasons coincided with their corresponding 
mean sunrise times (summer sunrise being ~2 hours earlier than winter sunrise). The rise in 
activity, for both winter and summer, at dusk was almost at the same rate, independent of their 
corresponding mean sunset times. The final distinguishable difference between the two seasons 
was that during winter foxes displayed diurnal activity, whereas in summer, foxes were 
relatively inactive at this time.  
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Activity patterns for foxes were significantly different between spring and summer (W = 8.90, 
df = 2, p < 0.05) (Figure 3.2f); overlap between these two seasons was moderate (Δ = 0.69). 
Comparatively the density of fox activity for summer was much greater, however, the morning 
activity peak of both seasons (between ~3:00 – 6:00 am) was of similar shape (Figure 3.2f). In 
contrast, the activity density for spring was much higher from sunset (~7:00 – 8:00 pm) 
onwards, than that of summer. Additionally, the diurnal activity for these two seasons was quite 
similar with little to no fox activity occurring between ~10:00 am – 4:00 pm.  
3.3 Hypothesis 2, Overlap in activity between foxes and their prey will vary annually and 
therefore seasonally 
3.3.1 Foxes versus brown antechinus 
Annual overlap in activity between fox and antechinus was significantly different (W = 11.00, 
df = 2, p < 0.01) despite the high coefficient of overlap noted for the species (Δ = 0.84). When 
comparing the annual activity patterns of foxes and antechinus, it was found that similarly to 
foxes, antechinus were predominantly nocturnal (Figure 3.3). The general curve shape of 
antechinus activity matched that of the fox’s activity curve at the nocturnal times of day. 
Though there was some similarity in the shape of the two curves, the activity density of the 




Figure 3.3. The annual overlap plot comparing the diel activity pattern density curves between 
red foxes (red line) and the brown antechinus (brown line) camera trapped in a fragmented 
landscape in south eastern NSW. Vertical dotted lines represent mean annual sunrise/sunset 









 ∆ = 0.84 
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Foxes and antechinus had non-significant, similar activity pattern curves for autumn (W = 0.98, 
df = 2, p = 0.61), with a high overlap coefficient noted (Δ = 0.83). The main differences noted 
were that antechinus had a higher density of activity between ~3:00 – 6:00 am and was inactive 
during daylight hours (between mean sunrise and sunset), whereas the fox had levels of 
diurnality (Figure 3.4a).  
The activity patterns of foxes and antechinus remained very similar during winter (Figure 3.4b). 
The nocturnal density of the antechinus was much higher in this season as well as having a 
decreased level of activity during the day (until ~ 10:30 am). It was found that the overlap 
coefficient for these two species during winter was high (Δ = 0.80) and that there was no 
significant difference in their activity during this season (W = 4.82, df = 2, p = 0.09) (Figure 
3.4b). 
During spring, foxes and antechinus were both active throughout the same times during the 
diel cycle (W = 1.83, df = 2, p = 0.40). This was supported by a high overlap coefficient (Δ = 
0.81) (Figured 3.4c). The nocturnal activity of antechinus dropped lower than that of the fox 
(between ~ 12:00 – 01:00 am), and the antechinus had a higher diurnal density from sunrise to 
1:00 pm (figure 3.4c).  
The overlap coefficient for summer was lower than that of the other seasons (Δ = 0.71), and 
the fox and antechinus were active at significantly different times throughout the diel cycle (W 
= 9.55, df = 2, p < 0.01) (Figure 3.4d). During this season, both species had a notable rise and 
fall in activity density between 2:00 – 6:00 am. However, antechinus had a higher nocturnal 
activity density from 10:00 pm – 3:00 am.  
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Figure 3.4. Overlap plots comparing seasonal diel activity pattern density curves between red foxes (red line) and brown antechinus (brown line) 
camera trapped in a fragmented landscape in south eastern NSW. Coefficient of overlap (Δ) is represented by the grey area and vertical dotted 
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3.3.2 Foxes versus rodents 
The annual overlap between foxes and rodents was high (Δ = 0.80), despite this, the two species 
were not significantly active at the same time throughout the diel cycle (W = 14.56, df = 2, p 
< 0.01) (Figure 3.5). Overall, foxes and rodents had similar annual activity curves, where both 
species were mostly nocturnal though with notable crepuscular peaks in their activity seen 
(Figure 3.5). The differences between these curves were that the density of rodents was higher 
in these nocturnal and crepuscular times, and that unlike the fox, the rodents were inactive 
during daylight hours (between mean annual sunrise and sunset times).  
 
Figure 3.5. The annual overlap plot comparing the diel activity pattern density curves between 
red foxes (red line) and rodents (black line) camera trapped in a fragmented landscape in south 
eastern NSW. Vertical dotted lines represent mean annual sunrise/sunset and coefficient of 










 ∆ = 0.80 
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Foxes and rodents during autumn were active at significantly different times throughout the 
diel cycle (W = 8.54, df = 2, p < 0.05).  The comparison of overlap between foxes and rodents 
in autumn (Figure 3.6 a) showed that rodents had a higher nocturnal density than that of foxes, 
with a moderate overlap coefficient (Δ = 0.77). Additionally, the sunrise peak in activity shown 
by foxes was absent for rodents.  
Overlap coefficient between foxes and rodents in winter was moderate (Δ = 0.76), with no 
significant difference noted between their activity (W = 3.51, df = 2, p = 0.17) (Figure 3.6b). 
Within winter (Figure 3.6b), activity around sunrise was quite similar between the two species, 
but only foxes were diurnally active. However, between ~1:00 am – 5:00 am rodent activity 
density was much higher than that of the fox, but drastically decreased by sunrise, whereas 
foxes retained some diurnal activity (Figure 3.6b).   
The overlap coefficient for spring was moderate (Δ = 0.76), and there were no significant 
differences in their activity (W = 1.02, df = 2, p = 0.60) (Figure 3.6c). Overall, both species 
displayed more crepuscular than nocturnal activity. The morning crepuscular peak for rodents 
was much higher than that of foxes and dropped to zero by mean sunrise, where foxes still 
displayed some diurnal activity (Figure 3.6c).   
Finally, for summer a moderate overlap coefficient (Δ = 0.69), was noted for the two species 
though overall a significant difference was found for their activity overlap (W = 8.00, df = 2, 
p < 0.05). That is, foxes and rodents were active at significantly different times throughout 
the diel cycle in summer (Figure 3.6d). Nocturnal activity density (~8:00 pm – 12:00 pm) of 
the rodents was much greater than that of the foxes. The morning crepuscular peak for 




Figure 3.6. Overlap plots comparing seasonal diel activity pattern density curves between red foxes (red line) and rodents (black line) camera 
trapped in a fragmented landscape in south eastern NSW. Coefficient of overlap (Δ) is represented by the grey area and vertical dotted lines 
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3.3.3 Foxes versus long-nosed bandicoot 
The annual overlap between foxes and bandicoots was moderate (Δ = 0.76) and there was a 
significant difference in their activity during the diel cycle (W = 25.73, df = 2, p < 0.01) (Figure 
3.7). Between 6:00 pm and 12:00 am the activity of bandicoots was similar to that of the fox, 
but occurred at a slightly higher density (Figure 3.7). The density of the bandicoot remained 
higher than the fox until dawn when it sharply decreased to zero by the time of the mean annual 
sunrise. From dawn onwards, fox activity decreased and remained at low densities throughout 
daylight hours (Figure 3.7).  
 
Figure 3.7. The annual overlap plot comparing the diel activity pattern density curves between 
red foxes (red line) and long-nosed bandicoot (purple line) camera trapped in a fragmented 
landscape in south eastern NSW. Vertical dotted lines represent mean annual sunrise/sunset 










 ∆ = 0.76 
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The overlap coefficient was moderate (Δ = 0.76), and autumn activity patterns were not 
significantly different between these two species (W = 3.10, df = 2, p = 0.21). A comparison 
of activity curves of the red fox and the long-nosed bandicoot for autumn (Figure 3.8a), 
displayed a similar shape to that of the annual overlap (Figure 3.7). The main differences being; 
1) in autumn, the nocturnal peak (between ~7:00 – 11:00 pm) was slightly higher in density for 
the fox than the bandicoot; and 2) overlap during twilight hours (~3:00 – 6:00 am) was much 
lower due to the lower activity of the fox (Figure 3.8a).  
During winter, a moderate overlap coefficient was noted (Δ = 0.73) and there was no significant 
difference in overlap between the species (W = 3.86, df = 2, p = 0.14) (Figure 3.8b). Winter 
activity overlap for foxes and bandicoots (Figure 3.8b) showed consistent diurnal inactivity of 
bandicoots, as well as a steady nocturnal pattern for foxes. The two main differences found for 
activity in winter for the two species were: 1) that there was a defined evening peak, for 
bandicoots (~7:30 pm), that rapidly decreased until it remained constant for the remainder of 
the nocturnal hours; and 2) foxes possessed lesser defined activity peaks, with activity 
remaining constant throughout the diel cycle in comparison to bandicoots.  
Overlap (Δ = 0.76) for spring was moderate; though there was a significant difference in 
activity overlap found (W = 8.66, df = 2, p < 0.05). This suggests that foxes and bandicoots 
were active at different times throughout the diel cycle (Figure 3.8c). The spring overlap pattern 
for foxes and bandicoots was similar to that of the annual overlap for these species, with the 
most discernible difference being that nocturnal activity decreased much quicker for foxes 
(Figure 3.8c). Also, foxes displayed less diurnal activity in spring, thus having an activity 
pattern that was a closer match to that of the bandicoot.  
For summer a moderately low overlap coefficient (Δ =0.61) and highly significantly different 
activity was found for foxes and bandicoots (W = 17.43, df = 2, p < 0.01). During summer 
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(Figure 3.8d), the bandicoot displayed a strict nocturnal activity pattern, whereas the morning 
activity of foxes drastically increased at mean sunrise. The dusk and nocturnal densities for 




Figure 3.8. Overlap plots comparing seasonal diel activity pattern density curves between red foxes (red line) and long-nosed bandicoots (purple 
line) camera trapped in a fragmented landscape in south eastern NSW. Coefficient of overlap (Δ) is represented by the grey area and vertical 
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3.3.4 Foxes versus phalangeriformes 
A high annual coefficient of overlap (Δ = 0.77) was found between foxes and phalangeriformes. 
The Mardia-Watson-Wheeler test suggested that the activity overlap was significantly different 
(W = 16.82, df = 2, p < 0.01). Annual overlap between foxes and phalangeriformes (Figure 
3.9) showed crepuscular peaks for both species. However, both the morning and evening peaks 
occurred earlier with greater density for the phalangeriformes (Figure 3.9). Between these 
crepuscular peaks, nocturnal activity was similar for foxes and phalangeriformes. The 
phalangeriformes were almost completely inactive between mean sunrise and sunset (Figure 
3.9).  
 
Figure 3.9. The annual overlap plot comparing the diel activity pattern density curves between 
red foxes (red line) and possums (phalangeriformes) (green line) camera trapped in a 
fragmented landscape in south eastern NSW. Vertical dotted lines represent mean annual 
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For autumn, activity patterns were not significantly different (W = 3.92, df = 2, p = 0.14) and 
the overlap coefficient was high (Δ = 0.79) (Figure 3.10a). Phalangeriformes displayed a 
typical nocturnal shape during autumn, while foxes displayed a more crepuscular behaviour 
with some nocturnal activity noted (Figure 3.10a). Diurnally, phalangeriform activity was 
almost non-existent in autumn with minor activity after and before sunrise and sunset 
respectively, noted (Figure 3.10a).  
There was a moderately low overlap coefficient (Δ = 0.69) noted for winter, though the Mardia-
Watson-Wheeler test showed no significant difference in fox and phalangeriform activity (W 
= 1.58, df = 2, p = 0.45). In winter (Figure 3.10b), there was a shift in the phalangeriform 
activity curve as it became more crepuscular in nature than nocturnal. These crepuscular peaks 
for the phalangeriformes were of much higher density than that of foxes in this season. The 
level of fox nocturnal activity was more consistent than phalangeriform nocturnal activity 
(Figure 3.10b). Please note that all discussed crepuscular peaks described for phalangeriformes 
were strictly outside of daylight hours, whereas many of the fox peaks began diurnally.  
Spring activity overlap coefficient was moderately high (Δ = 0.76), and there was no significant 
difference in the diel cycle between foxes and phalangeriformes (W = 4.63, df = 2, p = 0.10). 
The activity pattern for the phalangeriformes in spring (Figure 3.10c) was similar to that of 
winter, but with a much higher density of nocturnal activity. The evening crepuscular peaks 
were almost identical between foxes and phalangeriformes, whereas the morning crepuscular 
peak for phalangeriformes occurred when there was a noted decrease in fox activity (Figure 
3.10c).  
The overlap coefficient for summer was low (Δ = 0.64), and there was a significant difference 
in activity overlap between phalangeriformes and foxes within the diel cycle (W = 13.08, df = 
2, p < 0.01) (Figure 3.10d). Phalangeriformes showed much lower levels of nocturnal 
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behaviour in summer, but with strong crepuscular peaks that had higher activity densities than 
foxes. The crepuscular peaks for foxes were closer to mean sunrise and sunset compared to 
phalangeriformes for the same time periods (Figure 3.10d). 
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Figure 3.10. Overlap plots comparing seasonal diel activity pattern density curves between red foxes (red line) and possums (phalangeriformes) 
(green line) camera trapped in a fragmented landscape in south eastern NSW. Coefficient of overlap (Δ) is represented by the grey area and vertical 
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 ∆ = 0.64  ∆ = 0.76 
 ∆ = 0.69  ∆ = 0.79 
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3.3.5 Foxes versus leporids 
The annual overlap coefficient between foxes and leporids was moderately low (Δ = 0.67), 
and their activity was significantly different from each other throughout the annual period (W 
= 54.43, df = 2, p < 0.01) (Figure 3.11). The annual activity curve for leporids (Figure 3.11) 
had defined, high density, crepuscular peaks that centred almost directly upon mean annual 
sunrise and sunset. In comparison to foxes, the nocturnal activity of leporids was much lower. 
Similar to foxes, leporids were diurnally active at low levels, with the exception of leporid 
inactivity between ~1:00 pm and 4:00 pm, whereas during this time fox activity had a small 
peak (Figure 3.11).  
 
Figure 3.11. The annual overlap plot comparing the diel activity pattern density curves 
between red foxes (red line) and leporids (blue line) camera trapped in a fragmented landscape 
in south eastern NSW. Vertical dotted lines represent mean annual sunrise/sunset and 










 ∆ = 0.67 
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The overlap between the fox and leporid during autumn was low, though was the highest out 
of all the seasons investigated (Δ = 0.67) (Figure 3.12a). Activity between the two species was 
significantly different (W = 9.37, df = 2, p < 0.01). In autumn, the activity curve of the leporids 
showed a strong morning crepuscular peak and a poorly defined peak in the evening (Figure 
3.12a). In contrast the fox displayed morning crepuscular activity and higher evening activity. 
Leporids had a relatively high level of nocturnal activity in autumn, as well as limited diurnal 
activity.  
Winter overlap coefficient was low (Δ = 0.66) for foxes and leporids, and their activity was 
significantly different during the winter diel cycle (W = 9.72, df = 2, p < 0.01). During this 
season activity curves for foxes and leporids were very similar to that of the annual overlap, 
with the predominant difference being that both morning and evening crepuscular peaks in 
activity, for leporids, were of very similar density (Figure 3.12b).  
Overlap during spring was lower still (Δ = 0.64), and once again foxes and leporids were active 
at significantly different times throughout the diel cycle (W = 19.06, df = 2, p < 0.01). During 
spring, leporid activity remained a similar shape to winter, with two defined crepuscular peaks 
and similar nocturnal activity (Figure 3.12c). The difference in overlap between foxes and 
leporids was predominantly seen where the peak in evening fox activity occurred ~2 hours after 
that of the leporids and the morning fox activity declined as the leporid activity increased 
sharply at mean sunrise. Also, where foxes displayed less diurnal activity in spring, leporids 
were active at higher densities throughout daylight hours, with the exception of inactivity 
between ~1:00 – 3:00 pm (Figure 3.12c).  
The overlap coefficient between the fox and leporid for summer (Δ = 0.60) was lower than that 
of any other season and predator-prey comparison. As with all other seasons and the annual 
overlap, red foxes and leporids were significantly active at different times of the diel cycle (W 
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= 30.14, df = 2, p < 0.01). In summer foxes and leporids had similar shaped activity curves, 
however, the dominant peaks for each species occurred at different times (Figure 3.12d). The 
morning leporid activity reached its peak as fox activity almost totally decreased. Leporids had 
a level of diurnality throughout the daylight hours, whereas foxes were inactive from ~ 11:00 
am – 4:30 pm. Overall, foxes were noticeably more nocturnally active than leporids. 
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Figure 3.12. Overlap plots comparing seasonal diel activity pattern density curves between red foxes (red line) and leporids (blue line) camera 
trapped in a fragmented landscape in south eastern NSW. Coefficient of overlap (Δ) is represented by the grey area and vertical dotted lines 
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 ∆ = 0.66  ∆ = 0.67 
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Chapter 4: Discussion 
4.1 The evaluation of annual and seasonal fox activity patterns  
The evaluation of species activity patterns and species activity pattern overlaps based on data 
captured by remote cameras is becoming a fundamental method of investigating animal 
behaviour (Frey et al., 2017). Individual activity pattern analysis for foxes in this study found 
that there was a significant difference in diel activity throughout the annual period of data 
collection. Differences in activity patterns across seasons could result from foxes changing 
their behaviour to follow changing prey behaviour (Gompper and Vanak, 2008), fox life history 
(Meek and Saunders, 2000) and climatic factors such as drought (Meek and Saunders, 2000; 
Kinnear, Sumner and Onus, 2002; Kay et al., 2000). As the camera traps were deployed in all 
available landscapes throughout the study location (a fragmented landscape), as well as being 
placed near landscape features favoured by foxes (e.g. established roads and tracks: (Moseby 
and Hill, 2011; Towerton et al., 2016)), the resulting data is representative of a ‘typical’ fox’s 
activity pattern in a fragmented landscape. The findings from this study can have implications 
toward the management of this species within the area surveyed, which will be discussed in 
detail in section 4.4 of this discussion.  
In this study across a full year foxes were active for approximately half of a diel cycle or 24 
hour period. There was not a single activity pattern that best described fox activity patterns; 
foxes in this study displayed nocturnal, crepuscular and diurnal activity patterns. Here it was 
shown that foxes were active 48% of a 24 hour period and this likely enabled them to prey 
upon a wide range of species with different and predictable activity patterns (further discussed 
in section 4.2: predator - prey species overlap) (Towerton et al., 2011, Towerton et al., 2016). 
The majority of the fox activity recorded here, stemmed from crepuscular and nocturnal 
behaviours with peak activities found at 6:00 am and 11:00 pm as well as early morning before 
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sunrise. Similar findings have shown that fox activity is predominantly detected before sunrise 
and just after sunset (Forsyth et al., 2014). It should be noted that in this study there were low 
levels of fox diurnal activity found. This is supported by the work of Meek and Saunders (2000) 
who, using radio collared foxes, also found foxes to be mostly nocturnal except for periods 
around the breeding season.  
Annual fox activity significantly differed by season. The implication of this finding was that 
the annual activity pattern was not representative for fox activity for every season. Fox 
management and control should therefore be tailored towards seasonal changes in fox 
behaviour demonstrated by this study. The significant difference in seasonal fox activity was 
driven by the summer season. Fox activity during autumn, winter and spring were not 
significantly different from each other. During the summer season, foxes spent less time active 
throughout the diel cycle than all other seasons; with an activity level approximately 20% lower 
than that of the annual period studied. Additional inferences involving summer activity 
patterns, as well as the activity patterns of other seasons are discussed in further detail in 
subsequent sections. The ability of this study to draw the conclusion that the activity pattern 
for the fox varies significantly depending on season was only possible due to the study being 
undertaken over a full annual period. Many other camera trap studies lack the data to infer 
comparisons on this scale, for example: Towerton et al. (2011) only surveyed autumn and 
winter of 2009, and Forsyth, Ramsey and Woodford (2019) only acquired fox activity data 
over a 64 day window from September to November in 2015. 
As previously discussed, autumn fox activity was not significantly different to the other seasons 
with the exception of summer. Even with this similarity between autumn and the other seasons, 
it is still necessary to examine seasonal fox activity in detail to make more accurate suggestions 
for fox control. Overall, during the autumn season fox activity was comparatively high and 
individuals were on average active for approximately 40% of the day. This amount of activity 
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is reflective of the life history for this species for this time of year, whereby the now almost 
mature foxes leave their family groups to establish new territory (Meek and Saunders, 2000; 
Kinnear, Sumner and Onus, 2002). After careful analysis of the fox autumn activity pattern, 
fox activity was found to be predominantly nocturnal (i.e. active from ~7:00 pm – 3:00 am). 
There was, however, also some level of diurnal activity that decreased steadily until after 
midday. As autumn 2019 was well below the average rainfall, this diurnal activity does not 
match findings from a study by Meek and Saunders (2000), that states that diurnal behaviour 
is only present during breeding season or after prolonged rainfall. As autumn and spring have 
a very high coefficient of overlap (∆ = 0.83), recommendations for fox control could be similar. 
The main differences seem to correspond with the changes in mean sunrise and sunset. The 
influence of dusk and dawn over fox behaviour is also seen in other related canid species, for 
example a study by Murray and St. Clair (2015) found that coyotes (Canis latrans) were 
biologically receptive to cues associated with the times of sunrise and sunset in varying 
seasons. This further highlights the importance of the inclusion of mean seasonal sunrise and 
sunset times as fox behaviour can be responsive to various photoperiods (Meek and Saunders, 
2000).  
Foxes had the highest recorded levels of activity during winter. During winter foxes were active 
for over half of the diel cycle; during this time the highest proportion of sightings were also 
recorded. Although during winter the greatest level of diurnal activity was recorded, it was also 
the season with the shortest period of daylight. The increased diurnal activity could have 
resulted from a multitude of factors; the majority of which stem from life history attributes of 
foxes. For example, in the south eastern region of Australia where this study was undertaken, 
female foxes come into oestrus in early winter (Anon, 2011) which could result in higher 
diurnal activity, as males would likely roam more for mating purposes (Saunders et al., 1993; 
Towerton et al., 2016). Additionally, females may be more active in winter as they have higher 
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energetic requirements to sustain healthy gestation (Meek and Saunders, 2000; Towerton et al., 
2016). This heightened fox activity could negatively impact agricultural practices in this winter 
season, via predation on vulnerable livestock, i.e. newborn lambs (McLeod et al., 2010; 
Towerton et al., 2016; Towerton et al., 2011), as well as native prey species that also breed at 
this time, i.e. Antechinus spp. (Stokes et al., 2004).  
Fox activity during spring had a high coefficient of overlap with both autumn and winter, 
though, as with these two latter mentioned seasons, the overlap with summer activity curves 
were relatively low. The most notable feature of the spring activity curve was the shift to 
crepuscular activity. Unlike winter and autumn, during spring there was relatively low levels 
of diurnal activity. Additionally, the lowest number of fox observations was in spring (n = 49) 
and the second lowest level of activity across seasons was recorded (36% activity). These lower 
levels are likely due to breeding and the care for newborn cubs (Towerton et al., 2016). It is 
known that the occurrence of the birth of offspring is between late winter and early spring, 
(August to September), where on average, four per family unit are born within this time (Anon, 
2011). These aforementioned factors may reduce roaming movement patterns by adults, 
resulting in lower chances of detection via the camera traps (Meek and Saunders, 2000). The 
lesser activity is supported in a study by Saunders et al. (1993), that found that male foxes had 
a reduction in activity of approximately 9% in spring compared to winter. Though anecdotal, 
it is worth noting that the first instances of emergence of juvenile foxes from their dens were 
captured by the cameras in this study, at noticeable levels by the end of spring and well into 
summer. The ratio of morning and evening crepuscular peaks in activity for foxes was almost 
directly contrasting to that of summer, discussed below. 
Summer seasonal activity for foxes was significantly different to that of any other season. 
During summer, the lowest level of activity for any season was recorded (approximately 29%), 
but it was this season that had the second highest number of fox observations overall. Much of 
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the fox activity was concentrated during the morning crepuscular peak, which as previously 
discussed, is opposite to spring during which higher levels of evening crepuscular activity was 
recorded. From the data collected in this study, juveniles continued to emerge from dens and 
were likely beginning to disperse by the end of the season, therefore conforming to well-known 
life history patterns for the species (McLeod and Saunders, 2001).  
Summer had the second highest number of observations (n = 55) of all the seasons, likely due 
to increased female foraging to support the energetic requirements of their offspring in early 
summer (Baker et al., 2007). The difference in summer could be due to the aforementioned 
stages in fox life history or because of factors relating to the unorthodox environmental 
conditions (i.e. drought conditions) within the period of this study (Kinnear, Sumner and Onus, 
2002). A study by Kay et al. (2000) found that fox density, and subsequently their activity, 
decreased in times of reduced rainfall and drought. Where data is expressed as ‘density’, this 
refers to the frequency of species sightings at a time as a fraction of the total sightings.   
The understanding of fox activity across seasons allows for conclusions to be drawn in order 
to alter and contribute to current fox control regimes, which are lacking some integral elements 
of their biology (Saunders and McLeod, 2007). The extent of seasonal comparisons in this 
study was only possible due to the data collection occurring continuously for a year, where 
other studies lack this ability due to only surveying for smaller periods throughout the year. 
For example, Towerton et al. (2011) conducted a study where camera traps were deployed in 
autumn and winter. However, their data was only collected for a maximum of 6 nights over 3 
week periods in these seasons; and Forsyth, Ramsey and Woodford (2019) based their camera 
trap work off of 64 successive days in spring. The fox activity found throughout the seasons 
somewhat matched that of the expected activity being mostly nocturnal, except for some 
diurnality in breeding seasons (Meek and Saunders, 2000). However, there were some 
differences that were found in this study, involving more widespread diurnal behaviours. 
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Additionally, the early morning, 1:00 – 3:00 am, rest in fox activity that was found from autumn 
to winter and also seen in other studies (Meek and Saunders, 2000) was, however, not seen in 
the summer season of this study. Summer was likely different due to environmental factors 
such as drought, which is known to not only affect fox behaviour directly, but also by affecting 
the availability of prey items (Kay et al., 2000; Claridge et al., 2010).   
4.2 Annual and seasonal predator – prey activity pattern overlaps 
Understanding interactions between invasive predators and their prey can be a key contributing 
factor in the success of pest control and threatened species conservation management. This is 
imperative when deducing conclusions involving the impacts of invasive predator species upon 
their native prey (Gompper and Vanak, 2008; Claridge, Mills and Barry, 2010). Published 
studies have made comparisons between foxes, and their common prey species that conform 
to the critical weight range (CWR), between 35 to 5500g (Kinnear, Sumner and Onus, 2002; 
Robley et al., 2014). In this study the prey species analysed, in size order were: the brown 
antechinus, rodents (the invasive black rat, brown rat and house mouse, and the native bush 
rat), long-nosed bandicoot, phalangeriformes (ringtail and brushtail possums) and invasive 
leporids (European rabbit and hare). As in section 4.1, the comparison between activity curves 
of predator and prey species was performed using circular statistics to highlight temporal 
changes in species’ activity throughout the diel cycle (Frey et al., 2017). As mentioned in the 
previous analysis of fox activity, the foxes would likely prey upon a wide range of species 
though with heightened affinity for native species as discussed by many authors (Stokes et al., 
2004; Claridge, Mills and Barry, 2010; Robley et al., 2014). This is seen in this study across 
the majority of the native species, particularly the antechinus and phalangeriformes (Triggs, 
Brunner and Cullen, 1984; Stokes et al., 2004). Do note the findings regarding the prominent 
avoidance of predation achieved by leporids that appeared to successfully adhere to the 
landscape of fear concept across all seasons surveyed (Gompper and Vanak, 2008). This theory 
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suggests that a prey’s fear of being preyed upon will influence their own behaviour and result 
in a possible shift in their activity patterns (Laundré, Hernández and Ripple, 2010). This could 
then in return result in the behavioural change of a predator in an attempt to realign its activity 
with its prey to maximise predation success (Gompper and Vanak, 2008). A predation concept 
that may need to be considered in respect to less adaptive activity patterns of possibly many 
native species, is ‘niche denial’. Niche denial is where landscape changes, (e.g. fragmentation), 
act as a key process toward species population decline attributed to a their inability to access 
suitable and available habitat niches due to predation pressures by invasive predators (Kinnear, 
Sumner and Onus, 2002). Therefore, in the proposed Berry wildlife corridor, the native species 
are not only unable to reach viable niches due to distance but also may be denied access to 
habitats. The ‘denial’ is attributed to the presence of invasive foxes across this entire landscape, 
because foxes are a highly mobile species that can readily travel between fragments or 
landscape patches (Kinnear, Sumner and Onus, 2002; Claridge et al., 2010; Towerton et al., 
2011). The specifics of the predator – prey annual and seasonal overlap activity pattern analysis 
for each prey species are discussed in further detail in the following sections. 
4.2.1 Foxes versus brown antechinus 
The annual activity pattern overlap between foxes and the brown antechinus both had activity 
patterns that were of similar shape, with strong crepuscular peaks and minimal diurnal activity. 
This finding was supported by a high overlap coefficient (∆ = 0.84). When closely comparing 
the activity of these two species it was easily observed that despite the activity peaks having 
similar shapes, they occurred at slightly different times within a 24 hour period. One possible 
reason for this may be that antechinus are altering their activity to avoid predation as can be 
explained by the landscape of fear theory (Laundré, Hernández and Ripple, 2010). Even though 
there was a high coefficient of overlap, there was a statistically significant difference between 
the annual activity of the fox and antechinus. This difference in the annual diel activity occurred 
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during the summer. In contrast, there was no significant difference in the diel activity between 
foxes and antechinus within autumn, winter and spring, with high overlap coefficients noted 
for these seasons.  
Throughout autumn, winter and spring, a behavioural trend was noted, whereby the fox activity 
appeared to trail that of the antechinus, with some minor differences across seasons. In autumn, 
the activity patterns were quite similar in shape, when antechinus activity peaked fox activity 
peaked soon after and then dropped off slower than that of the antechinus. The high overlap 
coefficient (∆ = 0.83) between foxes and antechinus, is supported by the finding that the two 
species’ activities are not significantly different. The similar activity between the fox and 
antechinus coincides with a key fox dispersal period (Moseby and Hill, 2011), hence, it is likely 
that heightened predation pressure is instilled by young foxes. 
Compared to autumn, the fox activity curve in winter was less similar to the antechinus as the 
overlap peaks were of a dissimilar shape during the morning twilight (~ 4:00 – 7:00 am) and 
diurnal hours (~10:00 am – 4:00 pm) but were almost identical to that of the antechinus from 
mean sunset into nocturnal hours (~ 6:00 pm – 12:00 am). Winter also showed a high overlap 
(∆ = 0.80) between the fox and antechinus and, therefore, as expected, the activity was not 
statistically different. This is likely due to the breeding season of the antechinus (Stokes et al., 
2004), as discussed in more detail below. 
Within spring, the activity peaks for this predator – prey overlap varied in density but occurred 
at similar times. The morning activity peak was greater as antechinus may possibly have been 
trying to avoid predation by foxes by increasing activity when fox presence was lower. 
Whereas, in the evening the opposite pattern was noted, with the fox activity being much higher 
than the antechinus. This may be due to fox behavioural plasticity, thus allowing fox activity 
to trail and achieve higher levels of density than that of the antechinus to possibly enhance 
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predation success (Gompper and Vanak, 2008). Though any occurrence of heightened fox 
activity and density above that of the antechinus could be influenced by the intense male 
semelparous mating behaviours of antechinus at this time, after which all males die-off (Stokes 
et al., 2004).  
Unlike the other seasons, in summer the activity patterns between foxes and antechinus were 
significantly different from each other throughout the diel cycle. Both activity curves showed 
strong morning crepuscular peaks, though the occurrence of the fox activity peak coincided 
with the rapid decline in antechinus activity. Additionally, the antechinus showed much less 
diurnal activity, and instead possessed greater, more consistent nocturnal activity than the fox 
throughout summer. The two main explanations for the differences in summer activity patterns 
could be attributed to the drought and warmer than normal conditions experienced during the 
study data collection periods, as previously discussed for the fox (Kay et al., 2000; Claridge et 
al., 2010). Also, the death of the male antechinus population as a result of their breeding season 
in winter, which temporarily reduces their population levels, resulting in less predation by foxes 
(Stokes et al., 2004). This was further supported by the decrease in activity levels over the 
summer period for antechinus (32% diel activity). These findings suggest predation of 
antechinus by foxes is prevalent within this fragmented landscape, as also found by other 
studies (Stokes et al., 2004; Claridge, Mills and Barry, 2010). The findings of antechinus 
predation are further supported by Stokes et al. (2004), who found that antechinus can be an 
integral part of a fox’s diet, making up somewhere between 20 to 30% of their diet. From the 
high likelihood of predation and the similarities in activity patterns across the majority of the 
seasons found in this study, it is very likely that foxes are at times altering their activity to 




4.2.2 Foxes versus rodents 
The annual activity patterns of foxes and rodent species were quite similar with a relatively 
high overlap coefficient (∆ = 0.80). The main difference was that the rodent’s density is higher 
for the crepuscular peaks and nocturnal hours as well as having no diurnal activity, unlike 
foxes. Despite the high overlap coefficient, the activity for foxes and rodents differed 
significantly. When undertaking seasonal comparisons, fox and rodent activity were 
significantly different in autumn and summer, whereas in winter and spring the activity of the 
two were not significantly different.  
For autumn, the rodent activity was strictly nocturnal whereas the fox had crepuscular, 
nocturnal and some diurnal activity. During autumn the highest overlap coefficient (∆ = 0.77), 
for fox versus rodent was recorded however, they were active at significantly different times 
throughout the diel cycle. Though it was untested in this study due to the inability to accurately 
distinguish rodents down to a species level, it is likely that the aversion to predation in this 
season was attributed to the ancestral behavioural traits of the invasive rodent species, not the 
native species (Anson and Dickman, 2013). This was demonstrated in a study by Orrock 
(2010), which found that a rodent species, deer mouse (Peromyscus maniculatus), that 
historically co-inhabited islands with island foxes (Urocyon littoralis), actively avoided areas 
where fox odour was present. This aversion to odour was absent in mice from nearby islands 
that were never home to these predators.   
During winter, the overlap coefficient was similar to that of autumn, however, foxes and the 
rodents’ activities were not significantly different. For this season, the rodent activity curve 
shape changed from strictly nocturnal, like autumn, to highly nocturnal with sharp crepuscular 
peaks near the mean times for sunrise and sunset. During this time foxes displayed a more 
nocturnal behavioural activity pattern. It is possible that in winter rodents altered their activity 
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patterns due to greater risk of predation as well as cooler temperatures. It is known that, due to 
the small stature of these species, drastic temperature changes can alter their activity (Diete et 
al., 2017).  
The activity curve for rodents during spring became definitively crepuscular near mean sunrise 
and sunset for this season. The fox activity curve also became crepuscular, though to a lesser 
extent than that for rodents. Predator – prey interactions were moderately high in spring as the 
overlap coefficient (∆ = 0.76) was elevated, however the activity of the two species was not 
significantly different. This similarity in activity of foxes and rodents is expected as findings 
by Claridge, Mills and Barry (2010), that used fox scat analysis, determined that both native 
and invasive rodents were significantly common prey species in the fox’s diet. 
Finally, for summer, the interactions between these animals occurred during the morning 
crepuscular peak. Apart from this, the activity curves were mostly different in summer, as the 
rodent activity curve shifted, similarly to autumn, to a largely nocturnal nature and the fox 
shifted its activity to mostly morning dominated crepuscular pattern of activity. The lower 
overlap coefficient (∆ = 0.69) was supported by the fact that foxes and rodents were active at 
significantly different times throughout the diel cycle for summer. It could be said that the 
rodents altered their activity due to higher chance of predation pressure. This was examined by 
Diete et al. (2017) who showed that multiple rodent species display levels of plasticity in 
response to climate shifts, habitat and change in predation risk. Data for Diete et al. (2017) was 
collected by camera traps deployed bi-monthly for periods of 2 – 14 days throughout 2014. 
This intermittent surveying style leaves more chance of missing important data, which would 





4.2.3 Foxes versus long-nosed bandicoots 
Similar to the annual activity patterns of rodents, the annual long-nosed bandicoot activity 
pattern was almost completely nocturnal, with only one minor peak during the morning hours. 
This light morning peak occurred at a similar time to the morning crepuscular peak for foxes, 
also the rise in nocturnal activity coincided with foxes, albeit at higher densities. The overlap 
coefficient is quite high, however, like the two previously discussed prey species (brown 
antechinus and rodent species), the activity patterns were significantly different. This 
significant difference resulted from the seasons of spring and summer.  
Individual seasonal differences were noted. Autumn overlap of activity pattern curves for the 
long-nosed bandicoot and fox was comparable to that of the autumn activity overlap for 
rodents. Similarly, the overlap coefficients were almost identical. There was, however, an 
obvious difference being that the bandicoot activity was not significantly different to that of 
the fox in this season. This is likely due to the bandicoot occurring in much lower densities 
than that of the rodents. The strictly nocturnal activity for bandicoots in autumn put them active 
at the same time as foxes, leading to the assumption that they were likely preyed upon by the 
fox. Though autumn did also house the lowest number of bandicoot sightings (n = 29). 
Similarly, a study by Claridge et al. (2010), noted a drop in the number of bandicoot tracks in 
autumn for multiple years of their study.  
In winter the activity pattern for bandicoots had a drastic change compared to that of autumn. 
The differences being reduced nocturnal activity with the addition of a very sharp crepuscular 
peak directly after the mean time of sunset for this season, followed by moderate level of 
nocturnal activity. This change could be in response to minimise predation, as the coefficient 
of overlap had some decrease compared to that of autumn. However, the fox and bandicoot 
were still active at the same time in winter as there was no significant difference between their 
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diel cycles. A study by Scott, Hume and Dickman (1999) found that, though bandicoots are 
capable of breeding all year round, oestrus is favoured in late winter especially in seasonal 
environments. This behaviour could have triggered the changes to their activity patterns due to 
nutritional requirements. However, the findings mentioned by Scott, Hume and Dickman 
(1999) who radio tracked a small number of bandicoots in Sydney Harbour National Park, 
would only hold relevance on a small scale. The findings from this thesis hold more relevance 
on a landscape scale. This activity pattern for bandicoots continued to noticeably alter in the 
following season, in this study.  
When comparing the bandicoot and fox activity for spring, initially a moderately high 
coefficient of overlap was noted (∆ = 0.76); however, the activity between these two species 
was significantly different. If focus is paid to the nocturnal portion of the curves, as well as the 
early morning crepuscular peaks, inferences can be suggested toward the bandicoot activity 
altering in response to possible predation. However, it is more likely that the difference in 
activity is due to the availability of food because of the drought. A study by Diete et al. (2017) 
found that the northern brown bandicoot (Isoodon macrourus) would switch to more 
plant/fungi based diet in the absence of sufficient invertebrate levels, hence, altering activity.  
By the summer season, the bandicoot activity curve had shifted back to a strictly nocturnal 
pattern whereas the fox activity curve, as previously discussed, had one large peak in activity 
in the morning and moderately low nocturnal activity. Summer had the lowest coefficient of 
overlap (∆ = 0.61) and showed that bandicoot and fox activity was significantly different. This 
result could possibly be explained by the climatic conditions for these seasons which occurred 
during a known drought; this has been linked to a reduction in bandicoot activity, and thus 
likely a reduction in predation by foxes (Claridge et al., 2010). Further to this, the pattern found 
in this study for long-nosed bandicoots also suggests that the species may be susceptible to 
niche denial. That is the species would likely be unable to reach available niches due to lack of 
73 
 
safe passage between fragments and heightened fox predation on this species (Stokes et al., 
2004). This is supported in a study by Claridge et al. (2010), in which it was found that the 
most common prey species present in fox scat was long-nosed bandicoot. Given that Claridge 
et al. (2010) was undertaken in a similar location to this study, it is likely that the foxes from 
this study also had a preference, albeit opportunistic, for bandicoots. 
 4.2.4 Foxes versus phalangeriformes 
Across the yearlong study conducted, phalangeriformes had a mostly nocturnal activity pattern 
with strong morning and evening activity peaks, particularly in early hours of the morning. 
Though the annual activity pattern for foxes possessed similar features, the morning peak in 
activity was approximately 2 hours later and of less density than that of phalangeriformes. Once 
again, the annual predator – prey overlap coefficient for these two animals was high (∆ = 0.77), 
however, the annual activity was significantly different from one another. Similarly, to the fox 
and antechinus overlap, the seasonal difference occurred because of distinct difference in 
activity during the summer season.  
In autumn, the analysis of individual season activity pattern overlap for phalangeriformes was 
strictly nocturnal. There was a high coefficient of overlap (∆ = 0.79) between foxes and 
phalangeriformes for this season, with almost identical activity from mean sunset until 
midnight; the activity was not significantly different. This, as well as the fact that the majority 
of the images of possums were captured when the individuals were on or near the ground, 
allows for the presumption that the foxes may have actively preyed upon these 
phalangeriformes (Claridge et al., 2010). This is further supported by two studies: 1) Triggs, 
Brunner and Cullen (1984) that found, through scat analysis, that ringtail possums made up 
58% of fox diet; and 2) Anson and Dickman (2013) stated that ringtail possums made up 60% 
of a fox’s diet.   
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For winter, the activity pattern of phalangeriformes changed to that of a more crepuscular 
pattern. Even though the overlap coefficient for this season was moderate (∆ = 0.69), foxes and 
phalangeriformes were not active at significantly different times throughout the diel cycle. This 
similar activity could be explained with the nocturnal activity of foxes closely matching that 
of the phalangeriformes. The more crepuscular behaviour displayed by the phalangeriformes 
in winter showed some adherence to the landscape of fear theory (Gompper and Vanak, 2008), 
whereby the possum species were likely trying to avoid the plastic behaviour of foxes. This is 
highlighted in a study by Anson and Dickman (2013) which used fox odours to determine that 
ringtail possums had developed behaviour to avoid foxes. These behaviours included; 
immediately ceasing to forage, employing escaping behaviour and some distress calling. 
Spring activity patterns for the phalangeriformes remained crepuscular, however, during this 
season nocturnal density noticeably increased. Fox activity for spring followed the activity shift 
of the phalangeriformes more closely. Foxes also had more similar nocturnal activity, as well 
as the further development of the crepuscular activity to match that of phalangeriformes, 
especially in the evening hours. Additionally, the overlap coefficient had become higher in 
spring (∆ = 0.76) and the foxes and phalangeriformes activity throughout the diel cycle was 
not significantly different. In spring, it again appeared as though fox activity was changing as 
its prey activity patterns changed, however, this trend did not continue in the same way in the 
following summer season.  
For the summer season, phalangeriform activity returned to an almost entirely crepuscular 
pattern with much lower levels of nocturnal behaviour noted. The overlap coefficient was 
lowest in summer (∆ = 0.64), and the two species were shown to be active at significantly 
different times throughout the diel cycle. Contributing factors that could be extensive enough 
to cause such a shift in activity include previously discussed effects of climate, or the high 
threat of predation from foxes. Claridge et al. (2010) found that brushtail possum populations 
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were higher where foxes are heavily baited, supporting the findings from this study that activity 
patterns could be changing in relation to fear or absence of the predator. Additionally, there 
has been rising instances of fox behavioural changes or adaptions, whereby they have been 
documented climbing trees. This change in behaviour opens up the availability of higher 
numbers of arboreal prey species including the brushtail possum (Mella et al., 2018) and other 
phalangeriformes. Even without this type of behavioural plasticity from foxes, it is evident that 
they are not only a predation risk to the studied larger phalangeriformes, as previously 
mentioned, but also smaller, more arboreal species (i.e. sugar gliders, feathertail gliders) 
(Claridge, Mills and Barry, 2010). In addition to this study capturing images of a small number 
of sugar gliders close to the ground, a study by Gracanin et al. (2019) found sugar gliders spend 
a significant amount of time foraging on the ground. This is an unusual finding because sugar 
gliders are thought to be an exclusively arboreal species and do not spend significant amounts 
of time on the ground. Given this change in sugar glider foraging behaviour, foxes have another 
prey species to access. Overall findings for foxes and phalangeriformes overlap suggests that 
phalangeriformes may be changing their activity in response to fox predation; possibly lending 
weight to a landscape of fear operating across the field sites investigated. Regardless, these 
findings lend further support the known behavioural plasticity of foxes in response to prey. 
4.2.5 Foxes versus leporids 
The annual overlap curves between foxes and invasive leporids were noticeably different from 
each other. The obvious feature for leporids was that the majority of their activity occurred 
within two clear crepuscular peaks that centred directly on the annual mean sunrise and sunset. 
Some of this leporid activity flowed into daylight hours, as well as there being a low density, 
albeit consistent nocturnal activity noted. This differed from the foxes who had higher 
nocturnal activity, and the crepuscular peaks occurred before sunrise and after sunset. The 
overlap coefficient for foxes and leporids was lower than that of any of the other analysed 
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predator – prey interactions (Δ = 0.67). In contrast to all other predator – prey overlaps, which 
showed some level of seasonal activity similarity to foxes, leporids activity was significantly 
different from foxes for every season.  
For autumn, leporids still had a strong morning crepuscular peak. Notably, where the evening 
peak would normally occur for leporids, the evening fox activity peak was high. Fox activity 
was much lower in the morning and during this time leporid activity dramatically increased. 
This trend of opposing activity levels was also present to a lesser extent during daylight hours. 
The difference in predator – prey diel cycles is supported by a review by Norbury and Jones 
(2015) which stated that in both Australia and native leporid and fox home ranges, predation 
had minimal effect on leporid population. These authors further suggest that leporids are able 
to more efficiently avoid predation by foxes.  
 When comparing the winter activity pattern curve between foxes and leporids, once again as 
fox activity increased there was a decline in leporid activity, and vice versa. This was 
particularly obvious during daylight hours. Additionally, the crepuscular evening peak in 
leporid activity began to decline as the evening fox activity began to increase, at lower densities 
than that of autumn. As with autumn, the winter activity patterns for the fox and leporid were 
also significantly different throughout the diel cycle. Further, Robley et al. (2004) showed that 
predation had minimal effect on leporids, as the leporid population fluctuated seasonally 
irrespective of fox control success. This suggests seasonal changes in leporid activity are likely 
a result of prevailing environmental parameters (Norbury and Jones, 2015). 
In spring, the morning crepuscular peak for leporids began to increase as the activity of the 
predator starts its decline. The evening leporid activity peak began to increase before that of 
the fox but sharply declined as fox activity levels drastically rose. As with the last two 
previously discussed seasons, the overlap coefficient was quite low (Δ = 0.64) and the leporids 
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and foxes were active at significantly different times of the day. There was an obvious trend 
across these three seasons, that showed an apparent avoidance by leporids of times within the 
diel cycle containing higher fox activity. As leporids are a historic prey item for foxes, evolving 
together across their historic native range, it can be argued that leporids have had more 
evolutionary time than native Australian species to adapt to a foxes predation strategies and 
plastic behaviour (Robley et al., 2014). A study by Barrio et al. (2010) treated experimental 
areas with fox odours and found that rabbits decreased their activity in these areas overall.   
Unlike the three seasons previously discussed, the activity pattern curve shapes of foxes and 
leporids, in summer, were very similar. It appeared almost as if the fox was attempting to mimic 
the activity pattern of the leporid, though the crepuscular peaks, which were present for both 
species, occurred at slightly different times. In the summer season, foxes altered their activity 
pattern to match the shape frequently displayed by the leporid activity pattern, possibly due to 
the lesser availability of native prey items (Claridge et al., 2010; Kay et al., 2000). Despite this, 
summer had the lowest overlap coefficient, and once again fox and leporid activity was 
significantly different throughout the diel cycle.  
There is a well held belief that foxes can help control leporid populations in Australia. 
However, findings from this study suggest that foxes either prefer native species outright or 
native species are an easier prey item because invasive pressure from foxes has not caused 
them to significantly change their own diel activity unlike that of invasive leporid species that 
co-evolved with foxes (Stokes et al., 2004; Barrio et al., 2010; Robley et al., 2014). 
Alternatively, there may simply be more native species available as prey than there are leporids 
in general. Nevertheless, the ability of leporids to change their diel cycle supports some 
successful adherence to the landscape of fear (Gompper and Vanak, 2008). 
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Throughout all predator – prey overlaps, it was clear that there were varying levels of 
behavioural plasticity across all species. The drought experienced during the study likely 
influenced both predator and prey species during the period of this study and therefore 
influenced their activity. From the activity patterns of the analysed native species, there was 
some support for the landscape of fear, however, much of the predator – prey seasonal overlaps 
were not significantly different. Surprisingly, the invasive leporids had what could be described 
as close to full adherence as possible to the landscape of fear concept. Overall, these findings 
highlight the importance of understanding the complex relationships between predator and 
prey.  
4.3 Limitations and improvements 
The two first notable limitations for this study involved factors relating to camera placement 
that led to undesirable distances between some sites. Firstly, due to much of the land within the 
study location (i.e. a wildlife corridor) being privately owned, gaining permission from land 
holders, to place camera traps, was not only time consuming, but often unsuccessful. This lack 
of permission led to some nonuniformity in site distribution across the landscape studied. 
Secondly, financial restraints led to a limit in the number of cameras being available. 
Additionally, picture quality was low in the camera traps used as the equipment was dated. 
This caused issues particularly when distinguishing between invasive and native rodents (e.g. 
Rattus fuscipes). The camera trap limit contributed to the gaps in the camera trap set up across 
the landscape, which could result in some biases in this study. These issues were not seen in 
two studies undertaken by Towerton et al. (2011) and Carter, Potts and Roshier (2019), where 
cameras were moved across up to 100 sites within a landscape, hence eliminating any possible 
bias caused by unnecessarily large gaps.  
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Another possible limitation to be considered for this type of study could be variation in the 
time that the sun rises and sets over differing seasons. With studies undertaken over shorter 
periods of time, this issue is of no great concern (Rowcliffe et al., 2014). However, as this study 
takes place over an annual time period, it is necessary to consider variations in sunrise and 
sunset dependent on season. The reason this issue could be a problem is that the peaks of 
activity in many species are usually in line with sunrise and sunset, hence variation of seasons 
could cause the overestimation of activity patterns and levels, giving an inaccurate 
representation for the species (Aschoff, 1966). These possible time misrepresentations were 
minimised, as mean sunrise and sunset times per season were carefully considered when 
making assumptions of activity. Consistency was maintained in this study by leaving all time 
in daylight savings time to allow for some level of standard. A possible solution for this time 
issue in the future could be to fit the Kernel density estimates to solar time (Rowcliffe et al., 
2014). Using the time stamp and latitude of a sample photo, clock time can be converted into 
solar time via the use of techniques developed by Nouvellet et al. (2012). Lunar time can be 
used alongside solar time, as it is based on light levels from moon cycles (Nouvellet et al., 
2012). This study did not implement this solar time method, as not applying it allowed 
suggestions for fox control to be based upon real (or clock) time for this geographical region. 
In the future, a combination of real time, solar time and lunar time could be utilised for 
increased accuracy.  
The final limitation, which was impossible to overcome within the scope of this study, was the 
extreme climatic influences that occurred within the duration of this study. The level of impact 
from the drought, cannot be known without a study duration extending across both drought and 
normal climate conditions. A further limitation, as a result of the environmental conditions of 
the time which included poor air quality and increased risk from the 2019/2020 summer 
bushfires, was that bait tubes were not able to be accessed safely during January leading to 
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possible reduced or altered olfactory attraction to sites. Though, bias from this should be 
minimal because bait tubes were not completely emptied throughout the year rather, bait was 
cumulatively added to tubes.  
Finally, more accurate representations of predator – prey activity patterns would only be 
achievable with a study that extends for multiple years. Comparisons, both seasonal and annual, 
would allow for accurate recommendations across a larger temporal scale. Nevertheless, this 
study constitutes one of the longest and most continual studies of predator-prey interactions in 
that data collection occurred across a 24 hour period for a full year. Similar studies had camera 
surveys of predator-prey interactions that lasted: a minimum of 30 days (Robley et al., 2016); 
six days across two weeks followed by five days across three weeks in two seasons (Towerton 
et al., 2011); or 40 successive days within each season across a year (Dorning and Harris, 
2019).  
4.4 Implications and management 
When considering the management of both the invasive pest species and the conservation of 
native species, simplistic control and management will likely not suffice (Kinnear et al., 2010) 
and certainly the proliferation of foxes across the majority of Australian climatic regions 
(Fairfax, 2019) is testament to the inadequacy of current control practises. Analysis of fox 
annual activity patterns, down to at least a seasonal level is necessary to make accurate control 
recommendations. Additionally, the complex nature of interspecific relationships, i.e. predator 
– prey interactions, needs to be considered. The addition of more complex management plans 
that involve contributing factors related to climatic conditions as well as the habitat and 
vegetative structures of a landscape especially need to be taken into account (Claridge et al., 
2010; Kinnear et al., 2010) when designing smarter fox control management plans. Particular 
care will need to be taken with planning and executing fox control, as even small fox 
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populations being present in an area could halt the reestablishment of vulnerable native species 
to an available niche (Kinnear, Sumner and Onus, 2002; Moseby and Hill, 2011). This planning 
involves identifying ideal time frames for seasonal shooting and baiting regimes. The more 
precise shooting times are of importance as much of the literature lacks specific time frame 
suggestions, opting instead for broader recommendations such as focusing shooting around fox 
dispersal seasons (Meek and Saunders, 2000; McLeod and Saunders, 2001; Saunders, Gentle 
and Dickman, 2010; Moseby and Hill, 2011). It is important to note that for all the 
aforementioned studies, the resulting recommendations for fox control and management were 
all retrospective of the data collected. A smarter method of fox control and management in an 
area would be to collect data for a full annual cycle to better understand fox behavioural 
patterns across seasons and to then tailor control around the times where foxes are most 
numerous and active.  
The use of 1080 poison (sodium fluoroacetate) for fox baiting is a favoured method of control 
throughout most of Australia (Saunders and McLeod, 2007). Numerous baiting regimes are 
currently in effect throughout the south eastern regions of Australia in an attempt to control 
foxes and therefore minimise native wildlife loss and conserve biodiversity, however, these 
programs cite a paucity of data for strategic baiting placement in specific areas (Robley et al., 
2014; Towerton et al., 2016). Although there are existing strong fox control designs, they do 
not span all landscapes where foxes are found and are rarely fully implemented, because of 
either financial restrictions, resistance from private land holders or lack of trained personnel 
(Carter, Luck and Mcdonald, 2011). It has been argued that for the highest chance of successful 
control, current control regimes would need to be maintained for several years and be 
undertaken simultaneously with shooting (Robley et al., 2014; Saunders and McLeod, 2007).  
In light of the above discussion, if using the full year of fox behavioural activity data collected 
in this study, control (i.e. shooting) could take place as follows. Fox control through shooting 
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during the autumn season would have most effect if undertaken close to one hour after the 
mean sunset for this season, approximately 7:30 pm daylight savings time, until around 2:00 
am. However, hunting could occur during the morning crepuscular peak, between 
approximately 5:00 – 7:00 am, which would end just before the mean sunrise for autumn. As 
baiting is often undertaken at this time of year due to the dispersal of young foxes, it would be 
ideal for heightened shooting efforts to occur simultaneously, to utilise the inexperience of 
immature foxes (McLeod and Saunders, 2001; Saunders and McLeod, 2007; Moseby and Hill, 
2011) and their known behaviour of active and enhanced movement patterns (Coman, 1988). 
For winter, this study found that despite higher levels of diurnality, it would still not have been 
advisable to hunt within these hours as the activity levels were still much lower than that of the 
nocturnal activity. This would likely have resulted in a definite reduction in hunting success. 
The recommended time period for shooting within winter would be during nocturnal hours 
between two hours after mean sunset and an hour prior to mean sunrise, (between 
approximately 8:00 pm and 7:00 am). For increased success the ideal time for hunting foxes 
during winter months would be around midnight hours as this is the highest peak in activity for 
this season. Increased hunting, as well as some baiting, in winter could be prudent as most 
control is targeted around other seasons when juveniles are emerging and dispersing. However, 
even though targeting juveniles results in higher control success, this can possess its own issues 
whereby the population dynamic may shift where older, wiser foxes remain and continue to 
avoid control attempts (McLeod and Saunders, 2001; Moseby and Hill, 2011). Of the overlap 
comparisons between winter and the other seasons, the highest coefficient of overlap was with 
spring, though recommendations for spring will vary and are discussed in detail below. 
As juvenile foxes begin to emerge from dens during spring, baiting and shooting are commonly 
implemented toward the end of spring, into summer (Anon, 2011; Kinnear, Sumner and Onus, 
2002). Findings from this study are similar and it is advisable that this period be recognised as 
83 
 
important when implementing both baiting and shooting. To fit the crepuscular pattern of this 
season, two strategic hunting periods would have been viable for the majority of spring. The 
recommended periods are: 1) from approximately 8:00 pm until 11:00 pm; and 2) from about 
3:00 am until mean spring sunrise (6:20 am).  
For summer, the morning period (between 4:00 am until 7:00 am), surrounding the mean 
sunrise time (6:04 am) would have been the most desirable time for hunting foxes. Despite 
some morning diurnal behaviour, foxes were not particularly active within daylight hours. 
There is some steady nocturnal activity, meaning that hunting would be somewhat effective 
when conducted during night time hours. However, the nocturnal activity densities were 
approximately half that of the morning peak which suggests that the most desirable period for 
hunting would be during the morning hours. As this is a dispersal phase for foxes, a shooting 
and baiting regime, as suggested by other studies, would be desirable at this time (Kinnear, 
Sumner and Onus, 2002; Moseby and Hill, 2011). 
The majority of baiting and shooting recommendations from this study, as discussed above, fit 
closely with the current regimes for fox control. These being that baiting and shooting should 
be done simultaneously, with the main focus of these methods being undertaken at fox 
reproductive and dispersal stages, late spring and late summer/early autumn. In addition to the 
above recommendations, undertaking supplementary fox control at times of the year dependent 
on the activity of focal native prey species, abundant in particular habitats, could be the key for 
successful conservation in landscape fragments when foxes are the main threatening process 
to native species. One example where sufficient understanding of a prey species’ activity could 
aid in successful fox control is that of the antechinus species. In Seven Mile Beach National 
Park, where there is an abundance of antechinus, fox control success could be seen if 
supplementary baiting, trapping and shooting is undertaken in the latter half of winter. This is 
due to the semelparous mating habits of male antechinus whose intense mating at this time 
84 
 
draws the attention of foxes (Stokes et al., 2004). This notion of aligning fox baiting around 
particular prey species activity and life history further highlights the importance of undertaking 
predator – prey interaction analysis on a landscape scale.  
Within the studied landscape the current fox control regime requires improvement through 
consistency of control, as not all private land holders are undertaking any form of fox control. 
Because of the inconsistency, any areas that are baiting are being rapidly re-established by 
foxes from neighbouring territories (Gentle, Saunders and Dickman, 2007; Robley et al., 2016). 
To combat the re-establishment of foxes to a newly baited landscape, control pressure will need 
to be maintained, which should lead to reduction in fox abundance across multiple regions 
(Meek and Saunders, 2000). A study by Gentle, Saunders and Dickman (2007) found that an 
additionally baited ‘buffer zone’ of 3 km outside of their focal area was not sufficient enough 
to prevent rapid fox immigration and population re-establishment. This issue further highlights 
how imperative a thorough and strict baiting regime is for the success of fox control and 
management. In general, more emphasis needs to be placed not only on baiting regimes, but 
on shooting regimes as well, as currently funding for these are low, though it is understandable 
that shooting cannot be undertaken throughout some parts of the landscape due to the proximity 
of residential properties and thus legitimate safety reasons (Saunders and McLeod, 2007). 
In addition to baiting and shooting, bush regeneration efforts should be made simultaneously, 
as this can work as a resolution for issues associated with niche denial. It has been found that 
increased native vegetation restoration in regions where 1080 baiting is undertaken can 
increase the biodiversity of native mammal species at a faster rate than only baiting (Claridge 
et al., 2010; Stokes et al., 2004). An example where niche denial was effectively abolished on 
a small scale, using a baiting regime, was seen in a study by Kinnear, Sumner and Onus (2002). 
The previously mentioned study found that by removing foxes from and around available 
niches allowed for the reestablishment and utilisation of the niches by native prey species 
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(Kinnear, Sumner and Onus, 2002). Where the establishment of natural vegetation is either too 
slow, or not feasible due to infrastructure, artificial aid should be considered or further 
developed to allow for native species survival between habitat fragments. In landscape scale 
environments, after severe weather conditions, i.e. drought, bandicoots and other small 
mammals require structurally complex habitats with appropriate vegetative understorey in 
order to thrive and avoid predation (Claridge et al., 2010). Hence, maintenance of this complex 
understorey structure after extreme events is crucial for successful reestablishment (Claridge 
et al., 2010). Similar findings have been noted toward the reduction of activity for other small 
ground dwelling species, including bush rats and antechinus (Catling and Burt, 1994). 
Examples of artificial habitats and corridors include: various ground refuges for small prey 
species, nest boxes, rope bridges and glider poles for phalangeriformes and properly designed 
wildlife crossings (Bissonette and Adair, 2008; Taylor and Goldingay, 2010). An ideal regime 
would include a well organised and executed combination of baiting, shooting programs and 
for habitat fragments to be connected by revegetation or for safe passage for prey to be installed 
between them (Mcdonald, 2018). Even the smallest fragments of remnant bushland, new or 
old, can be integral to the survival of small ground dwelling mammal species, as well as 
arboreal mammals (Lindenmayer et al., 2000).  
In conclusion, this study has shown the high level of importance of the sufficient understanding 
of the activity behind one of the main threatening processes in Australia, the red fox, and its 
native prey species. In terms of fox control and management programs, this study has 
highlighted the necessity to tailor aspects of these control regimes around the activity of prey 
species. The data from this study is congruent with current suggested baiting and hunting times 
but with some additions that could aid in the efficacy of future control programs within the 
Berry Region of South Coast of NSW. These recommendations can be supplemented with 
further understanding the interactions and activity overlaps of foxes and their prey. 
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Furthermore, control regimes, especially shooting, need to be seasonally specific, as annual 
activity patterns of a species are not representative of every season. The findings of this study 
will feed directly into the adaptive framework for fox control on a landscape scale on the South 
Coast of NSW. 
4.5 Future Research 
As this study only examined the activity and activity patterns of one predator species and 
predator – prey interactions of a small number of prey species, future research would benefit 
from the addition of analysing multiple predators, predator – predator interactions, along with 
their influence over a wider range of prey species. The addition of investigating species activity 
regarding both solar and lunar cycles, could provide a more in depth and unique understanding 
of fox activity. Future studies should also aim to increase the number of camera trapping sites 
across multiple landscapes, across multiple consecutive years to investigate in detail the 
influence of abiotic (e.g. climate) and biotic (e.g. food availability) parameters. Such a study 
could produce more accurate and precise recommendations for ongoing fox control and native 
species conservation efforts.     
4.6 Final remarks 
The findings from this study show that invasive foxes are active, to varying degrees, throughout 
the entire daily cycle, thus providing current insight into the behaviour and biology of this 
species in south eastern NSW. The data generated in this thesis can be utilised by private 
landholders, Local Land Services, National Parks and other government agencies when 
implementing future fox control. Additionally, further understanding of the degree of pressure 
that is placed upon prey species by foxes has been gained from this yearlong study, as well as 
highlighting a broader scope for considerations regarding conservation of native wildlife. As 
this thesis also comprehensively reviewed current camera trapping techniques for meso-
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predators, along with the associated activity analysis, this thesis can serve as a reliable primer 
for future similar research. To ensure the success of smarter future fox control programs, 
continuing to increase the understanding of both fox behaviour and their interactions with prey 
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