In this paper, we discuss an analysis for statistical tables with nondisclosure cells when the data are presented in tabular form. Iwasaki (1996, 1997) proposed procedures with the aim of imputing the values for nondisclosure cells. On the other hand, the major objective of this paper is to apply the methodology for estimation and hypothesis testing to the statistical tables with nondisclosure cells. The problem of statistical tables with nondisclosure cells is one type of incomplete data problems. Then, we use the nonignorable pattern-mixture model (Little (1993a); Rubin (1987) ). The pattern-mixture model requires prior information to identify the parameters of the model concerning missing data. We propose a procedure for estimation and hypothesis testing, which does not relate the distribution of nondisclosure cells to the distribution of disclosure cells. From this point of view, proposed procedure is different from any procedures based on common nonignorable pattern-mixture model, which use the model assumed for missing data mechanism. Computations for estimation and hypothesis testing are straightforward by using a direct Monte Carlo simulation method. In terms of this method, sensitivity to model assumptions can be easily assessed.
Introduction
Cell suppression has been adopted to protect data for individual respondents from disclosure when the data are presented in tabular form. Cell suppression is a standard disclosure limitation technique for statistical tables of aggregate data in the Census of Commerce in Japan. In Census of Commerce, local suppression is performed as disclosure limitation, which suppresses cell values. For example, if a particular cell contains only one respondent, the cell value is suppressed from publication in tabular form. Subtotals and totals specify linear relationships between cells in statistical tables, and so at least one other cell in the same row and column must also be suppressed. In these statistical tables, cell suppression involves disclosure cells and appropriately selected nondisclosure cells to ensure that a third party cannot discover confidential data by manipulating linear relationships between released and suppressed cell values.
Nondisclosure cells are obstacles for analyzing the statistical tables. When the nondisclosure cells are considered to be missing data, this problem is similar to incomplete data problems. Hair et al. (1995) pointed out that disclosure restrictions represent one type of missing data process. Various procedures for the treatment of incomplete data have been investigated by several authors (see, for example, Efron (1994) ; Little (1992) ; Little and Rubin is the set of observed data and Ymis is the set of missing data. The data y has covariate information X, where an (n x p) matrix X is completely observed . Rubin (1976) formalized models for the missing data mechanism by using the stochastic missing data indicator m , with entries 'in2 =1 if y2 is observed and 'lrz2 = 0 if y2 is missing .
The models of incomplete data usually specify a joint distribution of y and m . This specification for incomplete data can distinguish between the selection model and the patternmixture model. The selection model (Little and Rubin (1987) ) specifies the joint distribution of yand mas f (Y, m X, e, ) = f , (Y ( X, e)fm (m I Y, X, b),
where the first component characterizes the distribution of y given X indexed by a vector parameter 9, and the second component characterizes the missing data mechanism as a function of X and y indexed by a vector parameter t/'. Alternatively, the pattern-mixture model specification (Little (1993a); Rubin (1987) ) is given by
where the first component characterizes the distribution of y2 given Xi indexed by a vector parameter 4, in the strata defined by different missing patterns, and the second component characterizes the missing data mechanism as a function of X indexed by a vector parameter ir. Rubin (1987) used the term "pattern-mixture", because the marginal distribution of y is a mixture of distributions. The forms (1) and (2) are two different specifications of factoring the joint distribution of y and m. When m is independent of X and y, Rubin (1974) called the missing data "missing completely at random" (MCAR), and two specifications (the forms (1) and (2)) are equivalent. When the missing data are not MCAR, two specifications yield different models. Maximum Likelihood (ML) methods of incomplete data in the literature are based on the ignorable selection model of the form (1), where 9 and 'iL' are distinct parameters and the missing data are "missing at random" (MAR) (see, Anderson (1957); Lord (1955) ). The MAR condition is fm (m I Yobs, Yetis, X, '4,) = f m (m I Yobs, X, '/') (
Thus the conditional distribution of m given X and y does not depend on missing components of y. Rubin (1976) showed that the likelihood of 0 and b is obtained by integrating Yetis out of the joint distribution of y and m in the form (1). Under the MAR condition, Rubin called the missing data mechanism ignorable for likelihood-based inferences. Much of the theoretical study on incomplete data has made a fundamental distinction between ignorable and nonignorable missing data mechanisms. When the cell suppression is regarded as the missing data mechanism, it corresponds to nonignorable missing data mechanism. We usually have no data with which to estimate the distribution f, (y I X, m = 0, r,) in the pattern-mixture model (the form (2)), because this distribution relates to missing data. If we have some information for the distribution fy(y I X, m = 0, 4,), the pattern-mixture model provides more flexible models for missing patterns than the selection model does. Little (1993a) and Little and Wang (1996) showed some merits of using the pattern-mixture model.
Ignorable missing data mechanism
When the missing data mechanism is ignorable (MAR condition), the selection model (the form (1)) easily applies to an analysis for incomplete data (see, for example, Little (1992); Little and Rubin (1987) ). An analysis based on the ignorable selection model considers that the distribution of missing data is the same as the distribution of observed data. Therefore, when the covariates X are complete and the missing values of y are missing at random .(MAR), incomplete cases contribute no information to the regression of y on X. Little (1993a) pointed out that ML estimates for the pattern-mixture model with complete-case restrictions are the same as the result of Buck's method (Buck (1960) ; corrected in Beale and Little (1975) ). Buck's method is based on the ignorable selection model. The pattern-mixture model requires restrictions or prior information to identify the parameters of the model. Complete-case restrictions tie unidentified parameters to identified parameters in the stratum of complete cases. When the data y is linearly related to covariates X in both observed data and missing data, we suppose:
where the parameter ~3 is a (p x 1) vector. As before, let y denote the data that would occur in the absence of missing values. We write y = (yo S, ymis)T, where yobs is an ((11 -m) x 1) vector and ymis is an (in x 1) vector. Then, we get the expected values: E(yobs) = Xobs/3obs, E(ymis) = Xmis/3mis, where an ((n -m) x p) matrix Xobs and an (m x p) matrix Xmas are the observed data corresponding to yobs and ymis, and a (p x 1) vector ~3oi and I3mis are unknown parameters. We define the parameter I3obs and f3mis as the observed data's parameter and the missing data's parameter, respectively. Observed data allow us to estimate /3obs as well as cobs. However, we have no data to estimate f3mis. Complete-case restrictions mean that the estimates of and /3obs and cobs are used as plausible values for /3mis and ymis; that is, 2 ^2 I3mis = /3obs, Oils = &obs.
2.3. Nonignorable missing data mechanism In practice, we have a suspicion that data sets with missing data are not under MAR condition. For example, this suspicion exists in sample surveys of income, where some persons may be less willing to answer. Even if the missing data are non-MAR condition, the pattern-mixture model provides flexible models for missing patterns.
In order to consider nonignorable missing data mechanism, Rubin (1977) proposed a method based on Bayesian techniques in a subjective sense. Rubin illustrated the specification of the prior distribution using two subjective parameters, 81 and 82. The parameter B1 is the subjective coefficient of variation for ymis, and the parameter 82 is the subjective coefficient of variation for the mean ymis. For example, letting Bobs and 8~Z)s be the i th components of I3obs and /3mis, respectively, @m2is will fall in the interval r3obs (1 + 20k).
Works about nonignorable incomplete data concentrate on considering plausible models for missing data mechanism. Some models of missing data mechanism are considered by Baker and Laird (1988) , Brown (1990) , Chambers and Welsh (1993) , Fay (1986) , Glynn, Laird, and Rubin (1993) , and Park and Brown (1994) . These results of analysis may strongly depend on the models assumed for missing data mechanism. Baker and Laird (1988) , Brown (1990), and Fay (1986) have considered that inference assuming the missingness of a variable Inference for Statistical  Tables with Nondisclosure  Cells depends only on the value of that variable. These assumptions are used in the cases of having no information of missing values. However, the most obvious source of model assumed for missing data mechanism is any information of missing values. Glynn et al. (1993) described the application of multiple imputation to estimation when nonresponse is nonignorable and follow-up data are available for a sample of nonrespondents. They made a model of missing data mechanism by using follow up data. In this paper, we use available information of nondisclosure cells as the distribution of missing data in the pattern-mixture model.
3. Estimation and hypothesis testing by using the proposed procedure 3.1. Conditions of cell suppression Available information of nondisclosure cells are obtained by relationships between subtotals and released table values. These relationships are due to the procedure for select nondisclosure cells, which is considered as missing data mechanism. Therefore, to obtain available information of nondisclosure cells is the same as to detect the nonignorable missing data mechanism. Some procedures to select nondisclosure cells have been proposed (Carvaiho, Dellaert, and Osorio (1994) ; Cox (1980 Cox ( , 1995 ). We elucidate the cell suppression as follows, without referring to procedures to select nondisclosure cells.
Let A denote a single two-way table, comprising r internal rows and c internal columns. Table A contains (r + 1) (c + 1) entries: rc internal entries a2~ , i = 1, ... , r, j = 1,.. . , c arranged as the first r rows and c columns of A; r row totals, a2,~+i arranged as the (c+ 1)th column of A; c column totals, ar+1 ,j arranged as the (r + 1)th row of A; and the grand total appearing as entry ar+1,c+1 of A. We define for each cell of the table A a suppressing-data indicator M= ('rnjj), taking value 1 if the cell is released and 0 if it is suppressed, such that min _ 1, if a23 is released, 0, if a23 is suppressed. Example 1. A statistical table with cell suppression. Table 1 is an example of a statistical table with cell suppression, where m = 3, is = 4. In Table 1 , the cells marked (X) represent nondisclosure cells, which are the cells(a11, a13, a21, a23). When nondisclosure cells exist in a row or a column, at the least two nondisclosure cells of the same row or column should be included. This treatment ensures that anyone could not calculate the values of nondisclosure cells from relationships between subtotals and released cell values. For example, if the value of nondisclosure cell a13 is released at 5, all and a23 would be directly calculated as all = 45 -(15 + 5+20) = 5; a23 = 90-(5+55) = 30. Also, we could calculate the value of a21 as a21 = 55-(5+40) =10. Let s be the total number of rows and columns, which include nondisclosure cells. Then the number of constraints is s -1. Since, two rows and two columns include nondisclosure cells in Table 1 , the number of constraints is 3(= 4 -1). 
These steps of calculation (the forms (9) and (10) of suppressed values are, 0 < all < 10, 0 < a13 < 10, 5 < a21 < 15, and 25 < a23 < 35.
Thirdly, we illustrate the condition of nondisclosure cells, by using the constraints and the intervals of suppressed values. Suppose that the set of nondisclosure entries of a statistical table A are denoted by an (m x 1) vector amis: The number of nondisclosure cells is in. The constraints between nondisclosure cells are written as
where an (s x m) matrix B indicates the relationships between nondisclosure cells concerning the constraints, and an (s x 1) vector v indicates the constraint constants: The number of constraints is s(m > s). We make a nonsingular matrix B* (B* = (BT CT)T), where an ((in -s) x m) matrix C is any matrix that makes the matrix B* nonsingular. Inaba and Iwasaki (1996) showed how to select the matrix C for Monte Carlo simulation. Also, we make a vector v* (v* = (71T uT)T), where u = Camas. Then, by using B*, Eq. (11) where B1 is an (s x s) matrix, B2 is an (s x (m-s)) matrix, C1 is an ((in -s) x s) matrix, and C2 is an ((in -s) x (in -s)) matrix. We exchange the column vector of the matrix B that makes the matrix B1 upper triangular. And, the element of the vector anus is exchanged the same. Also, we make C1 and C2 a null matrix and an identity matrix, respectively. Thus, the matrix B* becomes nonsingular, because B1 is an upper triangular matrix, C1 is a null matrix, and C2 is an identity matrix. Here, we briefly illustrate the condition of nondisclosure cells by Example 4.
Example 4. The condition of nondisclosure cells. For the data of Table 1 , the relationships between nondisclosure cells are shown as the form (11): The (3 x 4) matrix above corresponds to the matrix B in Eq. (11), which indicates the relationship between nondisclosure cells concerning the constraints. We exchange the 1st column vector for the 2nd column vector of this matrix, and write as the form (12): Inference for Statistical  Tables with Nondisclosure  Cells where the 4th row vector: (0 0 0 1) corresponds to the matrix C , and u = a23. Finally, we
give the condition of nondisclosure cells as the form (13): 3.3. Proposed procedure Here, we propose a procedure of estimation and hypothesis testing based on the nonignorable pattern-mixture model, which uses available information of nondisclosure cells. The procedure does not use the information of the distribution of disclosure cells, but uses the information about the constraints and the intervals. Iwasaki (1994) proposed a graphical representation of the result of Monte Carlo simulation (in a repeated imputation-like procedure (Rubin (1987) ) for analyzing the statistical tables with missing values. This graphical representation is an approximation to the Bayesian posterior distribution of missing values. We use this idea for assessing the result of estimation and hypothesis testing.
A procedure, for estimation and hypothesis testing on the statistical tables with nondisclosure cells, is as follows:
Step 1 Calculate the constraints and the intervals of nondisclosure cells.
Step 2 Assume the distribution of nondisclosure cells.
Step 3 Generate the values of nondisclosure cells for N times.
Step 4 Apply the complete-case analysis for estimation and hypothesis testing by using the data, generated in
Step 3, instead of suppressed data.
Step 5 Assess the results of estimation and hypothesis testing for N times, like Iwasaki (1994)'s technique.
Step 1 and 2 are the steps that specify the distribution of nondisclosure cells, which are described in Section 3.2. Here, we assume that the distribution of nondisclosure cells is uniform, and we use this distribution as fy(y X, m = 0, 0) in the pattern-mixture model (the form (2)). Thus, we may consider that u is the vector of uniform random numbers, whose elements are mutually independent. Therefore, we can generate values of nondisclosure cells by using u for Monte Carlo simulation in Step 3. For the data of Table 1 , we may consider that 'u is the uniform random numbers on interval (25, 35) (see, Ex. 3 and Ex. 4).
Numerical examples
We illustrate two examples of analysis for statistical tables with nondisclosure cells. The first example is based on ignorable selection model (Ex. 5). The second example is an example of the proposed procedure, which uses the results of Ex. 4. Although we concentrate on hypothesis testing in this example (Ex. 6), we can carry out estimation for the model parameters as well.
Example 5. Hypothesis testing by using the ignorable selection model. In this example, we regard the values of nondisclosure cells as the missing data, which are under MAR condition. We apply the ignorable selection model for the data of Table  1 (see, Section 2.2). Since the data of Table 1 are presented in tabular form, the set of covariates X is chosen to make the row effects and the column effects. When y given X is normal, least squares computations yield ML estimates (Little and Rubin (1987) ). We consider a simple model (the form (4) 
where the set of parameters {3; i =1, 2, 3} indicates the row effects, and the set of parameters {'yj; j =1, 2, 3, 4} indicates the column effects. The data of Table 1 is incomplete, which include 8 complete-cases and 4 missing cases. Here, we apply Buck's method (Buck (1960) ; corrected in Beale and Little (1975) ), which is based on the ignorable selection model. With this method, (1) estimate the parameters using complete-cases, (2) fill in predicted values of missing data, and (3) use complete-case analysis with adjustments of variance. Table  2 shows an ANOVA table with correction of degrees of freedom (see, for example, Iwasaki (1994) ), and Table 3 shows predicted values for nondisclosure cells, which are imputed values substituted for suppressed values.
In Table 2 , the F-ratio for testing H01(,31 = ,Q2 = ;Q3 = 0) is 16.29, and the P-value is 0.058. It is difficult for us to judge whether the null hypothesis is rejected at 5% level of significance or not. In this approach, we fill in predicted values as substitutes for suppressed values. Almost predicted values for nondisclosure cells, in Table 3 , are not considered within the intervals of them (see, Ex.3). This suggests that the missing data mechanism is non-MAR condition in this example.
In Example 5, we assumed that the values of nondisclosure cells are suppressed under the MAR condition. However, we do not test for the MAR condition. Tests for the MAR assumption are highly sensitive to model misspecification (Little (1985) ). On the other hand, the MCAR assumption is less restrictive than the MAR condition. One way of assessing the MCAR assumption, in an informative way, is to compare the means of observed values of each variable between groups defined by whether other variables in the data set are missing or not (see, for example, Hair et al. (1995) ). The other tests for the MCAR assumption are proposed by Little (1988) , Simon and Simonoff (1986), and Simonoff (1988) . Although MAR and MCAR are closely related for many models, they are not equivalent in general Table 2. ANOVA table Inference for Statistical Tables with Nondisclosure Cells (Heitjan and Basu (1996) ). Likelihood inferences do not require the MCAR condition but require the MAR condition.
Example 6. Hypothesis testing by using the proposed procedure. We apply the proposed procedure to the data of Table 1 for hypothesis testing, and compare the result with the result of Ex. 5, which uses the ignorable selection model. We adopt the form (14) as the model, and assume the distribution about nondisclosure cells, as described in Ex.4. We generate values of nondisclosure cells at 200 times in Monte Carlo simulation. The uniform random numbers are generated by using SAS procedure IML (SAS Institute (1988)) macro. With this macro, we do the complete-case analysis for hypothesis testing. Figure 1 shows the P-values concerning two null hypotheses(H01 : ~~ = 12 = /33 = 0, Hoe : = 'Y2 = 73 = = 0). We can understand that, in Figure 1 , the extent of 200 plots almost covers the possible range of P-values. Then, we can assess the results of two null hypotheses from Figure 1 . In this procedure, we assume that the distribution of nondisclosure cells is uniform. Therefore, we may not assess the distribution of plots, but assess the extent of plots. In Figure 1 , we indicate six plots among 200 plots for helping to assess the results. Plots indicated by "A" and "F" are the plots which have extreme values of nondisclosure cells. Plots indicated by "B" and "D" are near the 5% level of significance for testing H01, and plots indicated by "C" and "E" are the plots which take the minimum and the maximum P-values for testing H02, respectively. The values of nondisclosure cells of these plots are indicated in Table 4 If the value of all becomes within 1 to 7: 1 < all < 7, we can reject the null hypothesis 1101(81 = ,32 = 83 = 0) at 5% level of significance. Also, the P-value for testing H02(^y1 = 72 = ^~3 = = 0) certainly becomes greater than 0.1. However, it hardly becomes greater than 0.5. These results are different from the results of Ex. 5: the P-value for testing H02 is 0.501. Thus, suggestions obtained through these representations are quite powerful for judgment of hypotheses testing in this example. 
Conclusion
In this paper it has been shown that the proposed procedure, by using Monte Carlo simulation, can be effective in hypothesis testing for statistical tables with nondisclosure cells. These representations upon proposed procedure, such as Figure 1 , include all possible results obtained from available information of suppressed data. Therefore, we can judge the results from these representations.
Also, we do not use the information of released data , in order to assume suppressed data. From this point of view, the proposed procedure is different from any procedures based on common nonignorable pattern-mixture model, which use the model assumed for missing data mechanism, as described in Section 2.3. Therefore, if we have some information of missing data, the proposed procedure can be effective for analyzing general incomplete data problems. In addition, the results obtained by using this procedure are not influenced by model assumptions for observed data.
