Carlo methods with a high number of simulation runs. Few approaches based on interval arithmetic were not successful due to tremendous overapproximations. In this paper, we describe an innovative approach computing transient and DC simulations of nonlinear analog circuits with symbolic range representations that keeps correlation information, and hence has a very limited overapproximation. The methods are based on affine and quadratic arithmetic. Ranges are represented by unique symbols so that linear correlation information is preserved. We demonstrate feasibility of the methods by simulation results using complex analog circuits.
I. Introduction
The impact of parameter variations in microelectronic circuits is increasing due to downsizing. The verification of circuits under presence of uncertainties like process variations, drift, aging, noise, etc. is still a challenge. Consider the illustration in Fig. 1 showing a specified tolerance scheme in time domain. The desired objective is to prove that under presence of given parameter deviations the circuit's outputs do not exceed the specified tolerances. Monte Carlo or corner case simulations [13] need a large number of simulation runs to compute output signals. Nevertheless, they only provide limited reliability. Sensitivity analysis [8] gives some information about the impact of parameter variations on circuit behavior, however, the inclusion of all possible results is not guaranteed.
Range arithmetics offer an alternative to explore systems under parameter variations computing bounds for possible output signals as shown in Figure 1 . In this context, interval arithmetic (IA) [11] plays a key role. Hansen [7] proposes a methodology to compute outer solutions for linear interval equations, whereas Neumaier [12] describes how to solve general equation systems using interval arithmetic. Unfortunately, IA leads to very high overapproximations that restrict applicability of this approach.
A promising area has been entered by the introduction of affine arithmetic (AA) [1] . In contrast to IA, affine arithmetic preserves linear correlation information throughout the computations. Hence, the overapproximation of the results -especially in the case of longer computation chains -becomes smaller. In [9, 14] some approaches based on IA and AA for the worst case analysis of linear analog circuits are presented. Femia [4] reviews some small analog circuits with parameter variations assuming an explicit mathematical formulation for the output of interest. In [5, 6] , simulation of mixed-signal systems at block level is described. Nevertheless, the approach is restricted to almost linear systems with explicit formulations.
In this paper, we present a novel approach for affine simulation of analog circuits at transistor level in DC and transient domain. The main benefit of the new approach is the capability to solve nonlinear implicit equation systems with affine arithmetic. Parameter variations are described by affine forms using a symbolic representation. The simulation results contain a combination of those symbols indicating the contribution of each parameter's variation. Furthermore, we present new extensions that reduce overapproximation significantly by replacing AA evaluations by quadratic arithmetic. The experimental results show that the proposed algorithms cope with analog circuits (FET-circuits) of relatively high complexity.
The remainder of this paper is organized as follows: In Section II we give an overview of affine arithmetic. Section III describes the implemented algorithm in detail and gives some characteristics how to analyze circuits in DC and transient domain. Section IV presents the enhancement considering quadratic arithmetic which additionally reduces overapproximation. The experimental results are presented and discussed in Section V.
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II. Affine Arithmetic
Affine arithmetic defines operations on affine forms (AF) which are first degree polynomials (Eq. 1). Affine forms and operations will by denoted by (ˆ) in this paper. An affine form is made up by a central value and a sum of deviations x i ∈ R scaled by formal symbols ε i , also called noise symbols. To avoid misunderstandings in relation to noise definitions in circuit theory, we call the symbols deviation symbols.
Each ε i corresponds to a distinct property throughout all computations and might accept a real value within [−1, 1].
Nx is a set of positive integers. The radius is the total deviation of an affine form defined by the following formula:
Mathematical operations on affine forms return a new affine form and can be separated into two classes: linearf [l] and nonlinear operationsf [nl] . Linear operations include addition, subtraction and scalar multiplication. They provide exact results and do not generate further deviation terms.
In contrast, each nonlinear operation is approximated by a linear operation introducing a new (independent) deviation term y k ε k indicating the approximation error.
Note that each computation chain can be expressed by a sequence of fundamental functions (e.g. e x , log(x), x n , ...), so that only implementations of those functions are required.
There are several ways to approximate nonlinear operations. Geometrically, these methods enclose the nonlinear curves by parallelograms as shown in Fig. 2 . The properties of the parallelograms are extracted by the monotony information of the operation. The methods guarantee the inclusion of the exact solution:
The parallelogram's area corresponds to the approximation error which depends on the nonlinearity of the operation and the radius ofx affecting the convergence of the algorithm presented in the next chapter. 
A. Affine Parameter Description
For a better understanding we point out the advantage of affine arithmetic compared to interval arithmetic. Describing circuit parameters with deviations can be split up into two categories. The first category deals with various parameter deviations which are not correlated (e.g. two discrete resistors with different process parameters). In this case, we use formulations with different symbols ε 1 and ε 2 :R
The second category deals with linearly correlated parameter variations. For example, the width of (linearly) matching transistors can be described as follows:
More general, manufacturing tolerances are modeled by a normal probability density function pdf defined by the mean value and the covariance matrix [3] . The equidensity contours of a normal pdf are n-ellipsoids defining a tolerance body (e.g. 3σ-body). Since superposition holds, affine descriptions permit combinations of (linearly) correlated deviations describing a n-dimensional convex hull which approximates the n-ellipsoids. Note that conventional interval arithmetic provides only the possibility to describe uncorrelated parameter deviations (n-hypercubes). Consequently, a differential operation of the W , as it often appears implicitly in analog circuits, provides a result containing 2W 1 in contrast to affine arithmetic yielding 0.
III. Circuit Simulation with AA
The idea of affine simulation was initially applied to block diagrams describing almost linear control loops [6] . Theory of linear systems allows us to give an explicit formulation of the output quantities as functions of input quantities and inner states in case of dynamical systems. This approach has been extended to blocks with small nonlinearities -but still including only explicit formulations.
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A. Mathematical Circuit Model
At transistor level, analog circuits are ordinarily described by nonlinear differential algebraic equation systems (DAEs). Quantities like node potentials and branch currents are determined implicitly. This property requires an alternative approach to solve equations with affine arithmetic providing an outer inclusion of all possible results with respect to parameter variations.
For DC-analysis all time derivatives are eliminated, so that the DAE-System is reduced to a nonlinear equation system:
Variables are denoted by x, whereas parameters are described by the vector p. Circuit description for transient (TR) simulation extends the nonlinear equation system to a DAE by time derivatives. Generally, a closed-form solution can not be obtained due to nonlinearities. Therefore, TR analysis uses numerical methods. These methods, such as implicit Euler or trapezoidal method, substitute the time derivatives by difference quotients mapping the DAE to a nonlinear equation system.
Handling of previous time step solutions x n−k in affine simulation is an open issue. We propose the introduction of an extended parameter vector p x combining circuit parameters and all x n−k :
For simplicity, we use p for the extended parameter vector in the following.
B. Affine Solutions
Starting point is an equation system which contains variables x and parameters p. Note that usually, since at least one parameter is range valued, the solution contains range valued variables as well.
Besides the equation system, the Jacobian J and the derivatives with respect to the parameters P are required.
In Alg. 1 the proposed algorithm for nonlinear equation systems is presented. In the first steps (1-4) , the initial affine solution is computed. First, the nominal solution, usually obtained by Newton-Raphson method, is computed and assumed to be the central value of the affine solution. Therefore, we replace all parameters with their central values. In Step 3, the equation system is linearized in the operating point with respect to the variables and parameters. Considering the partial derivatives, we get the linear dependency (sensitivity) of the variables according to the deviations of the parameters. Note that, if the equation system contains at least affine expressions (linear systems with constant parameters and variable inputs) the initial affine solution is exact and the algorithm ends. As the equation system contains nonlinear expressions, the initial affine solution is usually an underestimation of the exact result, thus it has to be extended to preserve the inclusion of the exact solution area (shaded area). This idea is comparable to the affine extension used for nonlinear approximations shown in Sec. II. To guarantee the inclusion condition, each variable is extended by one (independent) extended deviation (ED). The initial guess is assumed to be 10 % of the radius of the initial affine solution. In the following steps the EDs are computed iteratively. In Step 11, the equation system is evaluated using affine arithmetic. The affine residual vector includes the origin since the nominal solution is part of the affine solution computed so far. Furthermore,r contains linear combinations of deviations corresponding to the ED introduced in Step 10 and further deviation terms arising from nonlinear operations. Based on this result, we can map the residual on an n-dimensional polytope spanned onto the Cartesian Space described by ε ED . For simplicity, the graphical interpretation is shown in Figure 3 for a single dimension. The parallelogram represents an overapproximation of all possible residuals due to the actual solution. The exact manifold is indicated by the shaded area inside the parallelogram. Consequently, all zeros are included in the parallelogram as well. In order to find the entire set of zeros, we have to resize the parallelogram computing the maximum or minimum zeros respectively 9A-2 (denoted as possible zeros in Fig. 3) . Therefore, solving the linear affine equation system (Step 14) is required. The entries of the real valued matrix M ED are the deviations of the residual vectorr corresponding to the EDs. The right-hand-side vectorr contains the central values and all deviations ofr except for the EDs. As the righthand-side is an affine vector, the scaling vectorλ is also affine. The maximum/minimum zeros are computed by the maximum/minimum ofλ (Lines 16-19) . Hence, the algorithm ends as all entries of λ converge to unity. 
Algorithm 1 AAFSolve
1: x 0 ← F(x 0 , p 0 ) = 0 2:x ← x 0 3: J| x 0 ,p 0 · (x − x 0 ) + P| x 0 ,p 0 · (p − p 0 ) = 0 4:x ←x − J −1 · P · (p − p 0 ) 5: ifF(x) = 0
IV. Quadratic Arithmetic
In this chapter, we present an extension of the affine arithmetic which we call quadratic arithmetic (QA) [10] . Quadratic affine forms (QF) will be denoted by (˜) in this paper. A QF consists of a central value, a sum of linear terms representing linear deviations scaled by formal symbols and a double sum of quadratic terms representing quadratic deviations.
Similar to affine arithmetic each ε i corresponds to a distinct property throughout all computations and might accept a real value within [−1, 1] whereas Nx is a set of positive integers. For quadratic deviation symbols we make the following assumption:
Computation of the exact total deviation is more complex because the QF is not symmetrically anymore. Furthermore, the linear terms are correlated with the quadratic terms which provides solving a combinatorial problem to get the exact total minimum and maximum. For simplicity we use a straightforward computation neglecting the correspondence between ε i and ε i j and the modified interval of ε ii :
In contrast to AA, the multiplication and the square function of AFs are exact in case of quadratic arithmetic. Other nonlinear functions are approximated by quadratic polynomials. Taylor series expansion (Fig. 4) is a well-established method but it is not ideal in terms of approximation error. To reduce overapproximation we formulate the optimization problem of finding the best quadratic approximation for fundamental functions which is known as the mini-max approximation. Given a function f (x), x ∈ [x lo ..x hi ], we find the quadratic approximation q(x) with the minimum approximation error r(x):
Finding the mini-max approximation is expensive. Therefore, we propose the Chebyshev approximation based on the Chebyshev polynomials. The problem can be mapped on finding the optimal grid points z 0 , z 1 and z 2 inside the given interval reducing the approximation error. The error is bounded by the function:
Taylor k Since we do not know the value ξ , we take the monic polynomial expression into account trying to minimize it. Modified Chebyshev polynomials are monic. They are computed recursively in the following manner:
The most important property of modified Chebyshev polynomials is that the resulting range for x ∈ [−1..1] is minimal. In this case we consider the modified Chebyshev polynomial of third degree having 3 roots at 0, √ 3/2 and − √ 3/2. The maximum value of the polynomial on the 9A-2 unity interval is 1/4. Therefore, the maximum error is approximated by:
As we take into account the monotony properties of the fundamental functions and their derivatives it can be shown that the maximum error occurs at the borders of the interval making error computation less difficult. We extended Alg. 1 by quadratic arithmetic to reduce the overapproximation in the following manner: The computation of initial affine solution remains the same as in affine simulation. Consequently, the solution vector is still affine. Quadratic arithmetic has only been applied to the iterative ED computation as shown in Alg. 2. for all λ i ∈ λ do 6: if max(λ i ) ≥ −min(λ i ) then 7: 
Algorithm 2 QPFSolve
end if 11: end for 12: Update:
Quadratic approximation involves errors of third degree (Eq. 20), whereas affine approximation leads to quadratic errors.
V. Experimental Results
The proposed algorithms (Alg. 1-2) have been tested with several circuits of different complexities. In this contribution, we present a mixed-level simulation of a control loop with a DC motor. We show how the proposed algorithms can be used to check specification tolerances. Finally, we compare both algorithms in terms of computation time and overapproximation. As a reference, corner case simulations are used.
A. Control Loop with DC Motor
The system consists of a control loop as shown in Fig. 5 . The PID controller is built up by three stages representing the proportional, integral and derivative operation. The DC motor is described by a linear behavioral model. The mechanical quantity of interest is the actual motor position φ (t) which is controlled by the input voltage v(t). We assume, that the position is proportional to the voltage occurring in the feedback of the loop.
The tolerance scheme of the system is specified for the step response at the set point by e.g. settling time or 
B. Simulation Performance
The simulation results were obtained on a 2.6-GHz-AMD-Opteron workstation. First, we scheduled the relative simulation time (time per affine iteration) using the Miller op-amp (Fig. 6 ) and increased the number of parameters with deviations consecutively. The simulation time 
VI. Conclusion and Future Work
To explore the impact of parameter variations in analog circuits, we developed a new approach based on range arithmetics. So far, the implementation provides analysis of nonlinear analog circuits in DC and transient domain. We consider affine forms to describe parameter variations within distinct bounds, and use affine arithmetics to compute affine solutions of circuit quantities including the exact results. The affine solutions contain symbols providing information about contributions of parameter variations to circuit quantities. For this reason, affine simulation is more reliable than corner case or Monte Carlo analysis.
Although affine computations yield better inclusions than interval arithmetic, we additionally improved the approximations by quadratic arithmetic.
Therefore, quadratic forms have been introduced. The reduced overapproximation involves an increased runtime.
Circuit examples actually demonstrate feasibility, comparing affine and quadratic simulation to Monte Carlo or corner case analysis. The fact that the results are conservative motivates applications such as Model Checking or Property Refinement. The symbolic representation can initiate further work such as yield analysis and optimization. At the same time affine simulation lays the foundations for reliable model generation with respect to parameter variations promising faster simulations and reduced overapproximation.
