Postmortem and functional imaging studies of patients with psychiatric disorders, including schizophrenia, are consistent with a dysfunction of interneurons leading to compromised inhibitory control of network activity. Parvalbumin (PV)-expressing, fast-spiking interneurons interacting with pyramidal neurons generate cortical gamma oscillations (30 -80 Hz) that synchronize cortical activity during cognitive processing. In postmortem studies of schizophrenia patients, these interneurons show reduced PV and glutamic acid decarboxylase 67 (GAD67), an enzyme that synthesizes GABA, but the consequences of this downregulation are unclear. We developed a biophysically realistic and detailed computational model of a cortical circuit including asynchronous release from GABAergic interneurons to investigate how reductions in PV and GABA affect gamma oscillations induced by sensory stimuli. Networks with reduced GABA were disinhibited and had altered gamma oscillations in response to stimulation; PV-deficient GABA synapses had increased asynchronous release of GABA, which decreased the level of excitation and reduced gamma-band activity. Combined reductions of PV and GABA resulted in a diminished gamma-band oscillatory activity in response to stimuli, similar to that observed in schizophrenia patients. Our results suggest a mechanism by which reduced GAD67 and PV in fast-spiking interneurons may contribute to cortical dysfunction in schizophrenia and related psychiatric disorders.
Introduction
Patients with schizophrenia exhibit reduced gamma oscillatory activity in response to sensory stimuli and cognitive events (Gallinat et al., 2004; Light et al., 2006; Ferrarelli et al., 2008; Roach and Mathalon, 2008; Spencer et al., 2008) . oscillations accompany many forms of sensory information processing, including working memory, and are modulated by attention (Singer, 1999; Jensen et al., 2007) . Experimental studies (Atallah and Scanziani, 2009; Cardin et al., 2009; Sohal et al., 2009; Whittington et al., 2011 ) and computational models (Wang and Buzsáki, 1996; Traub et al., 1997; Börgers et al., 2005; Tiesinga and Sejnowski, 2009 ) have implicated inhibitory (IN) interneurons, and in particular the parvalbumin (PV)-expressing fast-spiking (FS) interneurons, in generating gamma-band activity by synchronizing spiking in pyramidal (PY) neurons.
One of the most consistent findings in schizophrenia postmortem studies is a reduction in the expression of parvalbumin in cortical inhibitory neurons (Lewis et al., 2005; Torrey et al., 2005) , a reduction also observed in several animal models of schizophrenia (for review, see Powell et al., 2011) . The reduction in this calcium-binding protein was implicated in the altered stimulus-evoked gamma oscillatory activity observed in schizophrenia patients and in animal models of the disease Phillips et al., 2011) .
In developmental animal models, PV levels can become undetectable (as determined by immunoreactivity) in a fraction of interneurons after application of NMDA receptor antagonists during early postnatal life (Wang et al., 2008; Powell et al., 2011) ; alternatively, in response to chronic administration of NMDAR antagonists, PV immunoreactivity as well as that of glutamic acid decarboxylase 67 (GAD67) (the main GABA-producing enzyme in cortex) appear to be uniformly reduced in mature PVϩ interneurons in vitro and in vivo (for review, see Powell et al., 2011) . These reductions correlated with reduced inhibitory drive of pyramidal neurons in the adult prefrontal cortex (Homayoun and Moghaddam, 2007; Zhang et al., 2008) . However, the biophysical link between reduced parvalbumin/GAD67 expression and alterations in gamma oscillatory activity remains elusive.
It is possible that reduced PV levels contribute to the alteration of inhibitory control of network activity (Caillard et al., 2000) . To test this hypothesis, we simulated a computational cortical circuit model to study the possible causal relationship between reduced parvalbumin and impaired gamma oscillations, which depend on and are thought to be generated by dynamic interaction between pyramidal and interneuron subpopulations (Tiesinga and Sejnowski, 2009) . Consistent with recent experimental results (Manseau et al., 2010) , reducing PV at GABAergic synapses in the model reduced gamma-band activity and increased asynchronous release of GABA, resulting in reduced responses to strong sensory-like stimuli and weakened transient storage of stimulus-related excitation. When both PV and GABA were reduced, the gamma-band oscillatory activity in response to stimuli was reduced, similar to what is observed in schizophrenia patients. In summary, our results suggest a possible causal link between reduced PV in inhibitory interneurons and the physiological changes observed in schizophrenia. In addition, these results suggest that activity-dependent changes in GABA release may be critical in shaping the properties of network gamma oscillatory activity.
Materials and Methods
Pyramidal neurons. We modeled pyramidal neurons by a two-variable, one-compartment Morris-Lecar (1981) model modified to model cortical neurons (Prescott et al., 2006) . The pyramidal neurons in the model had sodium (G Na ), potassium (G K ), leak (G L ), and adaptation (G A ) conductances governed by the following equations C m dV m dt ϭ ϪI ion ͑t͒ ϩ I SYN ͑t͒ ϩ I EXT ͑t͒ (1)
where V m is the membrane potential, w is the recovery variable, and z is the adaptation variable. The values of parameters were as follows:
The synaptic current (I SYN ) and external current (I EXT ) are described below.
Interneurons. Dynamics of the fast-spiking inhibitory interneurons were modeled by the Wang-Buzsáki (1996) model, in which the membrane potential is governed by the following equation:
The sodium current was given by I Na ϭ g Na m ϱ 3 h͑V Ϫ E Na ͒, with
The inactivation variable of sodium current was given by dh/dt ϭ ͑␣ h ͑1 Ϫ h͒ Ϫ ␤ h h͒, with ␣ h ͑V͒ ϭ 0.07exp͑ Ϫ ͑V ϩ 58͒/20͒ and ␤ h ͑V͒ ϭ 1/͑exp͑Ϫ0.1͑V ϩ 28͒͒ ϩ 1͒.
The potassium current was given by
The leak current was given by
. The values of parameters were as follows: g Na ϭ 35 ms/cm 2 , g K ϭ 9 ms/cm 2 , g L ϭ 0.1 ms/cm 2 , E Na ϭ mV, E K ϭ Ϫ90 mV, E L ϭ Ϫ65 mV, C m ϭ 1 mF/cm 2 , ϭ 5. Network configuration and synaptic connectivity. The network model contained 900 neurons of which 720 were PY neurons and 180 were IN neurons. The model neurons were organized in a 30 ϫ 30 square lattice, with each fifth neuron an inhibitory neuron. Each neuron could form synaptic connections with probability (p C ) with any of its peers found within a predefinedsquarefootprintwithsidesoflengthL F .Connectionprobabilitiesand footprint sizes for different neurons were as follows:
. Synapses between interneurons could be established with probability p C IN4IN ϭ 0.7 [consistent with the connection probability of ϳ0.78, as reported by Galarreta and Hestrin (2002) ]. Data on the exact values of connection probabilities and synaptic footprints of different cell types are not fully available at the moment; thus, in some simulations we verified that the dynamics of our model network are robust with respect to a specific choice of connectivity parameters. Network oscillations in gamma range could be obtained for a range of connectivity/footprint choices, provided that peak synaptic conductances were rescaled to maintain the balance between net excitatory to net inhibitory drives to each model neuron. Neurons on the boundary of the lattice received less recurrent connectivity and thus were compensated by receiving an additional excitatory input (at a fixed Poisson rate) that was not part of a network to avoid boundary effects.
AMPA and NMDA synapses. Both PY and IN model neurons received AMPA and NMDA currents, modeled as described below. The dynamics of AMPA synaptic conductance was modeled as an instantaneous rise followed by the exponential decay, as follows:
NMDA conductance activation was modeled according to the standard formalism (Jahr and Stevens, 1990) :
NMDA conductance was incorporated both in PY neurons and in interneurons, with differences as described below.
Recent experimental evidence (Wang and Gao, 2010) indicates that FS PV-positive interneurons in prefrontal cortex receive NMDA inputs from excitatory pyramidal neurons; however, the peak NMDA conductance is smaller, and the time scale of NMDA conductance decay is faster compared with the NMDA receptor kinetics in pyramidal neurons (Wang and Gao, 2010) . We incorporated these experimental data in our computational model of cortical network by setting the relaxation time of slow NMDA conductance component ( S IN4PY ) on interneurons to be faster than that of slow NMDA conductance component at PY-PY synapses ( S PY4PY ), and by keeping the peak NMDA conductance at FS-PY synapses smaller than that at PY-PY synapses
The resulting synaptic current (from a single presynaptic neuron) due to the activation of AMPA and NMDA conductances was as follows:
where E AMPA ϭ 0 mV. Other parameters were as follows:
.
GABA A synapses. The goal of this study was to understand how the abundant asynchronous release of GABA from synaptic terminals of PV-deficient fast-spiking interneurons affects cortical processing. Because asynchronous release is likely to rely on the amount of readily releasable GABA vesicles, we incorporated short-term synaptic plasticity in our model of GABAergic transmission. Fast-spiking PV-positive interneurons can fire at frequencies Ͼ20 Hz, and because the coupling between calcium channels and calcium sensors at their synapses is in the nanometer range (Bucurenciu et al., 2008 ) synaptic short-term depression (rather than synaptic short-term facilitation) is likely to dominate. This assumption is further strengthened by findings that P/Q-type synaptic calcium channels (associated with reliable transmitter release and short-term depression) mediate GABA release from synaptic terminals of cortical fast-spiking interneurons (Zaitsev et al., 2007) . Thus, depression but not facilitation of neurotransmitter release was incorporated in our model.
The phenomenological model of GABA synaptic transmission included both stimulus-locked and asynchronous release (Volman et al., 2007 (Volman et al., , 2010 . Following Tsodyks et al. (2000) , we assumed that, at any moment of time, synaptic "resource" (representing transmitter vesicles) can be in one of three states: actively released (Y), temporarily not available (Z), ready to be released (X). Equations that describe the trafficking of resource between these three states are
The above equations incorporate two modes of GABA release. Phasic release is time locked to synaptic action potential (which invades the synapse at time t SPIKE ) and is parameterized by the "resource usage parameter" U. Asynchronous release of GABA is given by the timedependent variable ͑t͒, which at any time T can take values of either 0 or (corresponding to the absence or presence of asynchronous event at time T ). We further assumed that the rate ͑c͒ of asynchronous release (probability to observe asynchronous event in time window ͓t, t ϩ ⌬t͔) depends on the level of presynaptic residual calcium, C, and is given by:
where is the maximal possible rate of asynchronous release that would occur in thecompleteabsenceofparvalbumin(seenextparagraph),and K a isthecalcium affinity of asynchronous release machinery (Volman et al., 2007 (Volman et al., , 2010 . The dynamics of residual calcium in synaptic boutons of FS PVpositive interneurons is critically shaped by the presence of calcium buffers, most notably parvalbumin. Parvalbumin binds calcium ions at a relatively slow rate; thus, a quasi-steady-state approximation (valid for fast buffering) cannot be used here; instead, the buffer kinetics was described with differential equations. Further, the slow binding rate of parvalbumin implies that its impact might be more dominant during the late, slower, phase of calcium extrusion (when calcium is in submicromolar regime), which is the situation for residual calcium that drives asynchronous release. The following equations describe the dynamics of residual calcium in presynaptic boutons of fast-spiking interneurons:
where ␤ is the maximal rate with which residual calcium is cleared from synaptic terminal by active pumps, K P is the affinity of a pump for calcium, ␥ controls the amount of per-spike increase in residual synaptic calcium, C 0 is the extracellular calcium concentration, and a constant term I P ensures that, in the absence of spikes, synaptic residual calcium is ϳ50 nM. In addition to the action of calcium extrusion pump, calcium ions are buffered by parvalbumin (total concentration of parvalbumin is parameterized by b t ) with forward rate k ϩ (bound calcium unbinds with backward rate k Ϫ ) (Lee et al., 2000) . The resulting synaptic current (from a single presynaptic neuron) due to the activation of GABA A receptors was as follows:
where we set GABA ϭ 8 ms; E GABA ϭ Ϫ 75 mV. Other parameters were as follows:
, D ϭ 2 ms, R ϭ 0.2 s, U ϭ 0.3, ϭ 0.03, and b t ϭ 100 M. In some simulations, we varied the values of some parameters (e.g., R , U, , b t ) to test their role in shaping the properties of inhibitory synaptic transmission and subsequent effect on collective activity in our model networks.
Equations of the model were numerically integrated using fourthorder Runge-Kutta methods with a time step of ⌬t ϭ 0.05 ms.
Parvalbumin deficit scenarios. We considered two different scenarios to address the importance of parvalbumin deficit in a subpopulation of fast-spiking interneurons. In the first scenario, which we term the "neuron deficit" scenario, the concentration of parvalbumin was reduced to zero in a fraction, F [PV] ϭ 0 , of randomly selected model interneurons. Thus, for example, F [PV] ϭ 0 ϭ 0.4 corresponds to the case when PV concentration is set to zero in 40% of model interneurons (but remains at its baseline value of 100 M in other interneurons). Such nonuniform reduction of parvalbumin content has been observed in the perinatal ketamine animal model of schizophrenia in early development (Powell et al., 2011) . In the second scenario, which we call the "concentration deficit" scenario, the concentration of parvalbumin was reduced to the same amount in all model interneurons. This scenario is likely to reflect the response of adult neural circuitry to chronic application of ketamine (Kinney et al., 2006; Behrens et al., 2007) . In reality, one might have a mix of two scenarios; the effect of heterogeneity in PV distribution on the collective electrical activity will be reported elsewhere.
Network stimulation and generation of activity. In addition to intranetwork synapses from other PY and IN neurons, each model neuron received stimuli from outside the circuit that was required to generate electrical activity in the network. This stimulation was modeled as Poisson spike trains that activated AMPA, NMDA, and GABA A conductances on model neurons (NMDA/AMPA conductance ratio and kinetics of all conductances were the same, as described in AMPA and NMDA synapses, above). To reduce the computational complexity associated with the detailed modeling of thousands of synaptic inputs that impinge on the biological neuron, each model neuron in our network received all "out of the network" excitatory stimulation through one canonic excitatory conductance, and all out of the network inhibitory stimulation through one canonic inhibitory conductance. Thus, the stimulation frequency of this conductance in our model should be looked at as corresponding to the sum over spiking frequencies of many of the biological neurons that contribute to the canonic conductance activation. By the same token, an increase in the canonic stimulation frequency represents a proportional increase in firing frequencies of many biological neurons that contribute to it (e.g., a twofold increase in the excitatory stimulation frequency would mean that PY neurons outside of the network had their firing rates increased by a factor of 2). Peak canonic conductances were as follows:
The conductances from neurons outside the network onto IN model neurons were stimulated at 500 Hz (this stimulation frequency was kept constant in all simulations reported in this article), and the conductances to PY model neurons were stimulated at the rate v STIM , for which we assumed a value of 250 Hz in the baseline scenario. We varied v STIM as needed to simulate a range of inputs levels. In particular, to investigate the response to strong stimulus, we modeled a strong stimulus as a transient (40 ms) and large (up to fivefold) but physiologically relevant increase in the rate of pyramidal neurons stimulation. The basal stimulation frequency in these conditions was 150 Hz.
Methods of analysis. Time-frequency spectrograms were computed on local field potential (LFP) traces (defined as network-averaged membrane potential) using wavelet transforms (complex Morlet wavelet), with an LFP sampling rate of 20 kHz. For steady-state dynamics (constant v STIM ), plots of spectral power versus frequency were obtained by averaging the time-frequency spectrogram over time. For brief stimulus presentations (see Figs. 5, 6), plots of spectral power versus frequency were obtained by time averaging over the stimulus duration (40 ms, in stimulus) or for 200 ms after stimulus cessation (after stimulus). In all plots, the spectral power of LFP is reported in units of square millivolts. Figure 1 shows typical dynamics in the baseline cortical network model. Both PY and IN neurons were engaged in collective oscillatory activity, which, however, was not fully synchronized ( Fig.  1 A) . The model pyramidal neurons fired action potentials at an average rate of 15 Ϯ 8 Hz (Fig. 1 B1) and irregularly participated in cycles of collective activity (Fig. 1 A2) . Interneurons fired action potentials at much higher rates (33 Ϯ 5 Hz) (Fig. 1 B2) and exhibited more regular recruitment into collective oscillation cycles (Fig. 1 A3) . The ongoing oscillatory activity was reflected in the local field potential (Fig. 1 A4 ) . Spectral analysis (see Materials and Methods) also disclosed a dominant frequency peaking at ϳ40 Hz (Fig. 1C,D) corresponding to gamma-band oscillations.
Results

Gamma oscillations in cortical network model
Oscillations emerge as a result of reciprocal interaction between PY and IN subpopulations
Consistent with recordings from cortical circuits (Whittington et al., 2011) , gamma oscillations in the model network emerged as a result of reciprocal interaction between subpopulations of pyramidal neurons and interneurons. Key properties (location of and power at the dominant frequency) were controlled by varying the strength of coupling between PY and IN subpopulations. This may be particularly relevant to schizophrenia, in light of the findings that inhibitory synaptic coupling from PVϩ basket interneurons to PY neurons is compromised in this disorder (Glausier and Lewis, 2011) . Thus, we explored how different aspects of GABA coupling in our model network may affect the power and the frequency of gamma oscillatory activity.
To start with, we explored the role of PY coupling to IN neurons. This was motivated by results showing that, in a neonatal animal model of schizophrenia, the excitatory drive to IN neurons is reduced compared with the control of saline-treated ani- mals (Pinto-Duarte et al., 2010) . In Figure 2 A1, the dynamics of a model network was altered by decreasing the coupling from PY to IN subpopulations. As the PY-to-IN coupling was decreased, the peak gamma power increased up to a certain point (Fig. 2 A2) , but decreased for still weaker coupling strengths (Fig. 2 A2 , bottom inset). The frequency of peak power exhibited for a most part a monotonic dependence on the strength of PY-to-IN coupling, approaching the beta range for lower g IN4PY (Fig. 2 A2 , top inset). In the limit g IN4PY 3 0, pyramidal drive to IN neurons became insignificant, thus effectively disinhibiting the PY subpopulation (Fig. 2 A2 , left-most point in both insets). In this regime, the power peak moved to ϳ80 Hz (reflecting the disinhibited network) and was greatly reduced.
We next tested the effect of varying the strength of IN-to-PY coupling. This manipulation was motivated by results showing decreased inhibitory drive onto pyramidal neurons after chronic exposure to the NMDAR antagonist ketamine (Zhang et al., 2008 ) and the recent finding that GABA A receptor ␣1 subunit mRNA expression (a receptor subunit that is associated with the inhibitory synapses established by PVϩ basket interneurons) is selectively reduced on PY neurons in schizophrenia (Glausier and Lewis, 2011) . Note, however, that, because our model does not incorporate detailed receptor subunit composition, the manipulation on GABA conductance could also be taken to represent a change in available GABA due to the altered expression of GABA-synthesizing enzyme GAD67. Weaker IN-to-PY coupling decreased the peak power magnitude and moved the peak frequency to higher frequencies (Fig. 2 B1,B2 ). In the limit g PY4IN 3 0, the pyramidal subnetwork became disinhibited, the power peak moved to ϳ75 Hz, and its magnitude was dramatically reduced, again reflecting a loss of dominant frequency. Short-term depression at GABA synapses can dynamically decrease synaptic efficacy in an activity-dependent manner. Depression could affect the amount of available GABA in a way that depends on the stimulation frequency of a synapse. At the same time, experimental evidence suggests that GABA availability is compromised in schizophrenia because of the reduced levels of GABA-synthesizing enzyme GAD67 (for review, see Benes and (Fig. 1 A) . A2, Time-averaged distribution of spectral power of this model (red) and the baseline model (black). Insets show the dependence of location (top) and magnitude (bottom) of power peak on the relative strength of PY-to-IN coupling. Closed black and red circles are for the corresponding scenarios shown in the main plot. B1, B2, Raster plot (B1) and spectral characterization (B2) of network dynamics for scenario in which IN-to-PY coupling was varied. Interpretation of data follows that shown in A. C1, C2, Raster plot (C1) and spectral characterization (C2) of network dynamics for scenario in which GABA recovery time was varied. Interpretation of data follows that shown in A. D1, D2, Raster plot (D1) and spectral characterization (D2) of network dynamics for scenario in which strength of per spike synaptic response was varied. Interpretation of data follows that shown in A. For A-D, the network stimulation frequency was v STIM ϭ 250 Hz.
Berretta, 2001; Akbarian and Huang, 2006) . Thus, another possible way to mimic the change in GAD67 levels in our model (in addition to the one described in Fig. 2 B) would be to alter the parameters of synaptic depression at GABA synapses. In this view, for example, increasing the recovery time of GABA synapse from short-term depression would decrease GABA availability and would thus correspond to the reduced level of GAD67. The same effect is expected to occur by lowering the value of U (which models the strength of phasic GABA release)-this would decrease the capacity of GABA synapse for phasic release. To test how GABA synaptic depression could affect the dynamics in our model, we varied the recovery time and the usage parameters. Longer recovery times from depression reduced the magnitude of power peak and moved the peak frequency to a higher gamma regime (Fig. 2C1,C2 ). Because more prolonged depression reduces synaptic activity, these results are consistent with the ones shown in Figure 2 , B1 and B2. On the other hand, varying the parameter U (which controls the fractional amount of "synaptic resource" used by a synapse per each spike) had only weak effect on the spectral properties of collective activity (Fig. 2 D1,D2 ).
Gamma activity is suppressed by asynchronous release of GABA from PV-deficient terminals
The results in Figure 2 suggest that shortterm plasticity of GABA release from interneuron synapses could critically mold the properties of collective oscillations in cortical networks. GABA synaptic terminals in our model network incorporated both phasic (stimulus-locked) and asynchronous releases of GABA. Earlier studies have shown that asynchronous release of both glutamate and GABA could dramatically influence the processing of synaptic information by neurons. The asynchronous release of glutamate prolongs the temporal window for spike generation (Iremonger and Bains, 2007) and may serve as a mechanism of gain modulation in early development (Volman et al., 2010) . On the other hand, asynchronous release of GABA generates long-lasting inhibition (Hefft and Jonas, 2005) and thus may affect the excitability of its postsynaptic neuron. We therefore set out to explore the influence of the asynchronous release of GABA on collective neuronal activity in our model network.
In a representative model synaptic terminal, the asynchronous GABA release was virtually nonexistent in the baseline conditions due to the effective buffering of residual synaptic calcium by parvalbumin (100 M parvalbumin in each interneuron) (Fig.  3A1) , became stronger for a lower concentration of parvalbumin (10 M parvalbumin in each interneuron) (Fig. 3A2) , and was much more pronounced when the PV concentration was zero (Fig. 3A3) .
For a preset fraction of randomly selected model IN neurons, the level of PV was set to zero at all synapses (Materials and Methods); this model is referred to as a neuron deficit model. The greater the number of neurons with a PV deficit, the higher the reduction of the peak power, and the more the frequency of peak power shifted toward the beta range (Fig. 3B1,B2 ). This change in collective dynamics was paralleled by changes in neuronal firing rates: the firing rates of both PY and IN neurons were reduced for a higher deficit of PV neurons (Fig. 3B3) .
In another model, we reduced the concentration of PV in all IN neurons by the same amount, as observed after continuous exposure to ketamine in primary neurons, or repetitive exposures in adult animals (Kinney et al., 2006; Behrens et al., 2007) ; this model is referred to as a concentration deficit model. Lowering the PV concentration (higher deficit) also significantly reduced the magnitude of the power peak and shifted the frequency of peak power toward the beta range (Fig. 3C1,C2) . As in the neuron deficit model, this change in collective dynamics was paralleled by changes in neuronal firing rates, which reduced the firing rates of both PY and IN neurons at lower PV concentrations (Fig. 3C3) .
Because in the model interneurons made synaptic contacts on both pyramidal neurons and other interneurons, the asynchronous release of GABA stemming from the PV deficit at GABA synapses could affect network oscillations either via inhibition of interneurons or via inhibition of pyramidal neurons. To determine the importance of mutual inhibition between interneurons, we simulated intact networks without a parvalbumin deficit, F [PV] ϭ 0 ϭ 0), in which constant hyperpolarizing current I HYP was injected into all of the interneurons. Asynchronous release of GABA in these intact networks was virtually nonexistent; this allowed us to focus on the role of interneuronal firing rate in network oscillations. For a sufficiently large hyperpolarizing current, the firing rate of interneurons diminished to very low values, while the firing rates of the pyramidal neurons significantly increased, indicative of disinhibition (Fig. 4 A, baseline model; Fig. 4 B, I HYP ϭ Ϫ3 A/cm 2 ; and Fig. 4C ). The spectral power peak was also reduced to low values for strongly hyperpolarizing current (Fig. 4 D) , while the location of the dominant frequency showed weak but consistent dependence on I HYP (Fig. 4 E) . Although the reduction in peak power was qualitatively similar to the reduction in PV-deficient networks, the disinhibition of pyramidal neurons activity observed during interneuron hyperpolarization (Fig. 4C ) contrasted with the decreased PY firing rates obtained for PV-deficient networks (Fig. 3B3,C3 ). In the PV deficit scenario, the desynchronized GABA release hyperpolarized both interneurons and pyramidal neurons, thus reducing the power of gamma oscillations by hyperpolarization of the former, while preventing the disinhibition of the latter.
Thus, parvalbumin deficit at GABA synapses (introduced either as a deficit in IN neurons that express parvalbumin or as a uniform reduction in PV concentration in all interneurons) impairs collective gamma oscillations through reduced synchronization of GABA release. Such desynchronization of GABA release hyperpolarizes both the interneurons and the pyramidal neurons (and thus reduces their firing rate) and prevents the disinhibition of pyramidal population.
Asynchronous release of GABA from PV-deficient terminals suppresses responses to stimuli Above, we showed how the properties of network gamma oscillatory activity are shaped by the constant stimulation frequency. One of the most reliable deficits in studies in schizophrenia patients is a reduction in the spectral power of eventrelated (sensory or cognitive event-evoked) gamma activity (for review, see Sun et al., 2011) . During such sensory or cognitive events, the firing rates of afferent neurons can increase several fold for a short time.
Asynchronous release of neurotransmitter increases following intense synaptic stimulation (Goda and Stevens, 1994; Manseau et al., 2010) . The synapses from interneurons with a deficit in parvalbumin may exhibit increased stimulus-induced desynchronization of GABA release if interneurons respond to sensory stimulation by increasing their firing rates (as a result of the increased activity of pyramidal cells population), which could also lead to reduced spectral power in gamma band and the reduced response to sensory stimuli.
We investigated the response of our model network to transient stimuli of varying strength. To reduce the possibility of abundant asynchronous release during intense baseline activity, and to make the network more compliant with the notion of baseline spontaneous state, the basal stimulation frequency was set to v STIM ϭ 150 Hz in the simulations below, resulting in basal firing rates of ϳ5 Hz for PY neurons, which is in accordance with experimental results (Steriade et al., 1974) (Fig. 5C2) . To model a "strong" stimulus that would result in event-related gamma activity, the stimulation frequency of PY model neurons was instantaneously increased (by up to approximately fivefold, in the range from 200 to 800 Hz) for 40 ms, after which v STIM was reset to its baseline value. The stimulation frequency of inhibitory interneurons was kept at 500 Hz at all times. Keeping in mind that each canonic stimulation synapse in our model (through which the stimulation is delivered to a neuron) really represents a "lumped" effect of many biological neurons that project their synapses to the given model neuron, a fivefold increase in stimulation frequency would correspond to a physiologically plausible approximately fivefold increase in firing rates of biological neurons. Note also that in response to a strong stimulus model PY neurons also increased their firing rates up to approximately fivefold, in linear relation to the increase in their stimulation frequency (Fig. 5C2) .
The spectral response of a network to brief stimulus (Fig. 5A2 ) was weaker for a network with reduced PV in interneurons (compared with the baseline model) (Fig. 5A1) during both the presentation of a stimulus and the window of 200 ms after stimulus cessation (Fig. 5B1,B2 ). The effect of reducing PV on the magnitude of spectral power peak was consistent over a wide range of stimuli intensities and levels of PV (Fig. 5C1,D1 ). The peak in the spectral power during the stimulus presentation was lower for higher PV deficiencies and weaker stimuli (Fig. 5C1) . For 200 ms after stimulus cessation, the spectral power peak was significantly lower for higher PV deficiencies and weaker stimuli (Fig. 5D1) , indicating a reduced ability to transiently store stimulus-related information. Consistent with previous results, this was primarily correlated with changes in firing rates of IN neurons, while the firing rates of PY neurons did not change substantially (Fig.  5C2,D2 ).
Reduced GABA synaptic transmission exacerbates the reduction of gamma oscillation power by parvalbumin deficit Postmortem studies of schizophrenia brains show reduction in PV and in the levels of the GABA-synthesizing enzyme GAD67 (for review, see Benes and Berretta, 2001; Akbarian and Huang, 2006) . Reduced levels of GAD67 imply a deficit of GABA synaptic transmitter, which would alter the properties of inhibitory control of network activity. Because of the role played by PVϩ basket interneurons in the generation of gamma oscillatory activity, such alteration in GABA transmission is expected to affect the propensity of a network to generate collective activity in the gamma range; however, the effect of GAD67 alterations in reduced PV conditions is not clear. Thus, we used our computational model to probe the combined effect of reduced PV and GAD67 on network collective activity.
We first investigated how uniform (applied equally to all interneurons in our model network) alterations in properties of GABA synaptic transmission and PV concentration would affect the characteristics of steady-state network dynamics. Experimentally observed reduction in GAD1/GAD67 transcripts and immu- noreactivity in schizophrenia may imply deficits in GABA synaptic transmission in the disease (for review, see Akbarian and Huang, 2006 ). In our model, a reduction in GABA synaptic transmission could be implemented as a reduction in GABA synaptic conductance (both g PY4IN and g IN4IN ). As Figure 6 , A1 and A2, shows, a reduction of g PY4IN and g IN4IN to 60% of their values in the baseline model caused a significant reduction in peak spectral power over a wide range of PV concentration values. For lower GABA conductance, the frequency at the peak power showed a shift toward higher gamma range (Fig. 6 A3) , thus suggesting that the effect of reduced GABA is to reduce the power of gamma activity by network disinhibition, consistent with the data shown in Figure 2 . This was further confirmed by the observation that the firing rates of both PY and IN neurons were higher in the "low GABA" scenario, compared with the firing rates in the baseline network (Fig. 6C1,C2 , black squares for the baseline model and red triangles for the low GABA model).
Our leading assumption was that the reduced GAD67 levels correspond to lower GABA conductance. An alternative scenario is the one in which a reduced expression of GABA-synthesizing enzyme would lead to longer GABA turnover, thus effectively increasing the recovery time from short-term synaptic depression. Figure 6 , B1 and B2, shows that the effect of slower GABA recovery was qualitatively similar to that of lower GABA conductance-the peak spectral power was reduced for slower R (recovery time from short-term synaptic depression) across a wide range of PV concentration values (Fig. 6 B2) , and the location of spectral power peak had shifted toward higher gamma frequencies, suggesting network disinhibition (Fig. 6 B3) . This is confirmed by higher firing rates of PY and IN neurons under conditions of slower GABA recovery (Fig. 6C3,C4 , black squares for baseline model and red triangles for the "slow GABA recovery" model).
Next, we investigated the effect of altered GABA synaptic transmission on the network response to strong and brief stimulation when PV is reduced. As before, we considered the neuron deficit scenario, in which PV concentration was set to zero in a fraction F [PV] ϭ 0 of model interneurons and the synapses they make. We further assumed that GABA synaptic conductance is reduced only at those synapses that are made by model interneurons with zero PV concentration (i.e., GABA synaptic conductance is reduced in a fraction F [PV] ϭ 0 of interneurons and is colocalized with reduced parvalbumin). To further facilitate the comparison with the effects of PV deficit alone (Fig. 5) , we used the same stimulation scenario as for the conditions shown in Figure 5 . Specifically, the baseline stimulation frequency was v S -TIM ϭ 150 Hz. For a strong stimulus, the stimulation frequency was instantaneously increased (in the range from 200 to 800 Hz) for 40 ms, after which v STIM was reset to its baseline value.
As shown in Figure 6 , D and E, a reduced GABA synaptic conductance on PV-deficient networks significantly affected the response to brief stimuli. Spectral power peak during stimulus presentation was weaker for more severe PV deficiency (higher values of F [PV] ϭ 0 in Fig. 6 D1) , in qualitative agreement with the effect of PV as shown in Figure 5C1 . During the 200 ms window after stimulus cessation, the magnitude of the spectral power peak was significantly lower for higher PV deficiencies and weaker stimuli (Fig. 6 D2) , again qualitatively consistent with the effect of PV alone as shown in Figure 5C2 . A quantitative comparison between the two scenarios (manipulation on PV in the model with baseline GABA conductance vs the model with reduced GABA conductance) further confirmed the downregulating effect of PV deficit on the power of gamma oscillatory activity (Fig. 6 E1,E2) . Interestingly, the spectral response to a stimulus in a network with intact PV (F [PV] ϭ 0 ϭ 0) was stronger for a network with lower GABA conductance (Fig. 6 E1,E2 , solid black line for g GABA at 100% vs solid red line for g GABA at 60%), reflecting the fact that for lower GABA conductance the network is more disinhibited and thus easier to excite.
Discussion
In our model, reduced parvalbumin in synapses of fast-spiking interneurons affected network oscillations, and asynchronous release of GABA correlated with reduction of oscillatory power. One possibility is that the alteration in oscillatory activity occurred through increased asynchronous release of GABA (Manseau et al., 2010) . However, a direct causal link between asynchronous release and impaired gamma activity remains to be established. Asynchronous release of GABA increased the probability of synaptic release for hundreds of milliseconds following synaptic stimulation; thus, the inhibition was effectively extended in time. Börgers et al. (2005) previously used computational models to show that temporally distributed inhibition (resulting from temporally asynchronous activity of interneurons) reduced the amplitude of the background gamma activity, impaired the response of the network to stimuli, and increased the distractability of the response, consistent with our observations of a reduced response to stimuli in networks with reduced PV in the interneurons. This mechanism does not necessarily require the activity of interneurons to be asynchronous, but rather depends on asynchronous synaptic transmission. Asynchronous spiking of interneurons may indeed act in concert with the synaptic mechanism studied here. The relative role of interneuron synchronization and asynchronous release of GABA in setting the network rhythm remains to be investigated.
The asynchronous release of neurotransmitter is present even at glutamatergic central synapses, which could also affect the dynamics of the network (Lau and Bi, 2005; Jones et al., 2007; Chang and Mennerick, 2010; Manseau et al., 2010) . The propensity of a synapse to exhibit asynchronous release likely depends on spatial organization of the active zone and on the presence of calcium buffers with different kinetics/mobility (Nadkarni et al., 2010) . In the present study, we used a phenomenological approach to model the relation between synaptic calcium and asynchronous neurotransmitter release. Effects of active zone geometry, calcium diffusion, and buffer mobility were neglected. We anticipate that including these detailed features in the model (which comes at the expense of dramatically increased computational complexity) will not qualitatively change conclusions regarding the role of asynchronous release in mediating the effects of parvalbumin deficit on gamma range activity. How the complexity of synaptic microphysiology might affect the collective activity remains to be tested with more detailed models.
The spectral properties of collective oscillations in our model were strongly dependent on the strength and dynamics of the interactions between PY and IN subpopulations. More importantly, these results predict that the availability and release of synaptic GABA directly affect collective oscillations. In particular, the lack of PV at synaptic terminals of fast-spiking interneurons decreased gamma-band synchronization by increased asynchronous release of GABA.
Several studies have reported that stimulus-evoked collective oscillatory activity (assessed in a time window up to ϳ300 ms after stimulus presentation) was altered in schizophrenia patients (Ferrarelli et al., 2008; Hirano et al., 2008; Roach and Mathalon, 2008; Spencer et al., 2008; Uhlhaas and Singer, 2010) . Some studies showed that early evoked gamma-band response (50 -150 ms after stimulus cessation) was reduced in schizophrenia (Hirano et al., 2008; Roach and Mathalon, 2008; Spencer et al., 2008) . In another study, gamma power was reduced only in a window 220 -350 ms after a stimulus (Gallinat et al., 2004) . These differences could be explained in our model by the differing ability of the stimuli used in these studies to "switch on" asynchronous GABA release. In another study, the spectral power of evoked gammaband oscillations was reduced in EEG recordings from frontal cortices of human schizophrenia patients (Ferrarelli et al., 2008) . Furthermore, a recent study found that PV expression correlates with reduction of evoked gamma oscillations in an animal model of the disease (Phillips et al., 2011) . These results, together with our modeling studies suggest that a deficit in parvalbumin expression in PV interneurons may partly explain the pathophysiology of schizophrenia.
Reduced inhibitory drive in schizophrenia has been attributed to reduced expression of GAD67, the enzyme responsible for most of the GABA synthesis in the brain (Akbarian and Huang, 2006) . A decreased inhibitory drive would intuitively lead to increased firing rates of both pyramidal neurons and interneurons. In our model, a reduction in the strength of the GABA "signal" to pyramidal neurons (implemented either as a reduction in peak synaptic conductance or as a more prolonged recovery from synaptic depression) (Fig. 2 B) decreased the peak spectral power and shifted it toward higher frequencies. This network disinhibition was not dependent on PV concentration (Fig. 6) . However, lowering the PV concentration decreased neuronal firing rates (Fig.  6C) . Thus, PV reduction may be a mechanism used by interneurons to maintain network homeostasis and to compensate for the increased firing rate incurred by a compromised GAD67 functionality. Interestingly, data from cultured neurons show that reduction in GAD67 is followed by the reduction in the PV content (Kinney et al., 2006) . Preliminary results of our model incorporating the dynamic homeostatic-like changes in both GABA conductance and PV concentration at synaptic terminals of PVϩ interneurons support this possibility (data not shown).
