We derive a priori error estimates for the standard Galerkin and streamline diffusion finite element methods for the Fermi pencil-beam equation obtained from a fully three dimensional Fokker-Planck equation in space x = (x, y, z) and velocityṽ = (µ, η, ξ) variables. The Fokker-Planck term appears as a Laplace-Beltrami operator in the unit sphere. The diffusion term in the Fermi equation is obtained as a projection of the FP operator onto the tangent plane to the unit sphere at the pole (1, 0, 0) and in the direction of v 0 = (1, η, ξ). Hence the Fermi equation, stated in three dimensional spatial domain x = (x, y, z), depends only on two velocity variables v = (η, ξ). Since, for a certain number of cross-sections, there is a closed form analytic solution available for the Fermi equation, hence an a posteriori error estimate procedure is unnecessary and in our adaptive algorithm for local mesh refinements we employ the a priori approach. Different numerical examples, in two space dimensions are justifying the theoretical results. Implementations show significant reduction of the computational error by using our adaptive algorithm.
Introduction
This work is a further development of studies in [2] - [5] where adaptive finite element method was proposed for a reduction of computational cost in numerical approximation for pencilbeam equations. However, focusing in theoretical convergence and stability aspects, except some special cases with limited amount of implementation in [3] and [5] , the detailed numerical tests were postponed to future works. Here, first we construct and analyze fully discrete schemes using both standard Galerkin and flux correcting streamline diffusion finite element methods for the Fermi pencil beam equation in three dimensions. We consider the direction of x-axis as the penetration direction of the beam particles, in the two-dimensional transverse spatial domain Ω ⊥ := {x ⊥ |x ⊥ := (y, z)}, moving with velocities in Ω v : {(η, ξ)}, (where we have assumed µ ≡ 1). We have derived our error estimates, in this geometry, while in numerical implementations we have also considered examples in lower dimensions.
More specifically, our study concerns a "pencil beam" of neutral or charged particles that are normally incident on a slab of finite thickness at the spatial origin (0, 0, 0) and in the direction of the positive x-axis. The governing equation for the pencil beam problem is the Fermi equation which is obtained by two equivalent approaches (see [7] ): either as an asymptotic limit of the linear Boltzmann equation as the transport cross-section σ tr → 0 and the total cross-section σ t → ∞, or as an asymptotic limit in Taylor expansion of angular flux with respect to the velocity where the terms with derivatives of order three or higher are ignored. This procedure rely on a approach that follows the Fokker-Planck development.
The Boltzmann transport equation modeling the energy independent pencil beam process can be written as a two-point boundary value problem viz, µ ∂u ∂x + η ∂u ∂y
where x = (x, y, z) and v = (µ, η, ξ) are the space and velocity vectors, respectively. The model problem concerns sharply forward peaked beam of particles entering the spatial domain at x = 0: 2) which are demising leaving the domain at x = 1 (or x = L), viz, e.g. In the realm of the Boltzmann transport equation (1.1) an overview of the transport theory of charged particles can be found in [13] . In this setting a few first coefficients in a Legendre polynomial expansion for σ s and its integral σ t are parameters corresponding to some physical quantities of vital importance. For instance, the slab width in the unit of mean free path: σ −1 t , is the reciprocal of the total cross-section
In the absorptionless case, the differential scattering cross section is given by
with P k (ω) being the Legendre polynomial of degree k. The Fokker-Planck approximation to problem (1.1), is based on using spherical harmonics expansions and yields the following, degenerate type partial differential equation 5) associated with the same boundary data as (1.2) and (1.3), and with ∆ V denoting the Laplace-Beltrami operator
(1.6)
Here, φ is the angular variable appearing in the polar representation η = 1 − µ 2 cos φ, ξ = 1 − µ 2 sin φ. Further, σ tr is the transport cross-section defined by σ tr = σ t (1 − ω).
A thorough exposition of the Fokker-Planck operator as an asymptotic limit is given by Pomraning in [14] . Due to successive asymptotic limits used in deriving the Fokker-Planck approximation, it is not obvious that this approximation is sufficiently accurate to be considered as a model for the pencil beams. However, for sufficiently small transport cross-section σ tr << 1, Fermi proposed the following form of, projected, Fokker-Planck model:
Fermi's approach is different from the asymptotic ones and uses physical reasoning based on modeling cosmic rays. Note that the Fokker-Planck operator on the right hand side of (1.5), i.e. (1.6), is the Laplacian on the unit sphere. The tangent plane to the unit sphere S 2 at the point µ 0 := (1, 0, 0) is an O(η 2 + ξ 2 ) approximation to the S 2 at the vicinity of µ 0 . Extending (η, ξ) to R 2 , the Fourier transformation with respect to y, z, η, and ξ, assuming constant σ tr , yields the following exact solution for the angular flux
The closed form solution (1.9) was first derived by Fermi as referred in [16] . Eyges [10] has extended this exact solution to the case of an x-depending σ tr = σ tr (x). However, for the general case of σ tr (x) = σ tr (x, y, z), the closed-form analytic solution is not known. To obtain the scalar flux we integrate (1.9) over (η, ξ) ∈ R 2 :
(1.10) Equation (1.10) satisfies the transverse diffusion equation
with
Restricted to bounded phase-space domain, Fermi equation (1.7) can be written as the following "initial" boundary value problem 13) where v = (η, ξ), ∇ ⊥ = (∂/∂y, ∂/∂z) and
is the inflow boundary with respect to the characteristic lineβ := (1, v, 0, 0) and n is the outward unit normal to the boundary ∂Ω. Note that, to derive energy estimates, the associated boundary data (viewed as a replacement for the initial data) at x = 0 is, in a sense, approximating the product of the Dirac's delta functions on the right hand side of (1.8).
Assuming that we can use separation of variables, we may write the data function u 0 as product of two functions f (x ⊥ ) and g(v),
The regularity of these functions have substantial impact in deriving theoretical stabilities and are essential in robustness of implemented results.
The phase-space standard Galerkin procedure
Below we introduce a framework that concerns a standard Galerkin discretization based on a quasi-uniform triangulation of the phase-space domain Ω ⊥ := Ω x ⊥ × Ω v := I ⊥ × Ω v , where I ⊥ := I y × I z . This is an extension of our studies in two-dimensions in a flatland model [3] . Previous numerical approaches are mostly devoted to the study of the one-dimensional problem see, e.g. [12] and [15] .
Here we consider triangulations of the rectangular domains I ⊥ and Ω v := I η × I ξ into triangles τ ⊥ and τ v , and with the corresponding mesh parameters h ⊥ and h v , respectively. Then a general polynomial approximation of degree ≤ r can be formulated in P r (τ ) := P r (τ ⊥ ) ⊗ P r (τ v ). These polynomial spaces are more specified in the implementation section. We will assume a minimal angle condition on the triangles τ ⊥ and τ v (see e.g. [8] ). Treating the beams entering direction x similar to a time variable, we let n := n(y, z, v) be the outward unit normal to the boundary of the phase-space domain
. Now set β := (v, 0, 0) and define the inflow (outflow) boundary as
We shall also need an abstract finite element space as a subspace of a function space of Sobolev type, viz:
To proceed letũ be an auxiliary interpolant of the solution u for the equation (1.13) defined by
where 5) and (·,
With these notation the weak formulation for the problem (1.13) can be written as follows:
Our objective is to solve the following finite element approximation for the problem (2.6):
where
2.1 A fully discrete scheme 8) where x ⊥ := (y, z) and
Hence, the setting (2.8)-(2.9) may be considered for an iterative, e.g. backward Euler, scheme with continuous piecewise linear or discontinuous (with jump discontinuities at grid points x m ) piecewise linear functions for whole
To proceed we consider a normalized, rectangular domain Ω V for the velocity variable v, as (η, ξ) ∈ [−1, 1] × [−1, 1] and assume a uniform, "central adaptive" discretization mesh viz: 10) where N = (2n + 1) 2 . Further we assume that U has compact support in Ω V . By a standard approach one can show that, for each m = 1, 2, . . . , M , a finite element or finite difference solution U N m obtained using the discretization (2.10) of the velocity domain Ω v , satisfies the
Now we introduce a final, finite element, discretization using continuous piecewise linear basis functions ϕ j (x ⊥ ), on a partition T h of the spatial domain Ω x ⊥ , on a quasi-uniform triangulation with the mesh parameter h and obtain the fully discrete solution U N,h m . We introduce discontinuities on the direction of entering beam (on the x-direction). We also introduce jumps appearing in passing a collision site; say x m , as the difference between the values at x 
Due to the hyperbolic nature of the problem in x ⊥ , for the solutions in the Sobolev space
, (see Adams [1] for the exact definitions of the Sobolev norms and spaces) the final finite element approximation yields an L 2 (Ω x ⊥ ) error estimate viz,
To be specific, for each m and each v i,j ∈ Ω v we obtain a spatially continuous version of the equations system (1.13) where, for u, we insert
Thus for each v i,j ∈ Ω v a variational formulation for a space-time like discretization in (x, x ⊥ ) of (2.8) reads as follows: find U ∈ V h,β such that
This yields
Such an equation would lead to a linear system of equations which in compact form can be written as the following matrix equation
Now considering v-continuous version of (2.18):
we may write
Then a further variational form is obtained by multiplying (2.19) by χ j , j = 1, 2, . . . , J and integrating over Ω V :
where ⊗ represents tensor products with the obvious notations for the coefficient matrices M x ⊥ , M v being the mass-matrices in spatial and velocity variables, C x ⊥ is the convection matrix in space, M v := v ⊗ M v corresponds to the spatial convection terms with the coefficient v: v · ∇ ⊥ , and finally S v is the stiffness matrix in v. Now, given an initial beam configuration, U 0 = u 0 , our objective is to use an iteration algorithm as the finite element version above or the corresponding equivalent backward Euler (or Crank-Nicolson) approach for discretization in the x ⊥ variable, and obtain successive U mvalues at the subsequent discrete x ⊥ -levels. To this end the delicate issues of an initial data viz (1.8), as a product of Dirac delta functions, as well as the desired dose to the target that imposes the model to be transferred to a case having an inverse problem nature are challenging practicalities.
Standard stability estimates
We use the notion of the scalar products over a domain D and its boundary ∂D as (·, ·) D and ·, · ∂D , respectively. Here, D can be Ω :
or possibly other relevant domains in the problem. Below we state and prove a stability lemma which, in some adequate norms, guarantees the control of the solution for the continuous problem by the data. The lemma is easily extended to the case of approximate solution.
We derive the stability estimate using the triple norm
Lemma 2.1. For u satisfying (1.13) we have the stability estimates
Proof. We let χ = u in (2.6) and use (2.4)-(2.5) to obtain
where using Green's formula and with β = (v, 0) we have
27) which yields (2.23) after integration over (0, x) and taking supremum over x ∈ I x . Integrating (2.25) over x ∈ (0, L) and using (2.26) together with the definition of the triple norm
and the estimate (2.24) follows.
Using the same argument as above we obtain the semi-discrete version of the stability Lemma 2.1: Corollary 2.2. The semi-discrete solution u h with h = max(h ⊥ , h v ) and standard Galerkin approximation in phase-space I ⊥ × Ω v satisfies the semidiscrete stability estimates:
Convergence
Below we state and prove an a priori error estimate for the finite element approximation u h satisfying (2.7). The a priori error estimate will be stated in the triple norm defined by (2.22).
Lemma 2.3.
[An a priori error estimate in the triple norm] Assume that u and u h satisfy the continuous and discrete problems (2.6) and (2.7), respectively. Let
Proof. Taking the first equations in (2.6) and (2.7) and using (2.5) we end up with
(2.32)
Let now χ = u h −ũ, then by the same argument as in the proof of Lemma 2.1 we get
which yields
Hence, integrating over x ∈ (0, L) we obtain
and the definition of |||·|||β we end up with
(2.36)
Finally using the identity u h − u = (u h −ũ) + (ũ − u) and the interpolation estimate below we obtain the desired result.
Proof. We rely on classical interpolation error estimates (see [8] and [9] 
Using the definition of the triple-norm we have that
where in the last inequality we have used (2.38) and (2.39). Now choosing the constant
we get the desired result.
This proposition yields the L 2 error estimate viz:
Theorem 2.5 (L 2 error estimate). For u ∈ H r (Ω) and u h ∈ V h,β satisfying (2.6) and (2.7), respectively, and with h 2 ≤ σ tr ≤ h, we have that there is a constant C = C(Ω, f ) such that
Proof. Using the Poincaré inequality
Further using Lemma 2.3 
and the proof is complete.
Petrov-Galerkin approaches
Roughly speaking, in the Petrov-Galerkin method one adds a streaming term to the test function. The raison dé etre of such approach is described, motivated and analyzed in the classical SD methods. Here, our objective is to briefly introduce a few cases of PetrovGalerkin approaches in some lower dimensional geometry and implement them in both direct and adaptive settings. Some specific form of the Petrov-Galerkin methods are studied in [11] where the method of exact transport + projection is introduced. Also both the semistreamline diffusion as well as the Characteristic streamline diffusion methods, which in their simpler forms are implemented here, are studied in [6] .
A semi-streamline diffusion scheme (SSD)
Here the main difference with the standard approach is that we employ modified test functions of the form w+δv·∇ ⊥ w with δ ≥ σ tr . Further, we assume that w satisfies the vanishing inflow boundary condition of (1.13). Hence, multiplying the differential equation in (1.13) by w + δ(v · ∇ ⊥ w) and integrating over Ω ⊥ = Ω x ⊥ × Ω v we have a variational formulation, viz
(3.1)
The SSD stability estimate
We let in (3.1) w = u and obtain the following identity 1 2
Now it is easy to verify that the last term above can be written as
Due to symmetry the second term in the integral above vanishes. Hence we end up with
Next, we multiply the differential equation (1.13) by δu x and integrate over I ⊥ × Ω v to get
The last inner product on the left hand side of (3.5) can be written as
Now inserting (3.6) in (3.5) and adding the result to (3.4) we end up with
Further we use the Cauchy-Schwarz inequality to get
Finally with an additional symmetry assumption on x ⊥ and v convections as (this is motivated by forward peakedness assumption in angle and energy which is used in deriving the Fokker-Plank/Fermi equations) 9) and the fact that σ tr is decreasing in the beams penetration direction, i.e.
∂σtr ∂x ≤ 0, we may write (3.7) as 1 2
As a consequence for sufficiently small δ (actually δ ≈ σ 1/2 tr 1) we have, e.g.
and hence u
12) Thus, summing up we have proved the following stability estimates Proposition 3.1. Under the assumption (3.9) the following L 2 (I ⊥ × Ω v ) stability holds true
Moreover, we have also the second stability estimate
Remark 3.2. Due to the size of smallness parameters δ and σ tr we can easily verify the second stability estimate (3.14) which also yields
Hence, using the equation (1.13), we get
The estimate (3.16) indicates the regularizing effect of the diffusive term ∆ v u in the sense
. However this regularizing effect will decrease by the size of σ tr .
Model problems in lower dimensions
We consider now a forward peaked narrow radiation beam entering into the symmetric domain
+ at (0, 0) and penetrating in the direction of the positive x-axis. Then the computational domain Ω of our study is a three dimensional slab with (x, y, η) ∈ Ω = I x × I y × I η where I x = [0, L]. In this way, the problem (1.13) will be transformed into the following lower dimensional model problem
For this problem we implement two different versions of the streamline diffusion method: the semi-streamline diffusion and the characteristic streamline diffusion. Both cases are discretized using linear polynomial approximations.
The semi-streamline diffusion method
In this version we derive a discrete scheme for computing the approximate solution u h of the exact solution u using the SD-method for discretizing the (y, η)-variables (corresponding to multiply the equation by test functions of the form w + δηw y ) combined with the backward Euler method for the x-variable. We start by introducing the bilinear forms a(·, ·) and b(·, ·) for the problem (4.1) as: 5) where N is the number of nodes in the mesh. Letting w = φ i for i = 1, 2, . . . , N and inserting (4.5) into (4.4) we get the following discrete system of equations,
Equation (4.6) in matrix form can be written as
. . , N . We apply now the backward Euler method for further discretization of the equation (4.7) in variable x, and with the step size k m , to obtain an iterative form viz
The equation above can be rewritten as a system of equations for finding the solution U m+1 (at "time" level x = x m+1 ) on iteration m + 1 from the known solution U m from the previous iteration step m:
Characteristic Streamline Diffusion Method
In this part we construct an oriented phase-space mesh to obtain the characteristic streamline diffusion method. Before formulating this method, we need to construct a new subdivision of Ω = I x × I y × I η . To this end and for m = 1, 2, . . . , M , we define a subdivision of
where T h is a previous triangulation of I ⊥ . Then we introduce, slabwise, the function spaceŝ Here, for definition ofû h,+ ,û h,− , w + we refer to (2.12).
Adaptive algorithm
In this section we formulate an adaptive algorithm, which is used in computations of the numerical examples studied in Section 6. This algorithm improves the accuracy of the computed solution u h of the model problem (4.1). In the sequel for simplicity we denote I y × I η also by Ω ⊥ (this however, should not be mixed with the notation in the theoretical Sections 1-3). Table 1 : Test 1-a). Computed errors e n = u − u n h L 2 (Ω ⊥ ) and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using semi-streamline diffusion method of section 4.1 with γ = 0.5 in the adaptive algorithm and α = 0.1 in (6.2).
The Mesh Refinement Recommendation We refine the mesh in neighborhoods of those points in I y × I η where the error ε n = |u − u n h | attains its maximal values. More specifically, we refine the mesh in such subdomains of I y × I η where
Here γ ∈ (0, 1) is a number which should be chosen computationally and u n h denotes the computed solution on the n-th refinement of the mesh.
The steps in adaptive algorithm
Step 0. Choose an initial mesh I 0 m × τ 0 in I x × I y × I η and obtain the numerical solution u n h , n > 0, where n is number of the mesh refinements, in the following steps:
Step 1. Compute the numerical solution u n h on τ n using any of the finite element methods introduced in section 4.
Step 2. Refine those elements in the mesh τ n for which
Here, the values for the tolerance γ ∈ (0, 1) are chosen by the user.
Step 3. Define a new refined mesh as τ n+1 . Construct a new partition I Table 2 :
and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using semi-streamline diffusion method of section 4.1 with γ = 0.7 in the adaptive algorithm and α = 0.1 in (6.2).
Numerical examples
In this section we present numerical examples which show the performance of an adaptive finite element method for the solution of the model problem (4.1). Here, all computations are performed in Matlab COMSOL Multiphysics using module LIVE LINK MATLAB. We choose the domain Ω ⊥ = I y × I η as
Our tests are performed with a fixed diffusion coefficient σ tr = 0.002. Further, due to smallness of the parameters δ and σ tr , the terms that involve the product δσ tr are assumed to be negligible. In the backward Euler scheme, used discretization in x-variable, we solve the system of equations (4.9) which ends up with a discrete (computed) solution U m+1 of (4.1) at the time iteration m + 1 and with the time step k m which has been chosen to be k m = 0.01.
Previous computational studies, e.g. [3] , have shown oscillatory behavior of the solution u h when the semi-streamline diffusion method was used, and layer behavior when the standard Galerkin method was applied to solve the model problem (4.1). In this work we significantly improve results of [3] by using the adaptive algorithm of section 5 on the locally adaptively refined meshes. All our computations are compared with the closed form analytic solution for the model problem (4.1) given by
when the initial data is given by u(0, y, η) = δ(y)δ(η).
We have performed the following computational tests:
• Test 1. Solution of the model problem (4.1) with a "Dirac type" initial condition • Test 2. Solution of the model problem (4.1) with "Maxwellian type" initial condition
for different values of α ∈ (0, 1).
• Test 3. Solution of the model problem (4.1) with a "hyperbolic type" initial condition u(0, y, η) = f (y, η) = 1
for α = 0.19.
Test 1
In this test we compute numerical simulations for the problem (4.1) with a "Dirac type" initial condition (6.2) and for different values of the parameter α ∈ (0, 1) in (6.2), where we use adaptive algorithm of Section 4 on the locally adaptively refined meshes. These meshes were refined according to the error indicator (5.1) in the adaptive algorithm. For computation of the finite element solution we employ semi-streamline diffusion method of Section 4.1. We performed two set of numerical experiments:
Figure 2: Test 1-a). Computed errors E n (x, y) = u(x, y) − u n h (x, y) on the locally adaptively refined meshes of Table 1 on the meshes of Figure 1-a) 
and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using characteristic streamline diffusion method with γ = 0.5 in the adaptive algorithm.
• Test 1-a). We take γ = 0.5 in (5.1). This choice of the parameter allows to refine the mesh τ not only at the center of the domain Ω ⊥ , but also at the boundaries of Ω ⊥ .
• Test 1-b). We take γ = 0.7 in (5.1). Such choice of the parameter allows to refine the mesh τ only at the middle of the domain Ω ⊥ .
Our computational tests have shown that the values for α ∈ (0.05, 0.1) give smaller computational errors e n = u − u Tables 1 and 2 for Test 1-a) and Test 1-b), respectively. Using these tables and Figures 1 and 3 we observe that we have obtained significant reduction of the computational error e n = u − u n h L 2 (Ω ⊥ ) on the adaptively refined meshes. These errors in the form E n (x, y) = u(x, y) − u n h (x, y), on the adaptively refined meshes, are shown on Figure 2 . Using Tables 1, 2 we observe that the reduction of the computational error is faster and more significant in the case a) than in the case b). Thus, choosing the parameter γ = 0.5 in (5.1) gives a better computational result and smaller error e n than γ = 0.7. This allows us to conclude that the refinement of the mesh τ not only at the center of the domain Ω ⊥ , but also at the boundaries of Ω ⊥ give significantly smaller computational error e n = u − u n h L 2 (Ω ⊥ ) . We present the final solution u 4 h computed on the 4 times adaptively refined mesh on the Figure 1-f) for Test 1-a) and on the Figure 3-f) for Test 1-b). We note that in both cases we have obtained smoother computed solution u 4 h without any oscillatory behavior. This is a significant improvement of the result of [3] where mainly oscillatory solution could be obtained.
Test 2
In this test we perform numerical simulations for the problem (4.1) with Maxwellian initial condition (6.3) and for different values of the parameter α ∈ (0, 1). Again we use the error indicator (5.1) in the adaptive algorithm for local refinement of meshes and perform two set of tests as in the case of Test 1 and with the same values on the parameter γ. 
and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using characteristic streamline diffusion method with γ = 0.7 in the adaptive algorithm. For finite element discretization we use semi-streamline diffusion method as in the Test 1. To be able to control the formation of the layer which appears at the central point (y, η) = (0, 0) we use different values of α ∈ (0, 1) inside the function (6.3). Our computational tests show that the value of the parameter α = 0.19 is optimal one.
We present results of our computations for α = 0.19 in Tables 3 and 4 for Test 2-a) and Test 2-b), respectively. Using these Tables and Figures 4 and 5 , once again, we observe significant reduction of the computational error e n = u − u n h L 2 (Ω ⊥ ) on the adaptively refined meshes. Using Tables 3 and 4 
Test 3
In this test we perform numerical simulations of the problem (4.1) with hyperbolic initial condition (6.4) on the locally adaptively refined meshes. Taking into account results of our previous Tests 1,2 we take fixed value of α = 0.19 in (6.4). For finite element discretization we used the semi-streamline diffusion method of Section 4. We again perform two set of Table 5 : Test 3-a). Computed values of errors e n = u − u n h L 2 (Ω ⊥ ) and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using semi-streamline diffusion method with γ = 0.5 in the adaptive algorithm. Table 6 : Test 3-b). Computed values of errors e n = u − u n h L 2 (Ω ⊥ ) and e n /e n+1 on the adaptively refined meshes. Here, the solution u n h is computed using semi-streamline diffusion method with γ = 0.7 in the adaptive algorithm. tests with different values ofγ in (5.1): in the Test 3-a) we chooseγ = 0.5, and in the Test 3-b) we assign this parameter to beγ = 0.7. We present results of our computations in Tables 5 and 6 . Using these tables and Figures  6 and 7 we observe significant reduction of the computational error e n = u − u 
Conclusion
Finite element method (FEM) is commonly used as numerical method for solution of PDEs. In this work FEM is applied to compute approximate solution of a, degenerate type, convection dominated convection-diffusion problem. We consider linear polynomial approximations and study different finite element discretizations for the solutions for pencil-beam models based on Fermi and Fokker-Planck equations. First we have derived stability estimates and proved optimal convergence rates (due to the maximal available regularity of the exact solution) in a more general setting in physical domain. Then we have specified some "goal oriented" numerical schemes. These numerical schemes are derived using a variety Galerkin methods such as Standard Galerkin, Semi-Streamline Diffusion, Characteristic Galerkin and Characteristic Streamline Diffusion methods. Our focus has been in two of these approx-imation schemes: (i) the Semi-Streamline Diffusion and (ii) the Characteristic Streamline Diffusion methods.
For these two setting, we derived a priori error estimates and formulated the adaptive algorithm. Since in our numerical tests we have used a closed form of the analytic solution, therefore it suffices to use a priori error estimates for the local mesh refinements. Numerically we tested our adaptive algorithm for different type of initial data in (4.1) in three tests with different mesh refinement parameter γ in the mesh refinement criterion (5.1). The goal of our numerical experiments was to remove oscillatory behavior of the computational solution as well as removing of the formation of the artificial layer.
Using Tables and Figures of section 6 we can conclude that the oscillatory behavior of the computed solutions which were obtained in [3] are appearing for problems with nonsmooth initial data and on non-refined meshes. In this work we removed these oscillations by adaptive mesh refinement and decreasing the dominance of the coefficient in the convection term.
