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iAbstract
This work is a contribution to the eld of high dimensional chaos, in particular
spatio{temporal chaos. An interplay between concepts from nonlinear dynamics and
statistical mechanics is natural in an area in which the dynamics of many interacting
degrees of freedom is studied. This area poses still many challenges for our understan-
ding, since successful concepts from low dimensional dynamical systems or equilibrium
statistical mechanics are often not applicable any more.
Coupled map lattices (CMLs) are model systems for high dimensional chaotic dy-
namcis that have been introduced in the 80s. In these systems many chaotic maps are
coupled on a lattice. In contrast to many mainly numerical studies of CMLs, I here
pursue an analytical approach, namely a perturbation theory in the near of an exactly
solvable CML. The CML T; which is studied in this work is inspired by the Miller
Huse CML [24] that shows a continuous phase transition on a two dimensional lattice.
The CML T; which is dened on a one dimensional lattice depends on two para-
meters, the deformation  of the map on each lattice site and the coupling  between
neighbouring maps. Perturbation theory is valid, if ;   1. The dynamics of the
CML is determined by an interplay between the two parameters. I nd four regions
in the (; ) plane with dierent ergodic behaviour of the CML. The number and size
of the coexisting attractors dier considerably in these various regions. In chapter 3
and 4 most calculational eort is spent on the determination of the bifurcation lines
between the four phases.
A statistical perspective on the CML T; is gained by a coarse graining procedure.
At this description level the CML becomes a stochastic dynamics of spin chains. I can
derive a master equation for this spin dynamics. There are three types of spin flips
with dierent transition probabilities in perturbation theory. I can show that the CML
is a kinetic (one dimensional) Ising model on the coarse grained level . Depending
on the parameters  and  the coupling in the Ising Hamiltonian is ferromagnetic or
anti-ferromagnetic. One can also attribute a temperature to the CML by this correspon-
dence to the Ising model. It is possible to understand various properties of the CML
by referring to the known behaviour of kinetic Ising models. Particularly, transients
in the CML T; can be understood as relaxation processes to the anti{ferromagnetic
ground state of the Ising model.
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Kapitel 1
Einleitung
Diese Arbeit bescha¨ftigt sich mit einem Problem aus dem Gebiet hochdimensionaler
dynamischer Systeme bzw. mit der Dynamik vieler aneinander gekoppelter Freiheits-
grade. Dabei stehen analytische Methoden im Vordergrund. Da sowohl Konzepte aus
der Nichtlinearen Dynamik wie auch aus der Statistischen Mechanik fu¨r diese Arbeit
relevant werden, mo¨chte ich zuerst kurz auf diese beiden groen Gebiete eingehen.
In der Nichtlinearen Dynamik (popula¨rer: "Chaosforschung") steht die Beschrei-
bung der Bewegung weniger Freiheitgrade im Vordergrund; der Phasenraum ist in die-
sem Fall niedrigdimensional. Schon fu¨r drei Freiheitgrade kann die Dynamik sehr kom-
pliziert werden. Am Ende des letzten Jahrhunderts bekam der franzo¨sische Mathemati-
ker Henri Poincare deswegen als erster Begrie der heutigen Nichtlinearen Dynamik ins
Blickfeld, als er das Drei{Ko¨rper{Problem der Himmelsmechanik untersuchte. Seit den
60er Jahren wurde die Nichtlineare Dynamik { in der Mathematik: die Theorie dynami-
scher Systeme { von Mathematikern und Physikern stark ausgebaut, so da heutzutage
zur Charakterisierung niedrigdimensionaler Bewegung viele Begrie zur Verfu¨gung ste-
hen, z. B. Attraktoren und ergodische Mae auf ihnen, Lyapunovexponenten, fraktale
Dimensionen und (dynamische) Entropien.
Wenn man die Bewegung von vielen Freiheitsgraden erfassen mo¨chte, sind die Be-
grie der Nichtlinearen Dynamik im Prinzip zwar noch verwendbar { denn fu¨r mathe-
matische Begrie ist die Dimension des Phasenraums meistens beliebig {, doch ergeben
sich die beiden folgenden Probleme:
 Die Transientenla¨nge eines dynamischen Systems ist die Zeitdauer, bis von ei-
ner Anfangbedingung ausgehend ein Attraktor erreicht wird. Diese Zeitspanne
wa¨chst mit der Gro¨e des Systems oft exponentiell an. In diesem Fall ist es frag-
lich, ob man die Langzeitdynamik eines hochdimensionalen Systems u¨berhaupt
als eine ergodische Bewegung auf einem Attraktor charakterisieren kann.
 Die Begrie der Nichtlinearen Dynamik reichen fu¨r die Charakterisierung vieler
physikalischen Pha¨nomene wie Phasenu¨berga¨nge und Ordnungsparameter nicht
aus, da diese auf einer mesoskopischen ("coarse grained") Ebene formuliert wer-
den, die von der mikroskopischen Dynamik relativ unabha¨ngig ist. Demnach sind
globale Gro¨en wie fraktale Dimensionen, Entropien und Lyapunovexponenten
oft zur Beschreibung dieser Pha¨nomene nicht geeignet.
Der letzte Punkt la¨t sich gut anhand der Statistischen Mechanik illustrieren,
die ebenfalls Ende des 19. Jahrhunderts von Ludwig Boltzmann und Josiah Willard
Gibbs entwickelt wurde und seit ca. 1950 eine wohletablierte Theorie ist. Diese Theorie
1
2 KAPITEL 1. EINLEITUNG
ist gerade in der Beschreibung vieler Freiheitsgrade erfolgreich, weil sie sich auf makro-
skopische (thermodynamische) Gro¨en konzentriert und von der mikroskopischen Dy-
namik elegant abstrahiert. Denn fu¨r makroskopische Gro¨en sind nur groe La¨ngen{
und Zeitskalen des Systems relevant, so da viele Details der mikroskopischen Dynamik
vernachla¨ssigt werden ko¨nnen. Dementsprechend la¨t sich die Thermodynamik eines
Systems u¨ber die Berechnung von Zustandssummen erhalten. Allerdings ist dieses Ver-
fahren nur fu¨r Systeme nahe dem thermodynamischen Gleichgewicht erfolgreich.
Die Statistische Mechanik des Gleichgewichts hat im Versta¨ndnis von kontinuierli-
chen Phasenu¨berga¨ngen und den sie begleitenden kritischen Pha¨nomenen groe Fort-
schritte erzielt, indem die Skaleninvarianz an den kritischen Punkten mit Hilfe der Re-
normierungsgruppe quantitativ gemacht wird (siehe z. B. [16, 19]). Mit Hilfe der Renor-
mierungsgruppe kann man auerdem zeigen, da Gleichgewichtsphasenu¨berga¨nge von
Systemen, denen eine Hamiltonfunktion zugrunde liegt, sich in Universalita¨tsklassen
einteilen lassen. Eine Universalita¨tsklasse wird nur durch die Symmetrie der Hamilton-
funktion und die Raumdimension des Systems bestimmt.
Als notorisches Problem der Statistischen Mechanik ist das sog. Ergodenproblem
bekannt, das schon Boltzmann zu lo¨sen versuchte. Dabei geht es um die Herleitung
der Statistischen Mechanik aus der mikroskopischen, meist Hamiltonschen Dynamik
der vielen Freiheitsgrade im thermodynamischen Limes. Trotz vieler Einzelergebnisse
ist man bis heute weit von der Lo¨sung dieses Grundlagenproblems entfernt [21, 25].
Gerade in den letzten Jahren wurde versucht, mit Hilfe von Ideen aus der Nichtlinea-
ren Dynamik die Bewegung der mikroskopischen Freiheitsgrade als sog. "molekulares
Chaos" pha¨nomenologisch zu beschreiben (eine U¨bersicht zu diesem Ansatz gibt [30]).
Ein weiteres weitgehend ungelo¨stes Problem ist die statistische Beschreibung von
sehr vielen wechselwirkenden Freiheitsgraden, die sich weit entfernt vom thermischen
Gleichgewicht benden, so da die lineare Antworttheorie nicht mehr gu¨ltig ist. Das
entsprechende Gebiet der Nichtgleichgewichtsstatistik ist sehr unu¨bersichtlich bzw.
reichhaltig. Man unterscheidet zwei Arten von Nichtgleichgewichtsprozessen:
 Eine Relaxationsdynamik ist die Bewegung hin zum thermischen Gleichgewicht,
nachdem das System in einen Zustand weit weg von diesem pra¨pariert wurde.
Beispielsweise ist das Abku¨hlen eines stark erhitzten Ferromagneten ein solcher
Proze. Auf einer theoretisch idealisierten Ebene kann man die Kinetik von sto-
chastischen Spindynamiken studieren, z. B. die Glauberdynamik [12, 18]. Weitere
Beispiele fu¨r Relaxationspha¨nomene sind manche chemische Reaktionen, Anlage-
rungsmodelle und Oberfla¨chenwachstum [26, 1, 4].
 Es gibt daneben auch stationa¨re Nichtgleichgewichtszusta¨nde, die durch einen
Energieflu durch das System aufrechterhalten werden. Ein Beispiel sind Ex-
perimente mit Flu¨ssigkeiten, bei denen turbulentes Verhalten beobachtet wird
[10]. Als idealisierte Modellsysteme studiert man stationa¨re Nichtgleichgewichts-
zusta¨nde bei Gittergasen in einem treibenden Feld [31, 33]. Die stationa¨ren
Nichtgleichgewichtszusta¨nde ergeben sich oft als Lo¨sungen von Mastergleichun-
gen; diese Lo¨sungen erfu¨llen nicht die Bedingung des detaillierten Gleichgewichts.
Entsprechend ist die Statistik eines Nichtgleichgewichtszustandes oft noch nicht
gut verstanden.
Von einem deterministischen Standpunkt wird auch das turbulente Verhalten ei-
ner Flu¨ssigkeit durch die dreidimensionalen Navier{Stokes{Gleichungen beschrieben,
die partielle Dierentialgleichungen sind. Im turbulenten Bereich wird die Bewegung
3dieses dynamischen Systems allerdings sehr hochdimensional, so da sogar das numeri-
sche Erzeugen einer Trajektorie mit der heute verfu¨gbaren Rechenleistung ein Problem
werden kann. Auerdem ergeben sich die oben angesprochenen Schwierigkeiten der
Nichtlinearen Dynamik mit hochdimensionalen Systemen, so da das Turbulenzpro-
blem auch fu¨r die Nichtlineare Dynamik eine Herausforderung bleibt [10, 2].
Um einige Aspekte der Dynamik von vielen aneinander gekoppelten Freiheitsgraden
besser zu verstehen, wurden in den 80er Jahren die Coupled map lattices (CMLs)
als Modellsysteme eingefu¨hrt [17, 6, 2]. Diese Systeme charakterisiere ich kurz, da auch
diese Arbeit die Analyse eines CMLs zum Inhalt hat. Ich betrachte ein regelma¨iges
Gitter der Dimension d mit N Pla¨tzen (fu¨r d = 1 ist dies eine Kette der La¨nge N ).
Auf jedem Gitterplatz iteriere ich eine skalare chaotische Abbildung f , zum Beispiel
die logistische Gleichung oder die Zeltabbildung:
f : D! D (1.1)
Das CML koppelt diese Abbildungen auf den Gitterpla¨tzen ra¨umlich. Zum Beispiel
ergibt sich bei einer Na¨chste{Nachbar{Kopplung in einer Raumdimension die Kongu-
ration (xt+11 ; x
t+1
2 ; : : :x
t+1
N ) 2 DN zum Zeitpunkt (t+ 1) durch
xt+1i :=

T
(
xt1; x
t
2; : : :x
t
N

i
:= (1− ) f (xti + 2 f (xti−1+ f (xti+1 : (1.2)
T ist eine Abbildung des Raums DN auf sich selbst; das CML ist das dynamische Sy-
stem mit diskreter Zeitvariable t 2 N, das sich durch beliebig ha¨uges Iterieren von T
ergibt. Im Unterschied zu partiellen Dierentialgleichungen sind Raum{ und Zeitva-
riable bei CMLs diskret. Die Kopplung des CMLs in Gleichung (1.2) kann als diskrete
Version des (eindimensionalen) Diusionsoperators aufgefat werden. Ein CML ist fu¨r
groe N und eine chaotische Einzelabbildung f oft ein sehr hochdimensionales chaoti-
sches System. Das in dieser Arbeit studierte CML hat die Form (1.2); die entsprechende
skalare chaotische Funktion f wird in Abschnitt 2.2 eingefu¨hrt.
Gegenu¨ber partiellen Dierentialgleichungen haben CMLs den Vorteil, da sich Tra-
jektorien mit wesentlich geringerem Rechenaufwand erzeugen lassen. Auerdem la¨t
sich leicht die Dimension der chaotischen Bewegung vergro¨ern, indem man die Zahl
der Gitterpla¨tzeN erho¨ht. Dementsprechend werden CMLs auch zur Modellierung von
physikalischen Systemen benutzt [35]. CMLs sind wie partielle Dierentialgleichungen
Systeme, mit denen man "Raum{Zeit{Chaos" studieren kann. Dabei wird das Wechsel-
spiel zwischen der zeitlichen chaotischen Dynamik auf einem Gitterplatz (die Funktion
f) und der ra¨umlichen Kopplung der Gitterpla¨tze untersucht.
Wie beim Studium von hochdimensionalen CMLs Konzepte der Statistischen Me-
chanik zum Tragen kommen, zeigt sich am Miller{Huse{CML, das 1993 von J. Miller
und D. Huse eingefu¨hrt wurde [24]. Dieses CML ist auf einem zweidimensionalen
N  N{Gitter deniert. Auf jedem Gitterplatz wirkt die antisymmetrische Funktion
(x), die einen positiven Lyapunovexponenten hat und auf der linken Seite von Ab-
bildung 1.1 zu sehen ist. Im Miller{Huse{CML wird jeder Gitterplatz an seine vier
na¨chsten Nachbarn gekoppelt:
xt+1i :=

T
(
xt

i
= (1− )  (xti + 4 X
j

(
xtj

(1.3)
Durch eine Grobko¨rnung (Coarse graining) versucht man die Fu¨lle von Information,
die das Miller{Huse{CML in jedem Iterationsschritt liefert, auf das Wesentliche zu
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1
3
1
φ
3
+1
+1-1
-1
Spin  "+" Spin  "-"
Abbildung 1.1: Links: Die von Miller und Huse verwendete Einzelabbildung (x).
Rechts: Die Doma¨nen, die sich fu¨r  > c in groen CMLs ausbilden. Der Spinzustand
+1 ist wei, der Spinzustand −1 ist schwarz kodiert.
reduzieren. Dazu fu¨hrt man zwei Spinzusta¨nde fu¨r jeden Gitterplatz ein:
sti =

+1 ; falls xti 0
−1 ; falls xti< 0
(1.4)
Die resultierende stochastische Spindynamik ist fu¨r das Miller{Huse{CML nicht gut
verstanden, da sich fu¨r diese bisher keine quantitative Beschreibung wie z. B. eine
Mastergleichung herleiten lie. Aus einer numerischen Simulation des CMLs auf einem
groen Gitter ergibt sich das folgende interessante Pha¨nomen [24, 22]: wenn man die
Kopplung  als einzigen Parameter des Miller{Huse{Modells variiert, bilden sich fu¨r
 > c  0; 82 Doma¨nen, in denen einer der beiden Spinzusta¨nde u¨berwiegt (siehe rechte
Seite von Abbildung 1.1). Die Spindynamik erreicht demnach fu¨r groe Kopplungen
einen ferromagnetisch geordneten Zustand, der eine spontane Magnetisierung zeigt {
a¨hnlich wie das zweidimensionale Isingmodell unterhalb der kritischen Temperatur.
Dagegen ist das Spinmuster, das sich aus dem CML fu¨r kleinere Kopplungen als c
ergibt, vo¨llig ungeordnet. Der Phasenu¨bergang bei c scheint kontinuierlich zu sein;
denn mit einem "Finite size scaling" ndet man heraus, da am kritischen Punkt die
Korrelationsla¨nge divergiert.
Aufgrund der a¨hnlichen Pha¨nomenologie und der Antisymmetrie der Abbildung 
(siehe Abbildung 1.1) kann man vermuten, da der Miller{Huse{Phasenu¨bergang in die
Ising{Universalita¨tsklasse fa¨llt. Allerdings ist nicht klar, warum dieser U¨bergang im
Miller{Huse{CML u¨berhaupt etwas mit Gleichgewichtsphasenu¨berga¨ngen zu tun ha-
ben soll. Denn eine durch (1.3) denierte CML{Dynamik ist auf den ersten Blick sehr
verschieden von einer Hamiltonschen Dynamik, in der Energien und Impulse deniert
sind. Demnach ko¨nnte der Zustand des Miller{Huse{CMLs nach dem Ablauf von Tran-
sienten auch ein stationa¨rer Nichtgleichgewichtszustand sein. Man kann bisher keine
Langevingleichung fu¨r die langsamen Moden der stochastischen Spindynamik ableiten,
um einen Hinweis auf die Art des Phasenu¨bergangs zu bekommen.1
1Ansa¨tze dazu gibt es in der Arbeit von J. Miller und D. Huse [24].
5Um den Phasenu¨bergang im Miller{Huse{Modell na¨her zu charakterisieren, wur-
den in [22] die kritischen Exponenten fu¨r diesen Phasenu¨bergang numerisch bestimmt
und mit den wohlbekannten kritischen Exponenten der Ising{Universalita¨tsklasse ver-
glichen. Das Ergebnis des Vergleichs ist nicht eindeutig: die meisten kritischen Expo-
nenten scheinen mit denen der Ising{Universalita¨tsklasse kompatibel zu sein, aber ein
Exponent scheint es nicht zu sein. Auerdem ha¨ngen die kritischen Exponenten des
Miller{Huse{Modells von der Art des Updatings im CML ab, was noch vo¨llig unver-
standen ist.
Um etwas mehr Licht auf das Miller{Huse{CML und allgemein auf Phasenu¨berga¨nge
zu werfen, studiere ich in dieser Arbeit ein CML analytisch. Dieses CML ist a¨hnlich
zum Miller{Huse{Modell konstruiert, wird allerdings in der vorliegenden Arbeit nur in
einer Raumdimension analysiert, da in diesem Fall der Rechenaufwand wesentlich ge-
ringer ist. Im na¨chsten Kapitel wird dieses CML ausfu¨hrlich vorgestellt. Abschlieend
gebe ich einen U¨berblick u¨ber den Aufbau dieser Arbeit:
Kapitel 2: Das in dieser Arbeit analysierte CML T; , das von zwei Parametern ; 
abha¨ngt, wird eingefu¨hrt. Auerdem wird die Problemstellung der Arbeit und
sto¨rungstheoretische Zugang zu diesem CML erla¨utert.
Kapitel 3: Da sich die geometrische Methode dieser Arbeit in einem zweidimensio-
nalen Phasenraum am besten veranschaulichen la¨t, werden aus pa¨dagogischen
Gru¨nden zwei gekoppelte Abbildungen ausfu¨hrlich studiert. Dabei stehen Me-
thoden und Begrie aus der Nichtlinearen Dynamik im Vordergrund. Die Argu-
mentation wird an einigen Stellen etwas technisch. Es werden in diesem Kapitel
viele Begrisbildungen vorgenommen, die auf den vorliegenden sto¨rungstheoreti-
schen Zugang zum CML T; zugeschnitten sind und auch fu¨r die weiteren Kapitel
wichtig werden.
Kapitel 4: In diesem ebenfalls recht technischen Kapitel wird das CML T; auf drei
Gitterpla¨tzen untersucht. Dieser Fall ist besonders wichtig, da fu¨r N = 3 das
CML T; schon beinahe seine volle Komplexita¨t erreicht: im Fall N > 3 kann
man auf viele der Ergebnisse dieses Kapitels zuru¨ckgreifen. Insbesondere bleiben
die Parameterbereiche mit unterschiedlichem ergodischen Verhalten gleich. Die
Hauptarbeit dieses Kapitels besteht darin, aus der Abbildung T; die Bifurkati-
onslinien zwischen den verschiedenen Parameterbereichen sto¨rungstheoretisch zu
berechnen.
Kapitel 5: In diesem Kapitel wird das CML T; fu¨r beliebige Gittergro¨e N unter-
sucht. Da Ergebnisse aus Kapitel 4 benutzt werden ko¨nnen, ist dieses Kapitel
weniger technisch. Es ergeben sich fu¨r ein N{dimensionales CML vier Parame-
terbereiche mit unterschiedlichem ergodischen Verhalten. Die Zahl und Gro¨e
der koexistierenden Attraktoren unterscheiden sich drastisch fu¨r die verschiede-
nen Parameterbereiche.
Kapitel 6 und 7: Nachdem das CML T; vom Standpunkt der Nichtlinearen Dyna-
mik ausfu¨hrlich untersucht wurde, wird in diesem Kapitel ein Coarse graining
durchgefu¨hrt, das { a¨hnlich wie im Miller{Huse{Modell { zu Spinzusta¨nden mit
einer stochastischen Dynamik fu¨hrt. Mit den Kenntnissen der (mikroskopischen)
CML{Dynamik kann eine Mastergleichung fu¨r die Spindynamik hergeleitet wer-
den. Es ergibt sich ein sehr enger Zusammenhang zwischen der Spindynamik und
kinetischen Isingmodellen in einer Raumdimension. Diese beiden Kapitel ko¨nnen
relativ unabha¨ngig von den vorherigen gelesen werden.
6 KAPITEL 1. EINLEITUNG
Kapitel 2
Das Modellsystem
In diesem Kapitel stelle ich das in dieser Arbeit analysierte CML ausfu¨hrlich vor. In
Abschnitt 2.1 wird dazu als Ausgangspunkt der Sto¨rungstheorie ein relativ triviales
CML eingefu¨hrt, das sich exakt lo¨sen la¨t. In Abschnitt 2.2 wird das CML T; mit
seinen beiden Parametern  und  eingefu¨hrt. Zur Methode der Sto¨rungstheorie werden
schlielich in Abschnitt 2.3 einige Vorbemerkungen gemacht.
2.1 Der Ausgangspunkt fu¨r die Sto¨rungstheorie
Das System, um das herum ich eine sto¨rungstheoretische Entwicklung vornehme, be-
steht aus N ungekoppelten antisymmetrischen Zeltabbildungen. Die einzelne antisym-
metrische Zeltabbildung ist eine um den Ursprung antisymmetrische Funktion. Sie ist
auf dem Intervall [−1; 1] deniert, wobei der Funktionsverlauf auf dem Teilintervall
[0; 1] dem der viel studierten Zeltabbildung entspricht; der Funktionsverlauf auf dem
Teilintervall [−1; 0] ergibt sich durch antisymmetrische Fortsetzung (siehe Bild 2.1).
Die antisymmetrische Zeltabbildung besitzt zwei koexistierende Attraktoren, na¨mlich
die Intervalle [−1; 0] und [0; 1]. Das natu¨rliche Ma auf diesen beiden ergodischen
Komponenten ist sehr einfach: es ist das Lebesguema auf [−1; 0] bzw. [0; 1].
Ich fu¨hre nun folgendes einfaches CML ein: an jedem Gitterplatz eines eindimen-
sionalen Gitters der Gro¨en N wirkt die gerade eingefu¨hrte antisymmetrische Zeltab-
bildung. Diese Abbildungen werden nicht gekoppelt. Der Phasenraum dieses CMLs ist
das N{fache cartesische Produkt der Intervalle [−1; 1], das ich mit [−1; 1]N bezeichne.
Das CML hat 2N koexistierende Attraktoren, je nachdem ob sich der i-te Gitterplatz
im Intervall [0; 1] oder [−1; 0] bendet. Die Attraktoren sind die 2N N{dimensionalen
Kuben der Kantenla¨nge 1, aus denen der Phasenraum [−1; 1]N besteht. Da ich die-
se Kuben spa¨ter noch oft benutzen werde, bezeichne ich sie durch einen Indexvektor
 = (1; 2; : : :N ) mit i 2 f+;−g:
I

:= K(1)K(2)    K(N) ; wobei
K(−) := [−1; 0] ; K(+) := [0; 1] : (2.1)
Das natu¨rliche Ma auf jedem der Attraktoren I

ist das Lebesguema in diesem
Kubus.
Die Attraktoren haben (N − 1){dimensionale Hyperfla¨chen, auf denen xi = 0 gilt,
gemeinsam. Es ist leicht vorstellbar, da eine solche Situation instabil gegenu¨ber klei-
nen Vera¨nderungen der Abbildung des CML ist, da es z. B. zu Verschmelzungen von
ergodischen Komponenten kommen kann. Man sagt auch: dieses CML ist marginal
stabil bzw. strukturell instabil.
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Abbildung 2.1: Die antisymmetrische Zeltabbildung und ihre zwei Attraktoren.
2.2 Das CML T;
2.2.1 Die deformierte Abbildung f
Um das CML einzufu¨hren, das in dieser Arbeit analysiert wird, deformiere ich zuerst
die einzelne antisymmetrische Zeltabbildung durch einen Parameter . Ich verschiebe
den Funktionswert bei x = +1 von 0 zu + und den Funktionswert bei x = −1 von 0
zu −:
f(x) :=
8<:
−2− x=a ; falls x 2 [−1;−a]
x=a ; falls x 2 (−a; a)
2− x=a ; falls x 2 [a; 1]
; wobei
a :=
1
2−  (2.2)
Bilder der Funktionsverla¨ufe von f(x) fu¨r  > 0 und  < 0 nden sich in Abbildung
2.2. Die antisymmetrische Zeltabbildung aus Abbildung 2.1, von der ich ausging, ist
f0. Dagegen ist die in der Einfu¨hrung vorgestellte Miller{Huse{Abbildung  gleich f
mit  = −1 (man vergleiche die linke Seite von Abbildung 1.1 mit der rechten Seite
von Abbildung 2.2 ). Wenn man sich { wie es in dieser Arbeit geschieht { auf den Fall
  1 beschra¨nkt, betrachtet man nur gegenu¨ber f0 schwach deformierte Abbildungen;
dagegen ist die Miller{Huse{Abbildung stark deformiert.
Die Funktion f hat ein Maximum bei a, ein Minimum bei −a und u¨ber das gesamte
Intervall [−1; 1] eine im Betrag konstante Steigung. Die Funktion f ist linear auf den
folgenden vier Teilintervallen J(γ)  [−1; 1]:
J(−2) := [−1; −a]; J(−1) := [−a; 0]; J(1) := [0; a]; J(2) := [a; 1] : (2.3)
2.2.2 Das dynamische System f
Ich diskutiere in diesem Unterabschnitt kurz das ergodische Verhalten des (eindimen-
sionalen) dynamischen Systems mit der Abbildungsvorschrift f.
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Abbildung 2.2: Die deformierte antisymmetrische Zeltabbildung f.
 > 0
Wie man leicht nachrechnen kann, werden fu¨r  > 0 die Intervalle [; 1] und [−1;−]
durch f auf sich selbst abgebildet:
f([; 1]) = [; 1] ; f([−1;−]) = [−1;−] (2.4)
Man kann beweisen, da die Intervalle [; 1] und [−1;−] Attraktoren des dynami-
schen Systems fu¨r  > 0 sind.1 Dabei greift man sich ein beliebiges Intervall  [; 1]
heraus und zeigt, da das iterierte Intervall unter der Abbildung f solange wa¨chst, bis
es gleich [; 1] ist. Formal:
8 [c; d]  [; 1] 9 k 2 N : fk ([c; d]) = [; 1] ;
wobei fk die k{fach iterierte Funktion f bedeuten soll. Fu¨r Intervalle aus [−1;−] gilt
das Entsprechende. Im Zwischenbereich [−; ] ist f monoton ansteigend mit Steigung
> 1, so da dieser Bereich keinen Attraktor enthalten kann. Der Abstand zwischen den
beiden koexistierenden Attraktoren betra¨gt 2 . Eine Konguration von 2 Attraktoren
ist demnach bei positivem  stabiler gegenu¨ber kleinen Sto¨rungen der Abbildung als
bei  = 0.
 < 0
Eine Trajektorie des dynamischen Systems fu¨hrt im Fall  < 0 in der Na¨he von x = 1
U¨berga¨nge vom positiven ins negative Intervall bzw. nahe x = −1 vom negativen ins
positive Intervall durch (siehe Abbildung 2.2). Man kann zeigen, da das gesamte In-
tervall [−1; 1] der Attraktor des dynamischen Systems ist. Denn ein beliebiges Intervall
 [−1; 1] wa¨chst unter fortgesetzter Iteration mit f zum Intervall [−1; 1] an.
2.2.3 Die Kopplung der Abbildungen f
Das CML T; besteht aus der Hintereinanderschaltung der chaotischen Abbildung f
auf jedem Gitterplatz und einer Kopplungsfunktion. Ich deniere eine vektorwertige
1Der von mir in dieser Arbeit verwendete Attraktorbegri wird in Anhang A erla¨utert.
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chaotische Abbildung:
f : [−1; +1]N ! [−1;+1]N
f(x) := (f(x1); f(x2); : : :f(xN ) ) (2.5)
Die Bilder f(xi) kopple ich u¨ber eine (symmetrische) "diusive" Na¨chste{Nachbar{
Kopplung, die auch im Miller{Huse{Modell verwendet wird:
T; = g  f : [−1;+1]N ! [−1;+1]N
[T;(x)]i := (1− ) f(xi) +

2
(f(xi−1) + f(xi+1)) (2.6)
 ist die Kopplungssta¨rke. Die Art der Kopplung kann man als eine Diskretisierung des
eindimensionalen Diusionsoperators (Laplaceoperators) ansehen. Fu¨r die Kopplung
verwende ich periodische Randbedingungen. Das CML T; ist ein nichtinvertierba-
res diskretes dynamisches System, das von den beiden Parametern  und  abha¨ngt.
Falls  =  = 0, ist das CML T; das in Abschnitt 2.1 betrachtete CML, das aus N
ungekoppelten antisymmetrischen Zeltabbildungen besteht.
Die Abbildung T; ist stu¨ckweise linear: man kann den Phasenraum [−1;+1]N
als Vereinigung von Teilmengen auassen, auf denen T; linear ist. Denn die Funk-
tion f ist linear auf den Intervallen J(γ); γ = f−2; −1; 1; 2g und das CML koppelt
die Funktionen f(xi) (i = 1; 2 : : :N ) linear (siehe Gleichung (2.6) ). Folglich ist die
N{dimensionale Abbildung T; auf den 4N mo¨glichen cartesischen Produkten der In-
tervalle J(γi) linear. Diese Produktmengen sind quaderfo¨rmige Teilmengen eines Kubus
I

, die ich mit S

bezeichne:
γ = (γ1; γ2 : : : γN) mit γi 2 f−2;−1;+1;+2g ;
S

:= J(γ1) J(γ2)     J(γN) (2.7)
Jedes I

entha¨lt 2N Teilquader S

. In Abbildung 3.1 sind die Kuben I

und die
Teilquader S

fu¨r N = 2 dargestellt. Ein bestimmter Index γ impliziert den Kubus I

,
dessen Teilmenge S

ist. Zwei Mengen S

; S

0 sind Teilmengen des gleichen I

, wenn
sign (γi) = sign
(
γ 0i

; 8 i 2 f1; 2; : : : ; Ng :
2.2.4 Die Problemstellung
Das Gebiet der CMLs sehr divers; es gibt viele Fragestellungen an diese Systeme,
die in der Literatur untersucht worden sind [17, 6, 2]. Ich mo¨chte deshalb in diesem
Unterabschnitt kurz erla¨utern, welche Fragen in dieser Arbeit in Bezug auf das CML
T; ero¨rtert werden. Dabei beschra¨nke ich mich an dieser Stelle auf den Standpunkt
der Theorie dynamischer Systeme, der die na¨chsten drei Kapitel bestimmt.
Heuristisch gehe ich von folgender U¨berlegung aus: Variierten wir nur den Parame-
ter  und lieen  = 0, wa¨re das CML ziemlich langweilig. Denn aus der Betrachtung
der Funktion f (siehe Abbildung 2.2) folgt, da es 2N Attraktoren fu¨r   0 gibt. Diese
verschmelzen fu¨r  < 0 zu einem Attraktor, der den gesamten Phasenraum einnimmt.
Welchen Einflu hat nun der andere Parameter, die Kopplung , auf das Bifurkati-
onsszenario und die Attraktoren? Sorgt die Kopplung dafu¨r, da es schon fu¨r {Werte,
die gro¨er als Null sind, zu Verschmelzungen von ergodischen Komponenten kommt?
Oder verhindert die Kopplung, da sich alle 2N Attraktoren bei einem  < 0 zu ei-
nem Attraktor vereinen ? Deswegen mo¨chte ich die Anzahl und Natur (z. B. Gro¨e
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und Lage im Phasenraum) der koexistierenden Attraktoren bei gegebenen Parametern
(; ) berechnen. Wie wir sehen werden, gibt es verschiedene Bereiche mit unterschied-
lichem Langzeitverhalten in der (; ){Ebene, die durch Bifurkationslinien voneinander
getrennt werden.
2.3 Sto¨rungstheorie fu¨r das CML T;
Ich mo¨chte noch die folgenden Bemerkungen zu der von mir verwendeten Sto¨rungs-
theorie zur Lo¨sung des CMLs T; machen:
 Falls man die exakte Lo¨sung des ungesto¨rten Systems kennt, kann man oft auch
das System mit kleinen Sto¨rungen analytisch behandeln. Dabei nutzt man aus,
da sich { grob gesprochen { im gesto¨rten System noch die Strukturen des un-
gesto¨rten Systems erkennen lassen. In vorliegenden Fall des CMLs T; spielen
beispielsweise die Kuben I

, in denen sich fu¨r das ungesto¨rte System eine er-
godische Komponente bendet, auch im gesto¨rten System eine wichtige Rolle.
Denn eine Trajektorie, deren Punkte unter der Dynamik T; iteriert werden,
ha¨lt sich fu¨r ;   1 lange innerhalb eines Kubus I

auf, bevor sie in einen
benachbarten Kubus I

weiterwandert. Ich werde erst in Abschnitt 3.4 genauer
denieren, was ein U¨bergang I

! I

ist. Im Verlauf der Arbeit wird sich zei-
gen, da die Dynamik des CML T; { wenn man die "coarse grained"{Ebene der
Kuben betrachtet { durch U¨berga¨nge I

! I

beschrieben werden kann. Diese
Beschreibungsmo¨glichkeit der CML{Dynamik ist nur fu¨r ;   1 durchfu¨hrbar.
 Die Gu¨ltigkeit der Sto¨rungstheorie setzt die Kleinheit von  und  voraus. A priori
la¨t sich allerdings nicht sagen, was "klein" ist und damit kein Gu¨ltigkeitsbereich
fu¨r die Sto¨rungstheorie in der (; ){Ebene angeben.
 Es ist fu¨r die Durchfu¨hrbarkeit dieser Arbeit auch wichtig, da wir von einem
sehr homogenen natu¨rlichen Ma, dem Lebesguema, auf den Attraktoren der
ungesto¨rten Konguration ( =  = 0) ausgehen ko¨nnen. Bei eindimensionalen
Zeltabbildungen a¨ndert sich das natu¨rliche Ma auf Attraktoren auch bei kleinen
Sto¨rungen der Abbildungen nicht sehr. Dies gilt vermutlich auch bei hochdimen-
sionalen Zeltabbildungen wie der Abbildung T;.2 Falls die Mae auf Attraktoren
fu¨r das CML T; relativ homogen sind, kann man sich fu¨r die Analyse der Dyna-
mik des CML na¨herungsweise auf die topologische Dynamik beschra¨nken. Dabei
betrachtet man Bilder und Urbilder von Mengen unter der Abbildung T; und
geht in fu¨hrender Ordnung Sto¨rungstheorie davon aus, da das natu¨rliche Ma
auf Teilmengen von invarianten Mengen proportional zum Volumen der Teilmenge
ist.
 Allgemein gilt fu¨r die Attraktoren des CMLs T; in Sto¨rungstheorie: Es gibt
keine Attraktoren des CMLs T;, die kleine Teilmengen eines Kubus I sind.
Die Ergebnisse der Arbeit zeigen vielmehr, da Attraktoren bis auf Korrekturen
vom Volumen O(; ) endliche Vereinigungen der I

sind.
 Zur Abscha¨tzung des Fehlers nach oben, den man in der Na¨herung der Sto¨rungs-
theorie macht, verwende ich in dieser Arbeit oft den O{Kalku¨l. Dieser dru¨ckt
aus, wie schnell die vernachla¨ssigten Beitra¨ge ho¨herer Ordnung fu¨r ;  ! 0 klein
2Diese Aussage beruht fu¨r das hier behandelte CML bisher nur auf Numerik und Intuition
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werden. Genauer ist die Bedeutung der Zeichen O(; ), O(2; 2;  ), o(1) etc. in
Anhang B erkla¨rt. Die Abscha¨tzung der Beitra¨ge ho¨herer Ordnung nach oben ist
wichtig, um aus der Sto¨rungstheorie ein mathematisches Verfahren zu machen. Es
ist mir aber nicht immer in dieser Arbeit gelungen, die vernachla¨ssigten Beitra¨ge
so unter Kontrolle zu bekommen. Dann bleibt die Sto¨rungtheorie ein formales
Verfahren, um einen Term "fu¨hrender Ordnung" in  und  zu berechnen.
3 Meine
Vorgehensweise ist demnach oft nicht mathematisch rigoros. Was und wie im
CML T; sto¨rungstheoretisch entwickelt wird, la¨t sich natu¨rlich erst anhand
von konkreten Rechnungen zeigen, zu denen ich im na¨chsten Kapitel komme.
3Zum Beispiel ko¨nnte sich bei einer unendlichen Summation von Termen, die einzeln ho¨herer Ord-
nung ist, noch ein dominierender Beitrag ergeben, wenn die Koezienten der Terme entsprechend
sind.
Kapitel 3
Erkla¨rung der Methode fu¨r N = 2
Der Fall von zwei gekoppelten Abbildungen wird so ausfu¨hrlich in diesem Kapitel dar-
gestellt, da in dieser Arbeit viele geometrische Konstruktionen im Phasenraum des
CMLs vorgenommen werden, die sich bei einem zweidimensionalen Phasenraum be-
deutend besser veranschaulichen lassen. Ich deniere in diesem Kapitel viele Begrie,
die zur in dieser Arbeit angewandten Lo¨sungsmethode geho¨ren. Meine Vorgehensweise
zur Lo¨sung des CMLs ist unabha¨ngig von der Systemgro¨e N , so da die Lo¨sungsme-
thode in der Haustsache schon in diesem Kapitel vorgestellt werden kann.
In Abschnitt 3.1 stelle ich kurz das CML mit zwei Gitterpla¨tzen vor. Wichtig fu¨r
die Lo¨sungsmethode sind die sogenannten "U¨berlappmengen". Durch diese Mengen
ko¨nnen Punkte von einem Kubus I

in einen anderen Kubus I

wandern. Fu¨r die
Denition der U¨berlappmengen brauche ich die Bildmengen der Teilquader S

(siehe
Gleichung (2.7) ), auf denen T; linear ist. Diese Bildmengen sind fu¨r N = 2 Paral-
lelogramme, deren Eigenschaften in Abschnitt 3.3 ausfu¨hrlich untersucht werden. In
Abschnitt 3.4 wird deniert, was ein U¨bergang zwischen zwei Kuben I

und I

ist.
Dabei werden zwei Kriterien aufgestellt, die die Urbildmengen bzw. die Bildmengen
der U¨berlappmengen involvieren. Ebenfalls in diesem Abschnitt wird der Begri des
"Fehlvolumens" eingefu¨hrt; diese Menge umfat die Punkte im Phasenraum, die keine
Urbilder unter der Abbildung T; haben. Das Fehlvolumen ist fu¨r die Dynamik des
CMLs T; von entscheidender Bedeutung. In Abschnitt 3.5 erla¨utere ich, wie man
von U¨berga¨ngen zwischen Kuben auf die (evtl. koexistierenden) Attraktoren des CMLs
schlieen kann. Insbesondere werden die Probleme angesprochen, die sich fu¨r die Be-
stimmung von Attraktoren des CMLs ergeben ko¨nnen, wenn man das CML in einer
sto¨rungstheoretischen Approximation behandelt. Die Symmetrien der Abbildung T;,
deren Ausnutzen die Rechnungen wesentlich erleichtern wird, stelle ich in Abschnitt 3.6
vor.
Nach diesen begriichen Vorarbeiten wende ich mich der Dynamik des CMLs fu¨r
N = 2 zu. In Abschnitt 3.7 behandle ich die Dynamik in den Diagonalquadraten I++
und I−−. In Unterabschnitt 3.7.1 zeige ich, da fu¨r   0 in diesen beiden Quadraten
ein Attraktor existiert. Dagegen ergibt sich in Unterabschnitt 3.7.2, da fu¨r  < 0 fast
alle Punkte aus I++ und I−− in U¨berlappmengen mit anderen Quadraten gelangen. Der
Dynamik in den Auerdiagonalquadraten I−+ und I+− ist der Abschnitt 3.8 gewidmet.
Hierbei ergibt sich, da fu¨r   −4 =3 ein Attraktor in diesen Quadraten liegt, dagegen
fu¨r  < −4 =3 U¨berga¨nge in die Diagonalquadrate stattnden ko¨nnen. Schlielich
fasse ich in Abschnitt 3.9 die Ergebnisse fu¨r die Dynamik in den einzelnen Quadraten
zusammen und stelle ein Bifurkationsdiagramm fu¨r das CML bei N = 2 auf.
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Abbildung 3.1: Die Kuben I

und die Teilquader S

fu¨r N = 2.
3.1 Das CML fu¨r N = 2
Im Fall N = 2 sieht das CML folgendermaen aus:
[T;(x)]1 = (1− ) f(x1) +  f(x2)
[T;(x)]2 = (1− ) f(x2) +  f(x1) (3.1)
Mit den periodischen Randbedingungen wird ein Gitterplatz zweimal mit der Sta¨rke
=2 an den anderen gekoppelt, woraus der obige Kopplungsterm folgt.
Wie in Unterabschnitt 2.2.4 erla¨utert, interessiere ich mich fu¨r die Attraktoren des
durch Gleichung (3.1) beschriebenen Systems bei gegebenen (; ). Um die Dynamik
des CMLs zu erfassen, untersuche ich mo¨gliche U¨berga¨nge zwischen den Quadraten
I++, I+−, I−+ und I−−. Der gesamte Phasenraum mit seiner Aufteilung in die vier
Quadrate ist auf der linken Ha¨lfte von Abbildung 3.1 dargestellt.
3.2 Die U¨berlappmengen OV;
Damit U¨berga¨nge I

! I

mo¨glich sind, mu es Punkte x 2 I

geben, so da
T;(x) 2 I . Die Mengen T;(I) und I haben dann eine nichtleere Schnittmen-
ge. Ich deniere nun die sogenannten "U¨berlappmengen" Um mich in den na¨chsten
Kapiteln nicht wiederholen zu mu¨ssen, deniere ich Gro¨en mo¨glichst fu¨r allgemeines
N . Um die Bildmenge T;(I) auszurechnen, nutze ich die Linearita¨t der Abbildung
T; auf den Teilquadern S  I aus, die in Gleichung (2.7) deniert wurden. Ein
Bild der Teilquader fu¨r N = 2 ndet sich in der rechten Ha¨lfte von Abbildung 3.1 .
Die Bildmenge eines N -dimensionalen Quaders unter einer (regula¨ren) linearen Ab-
bildung ist ein N -dimensionales Parallelepiped:
P

:= T;(S) (3.2)
Die Eckpunkte von P

erhalte ich als Bilder der Eckpunkte von S

. Die Bildmenge
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T;(I) setzt sich aus den Bildmengen der Teilquader zusammen:
T;(I) =
[
 mit S

I

T;(S) ; (3.3)
Ich deniere eine U¨berlappmenge OV
; eines Kubus I mit einem anderen Ku-
bus I

als
OV
; := T;(I) \ I : (3.4)
Die U¨berlappmenge ist gleich der Vereinigung der Schnittmengen der entsprechenden
Parallelogramme mit I

:
OV
; =
[
 mit S

I

(P

\ I

) (3.5)
Der na¨chste Abschnitt ist der genaueren Untersuchung der Bildmengen P

gewid-
met, wobei ich mich wieder auf den Spezialfall N = 2 beschra¨nke.
3.3 Struktur der Parallelogramme Pγ
3.3.1 Beispiel
Bevor ich zu allgemeinen Aussagen komme, mo¨chte ich, damit die Diskussion versta¨nd-
licher wird, zwei Parallelogramme beispielhaft ausrechnen. Dabei handelt es sich um
die Bilder der beiden rechten Teilrechtecke von I−+ (siehe auch Abbildung 3.1):
S(−1;1) = [−a; 0] [0; a] ; S(−1;2) = [−a; 0] [a; 1] (3.6)
Die resultierenden Parallelogramme sind in Abbildung 3.2 gezeichnet, wobei  = −
gewa¨hlt wurde. Es ergeben sich anhand dieser Abbildung die folgenden Beobachtungen:
1. Fu¨r beide Parallelogramme gilt: Die Winkel zwischen den Parallelogrammseiten
sind =2 + O(; ), die Seiten haben wegen der Expansivita¨t der Abbildung die
La¨nge 1 + O(; ). Die Parallelogramme sind demnach leicht verzerrt gegenu¨ber
dem Quadrat I−+.
2. Die beiden Seiten der ParallelogrammeP(−1;1) und P(−1;2), die jeweils in der Na¨he
des Randes des Phasenraums liegen (x1  −1 bzw. x2  1), haben ungefa¨hr die
gleiche Lage in I−+.
3. Dagegen liegt fu¨r die Seiten der Parallelogramme P(−1;1) und P(−1;2), die in die
Nachbarquadrate hineinragen, die folgende Situation vor:
 Die beiden Seiten, die zum gro¨ten Teil im Quadrat I++ liegen, stimmen
innerhalb von I++ u¨berein.
 Die beiden Seiten, die sich zum gro¨ten Teil im Quadrat I−− benden, sind
gegeneinander um den Betrag  jj verschoben.
Diese Beobachtungen werde ich auf der Basis von allgemeinen Regeln fu¨r die Paralle-
logramme erkla¨ren.1
1Fu¨r den Fall N = 2 selbst bra¨uchte man vielleicht keine Systematik; denn ich kann hier alle
Parallelogramme P

und U¨berlappmengen OV
;  ohne gro¨eren Aufwand ausrechnen. Aber fu¨r N = 3
im na¨chsten Kapitel hat jeder der 8 Kuben I

wiederum 8 Teilquader S

, so da dort allgemeine
Beziehungen die Untersuchungen viel u¨bersichtlicher machen werden.
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Abbildung 3.2: Die Parallelogramme P(−1;1) und P(−1; 2) und ihre Schnittmengen mit
den Nachbarquadraten (hellgrau unterlegt).
3.3.2 Notation
Ich notiere die beiden Einheitsvektoren durch
e1 = (1; 0)T ; e2 = (0; 1)T :
Ein Parallelogramm P

ist das Bild eines Teilrechtecks S

 I

. Da die Abbildung
T; auf S linear ist, werden Seiten von S auf Seiten von P abgebildet. Ich deniere
die beiden Endpunkte eines Intervalls J(γi) ; γi 2 f−2; −1; 1; 2g durch
x<(γi): der Endpunkt von J(γi) mit f(x<(γi)) = O() ,
x>(γi): der Endpunkt von J(γi) mit jf(x>(γi))j = 1 .
Die beiden Seiten von S

, auf denen der Vektor ei senkrecht steht, sind dann die
Mengen
~K<(γ; i) := fx 2 I j xi = x<(γi); xj 2 J(γj); (i 6= j)g ;
~K>(γ; i) := fx 2 I j xi = x>(γi); xj 2 J(γj); (i 6= j)g : (3.7)
In Abbildung 3.3 sind zwei Seiten des Teilrechtecks S(−1; 2) dargestellt.
Die Seiten von P

sind demnach
K<(γ; i) := T;( ~K<(γ; i) ) ;
K>(γ; i) := T;( ~K>(γ; i) ) : (3.8)
Da die Abbildung T; aus zwei schwach gesto¨rten Zeltabbildungen besteht, ist der
Vektor ei nahezu senkrecht zu den Seiten K<(γ; i) und K>(γ; i). Aus Denition (3.7)
und der Charakterisierung von x<(γi); x>(γi) folgt, da xi = O(; ) fu¨r alle Punkte
x 2 K<(γ; i), wa¨hrend jxij  1 fu¨r alle Punkte x 2 K<(γ; i) gilt. In Abbildung 3.3
sind zwei Seiten von P(−1; 2) gezeichnet.
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Abbildung 3.3: Hier sind zwei Seiten des Parallelogramms P(−1;2) und zwei Seiten des
Rechtecks S(−1;2) eingezeichnet. In der Zeichnung gilt: γ = (−1; 2).
3.3.3 Eigenschaften der Parallelogramme P

1. Die Parallelogrammseiten K<(γ; i) und K<(~γ; i) sind exakt parallel zueinander
fu¨r zwei beliebige γ und ~γ.
Daraus folgt, da auch die Seiten K>(γ; i) und K>(~γ; i) parallel zueinander sind,
da sie als gegenu¨berliegende Seiten parallel zu den Seiten K<(γ; i) bzw. K<(~γ; i)
liegen.
Begru¨ndung: Seien γ; ~γ beliebig vorgegeben. Eingeschra¨nkt auf S

und S~ ist
T; jeweils eine lineare, genauer: ane Abbildung. Diese ane Abbildung ist
fu¨r unterschiedliches γ verschieden:
T;(x) = A(γ) x + b(γ) fu¨r x 2 S
T;(x) = A(~γ) x + b(~γ) fu¨r x 2 S~ ; (3.9)
wobei A(γ); A(~γ) 2 2{Matrizen und b(γ); b(~γ) Verschiebungsvektoren sind.
Ich mo¨chte die Parallelita¨t der Seiten K<(γ; i) und K<(~γ; i) zeigen. Die Seiten
~K<(γ; i) und ~K<(~γ; i) von S bzw. S~ , deren Bilder diese Parallelogrammseiten
sind, haben beide den Richtungsvektor ej , wobei j 6= i. Die Parallelogrammseiten
K<(γ; i) und K<(~γ; i) sind parallel, wenn gilt:
A(γ) ej =  A(~γ) ej mit  6= 0 (3.10)
In diesem Fall haben die beiden Seiten ebenfalls den gleichen Richtungsvektor.
Gleichung (3.10) bedeutet, da die j{te Spalte der Matrix A(γ) ein Vielfaches
der j{ten Spalte der Matrix A(~γ) ist. Zur Berechnung der Matrix A(γ) mu
ich gema¨ Gleichung (3.9) die in x1 und x2 linearen Terme der Abbildung T;
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bestimmen. Ich erhalte fu¨r die verschiedenen γ:
A(γ) =
1
a

c(γ1) (1− ) c(γ2) 
c(γ1)  c(γ2) (1− )

mit c(γi) :=

+1 fu¨r γi 2f+1; −1g
−1 fu¨r γi 2f+2; −2g (3.11)
Denn auf den Intervallen J(1) und J(−1) hat f die Steigung 1=a, auf den In-
tervallen J(2) und J(−2) die Steigung − 1=a. Wie man an der letzten Gleichung
ablesen kann, sind die j{ten Spalten der Matrizen A(γ) und A(~γ) gleich bis auf
einen Faktor c(γj)=c(~γj), der +1 oder −1 sein kann. Damit ist die Parallelita¨t
der Seiten K<(γ; i) und K<(~γ; i) gezeigt.
2. Die Seiten der Parallelogramme K>(γ; i) und K<(γ; i) bilden einen Winkel vom
Betrag  + O(2) mit dem Einheitsvektor ej (j 6= i).
Begru¨ndung: Da ich im letzten Punkt die Parallelita¨t der Seiten K<(γ; i) und
K>(γ; i) fu¨r verschiedene γ gezeigt habe, genu¨gt es, die Behauptung anhand
der beiden Seiten K<(γ; i) (i = 1; 2) fu¨r ein spezielles γ nachzuweisen. Fu¨r
das {unabha¨ngige Parallelogramm P(−1;1) kann man leicht ausrechnen, da die
Seiten K<((−1; 1); i) (i = 1; 2) einen Winkel mit dem Einheitsvektor vom Betrag
+O(2) haben.
3. Ich untersuche die gegenseitige Beziehung der Seiten K<(γ; i) und K<(~γ; i) ge-
nauer, wenn die Parallelogramme P

und P~ beide deformierte Quadrate I sind
(S

; S~  I). Wenn jeweils eine Gerade durch die Seiten K<(γ; i) und K<(~γ; i)
gelegt wird, gilt
(a) Falls γi = ~γi und γj 6= ~γj, sind die beiden Geraden identisch. Die Seiten
K<(γ; i) und K<(~γ; i) haben einen gemeinsamen Endpunkt und liegen zum
gro¨ten Teil aufeinander.
(b) Falls γi 6= ~γi (γj kann gleich oder verschieden von ~γj sein), sind die beiden
Geraden um den Betrag (1− )jj+O(2  ) gegeneinander parallelverscho-
ben.
O. B. d. A. sei jγij = 1 und j~γij = 2: dann ist fu¨r  < 0 die Seite K<(~γ; i)
gegenu¨ber K<(γ; i) hin zum angrenzenden Quadrat I mit i 6= j verscho-
ben, fu¨r  > 0 hin zum Innern von I

.
In Abbildung 3.5 sind zwei gegeneinander verschobene Parallelogrammseiten
dargestellt.
Begru¨ndung:
(a) Nach den Gleichungen (3.8) und (3.7) korrespondieren zu den Seiten K<(γ; i)
und K<(~γ; i) die beiden folgenden Seiten von S bzw. S~ :
~K<(γ; i) = fx 2 I j xi = x<(γi); xj 2 J(γj); (j 6= i) g ;
~K<(~γ; i) = fx 2 I j xi = x<(~γi); xj 2 J(~γj); (j 6= i) g (3.12)
Da γi = ~γi und auerdem die Intervalle J(γj) und J(~γj) im Punkt x>(γj) anein-
andergrenzen, ist der Punkt
T; (x<(γi)  ei + x>(γj)  ej )
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ein gemeinsamer Endpunkt der Seiten K<(γ; i) und K<(~γ; i). Da die beiden
Seiten nach Punkt 1 exakt parallel zueinander sind, impliziert der gemeinsame
Punkt die Identita¨t von zwei Geraden, die durch die Seiten gelegt werden.
(b): Die Urbilder der Seiten K<(γ; i) und K<(~γ; i) in S bzw. S~ sind wieder
durch Gleichung (3.12) gegeben. Wa¨hle nun einen Punkt aus den jeweiligen
Urbildmengen:
x 2 ~K<(γ; i) ; ~x 2 ~K<(~γ; i)
Ihre Bildpunkte sind
R := T;(x) bzw: ~R := T;(~x) :
Die xi{Koordinate von x und ~x ist nach Gleichung (3.12) festgelegt: xi = x<(γi)
bzw. ~xi = x<(~γi). Ich wa¨hle xj und ~xj (j 6= i) so, da in ej{Richtung die
Bildpunkte R und ~R auf gleicher Ho¨he liegen (siehe Abbildung 3.4):
[R− ~R ]j = (1− ) ( f(xj)− f(~xj) ) +  ( f(x<(γi))− f(x<(~γi) ) ) = 0
(3.13)
Fu¨r den Abstand in ei{Richtung ergibt sich dann
[R− ~R ]i = (1− ) ( f(x<(γi))− f(x<(~γi)) ) +  ( f(xj)− f(~xj) ) : (3.14)
Wenn man Gleichung (3.13) zur Berechnung von f(xj)− f(~xj) verwendet und
das Ergebnis in die letzte Gleichung einsetzt, erha¨lt man
[R− ~R ]i =

1− − 
2
1− 

( f(x<(γi))− f(x<(~γi)) ) : (3.15)
Fu¨r j~γij = 2 gilt jf(x<(γi))j = jj , fu¨r jγij = 1 gilt jf(x<(γi))j = 0. Damit ist
der Betrag der obigen Dierenz
j [R− ~R ]i j =

1− − 
2
1− 

jj = (1− ) jj+ O( 2) : (3.16)
Da nach Punkt 2 die Seiten der Parallelogramme einen Winkel   mit den
Quadratseiten bilden, ergibt sich fu¨r den Betrag r der Parallelverschiebung von
zwei Geraden, die durch die Parallelogrammseiten gelegt werden (siehe Abbildung
3.4):
r = cos  j [R− ~R ]i j = (1− ) jj+ O( 2) (3.17)
Die Richtung der Verschiebung der Seite K<(~γ; i) gegenu¨ber der Seite K<(γ; i)
kann man sich leicht anhand einer Analyse des Vorzeichens der Dierenz [R− ~R ]i
in Gleichung (3.15) u¨berlegen. Man erha¨lt die oben angegebene Regel fu¨r positives
bzw. negatives .
4. Ich wende mich nun der Beziehung der Seiten K>(γ; i) und K>(~γ; i) zu.
Behauptung: Fu¨r zwei beliebige S

; S~  I sind die durch die Seiten K>(γ; i)
und K>(~γ; i) gelegten Geraden identisch. Auerdem haben die beiden Parallelo-
grammseiten einen gemeinsamen Endpunkt.
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Abbildung 3.4: Zeichnung zum Beweis des Punktes 3 (b). Hier wird i = 1 und j = 2
gewa¨hlt.
Begru¨ndung: Wieder schreibe ich die beiden Urbildmengen der Parallelogramm-
seiten in S

bzw. S~ hin (siehe Gleichung (3.7):
~K>(γ; i) = fx 2 I j xi = x>(γi); xj 2 J(γj); (j 6= i) g
~K>(~γ; i) = fx 2 I j xi = x>( ~γi); xj 2 J(~γj); (j 6= i) g (3.18)
Da die Intervalle J(γj) und J(~γj) beide  [−1; 0] oder beide  [0; 1] sind, gilt
x>(γj) = x>( ~γj). Demnach ist der Punkt
T; (x>(γi)  ei + x>(γj)  ej )
ein gemeinsamer Endpunkt der Seiten K>(γ; i) und K>(~γ; i). Da nach Punkt
1 die beiden Seiten exakt parallel zueinander sind, folgt die Identita¨t der beiden
Geraden.
5. In den letzten beiden Punkten habe ich die relative Lage der Seiten K<(γ; i)
und K>(γ; i) fu¨r verschiedene γ genauer untersucht. Mit Hilfe des gewonnenen
Wissens kann ich aus einem Parallelogramm P~ (S~  I) die drei anderen
Parallelogramme konstruieren, die ebenfalls deformierte Quadrate I

sind.
In jedem I

gibt es genau ein S~ , fu¨r das gilt j~γ1j = j~γ2j = 1 (siehe rechte Seite
von Abbildung 3.1). Die Bildmenge dieses Teilrechtecks, das Parallelogramm
P~ , ha¨ngt nicht von  ab. Von diesem Parallelogramm gehe ich aus, um ein
anderes Parallelogramm P

zu konstruieren. Dabei lege ich Geraden parallel zu
den 4 Seiten des Parallelogramms P~ , so da die Schnittpunkte der Geraden die
Eckpunkte des gesuchten Parallelogramms P

sind:
 Ich lege eine Gerade durch die Seiten K>(~γ; 1) und K>(~γ; 2).
 Fu¨r die Seiten K<(~γ; i) ; i 2 f1; 2g ist zu unterscheiden:
Falls γi = ~γi (siehe Punkt 3 (a) ), lege ich eine Gerade durch die Seite
K<(~γ; i).
Falls γi 6= ~γi (siehe Punkt 3 (b) ), lege ich eine Gerade im Abstand (1− ) jj
parallel zur Seite K<(~γ; i), wobei die Richtung der Verschiebung durch das
Vorzeichen von  bestimmt wird.
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Abbildung 3.5: Das ParallelogrammP(−1; 2) erhalte ich aus dem ParallelogrammP(−1; 1)
durch Verschieben der SeiteK<(~γ; 2) um (1−) jj nach unten ( < 0). In der Zeichnung
gilt: ~γ = (−1; 1); γ = (−1; 2).
In Abbildung 3.5 ist als Beispiel die Konstruktion des ParallelogrammsP(−1; 2) aus
dem Parallelogramm P(−1;1) gezeigt. Ich brauche demnach nicht alle vier Paral-
lelogramme in I

u¨ber die Abbildung T; zu berechnen, sondern die Berechnung
eines Parallelogramms genu¨gt; die anderen erhalte ich durch die geschilderte ein-
fache geometrische Konstruktion.
3.4 Vom U¨berlapp zum U¨bergang
Die Ausfu¨hrungen dieses Abschnitt sind nicht auf N = 2 eingeschra¨nkt, sondern fu¨r
allgemeines N gu¨ltig. Ich mo¨chte deutlich machen, da man aus einer nichtleeren
U¨berlappmenge OV
; keineswegs auf einen U¨bergang I ! I schlieen kann. Die
U¨berlappmenge ist nur eine notwendige Voraussetzung fu¨r den U¨bergang. Ich mo¨chte
in den beiden na¨chsten Unterabschnitten kla¨ren, was hinzukommen mu, damit eine
U¨berlappmenge einen U¨bergang zur Folge hat.
3.4.1 U¨bergang von I

: Urbilder und Fehlvolumina
Fu¨r einen U¨bergang von I

nach I

fordere ich, da "viele" Punkte { dies wird weiter
unten pra¨zisiert { aus dem Inneren von I

in die U¨berlappmenge OV
; (siehe Deni-
tion in (3.4) ) gelangen ko¨nnen. Das Innere von I

sei die Menge von Punkten in
I

, die vom Rand weiter als eine kleine, von  und  unabha¨ngige Konstante c entfernt
sind. Fu¨r diese Konstante gelte maxf; jjg  c 1. Es soll also fu¨r viele Startpunkte
x0 aus dem Inneren von I gelten, da die zugeho¨rige Trajektorie nach einer endlichen
Zahl k von Iterationen die U¨berlappmenge OV
; erreicht:
fx0; T;(x0); T2;(x0); : : :Tk;(x0)g  I ;
Tk+1; (x0) 2 OV; (3.19)
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Die Bedingung fu¨r einen U¨bergang von I

kann ich u¨ber Urbildmengen der U¨ber-
lappmenge OV
; formulieren. Ich deniere rekursiv Urbildmengen k{ter Gene-
ration von OV
;, wobei ich mit der Urbildmenge (erster Generation) T−1; (OV;)
beginne:
T−1; (OV;) := fx 2 I j T;(x) 2 OV;g
T−k; (OV;) := fx 2 I j T;(x) 2 T−(k−1); (OV;)g ; k = 2; 3; : : : (3.20)
Die gerade denierten Urbildmengen enthalten nur Punkte aus I

{ und nicht aus dem
gesamten Phasenraum {, die die Urbildbedingung erfu¨llen. Denn ich suche Punkte
aus I

, die in die U¨berlappmenge gelangen ko¨nnen. Ein Punkt x 2 T−k; (OV;)
wird in k Iterationen in die U¨berlappmenge OV
; hinein abgebildet. Die Elemente
der Trajektorie in Gleichung (3.19) liegen in den Urbildmengen der entsprechenden
Generation.
Da ein Punkt aus I

oft 2N Urbilder in den verschiedenen Teilkuben S

von I

hat,
sind die Urbildmengen im allgemeinen nicht zusammenha¨ngend. Ich deniere einfach
zusammenha¨ngende Mengen, die Urbildmengenkomponenten, rekursiv. Fu¨r die
Urbildmenge der ersten Generation, sind die nichtleeren Teilmengen von T−1; (OV;) in
den einzelnen Teilquadern S

die UrbildmengenkomponentenK

der ersten Generation:
K

:= T−1; (OV;) \ S (3.21)
Ich betrachte nun die Urbildmengen von jedem K

und schneide wieder mit den Teil-
rechtecken:
K
;~ := T−1; (K) \ S~ (3.22)
Diese Mengen sind die Urbildmengenkomponenten der zweiten Urbildgeneration. Auf
diese Weise erhalte ich rekursiv die Urbildmengenkomponenten der k{ten Generati-
on, die per Konstruktion einfach zusammenha¨ngende Mengen sind. Die Urbildmenge
der ersten Generation besteht aus maximal 2N Urbildmengenkomponenten, die Urbild-
menge der zweiten Generation aus maximal 2N  2N = 22N Urbildmengenkomponenten
u. s. w. .
Man kann leicht zeigen, da alle Urbildmengen T−k; (OV;) disjunkt voneinander
sind:
T−k; (OV;) \T−k
0
; (OV;0) = ; ; k 6= k0 oder  6= 0 (3.23)
Die Bedingung fu¨r einen U¨bergang von I

nach I

lautet nun, da fu¨r hinreichend
groe k die Schnittmenge der Menge T−k; (OV;) mit dem Innern von I nicht leer ist.
Damit dieser U¨bergang auch numerisch zu sehen ist und nicht nur prinzipiell mo¨glich
ist, sollte die Menge
1[
k=1
T−k; (OV;)
ein Volumen der Gro¨enordnung 1 in I

einnehmen.
Fu¨r die Bestimmung der Urbildmengen ist die folgende Eigenschaft des CMLs T;
relevant: Fu¨r x 2 OV
; hat eine Komponente xi von x Werte von der Gro¨e O(; ).
Aus der Struktur der Abbildung T; als schwach gesto¨rtes Gitter von ungekoppelten
Zeltabbildung folgt, da die Urbildmenge der ersten Generation von OV
; nah am
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Rand von I

liegt. Am Rand des Kubus I

bendet sich aber auch das sog. "Fehl-
volumen von I

". Dies ist die Menge aller Punkte in I

, die keine Urbilder in I

haben:
FV

:= fx 2 I

j @ y 2 I

mit T;(y) = xg (3.24)
Mit den Bildern der Teilquader S

, den Parallelogrammen P

, la¨t sich das Fehlvolu-
men auch als
FV

=
\
 mit S

I

(I

n P

) (3.25)
schreiben. In Abbildung 3.6 auf Seite 27 ist eine Teilmenge des Fehlvolumens fu¨r das
Quadrat I++ als dunkelgraue Fla¨che eingezeichnet.
Wenn Teile der ersten Urbildgeneration im Fehlvolumen liegen, d. h.
T−1; (OV;) \ FV 6= ; ; (3.26)
so haben diese Teile keine Urbilder ho¨herer Generation mehr. Deswegen ist fu¨r die
sukzessive Konstruktion der Urbildgenerationen T−k; (OV;) die Kenntnis des Fehlvo-
lumens FV

sehr wichtig.
3.4.2 U¨bergang nach I

Nachdem ich die erste Bedingung fu¨r einen U¨bergang I

! I

erla¨utert habe, na¨mlich
was ein U¨bergang von I

ist, deniere ich in diesem Unterabschnitt, was ein U¨bergang
nach I

ist. Ich gehe davon aus, da die erste U¨bergangsbedingung erfu¨llt ist, d. h. es
gibt Trajektorien mit Startpunkt im Innern von I

, die die U¨berlappmenge OV
;
erreichen.
Dabei ist allerdings folgendes zu beachten: Betrachte alle Trajektorien der in Glei-
chung (3.19) gegebenen Form, die aus I

kommend die U¨berlappmenge OV
; in mehr
als einer Iteration erreichen (k  1). Fu¨r jede dieser Trajektorien wa¨hle ich die zeitlich
fru¨hste Iterierte aus, die in OV
; liegt (in der Trajektorie der Gleichung (3.19) ist
dies das Element Tk+1; (x0)) . Es ist mo¨glich, da die Menge dieser U¨bergangspunk-
te nur eine echte Teilmenge von OV
; ausfu¨llt. Denn der Vorga¨ngerpunkt Tk;(x0)
des U¨bergangspunkt Tk+1; (x0) liegt nicht im Fehlvolumen FV. Demnach kann kein
U¨bergangspunkt in Teile von OV
; gelangen, deren sa¨mtliche Urbilder in I sich im
Fehlvolumen FV

benden. Deshalb deniere ich eine eektive U¨berlappmenge
durch
EO
; := T; [I n FV] \ I : (3.27)
Im Vergleich zur U¨berlappmenge OV
; (siehe Gleichung (3.4) ) wird hier die Bildmen-
ge von I

ohne das Fehlvolumen benutzt. Es gilt2
EO
; = OV; n fy 2 OV;
 T−1; (fyg)  FV g : (3.28)
2Man ko¨nnte auch noch Mengen fy 2 OV
;  j T−k; (fyg)  FV g fu¨r k > 1 von OV;  abziehen,
d. h. Punkte, deren sa¨mtliche Urbilder der k{ten Generation im Fehlvolumen liegen. Da aber i. a. die
Anzahl der Urbilder fu¨r ho¨here Generationen wa¨chst, ist es leicht mo¨glich, da alle diese Mengen fu¨r
k > 1 leer sind. Dies ist fu¨r die von mir spa¨ter behandelten U¨berga¨nge tatsa¨chlich der Fall.
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Die eektive U¨berlappmenge ist die Teilmenge vonOV
; , die wirklich von Trajektorien
der in Gleichung (3.19) angegebenen Form erreicht werden kann.
Ich fordere nun fu¨r einen U¨bergang nach I

, da fu¨r eine Teilmenge von EO
;
gilt: die Iterierten von Punkten x aus dieser Teilmenge verlassen den Rand von I

und erreichen das Innere dieses Quadrats. Fu¨r solche Punkte x 2 EO
; soll demnach
gelten
9 k 2 N : Ti;(x) 2 I ; 0  i  k und dist

Tk;(x); @ I

 c :
Da c  maxf; jjg, wandern die Punkte Tk+1; (x); Tk+2; (x); : : : weiter auf die Mitte
von I

zu. Die Gesamtheit der Punkte x 2 EO
; mit dieser Eigenschaft nenne ich
die U¨bergangsmenge W
;. Die Menge W; sollte fu¨r einen U¨bergang nach I ein
endliches Lebesguema besitzen.
Falls I

zum gro¨ten Teil von einem Attraktor A ausgefu¨llt ist3, kann ich auch die
beiden folgenden Kriterien fu¨r U¨berga¨nge nach I

aufstellen:
 Es gibt eine Teilmenge der eektiven U¨berlappmenge EO
; mit endlichem Le-
besguema, so da die Iterierten dieser Teilmenge den Attraktor A erreichen.
Demnach mu die Schnittmenge von EO
; mit dem Bassin des AttraktorsB(A)
eine endliche Fla¨che haben.
 Auerdem sollten Punkte eines Teils der Schnittmenge EO
; \ B(A) den At-
traktor "auf direktem Weg" erreichen, d. h. ohne sich vorher in anderen Kuben
I

6= I

aufzuhalten. Diese Teilmenge von EO
; \B(A) sollte wieder endliches
Ma besitzen.
3.4.3 Kurze Zusammenfassung
Falls eine U¨berlappmenge OV
; existiert, mu¨ssen fu¨r einen U¨bergang noch zwei Kri-
terien u¨berpru¨ft werden:
1. Kriterium: Urbildmengen hoher Generation der Menge OV
; sollten das Innere
von I

schneiden.
2. Kriterium: Es mu eine Teilmenge W
;  EO; mit endlichem Ma geben,
deren Punkte bei weiterer Iteration bis ins Innere von I

vordringen.
Bei der genaueren Formulierung der beiden Bedingungen fu¨hrte ich die Begrie "Ur-
bilder der k{ten Generation", "Fehlvolumen", "eektive U¨berlappmenge" und "U¨ber-
gangsmenge" ein, die fu¨r diese Arbeit sehr wichtig sind.
3.5 Von U¨berga¨ngen zu Attraktoren
Wenn bei gegebenen Parametern ;  die mo¨glichen U¨berga¨nge bestimmt sind, kann
ich die Attraktoren in diesem Parameterbereich berechnen. Denn zwei aufeinander-
folgende U¨berga¨nge sind nicht korreliert; dies wird in Unterabschnitt 6.2.1 ausfu¨hrlich
begru¨ndet werden. Man betrachte bei vorgegebenen Parametern ;  die k mo¨glichen
U¨berga¨nge, die aus dem Kubus I

herausfu¨hren: I

! I
(i); i = 1; 2 : : :m. Diesen
3Dabei kann der Attraktor A sich u¨ber mehrere Kuben erstrecken. Wie schon in Abschnitt 2.3
gesagt wurde, bestehen Attraktoren fu¨r das CML T; im sto¨rungstheoretischen Bereich aus endlichen
Vereinigungen von Kuben I

(bis auf Korrekturen von Mengen mit Volumen O(; )).
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U¨berga¨ngen ko¨nnen die l mo¨glichen U¨berga¨nge I
(j) ! I; j = 1; 2; : : : l vorangegan-
gen sein. In einer statistischen Betrachtungsweise ist die Wahrscheinlichkeit fu¨r die
einzelnen U¨berga¨nge I

! I
(i) unabha¨ngig davon, welcher U¨bergang I(j) ! I vor-
her stattgefunden hat. Die Dynamik des CMLs hat auf der Ebene von U¨berga¨ngen
kein Geda¨chtnis.
Die Attraktoren A des CMLs sind { bis auf Mengen mit Volumen der Gro¨e O(; )
{ Vereinigungen von Kuben:
A 
[
i2J
I
(i) (3.29)
Umgekehrt sind Vereinigungen von Kuben der Form (3.29) dann Attraktoren des CMLs,
wenn sie die kleinsten Vereinigungen von Kuben sind, aus denen kein erlaubter U¨ber-
gang herausfu¨hrt, d. h. es existiert kein Kubus I

auerhalb von A, so da I
(i) !
I

; i 2 J ein mo¨glicher U¨bergang in diesem Parameterbereich ist.
Es herrscht allerdings im Prinzip eine gewisse Spannung zwischen dem Ziel der
Beschreibung des ergodischen Verhaltens des CMLs T; und der Anwendung der
Sto¨rungstheorie. Denn man kann in der Praxis oft nur die U¨berga¨nge untersuchen,
die in fu¨hrender Ordnung Sto¨rungstheorie dominant sind. Die Attraktoren A der Form
(3.29) ko¨nnen dann nur unter Beru¨cksichtigung dieser U¨berga¨nge berechnet werden;
per Konstruktion fu¨hrt dann kein dominanter U¨berga¨nge aus A heraus. Doch ist die
Menge A damit nicht notwendig ein Attraktor im streng mathematischen Sinn (siehe
die Denition in Anhang A). Denn es kann sein, da die U¨berga¨nge, die in ho¨herer Ord-
nung Sto¨rungstheorie dazukommen, aus dieser Vereinigung von Kuben herausfu¨hren.
Dann wa¨re der eigentliche Attraktor eventuell weitaus gro¨er als die Menge A, die sich
in fu¨hrender Ordnung Sto¨rungstheorie ergibt.
Man erha¨lt mit der Menge A in Gleichung (3.29) allerdings den "Kernbereich"
dieses umfassenderen Attraktors. Denn die U¨berga¨nge, die von A wegfu¨hren, sind
ho¨herer Ordnung in Sto¨rungstheorie mit wesentlich kleineren U¨bergangsraten. Dage-
gen werden Punkte in Kuben auerhalb von A durch U¨berga¨nge, die zur fu¨hrenden
Ordnung Sto¨rungstheorie geho¨ren, hin zur Menge A gebracht. Demzufolge ha¨lt sich
eine Trajektorie nach der transienten Bewegung hauptsa¨chlich im "Kernbereich" ei-
nes dieser umfassenderen Attraktoren auf. Die Trajektorie bleibt fu¨r lange Zeitdauern
im Kernbereich A aus, verla¨t diesen Bereich fu¨r eine kurze Zeit in umliegende Ku-
ben und kehrt schnell wieder zum Kernbereich zuru¨ck. Ein solches Verhalten wird in
der Nichtlinearen Dynamik intermittent genannt. Der gro¨te Teil des natu¨rlichen Ma-
es der umfassenderen Attraktoren bendet sich im Kernbereich. Diese Kernbereiche
werden im folgenden der Einfachheit halber Attraktoren genannt. Oft zeigt auch das
numerische Experiment, da die Zeitskalen, auf denen diese Mengen verlassen werden,
unbeobachtbar gro sind.
3.6 Symmetrien des CMLs T;
Bevor ich zu konkreten Berechnungen von U¨berga¨ngen komme, diskutiere ich Sym-
metrien des N{dimensionalen CMLs T; . Symmetrien spielen auch in dieser Arbeit
eine wichtige Rolle, da ihre Kenntnis oft Rechenaufwand erspart, wenn beispielsweise
zwei U¨berga¨nge zueinander a¨quivalent sind. Eine Symmetrie des CMLs liegt dann vor,
wenn die Abbildung T; mit der entsprechenden Transformation im Phasenraums ver-
tauscht. Im weiteren Verlauf der Arbeit benutze ich die beiden folgenden Symmetrien
der Abbildung T; :
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1. Translationsinvarianz:
Das CML ist translationsinvariant wegen der periodischen Randbedingungen und
der Tatsache, da an jedem Gitterplatz bei einer Iteration die gleiche Abbildungs-
vorschrift angewandt wird. Ich fu¨hre im Phasenraum die Transformation C1 ein,
die jede Gitterplatzkoordinate xi zyklisch um einen Platz nach links verschiebt:
C1 (x1; x2; : : :xN ) := (x2; x3; : : : ; xN ; x1) (3.30)
C1 kommutiert mit T;, wie man leicht nachrechnen kann:
T; C1 = C1 T; (3.31)
Fu¨r U¨berga¨nge zwischen den Kuben bedeutet dies:
I

! I

() IC1() ! IC1() (3.32)
Dies soll ausdru¨cken: Falls der U¨bergang I

! I

bei den Parametern (; ) mit
einer bestimmten Rate stattndet, so ndet auch der U¨bergang IC1() ! IC1()
mit derselben Rate statt. Falls der eine U¨bergang bei den Parametern nicht
auftreten kann, gibt es auch den anderen nicht.
2. Antisymmetrie:
Die Antisymmetrie der in Unterabschnitt 2.2.1 denierten Abbildung f bedingt
die Antisymmetrie des CMLs. Wenn man einen Phasenraumpunkt x zu −x
invertiert, so vertauscht diese Operation wieder mit der Abbildung:
T;(−x) = −T;(x) (3.33)
Fu¨r die U¨berga¨nge bedeutet das die folgende A¨quivalenz:
I

! I

() I− ! I− ; (3.34)
wobei − der invertierte Indexvektor ist (+ zu − und − zu +).
3.7 Die Dynamik in I++ und I−−
Ich untersuche nun die Dynamik der Abbildung T; in I++. Dabei geht es mir vor
allem um das ergodische Verhalten von Punkten aus I++. Wegen der Antisymmetrie
der Abbildung T; (siehe Abschnitt 3.6) verha¨lt sich das Quadrat I−− in der gleichen
Weise, so da ich die gewonnenen Ergebnisse auf dieses Quadrat u¨bertragen kann.
3.7.1 Attraktor in I++ und I−− fu¨r   0
In diesem Unterabschnitt untersuche ich die Dynamik in I++ fu¨r   0. Ich betrachte
das Quadrat I++ = [0; 1] [0; 1] unter der Abbildung T; und berechne zuerst das Bild
des Teilrechtecks S(1;1) = [0; a] [0; a]:
P(1; 1) = T;
(
S(1;1)

Die Eckpunkte von P(1;1) sind
f (0; 0); (; 1− ); (1− ; ); (1; 1) g : (3.35)
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Abbildung 3.6: Links: Das Parallelogramm P(1; 1). Dunkelgrau unterlegt ist der {
unabha¨ngige Teil des Fehlvolumens. Rechts: Das drachenfo¨rmige Viereck R.
Eine Zeichnung ndet sich in der linken Ha¨lfte von Abbildung 3.6. Wir sehen anhand
der Eckpunkte, da P(1;1) nicht von  abha¨ngt und auerdem P(1; 1)  I++ gilt.
Die anderen drei Parallelogramme P

, die Bilder von S

 I++ sind, erhalte ich
durch die geometrische Konstruktion, die ich in Punkt 5 von Unterabschnitt 3.3.3
beschrieben habe. Falls γi = 1, liegt die ParallelogrammseiteK<(γ; i) zum gro¨ten Teil
auf der Seite K<((1; 1); i); falls γi = 2, ist sie fu¨r   0 relativ zur Seite K<((1; 1); i)
um (1− ) jj hin zum Zentrum von I++ verschoben. Damit gilt fu¨r   0
P

 P(1;1)  I++ ; 8γ mit S  I++ : (3.36)
Daraus folgt
T;(I++) =
[

T;(S) =
[

P

 I++ : (3.37)
Ich deniere die Menge
~M :=
1\
i=0
Ti;(I++) : (3.38)
Diese Menge ist eine invariante Menge bzgl. der Abbildung T;:
T;( ~M) = ~M
Da T; eine stetige Funktion ist, sind die Mengen Ti;(I++) abgeschlossen und damit
auch die Menge ~M . Diese Menge wird der bzgl. I++ konstruierte maximale At-
traktor genannt [27]. Damit diese Menge ein Attraktor in unserem Sinne ist (siehe die
Denition in Anhang A), mu¨ten wir noch einen auf ihr dichten Orbit nachweisen. 4
4Man kann leicht zeigen, da fu¨r  > 0 ein kleines Quadrat Q  I++ mit Seitenla¨nge , wobei
der instabile Fixpunkt (0; 0) ein Eckpunkt ist, aus I++ herausgenommen werden kann, so da noch
immer T;(I++ n Q)  (I++ n Q) gilt. Fu¨r  > 0 geho¨rt die Menge Q deswegen nicht zum
Attraktor. Folglich ist eine analog zu ~M konstruierte Menge (siehe Gleichung (3.38) ) mit I++ nQ als
Ausgangspunkt eher ein Kandidat fu¨r den Attraktor in I++ als ~M selbst.
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Es erhebt sich die Frage, wie gro die Menge ~M ist, da der Attraktor eine Teilmenge
von ihr ist. Meine Strategie ist es, eine Menge R  I++ zu nden, fu¨r die gilt
T;(R)  R : (3.39)
In Anhang C zeige ich, da das drachenfo¨rmige Viereck R, das in der rechten Ha¨lfte
der Abbildung 3.6 dargestellt ist, diese Relation erfu¨llt. Aus Relation (3.39) folgt
R  Ti;(I++) i = 0; 1; 2; : : :
) R  ~M : (3.40)
Da ~M eine invariante Menge der Abbildung T; ist und R entha¨lt, geho¨rt jede endliche
Iterierte eines Punktes aus R ebenfalls zu ~M :
1[
i=0
Ti;(R)  ~M (3.41)
Die Menge R hat eine Fla¨che der Gro¨enordnung 1 und ist zusammenha¨ngend. Fu¨r
 =  = 0 gilt
1[
i=0
Ti==0(R) = I++
Damit ist es plausibel, da fu¨r ;   1 die Menge
1[
i=0
Ti;(R)
ganz I++ bis auf Punkte umfat, deren Abstand zum Rand von der Gro¨e O(; ) ist.
Wegen Relation (3.41) gilt dies auch fu¨r den maximalen Attraktor ~M .
Wir haben in diesem Abschnitt gezeigt, da fu¨r   0 je ein Attraktor in I++ und
I−− existiert. Es wurde auerdem plausibel gemacht, da dieser beinahe das ganze
jeweilige Quadrat ausfu¨llt. Es gibt keine U¨berga¨nge I++ ! I bzw. I−− ! I fu¨r
  0.
3.7.2 Dynamik in I++ fu¨r  < 0
Schnittmengen der Parallelogramme
Ich betrachte nun die vier Parallelogramme P

mit S

 I++ im Parameterbereich
 < 0. Das Parallelogramm P(1;1) (siehe Abbildung 3.6) bleibt unvera¨ndert gegenu¨ber
dem Fall   0, da es vom Parameter  nicht abha¨ngt. Bei den drei anderen Paral-
lelogrammen ist die Seite K<(γ; i) wieder relativ zu den entsprechenden Seiten dieses
Referenzparallelogramms verschoben, falls γi = 2. Doch im Fall  < 0 ist die Richtung
der Verschiebung umgekehrt, d. h. hin zu den an I++ angrenzenden Quadraten. Bei-
spielhaft zeige ich das ParallelogrammP(2;2) in der linken Ha¨lfte von Abbildung 3.7. Da
die Verschiebung der Parallelogrammseiten um den Betrag (1− ) jj+O(2  ) erfolgt,
hat das Parallelogramm P(2;2) nichtleere Schnittmengen mit allen drei angrenzenden
Quadraten I

fu¨r im Betrag beliebig kleine negative .5
Man kann leicht anhand der Konstruktion des Parallelogramms P(2; 2) sehen, da
fu¨r −   < 0 die Schnittmenge P(2;2) \ I−+ die Form eines Dreiecks hat, fu¨r  < −
5Ein relativ zu  groes  a¨ndert nichts daran, solange  1.
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Abbildung 3.7: Links: Das Parallelogramm P(2;2) fu¨r  < 0 und jj=  1=2 ; hellgrau
unterlegt sind die beiden sto¨rungstheoretisch dominierenden Schnittmengen. Rechts:
Ein Ausschnitt der linken Seite, um die Schnittmengen P(2;2) \ I−+ und P(2;2) \ I−−
besser sichtbar zu machen.
hat sie die Form eines Vierecks. Ich beschra¨nke mich fu¨r das Folgende auf den Bereich
−   < 0, weil ich in diesem Unterabschnitt zeigen mo¨chte, da fu¨r betragsma¨ig
beliebig kleines negatives  fast alle Punkte in I++ dieses Quadrat nach endlich vielen
Iterationen verlassen. Fu¨r kleinere  a¨ndert sich das nicht mehr, da ein kleineres 
allgemein die Tendenz zu U¨berga¨ngen versta¨rkt.
Wegen der Translationsinvarianz der Abbildung T; nden die U¨berga¨nge I++ !
I−+ und I++ ! I+− fu¨r gleiche Parameter (; ) mit der gleichen Sta¨rke statt, so da
ich die Schnittmenge mit I+− nicht explizit behandeln mu.
Die Gro¨e der Menge P(2;2) \ I−+ erhalte ich durch ein paar Umformungen im
asymptotischen O{Kalku¨l, der im Anhang B erkla¨rt wird: da die Parallelogrammseite
K<((2; 2); 1) nach Punkt 2 von Unterabschnitt 3.3.3 einen Winkel zum e2{Vektor der
Gro¨e + O(2) hat, gilt fu¨r die Seite d der dreieckigen Menge P(2;2) \ I−+:
d = − +O(  )
Die andere Seitenla¨nge l erfu¨llt die Relation
d
l
= tan
(
+O(2)

) − +O(  )
l
= +O(2) :
Die Auswertung dieses Ausdrucks ergibt
l =
−

+ O() :
Als Dreieck hat die Menge P(2;2) \ I−+ die Fla¨che
d  l
2
=
2
2 
+ O(2) :
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Fu¨r die Gro¨enordnung der Schnittmenge P(2;2) \ I−− gilt, wobei ich mich auf die
Zeichnung auf der rechten Seite von Abbildung 3.7 stu¨tze: Der Punkt (1; 1) 2 S(2;2)
wird exakt auf den Punkt (; ) abgebildet. Wie man anhand der Zeichnung leicht
sehen kann, besitzt deswegen die Schnittmenge P(2;2) \ I−− nur eine Fla¨che der Gro¨e
O(2). Die Schnittmenge P(2;2)\I−− ist demnach um einen Faktor der Gro¨enordnung
 kleiner als die Menge P(2;2)\I−+. Dies bedeutet, da in Sto¨rungstheorie ein U¨bergang
nach I−+ (oder I+−) gegenu¨ber einem U¨bergang nach I−− bevorzugt ist. Im Sinne der
Sto¨rungstheorie kann ich den U¨bergang I++ ! I−− vernachla¨ssigen.
Fu¨r zwei der vier γ mit S

 I++ ist die Menge P\I−+ nicht leer, na¨mlich fu¨r γ =
(2; 1) und γ = (2; 2). Die beiden Mengen P(2;1) \ I−+ und P(2;2) \ I−+ sind identisch:
Denn nach Punkt 3(a) des Unterabschnitts 3.3.3 haben die Seiten K<((2; 2); 1) und
K<((2; 1); 1) , die jeweils die Schnittmengen begrenzen, einen gemeinsamen Endpunkt.
Auerdem schneiden beide Seiten die x1{Achse im gleichen Punkt. Wie anhand der
rechten Seite von Abbildung 3.7 zu sehen ist, sind dann die beiden Schnittmengen
identisch. Demnach ist die U¨berlappmenge von I++ mit I−+
OV++;−+ =
[
 mit S

I++
(P

\ I−+ ) = P(2;2) \ I−+ : (3.42)
Die Eckpunktkoordinaten der Menge OV ++;−+ sind nach den obigen geometrischen
U¨berlegungen fu¨r die Schnittmenge P(2;2) \ I−+:
(0; 0); (0; −= + O()) und ( +O(  ); 0) : (3.43)
Ich kann diese Eckpunkte der U¨berlappmenge OV++;−+ im Sinne der Sto¨rungs-
theorie noch vereinfachen, indem ich u¨berflu¨ssige Beitra¨ge ho¨herer Ordnung bei den
Koordinaten weglasse. U¨berflu¨ssig sind Terme der Eckpunktkoordinaten dann, wenn
die U¨berlappmenge, die sich mit den vereinfachten Eckpunkten ergibt, mit der exak-
ten Menge eine Dierenzmenge aufweist, die eine Fla¨che der Gro¨e O(2) hat. Dabei
deniere ich die Dierenzmenge von zwei Mengen A und B als
(A nB) [ (B nA) :
Die U¨berlappmenge OV++;−+ besitzt in e2{Richtung eine Ausdehnung der Gro¨enord-
nung −= und in e1{Richtung eine der Gro¨enordnung −. Deswegen kann ich fu¨r die
x2{Komponente der Eckpunkte Terme der Gro¨enordnung O() weglassen, wa¨hrend
ich bei der x1{Komponente nur Korrekturen der Gro¨enordnung O(  ) vernachla¨ssi-
gen darf. Beim U¨bergang zu vereinfachten Eckpunktkoordinaten kann ich demnach in
Gleichung (3.43) die O(){Terme streichen.
Urbilder der U¨berlappmenge OV ++;−+
Wie im Abschnitt 3.4 ausfu¨hrlich erla¨utert wurde, kann ich aus einer U¨berlappmenge
nicht auf den entsprechenden U¨bergang schlieen. Bei einem U¨bergang I++ ! I−+
mu¨ssen nach dem ersten U¨bergangskriterium auch Punkte aus dem Innern von I++
bei wiederholter Iteration mit T; in die Menge OV ++;−+ gelangen. Zur U¨berpru¨fung
dieses Kriteriums berechne ich die verschiedenen Generationen von Urbildmengen der
U¨berlappmenge, wobei ich mit der ersten Generation beginne (vgl. die Denition in
Gleichung (3.20)).
Punkte von T−1; (OV ++;−+) liegen in den Teilrechtecken S(2;1) bzw. S(2;2), so da
es nur zwei Urbildmengenkomponenten in der ersten Urbildgeneration gibt. Wegen der
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Abbildung 3.8: Links: Die U¨berlappmenge OV++;−+ und ihre beiden Urbildmengen-
komponenten. Rechts: Die Menge T−1; (OV++;−+) n FV++. Die Schnittmenge von
T−1; (OV++;−+) mit der Fehlvolumenmenge F2 hat die vernachla¨ssigbare Gro¨eO(
2 ).
Linearita¨t der Abbildung T; auf den Teilrechtecken sind die beiden Urbildmengen-
komponenten T−1; (OV ++;−+) \ S(2;1) und T−1; (OV ++;−+) \ S(2;2) ebenfalls Dreiecke.
Da T; auerdem aus schwach gesto¨rten ungekoppelten Zeltabbildungen besteht, ha-
ben die Dreiecksseiten der beiden Urbildmengenkomponenten na¨herungsweise die halbe
La¨nge gegenu¨ber den entsprechenden Seiten der U¨berlappmenge: demnach haben die
beiden Urbilddreiecke in x2{Richtung eine Ausdehnung  −=(2), in x1{Richtung eine
Ausdehnung  −=2.
Am praktischsten ist es, die beiden Komponenten T−1; (OV ++;−+) \ S(2;1) und
T−1; (OV ++;−+) \ S(2;2) u¨ber ihre Eckpunkte ~x auszurechnen. Diese erfu¨llen die Glei-
chung
x = T;(~x) ; ~x 2 S ; (3.44)
wobei x ein Eckpunkt der U¨berlappmenge ist. Fu¨r ~x2 kann ich { wie schon bei den
Koordinaten der U¨berlappmenge { Korrekturen der Gro¨e O() vernachla¨ssigen, fu¨r ~x1
Korrekturen der Gro¨e O(  ). Die Eckpunkte der beiden Urbildmengenkomponenten
sind demnach
T−1; (OV++;−+) \ S(2;2) : (1; 1); (1; 1 + =2); (1 + =2; 1)
T−1; (OV++;−+) \ S(2;1) : (1; 0); (1; −=2); (1 + =2; 0) :
Die Lage dieser beiden Dreiecke in I++ ist links in Abbildung 3.8 zu sehen.
Bevor ich zur Urbildmenge der zweiten Generation fu¨r die U¨berlappmenge komme,
mu ich zuerst die Lage der ersten Generation relativ zum Fehlvolumen in I++ kla¨ren.
Denn Punkte aus der Urbildmenge T−1; (OV++;−+), die in FV++ liegen, haben selbst
keine Urbilder. Hierbei ist vor allem der Teil des Fehlvolumens FV++ relevant, der
am rechten Rand von I++ liegt, da sich dort auch die beiden Urbilddreiecke benden.
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Fu¨r ein beliebiges der vier γ mit S

 I++ geho¨ren trivialerweise alle Punkte in I++,
die rechts von einer durch die Seite K>(γ; 1) gelegten Geraden liegen, nicht mehr zu
P

. Diese Gerade ist nach Punkt 4 des Unterabschnitts 3.3.3 fu¨r alle vier P

identisch.
Demnach benden sich alle Punkte rechts der SeiteK>((1; 1); 1) im Fehlvolumen FV++
(vgl. die Denition des Fehlvolumens in Gleichung (3.25) ). Diese dreieckige Teilmenge
des Fehlvolumens nenne ich F1; sie ist in Abbildung 3.8 eingezeichnet. Eine Seite von
F1 verla¨uft durch die Punkte (1; 1) und (1− ; ), so da im Sinne der Sto¨rungstheorie
der Winkel   .
Daneben gibt es eine dreieckige Teilmenge von FV++, die sich in der Na¨he der
(x2 = 1){Seite von I++ bendet. Diese ist in Abbildung 3.8 als Menge F2 eingezeichnet.
Die Schnittmenge der ersten Urbildgeneration T−1; (OV++;−+) mit F2 hat allerdings eine
vernachla¨ssigbare Fla¨che der Gro¨e O(2  ) (siehe rechte Seite von Abbildung 3.8).
Wie anhand der linken Seite von Abbildung 3.8 zu sehen ist, gilt fu¨r −   < 0
T−1; (OV++;−+) \ S(2;1)  F1  FV++ :
Die andere Komponente T−1; (OV++;−+) \ S(2;2) liegt so relativ zum Fehlvolumen, da
auch fu¨r im Betrag beliebig kleine  die Menge
T−1; (OV++;−+) n FV++
nichtleer ist (siehe rechte Seite der Abbildung 3.8). Da sowohl das Fehlvolumendreieck
F1 als auch die Menge T−1; (OV++;−+) \ S(2;2) einen spitzen Winkel  der Gro¨e  
haben, ist der Teil von T−1; (OV++;−+) \ S(2;2) auerhalb des Fehlvolumens ungefa¨hr
genauso gro wie der innerhalb. Deswegen gilt
Fl

T−1; (OV++;−+) n FV++

 1
2
Fl

T−1; (OV++;−+) \ S(2;2)

 
2
16 
: (3.45)
Alle Punkte aus der Menge T−1; (OV−−;−+) n FV++ haben vier Urbilder in I++, aus
denen die zweite Urbildgeneration der U¨berlappmenge OV++;−+ besteht:
T−2; (OV++;−+) = T
−1
;

T−1; (OV++;−+) n FV++

(3.46)
Die Fla¨che der Menge T−2; (OV++;−+) ist demnach ebenfalls  2=16. Punkte x aus
T−2; (OV++;−+) liegen nicht mehr am Rand, sondern in der Mitte von I++. Es gilt
x1  a ; x2 2 [a+ =8; a− =8] :
Fu¨r jj= 1 benden sich demnach alle Punkte x innerhalb eines kleinen Kreises mit
(a; a) als Mittelpunkt. Zur Urbildmenge T−2; (OV++;−+) geho¨rt der Punkt (a; a) und
eine hinreichend kleine Umgebung um ihn herum.6
Analog zur Menge T−2; (OV++;−+) resultiert auch aus der symmetrischen U¨ber-
lappmenge OV++;+− mit dem Quadrat I+− eine Urbildmenge der zweiten Generation,
6Der aufmerksame Leser wundert sich vielleicht, da der Punkt (a; a) zur Urbildmenge
T−2; (OV++;−+) geho¨ren soll; denn auf Seite 30 wurde zu Recht behauptet, da der Punkt (1; 1), der ja
das Bild von (a; a) ist, selbst auf den Punkt (; ) abgebildet wird, der in der U¨berlappmenge mit dem
Quadrat I−− liegt. Dieser scheinbare Widerspruch erkla¨rt sich, wenn man bedenkt, da ich bei den
Urbildkonstruktionen Fla¨chen der Gro¨e O(2) vernachla¨ssigt haben. Demzufolge wurde die Urbild-
menge der U¨berlappmenge mit I−−, die von der Gro¨e O(2) ist, der Urbildmenge zur U¨berlappmenge
mit I−+ zugeschlagen.
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Abbildung 3.9: Die Urbildmengen der zweiten bis vierten Generation aller drei U¨ber-
lappmengen sind hier schematisch dargestellt. Es wurde jj=  1 gewa¨hlt. Das
Fehlvolumen ist in dieser Zeichnung so vergro¨ert worden, da schon Urbildmengen-
komponenten von T−4; ([ 6=++OV++; ) in ihm liegen.
die in der Mitte von I++ liegt und exakt die gleiche Fla¨che hat.7 Damit gilt fu¨r die
Gesamtfla¨che von Punkten, die in zwei Iterationschritten I++ verlassen:
Fl
0@ [
 6=++
T−2; (OV++;)
1A  2
8 
(3.47)
Ich zeige in Abbildung 3.9 schematisch die Urbildmengen der zweiten bis vierten
Generation, d. h. die Mengen
T−k;
0@ [
 6=++
OV++;
1A ; k 2 f2; 3; 4g :
Hierbei wurde jj=  1 und ; jj  1 gewa¨hlt. In diesem Fall benden sich die
Urbildmengenkomponenten der k{ten Urbildgeneration in der Na¨he der Urbilder der
(k − 2){ten Generation von (1=2; 1=2) wenn man die ungekoppelte, nichtdeformierte
Abbildung T=0;=0 verwendet. Dies gilt bis zu einer Urbildgeneration k0. Je kleiner
 und  gewa¨hlt werden, desto ho¨her ist das k0, bis zu dem die Urbildmengenkom-
ponenten diese Lage haben (bei vorgegebener Genauigkeit). Die Urbilder der k{ten
Generation des Punktes (1=2; 1=2) unter der ungesto¨rten Abbildung T=0;=0 liegen
auf den Vertizes eines regelma¨igen zweidimensionalen quadratischen Gitters mit Git-
terkonstante 1=2k. Der Abstand zwischen jeweils zwei na¨chsten Nachbarn der 4k−1
Urbilder einer Generation ist konstant. Es ist deshalb plausibel, da auch die Kom-
ponenten der Urbildmengen T−k; (OV++;) in guter Na¨herung homogen in I++ verteilt
sind.
7Man erha¨lt die Menge T−2; (OV++;+−) aus der Menge T
−2
; (OV++;−+) durch Vertauschen der x1{
mit der x2{Koordinate. Fu¨r Punkte der Menge T
−2
; (OV++;+−) gilt: die x2{Koordinate ist nahe bei a,
die x1{Koordinate liegt im Intervall [a+ =8; a− =8].
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Abbildung 3.10: Die eektive U¨berlappmenge EO++;−+ und die Menge
T−1; (OV++;−+) n FV++, deren Bild sie ist. Die eektive U¨berlappmenge ist halb so
gro wie die U¨berlappmenge OV++;−+.
Die eektive U¨berlappmenge EO++;−+
Es wurde gezeigt, da Punkte aus dem Innern von I++ in endlich vielen Iterations-
schritten in die U¨berlappmengen mit I−+ bzw. mit I+− abgebildet werden. Das zweite
Kriterium fu¨r einen U¨bergang (siehe Seite 24) verwendet die eektive U¨berlappmenge;
entsprechend berechne ich die zur U¨berlappmenge OV++;−+ korrespondierende eekti-
ve U¨berlappmenge. Diese ist nach Denition (3.27)
EO++;−+ = T; (I++ n FV++) \ I−+ (3.48)
Daraus folgt
EO++;−+ = T;
h
T−1; (OV++;−+) n FV++
i
: (3.49)
Die Menge T−1; (OV++;−+) nFV++ liegt im Teilrechteck S(2;2) und wurde in Abbildung
3.8 dargestellt. Die eektive U¨berlappmenge EO++;−+ ist als Bild dieser Menge nur
halb so gro wie die U¨berlappmenge OV++;−+ selbst. In Abbildung 3.10 wird die eek-
tive U¨berlappmenge dargestellt. Nach dem zweiten Kriterium mu es in der eektiven
U¨berlappmenge eine Teilmenge mit endlichem Ma geben, die sog. U¨bergangsmenge
W++;−+, deren Punkte bei weiterer Iteration das Innere von I−+ erreichen. An dieser
Stelle kann die Frage, wohin sich die Punkte aus der eektiven U¨berlappmenge bei
weiterer Iteration wandern, nicht gekla¨rt werden. Denn dazu mu¨te man die Dynamik
der Abbildung T; innerhalb von I−+ besser kennen. Erst in Unterabschnitt 3.8.8 wird
diese Frage gekla¨rt.
Wieviele Punkte aus I++ wandern in die U¨berlappmengen?
Sorgt die Tatsache, da die Urbildmengen ab der zweiten Urbildgeneration in der Mitte
von I++ liegen, dafu¨r, da alle Punkte { abgesehen von instabilen periodischen Orbits
und anderen Repelloren { nach einer endlichen Zahl von Iterationen die U¨berlappmen-
gen erreichen? Oder gibt es in I++ eine Menge von endlichem Ma, deren Punkte fu¨r
alle Zeiten in I++ bleiben?
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Ich beweise im Anhang D die folgende Aussage: Fu¨r  < 0 gibt es in jeder oenen
Umgebung U  I++ eine oene Teilmenge V , so da alle x 2 V in endlich vielen
Iterationen I++ verlassen.
Es gibt demnach keine noch so kleine oene Menge in I++, deren iterierten Punkte
fu¨r alle Zeiten in diesem Quadrat bleiben. Die Beweisidee besteht in folgendem: ich
benutze die Tatsache, da die Abbildung T; stark expansiv ist; denn der Betrag der
Jakobideterminante ist u¨berall 4 +O(; ). Deswegen wachsen die iterierten Bilder der
oenen Umgebung U solange an, bis sie eine Umgebung des Punktes (a; a) schneiden,
deren Punkte die Menge I++ in zwei Iterationsschritten verlassen.
Aus dieser Aussage folgt mit der Attraktordenition aus Anhang A, da fu¨r  < 0
keine Teilmenge von I++ ein Attraktor ist. Dies bedeutet aber nicht, da sich der
Attraktor, den es in I++ fu¨r   0 gibt, fu¨r  < 0 auflo¨sen mu. Denn der Attraktor
ko¨nnte sich bei der Parametera¨nderung leicht deformiert haben und fu¨r  < 0 auch
Punkte umfassen, die einen Abstand der Gro¨e O(; ) vom Quadrat I++ haben, so
da auch die (eektiven) U¨berlappmengen zum Attraktor geho¨ren. Wie schon gesagt,
kann ich erst nach dem besseren Versta¨ndnis der Dynamik in den anderen Quadraten
das ergodische Verhalten der Punkte aus den U¨berlappmengen beschreiben. Demnach
wird die Frage nach der Auflo¨sung des Attraktors in I++ fu¨r  < 0 ebenfalls erst in
Unterabschnitt 3.8.8 beantwortet.
Die obige Aussage u¨ber das Verhalten von oenen Mengen U  I++ ist rein to-
pologischer Natur und sagt nichts aus u¨ber das Ma aller Punkte 2 I++, die dieses
Quadrat in endlich vielen Iterationen verlassen.8 Fast alle Punkte aus I++ verlassen
dieses Quadrat in endlich vielen Iterationsschritten, wenn gilt
Fl
0@ [
 6=++
1[
k=1
T−k; (OV++; )
1A = X
 6=++
1X
k=1
Fl

T−k; (OV++;)

= 1 : (3.50)
Um diese Gleichung zeigen zu ko¨nnen, brauche ich eine Aussage u¨ber die Fla¨chen ho-
her Urbildgenerationen. Damit die unendliche Summe u¨berhaupt konvergiert, mu¨ssen
die Fla¨chen der Mengen T−k; (OV++;) fu¨r k ! 1 verschwinden. Es gibt zwei wich-
tige konkurrierende Eekte, die die Fla¨che von Urbildgenerationen hoher Generation
bestimmen:
 Wir nehmen an: Jede Urbildmengenkomponente der k{ten Urbildgeneration der
U¨berlappmenge besitzt die maximale Anzahl von vier Urbildmengenkomponen-
ten in I++, die zur (k + 1){ten Urbildgeneration geho¨ren. Im Parameterbereich
 <  < 0 ist der Betrag der Jakobideterminante Det(J;) konstant und etwas
kleiner als 4. Deswegen ist die Fla¨che der vier Urbildermengenkomponenten zu-
sammen etwas gro¨er als die Fla¨che der Ausgangsmenge. Wenn unsere Annahme
stimmte, ha¨tte die Urbildmenge T−(k+1); (OV++;) eine etwas gro¨ere Fla¨che als
die Urbildmenge T−k; (OV++;). Dann aber kann die Fla¨che in Gleichung (3.50)
nicht konvergieren.
 Die Tendenz der Jakobideterminante, die Fla¨chen der um 1 ho¨heren Urbildge-
neration gro¨er zu machen, wird ausgeglichen durch den Eekt des Fehlvolu-
mens. Denn wie wir schon oben bei der Berechnung der ersten Urbildgeneration
gesehen haben, ko¨nnen Urbildmengenkomponenten innerhalb des Fehlvolumens
8Es ko¨nnte in I++ einen Attraktor im Sinne von Milnor geben, der keine oene Umgebung anzieht,
sondern nur eine Menge von Punkten mit positivem Lebesguema [27, 14]. Um einen solchen Attraktor
in I++ auszuschlieen, reichen topologische Methoden nicht aus.
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FV++ liegen. Dann haben diese Komponenten keine Urbilder in der um eins
ho¨heren Urbildgeneration. Dies fu¨hrt dazu, da die um eins ho¨here Urbildgene-
ration weniger als das Vierfache an Urbildmengenkomponenten besitzt. Gerade
bei gro¨eren k{Werten liegt von den sehr vielen Urbildmengenkomponenten, die
zur k{ten Generation geho¨ren, immer ein gewisser Teil innerhalb des Fehlvolu-
mens.
In Anhang E berechne ich mit Hilfe sto¨rungstheoretischer Methoden die Fla¨che aller
Urbildmengen aus Gleichung (3.50) zu9X
 6=++
1X
k=1
Fl

T−k; (OV++;

= 1 + o(1) : (3.51)
Dabei verwende ich die schon erwa¨hnte Annahme, da die Urbildmengenkompo-
nenten einer hohen Urbildgeneration in I++ homogen verteilt sind. Damit kann ich
den beschriebenen Absorptionseekt des Fehlvolumens fu¨r die Komponenten von Ur-
bildmengen quantitativ erfassen. Es zeigt sich, da gerade eine heikle Balance zwischen
den beiden konkurrierenden Eekten besteht, so da fu¨r groe k{Werte das Fla¨chen-
verha¨ltnis der k+1{ten Urbildgeneration zur k{ten Generation gleich einer Konstanten
knapp unterhalb von 1 ist. Die Summe in Gleichung (3.50) wird dann eine konvergente
geometrische Reihe.
Damit existiert in I++ ho¨chstens ein Fla¨che der Gro¨e o(1), deren Punkte dieses
Quadrat nicht nach endlicher Zeit verlassen. Es ist plausibel, da daru¨ber hinaus fast
alle Punkte 2 I++ nach endlich vielen Schritten die U¨berlappmenge erreichen; ich kann
dies aber nicht streng zeigen.
3.8 Die Dynamik in I−+ und I+−
In diesem Abschnitt behandle ich die Dynamik in I−+ und I+− fu¨r verschiedene Para-
meterbereiche von  und , insbesondere die Frage, ob bzw. bei welchen (; ){Gro¨en-
verha¨ltnissen es U¨berga¨nge zu anderen Quadraten geben kann. Wegen der Symmetrien
der Abbildung T; verha¨lt sich die Dynamik in I+− analog zu der in I−+, so da ich
mich im folgenden auf das Quadrat I−+ beschra¨nke.
3.8.1 Parallelogramme und Schnittmengen
Ich beginne mit der Berechnung des {unabha¨ngigen Parallelogramms P(−1;1), welches
das Bild des Teilrechtecks S(−1;1) ist (siehe Abbildung 3.1 zur Lage von S(−1;1) im Pha-
senraum). Dieses Parallelogramm ist auf der linken Seite von Abbildung 3.11 zu sehen.
Wir sehen anhand der Abbildung, da es Schnittmengen des Parallelogramms mit den
Nachbarquadraten I++ und I−− gibt. Da das Parallelogramm spiegelsymmetrisch um
die Achse ist, die durch die Punkte (0; 0) und (−1; 1) verla¨uft, sind die Fla¨chen dieser
beiden Schnittmengen gleich:
Fl (P(−1;1) \ I++) = Fl (P(−1;1) \ I−−) =

2
+O(2) (3.52)
Ich kann mich auf die Untersuchung der Mo¨glichkeit von U¨berga¨ngen nach I++ be-
schra¨nken; denn aus der Hintereinanderschaltung von Antisymmetrie und Translati-
onsinvarianz ergibt sich die A¨quivalenz des U¨bergangs I−+ ! I−− zum U¨bergang
9Das Symbol o(1), das in Anhang B genauer erkla¨rt wird, repra¨sentiert Terme, die fu¨r ;  ! 0
verschwinden.
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Abbildung 3.11: Links: das ParallelogrammP(−1;1) und seine U¨berlappmengen. Rechts:
die beiden Urbildmengenkomponenten der ersten Generation von OV−+;++, die in
S(−1;1) und S(−1;2) liegen.
I−+ ! I++. Deswegen brauche ich die Schnittmenge mit dem Quadrat I−− und ihre
Urbilder nicht weiter zu behandeln.
Fu¨r die Schnittmenge eines ParallelogrammsP

ist die K<(γ; 1){Seite des Paralleo-
gramms relevant, da diese Seite die Schnittmenge in e1{Richtung begrenzt. Fu¨r die drei
anderen Parallelogramme P

mit S

 I++ erhalte ich die folgenden Schnittmengen:
Fu¨r γ = (−1; 2) ist die Parallelogrammseite K<((−1; 2); 1), die die Schnittmenge
P(−1;2)\ I++ begrenzt, bis auf ein Stu¨ck der La¨nge O() identisch mit der entsprechen-
den Seite fu¨r γ = (−1; 1). Deswegen unterscheidet sich die Menge P(−1;2)\I++ nur um
eine Fla¨che der Gro¨e O(2; 2;  ) von der schon behandelten Menge P(−1;1) \ I++.
Dieser Unterschied ist vernachla¨ssigbar, da die Fla¨chen dieser beiden Schnittmengen
nach Gleichung (3.52) eine fu¨hrende Ordnung der Gro¨e =2 besitzen. 10
Fu¨r γ = (−2; 1) und γ = (−2; 2) ist die Parallelogrammseite K<(γ; 1) gema¨
Punkt 3 (b) des Unterabschnitts 3.3.3 um  jj verschoben, so da die U¨berlappmengen
P

\ I++ mit γ1 = −2 signikant {abha¨ngig sind. Fu¨r  >  sind die beiden Mengen
leer, fu¨r 0   <  sind sie Dreiecke und fu¨r  < 0 Vierecke. Ich zeige die Schnittmenge
P(−2;2) \ I++ fu¨r die beiden zuletzt aufgefu¨hrten {Bereiche auf der rechten und linken
Seite von Abbildung 3.12. Die Schnittmengen P(−2;1) \ I++ und P(−2;2) \ I++ sind bis
auf eine Dierenzmenge der Gro¨e O(2; 2;  ) gleich.
Die Vereinigung aller Schnittmengen P

\ I++ ist die U¨berlappmenge von I−+ mit
I++. Fu¨r   0 gilt:
OV−+;++ = P(−1;1) \ I++ (  0) ; (3.53)
da in diesem Parameterbereich alle anderen Schnittmenge in dieser enthalten sind. Aus
dem gleichen Grund ergibt sich fu¨r  < 0
OV−+;++ = P(−2;2) \ I++ ( < 0) : (3.54)
Das Parallelogramm P(−2;2) hat fu¨r  < 0 auch eine Schnittmenge mit dem Qua-
drat I+−, deren Fla¨che die Gro¨e O(2) hat. Dies ist gegenu¨ber der Gro¨e =2 der
Schnittmengen mit I++ bzw. I−− in Sto¨rungstheorie vernachla¨ssigbar.
10Man beachte, da im letzten Abschnitt, der der Dynamik in I++ gewidmet war, nur Fla¨chen der
Gro¨e O(2) unberu¨cksichtigt bleiben konnten, da dort die Schnittmengen eine Fla¨che der Gro¨enord-
nung 2= hatten.
38 KAPITEL 3. ERKLA¨RUNG DER METHODE FU¨R N = 2
(-2,2)
(-2,1)
(-2,2)
I ++P(2,2) I ++
(-2,1)
P(2,2)
  
  
  
  
  




 
   
   
   
   
   






−δ/2
−δε
{
ε
{ε−δ
, ++
) S
_ +
T
ε,δ
-1
OV(
, ++
) S
_ +
T
ε,δ
-1
OV(
, ++
) S
_ +
+
FV
-+I-+IT
ε,δ
-1
OV(
, ++
) S
_
_ +FVTF
 
 
 
 




 
 
 
 




   
_ +
T
ε,δ
-1
OV
ε − δ
(
0 < δ < ε −2ε < δ < 0
Abbildung 3.12: Die Schnittmenge P(−2;2) \ I++ und die Urbildmengenkomponenten
von OV−+;++, die in den Teilrechtecken S(−2;1) und S(−2;2) liegen. Auerdem ist das
Fehlvolumen FV−+ eingezeichnet. Links: Es gilt 0 <  <  ; rechts: es gilt−2  <  < 0.
3.8.2 Urbildmenge der ersten Generation
Nach dem ersten U¨bergangskriterium auf Seite 24 mu ich zur U¨berlappmenge OV−+;++
die Urbildmengen der verschiedenen Generationen konstruieren, da bei einem U¨bergang
I−+ ! I++ diese Urbildmengen ab einer bestimmten Generation das Innere von I−+
schneiden mu¨ssen.
Die Urbildmengenkomponenten der ersten Generation erhalte ich, indem ich fu¨r die
Eckpunkte der Schnittmenge P

\ I++ die Urbilder in S bestimme:
x = T;(~x) ; ~x 2 S  I−+ ; (3.55)
wobei x ein Eckpunkt von P

\ I++ ist.
Die Urbildmengenkomponenten haben in e2{Richtung eine Ausdehnung der Gro¨en-
ordnung 1, in e1{Richtung eine der Gro¨enordnung  oder jj. Die Dierenzmenge
einer berechneten Menge mit der exakten Menge soll ho¨chstens eine Fla¨che der Gro¨e
O(2; 2;  ) haben. Dann brauche ich die Eckpunkte ~x = (~x1; ~x2) mit folgender Ge-
nauigkeit: fu¨r ~x2 ko¨nnen Terme der Gro¨e O(; ) weggelassen werden, fu¨r ~x1 Terme
der Gro¨e O(2; 2;  ). Ich brauche dann Kopplung und Deformation der Abbildung
T; bei der Ermittlung von ~x2 nicht zu beru¨cksichtigen und lo¨se die vereinfachten
Gleichungen
x1 = f(~x1) +  f0(~x2) ;
x2 = f0(~x2) ; (3.56)
wobei f0 die nichtdeformierte antisymmetrische Zeltabbildung ist.
Die Urbildmengenkomponenten T−1; (OV−+;++)\S(−1;1) und T−1; (OV−+;++)\S(−1;2)
sind na¨herungsweise vom Parameter  unabha¨ngig. Ich zeige diese beiden Komponenten
auf der rechten Seite von Abbildung 3.11. Dagegen sind die Urbildmengenkomponenten
T−1; (OV−+;++)\S(−2;1) und T−1; (OV−+;++)\S(−2;2) stark {abha¨ngig. In Abbildung
3.12 zeichne ich diese beiden Mengen fu¨r die Bereiche 0   <  und −2  <  < 0 ein.
3.8.3 Urbildmengen ho¨herer Generation
Wenn ich Urbildmengen ho¨herer Generationen der U¨berlappmenge OV−+;++ berechnen
will, mu ich das Fehlvolumen FV−+ im Quadrat I−+ kennen. In den Abbildungen
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3.11 (rechts) und 3.12 ist das Fehlvolumen FV−+ mit eingezeichnet. Diese Menge ist
relativ leicht zu erhalten, da die Seiten K>(γ; i) fu¨r alle γ aufeinander liegen. Demnach
geho¨ren alle Punkte oberhalb der Seite K>((1; 1); 2) und links der Seite K>((1; 1); 1)
zum Fehlvolumen. Fu¨r meine Untersuchung eines mo¨glichen U¨bergangs I−+ ! I++ ist
vor allem der zuletzt genannte Teil von FV−+ wichtig, die Menge
TF := fx 2 I−+ j x1  L(x2) g  FV−+ ; (3.57)
die auf der linken Seite von Abbildung 3.12 eingezeichnet ist. Die lineare Funktion
L(x2), die in der letzten Gleichung verwendet wird, ergibt sich aus den Eckpunkten der
Parallelogrammseite K>((1; 1); 1) zu
L(x2) = 1− −  x2 + O(2) ; x2 2 [0; 1] : (3.58)
Die Menge TF ist ein vertikaler Streifen, dessen Breite in e1{Richtung durch
bTF (x2) = 1− L(x2) = +  x2 +O(2) ; x2 2 [0; 1] (3.59)
gegeben ist.
Man kann leicht ausrechnen und sieht es in Abbildung 3.12, da fu¨r  > −2 
die beiden Komponenten der ersten Generation in S(−2;1) und S(−2;2) Teilmengen von
FV−+ sind. Wir werden weiter unten sehen, da die wesentliche Vera¨nderung fu¨r die
Dynamik in I−+ fu¨r {Werte von ca. −4 =3 erfolgt. Deswegen reicht die Betrachtung
von {Werten knapp oberhalb und knapp unterhalb von −4 =3 aus, um die qualitative
Dynamik in I−+ zu erfassen. Aus diesem Grund kann ich mich im folgenden auf solche
{Werte beschra¨nken.
Hingegen sieht man anhand der Abbildung 3.11 (rechts), da die Komponenten
T−1; (OV−+;++)\S(−1;1) und T−1; (OV−+;++)\S(−1;2) bis auf vernachla¨ssigbare Mengen
mit Fla¨che O(2) auerhalb des Fehlvolumens liegen. Demzufolge kann ich fu¨r diese
beiden Mengen Urbildmengen nden, die zur zweiten Generation geho¨ren. Es gilt
T−2; (OV−+;++) = T
−1
;
h
T−1; (OV−+;++) \ (S(−1;1) [ S(−1;2) )
i
;  > −2  :
Die Menge T−2; (OV−+;++) besteht fu¨r −2  <  < 0 aus acht Urbildmengenkomponen-
ten. Die Punkte aus T−2; (OV−+;++) haben x1{Koordinaten, die entweder  0 oder
 −1 sind. Dementsprechend liegen vier Komponenten in den rechten Teilrechtecken
S(−1;1) [ S(−1;2) und vier in den linken Teilrechtecken S(−2;1) [ S(−2;2). Je nach Gro¨e
von  liegen die vier Komponenten, die Teilmenge von S(−2;1)[S(−2;2) sind, vollsta¨ndig
im Fehlvolumen FV−+ oder nicht. Diese {Abha¨ngigkeit der Situation in den linken
Teilrechtecken, die { wie spa¨ter deutlich werden wird { gerade fu¨r die qualitative A¨nde-
rung der Dynamik in I−+ sorgt, macht die Analyse der sukzessiven Urbildgenerationen
schwer durchschaubar, wenn man in jeder Urbildgeneration Komponenten in allen Teil-
rechtecken beru¨cksichtigt.
Ich gehe deswegen so vor, da ich zuerst nur die Urbildmengen beliebiger Generation
der Menge T−1; (OV−+;++)\(S(−1;1)[S(−1;2) ) betrachte, die sich ebenfalls in der Menge
S(−1;1) [ S(−1;2) benden. Ich deniere Mengen G(k); k 2 N, die ich einfach k{te
Generation nenne:
G(1) := T−1; (OV−+;++) \ (S(−1;1) [ S(−1;2) )
G(k) :=
n
x 2 (S(−1;1) [ S(−1;2)  j T;(x) 2 G(k−1)o ; k = 2; 3; : : : (3.60)
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Abbildung 3.13: Die ersten drei GenerationenG(k), wobei die hier gezeichneten Mengen
die exakten Mengen bis auf eine Dierenzmenge der Fla¨cheO(2; 2;  ) approximieren.
Spa¨ter werden die Urbildmengen der verschiedenen Generationen berechnet, fu¨r die
auch die linken Teilrechtecke S(−2;1) und S(−2;2) beno¨tigt werden.
Ich kann bei der Berechnung der G(k) das Fehlvolumen FV−+ na¨herungsweise igno-
rieren, da von jeder Generation G(k) nur ein Anteil im Fehlvolumen FV−+ liegt, dessen
Fla¨che ungefa¨hr  mal der Gesamtfla¨che von G(k) ist. In Abbildung 3.13 sind die ersten
drei Generationen der Mengen G(k) dargestellt.
Es wird fu¨r gro¨er werdende k immer mu¨hsamer, die Lage aller Dreiecke zu berech-
nen, die zu dieser Generation geho¨ren. Glu¨cklicherweise gibt es Regeln, die einem die
Konstruktion vonG(k+1) aus G(k) wesentlich erleichtern. Auf der Menge S(−1;1)[S(−1;2)
la¨t sich Gleichung (3.56) zur Konstruktion von Eckpunkten von Urbilddreiecken wei-
ter vereinfachen. Denn ich kann eine vereinfachte Abbildung eT, die nicht mehr von
 abha¨ngt, zur Konstruktion von Eckpunkten verwenden, wenn ich korrekt bis auf
Mengen der Fla¨che O(2; 2;  ) sein will:
eT : x1 = 2 ~x1 +  f0(~x2)x2 = f0(~x2) ; ~x 2 S(−1;1) [ S(−1;2) ; (3.61)
Ich deniere mit der Abbildung eT vereinfachte Generationen ~G(k) analog zu den Ge-
nerationen G(k) in Gleichung (3.60). Die erste Generation ~G(1) besteht aus den {
unabha¨ngigen Dreiecken D(1)1 und D
(1)
2 , die die Komponenten T
−1
; (OV−+;++)\S(−1;1)
und T−1; (OV−+;++) \ S(−1;2) approximieren. Die Eckpunkte dieser beiden Dreiecke
sind:
D
(1)
1 : (0; 0); (0; 1=2); und (−=2; 1=2)
D
(1)
2 : (0; 1); (0; 1=2); und (−=2; 1=2)
Ich deniere anschlieend
~G(1) := D(1)1 [D(1)2 ;
~G(k) :=
n
x 2 (S(−1;1) [ S(−1;2)  j eT(x) 2 G(k−1)o ; k = 2; 3; : : : (3.62)
Fu¨r die vereinfachten Generationen ~G(k) gelten die folgenden
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Regeln
1. Alle Generationen ~G(k) sind {unabha¨ngige Mengen. Denn die Generation G(1)
besteht aus den beiden {unabha¨ngigen Dreiecken D(1)1 und D
(1)
2 . Auerdem ist
die Abbildung eT {unabha¨ngig.
2. Jede Generation ~G(k) besteht aus 2k Dreiecken D(k)i (i = 1; 2; : : :2
k). Die Ab-
bildung eT hat kein Fehlvolumen. Deswegen hat jedes Dreieck der Generation
~G(k−1) zwei Urbilddreiecke in S(−1;1) [ S(−1;2), die zur Generation ~G(k) geho¨ren.
3. Der Betrag der Jakobideterminante der Abbildung eT ist im ganzen Phasenraum
konstant gleich 4. Auerdem wird jedes Dreieck D(k)i nach (k − 1) Iterationen
auf eines der beiden gleich groen Dreiecke D(1)1 abgebildet. Folglich haben die
Dreiecke D(k)i alle die gleiche Fla¨che, die um den Faktor 4 kleiner ist als die Fla¨che
der Dreiecke D(k−1)i .
4. Die Eckpunkte der DreieckeD(k)i haben x2{Koordinaten2 f i =2k ; i = 0; 1; : : :2k g.
Denn in der Abbildung eT wird die x2{Koordinate unabha¨ngig von der x1{
Koordinate mit f0 iteriert und die Eckpunkte der beiden Dreiecke der ersten
Generation haben die x2{Koordinaten 2 f0; 1=2; 1g.
Jede Generation ~G(k) fu¨llt in e2{Richtung das Intervall [0; 1] aus, d. h.
8 k 2 N; 8x2 2 [0; 1] 9x = (x1; x2) 2 ~G(k) :
5. Zwei benachbarte Dreiecke D(k)i und D
(k)
i+1 einer Generation liegen so zueinander,
da entweder Spitze an Spitze sto¨t oder sie die kurze Seite der La¨nge O()
gemeinsam haben (siehe Abbildung 3.13).
6. Die Generation ~G(k) liegt in e1{Richtung direkt hinter der Generation ~G(k−1).
Fu¨r festes x2 2 [0; 1] gilt
sup
n
x1 j (x1; x2) 2 ~G(k)
o
= inf
n
x1 j (x1; x2) 2 ~G(k−1)
o
Es gibt also keine "Lu¨cke" zwischen der Generation
~G(k−1) und der Generation
~G(k).
Diese Regeln gelten na¨herungsweise auch fu¨r die Mengen G(k), da sie durch die Men-
gen ~G(k) approximiert werden ko¨nnen, solange k nicht zu gro wird. Das Argument der
Vernachla¨ssigung von Mengen mit O(2; 2;  ){Fla¨che, das ich an einigen Stellen ge-
brauchte, wird allerdings ungu¨ltig fu¨r hinreichend groe k, da die Fla¨chen der Mengen
G(k) bzw. der Dreiecke D(k)i mit k exponentiell abnehmen. Ich kann dann die Eekte
des Fehlvolumens und der vollen {abha¨ngigen Abbildung T; auf die Mengen G(k)
nicht mehr ignorieren. Ich denke aber { und die numerischen Ergebnisse unterstu¨tzen
dies { , da das Verhalten der hohen Generationen im Sinne der Sto¨rungstheorie gerin-
gen Einflu auf meine Ergebnisse hat, da die Gesamtfla¨che aller hohen Generationen
sehr klein ist. Falls die hohen Generationen eine wichtige Rolle spielten, wa¨re meine
Sto¨rungstheorie zu naiv und damit unbrauchbar.
Ich deniere nun endliche Vereinigungen von Generationen ~G(k), die Mengen
(n)~G :=
n[
k=1
~G(k) ; n 2 N : (3.63)
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Insbesondere ist { wie gleich deutlich werden wird { die Menge interessant, die sich im
Grenzfall n!1 ergibt:
1~G :=
1[
k=1
~G(k)
Mich interessiert vor allem die Ho¨he dieser Menge in e1{Richtung:
h

1~G

:= sup
n
jx1j j x 2 1~G
o
Zur Berechnung dieser Gro¨e fu¨hre ich Randkurven R(n) der Mengen (n)~G ein. Fu¨r
festes x2 2 [0; 1] deniere ich
R(n)(x2) := inf
n
x1 j (x1; x2) 2 (n)~G
o
: (3.64)
Die Randkurve R(n) begrenzt die Menge (n)~G nach links. Ich leite als na¨chstes fu¨r die
Funktion R(n) einen analytischen Ausdruck her. Aus der Denition der Mengen ~G(k)
und Regel 4 und 6 folgt, da die Randkurve von (n+1)~G durch
eT auf die Randkurve
von (n)~G abgebildet wird:
eT n(R(n+1)(y); y) j y 2 [0; 1]o = n(R(n)(z); z) j z 2 [0; 1]o ; n 2 N
Fu¨r die Funktion R(1) gilt
x = (R(1)(x2); x2) ) x0 = eT (x) 2 f (0; y) j y 2 [0; 1] g :
Daraus folgt:
x01 = 0 = 2 x1 +  f0(x2)
) R(1)(x2) = x1 = − 2 f0(x2) ; x2 2 [0; 1] (3.65)
Die Funktion R(1)(x2) ist in der linken Zeichnung von Abbildung 3.14 dargestellt. Nach
Gleichung (3.64) gilt fu¨r R(2)
x = (R(2)(x2); x2) ) x0 = eT (x) 2 f (R(1)(y); y) j y 2 [0; 1] g :
Mit R(1) aus Gleichung (3.65) ergibt sich
x01
f0(x02)
=
2 x1 +  f0(x2)
f0 (f0 (x2))
= − 
2
;
) R(2)(x2) = x1 = − 2 f0(x2)−

4
(f0  f0)(x2) ; x2 2 [0; 1] : (3.66)
Die Funktion R(2)(x2) ist in der mittleren Zeichnung von Abbildung 3.14 dargestellt.
Ich deniere die n{fache Iterierte von f0 durch
It[f0; n](x) := ( f0  f0     f0| {z }
n mal
)(x) : (3.67)
3.8. DIE DYNAMIK IN I−+ UND I+− 43
( ) ( )( )
~ ~
~
e/2
   
   
   
   




   
   
   
   




   
   
   
   




    
    
    
    
  





    
    
    
    




    
    
    
    




              
x
x 2
1
x
x 2
1
x
x 2
1
(x  )2
(x  )2(x  )2
21 3
ε+ 2
ε_I _8
0
1
1/2
0
1/4
3/4
1
ε/2
GΣ Σ G
0
1
ε/
ε/2
-+ I
R
(2)
R
(3)
R
(1)
Σ G
-+
I
-+
Abbildung 3.14: Zur Illustration der partiellen Selbsta¨hnlichkeit zeige ich die Mengen
(i)~G ; (i = 1; 2; 3) und die Randkurven R
(i); (i = 1; 2; 3).
Die Ergebnisse fu¨r R(1) und R(2) in den Gleichungen (3.65) bzw. (3.66) lassen sich
folgendermaen fu¨r R(n) verallgemeinern:
R(n)(x2) = −
nX
i=1
It[f0; i](x2)
2i
; x2 2 [0; 1] (3.68)
Der Beweis ginge u¨ber Induktion und ist leicht durchfu¨hrbar.
Der Ausdruck in Gleichung (3.68) ist nicht sehr transparent, wenn ich die Minima
von R(n) bestimmen mo¨chte, an denen ich hauptsa¨chlich interessiert bin. Diese ko¨nnen
wir durch eine Argumentation erhalten, die die partielle Selbsta¨hnlichkeit der Funktio-
nen R(n) fu¨r verschiedene n ausnutzt. In Abbildung 3.14 sind die ersten drei Mengen
(i)~G und die zugeho¨rigen Randkurven dargestellt. Es ergeben sich fu¨r wachsendes n
folgende Beobachtungen:
R(1): Diese Funktion hat ein Minimum der Gro¨e −=2 bei x2 = 1=2.
R(2): Diese Funktion ist trapezfo¨rmig und wird minimal auf dem Intervall [1=4; 3=4]
mit dem Wert −=2.
R(3): Fu¨r die Funktion R(3) besteht folgende Selbsta¨hnlichkeit: auf das Plateau der
Funktion R(2) zwischen 1=4 und 3=4 kommt die Funktion It[f0; 3](x)=2
3 hinzu.
Diese Funktion hat ein Viertel der Ho¨he des ersten Summanden It[f0; 1](x)=2. Der
Abstand zwischen Nullstellen ist ebenfalls vierfach kleiner. Auf die Intervalle
[1=4; 1=2] und [1=2; 3=4] addieren sich demnach zwei Spitzen mit der Form der
um den Faktor 4 verkleinerten ersten Kurve R(1). Der Wert von R(3) in den
beiden Minima ist −=2 − =8 = −5 =8 . Die x2{Koordinaten der Minima sind
x2 = 3=8 und x2 = 5=8.
Wenn man diese Betrachtungen weiterfu¨hrt, ergeben sich fu¨r die Funktion R(4) zwei
Ebenen der Ho¨he −5 =8, auf denen sie minimal wird. Bei der darauolgenden Funktion
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R(5) addieren sich auf diese vier Spitzen der Ho¨he =32, so da diese Menge vier Minima
der Ho¨he −5 =8− =32 besitzt.
Wir erkennen folgende Gesetzma¨igkeiten: die Funktion R(n) hat fu¨r gerade n die
Zahl von 2(n−2)=2 Ebenen, auf denen die Funktionswerte minimal werden. Die Breite
dieser Ebenen in e2{Richtung nimmt zwischen n und n + 2 um den Faktor 4 ab. Fu¨r
ungerades n hat die Funktion R(n) die Zahl von 2(n−1)=2 gleich groen Spitzen/Minima,
an denen
R(n)(x2) = − 2
(n−1)=2X
k=0
1
4k
: (3.69)
Sei m := (n − 1)=2. Die x2{Koordinaten der Minima von R(n) bei ungeradem n
unterscheide ich durch die 2m geordneten m{Tupel von +1 und −1. Es ergibt sich
x2(i1; i2 : : : ; im) =
1
2
0@1 + mX
j=1
ij
4j
1A ; ij 2 f−1;+1g; j = 1; 2; : : :m : (3.70)
Da die Funktionen R(n) gleichma¨ig zur Randkurve R(1) von 1~G konvergieren,
ergibt sich die Ho¨he der Menge 1~G als
h

1~G

= sup
n
jR(1)(x2)j j x2 2 [0; 1]
o
= lim
n!1

2
(n−1)=2X
k=0
1
4k
=
2 
3
: (3.71)
Diese Ho¨he wird an unendlich vielen Punkten erreicht, die sich aus Gleichung (3.70)
fu¨r m!1 ergeben.
Die Randkurve R(1) ist ein Fraktal [8], da sie eine unendliche La¨nge hat. Denn
das Konstruktionsprinzip der Funktion R(1) ist ganz analog zur beru¨hmten Kochschen
Kurve. Die Randkurven der Mengen R(n) werden in jedem Schritt von n nach n + 1
um eine konstanten Faktor 1 +O() > 1 la¨nger. Die Randkurve R(1) hat eine fraktale
Dimension, die gro¨er als 1 ist.
Da ich die Generationen G(k) durch die Generationen ~G(k) approximieren kann,
lassen sich die fu¨r die Menge 1~G gewonnenen Ergebnisse auf die Menge
1G :=
1[
k=1
G(k)
u¨bertragen. Es gilt nach Gleichung (3.71)
h (1G )  h

1~G

=
2 
3
: (3.72)
Die Minima der Randkurve von (n)G benden sich in guter Na¨herung bei den gleichen
x2{Koordinaten wie die von 
(n)
~G
(siehe Gleichung (3.70) ).11
Ich wende mich nun den Urbildmengen ho¨herer Generation ( 2) zu, die in den
linken Teilrechtecken von I−+ liegen. In Unterabschnitt 3.8.2 habe ich die Urbild-
mengenkomponenten der ersten Generation, die Mengen T−1; (OV−+;++) \ S(−2;1) und
11Abweichungen sind hier von der Gro¨e O(; ); dies ist klein gegenu¨ber den Werten in Gleichung
(3.70) selbst, die von der Gro¨enordnung 1 sind.
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T−1; (OV−+;++)\S(−2;2), diskutiert. Ich deniere Pendants zu den Mengen G(k)(k  1)
in den linken Teilrechtecken (vgl. mit Denition (3.60) fu¨r die Mengen G(k)):
H(1) := T−1; (OV−+;++) \ (S(−2;1) [ S(−2;2) ) ;
H(k) :=
n
x 2 (S(−2;1) [ S(−2;2)  j T;(x) 2 G(k−1)o ; k = 2; 3; : : : (3.73)
Die Menge H(k) ist demnach eine Urbildmenge von G(k−1), fu¨r deren Punkte die x1{
Koordinate  −1 ist.
Ich kann eine Beziehung zwischen den Punkten in G(k) und H(k) fu¨r k  2 aufstellen;
denn beide Mengen enthalten Urbilder von Punkten aus der Menge G(k−1). Betrachte
je einen Punkt aus G(k) und H(k), die Urbilder des gleichen Punktes aus G(k−1) sind:
T;(x) = T;(x0) = y 2 G(k−1) ; x 2 G(k); x0 2 H(k)
Aus der Struktur der Abbildung T; folgt dann
f(x0i) = f(xi) ; i = 1; 2 :
Aus dem Funktionsverlauf von f im Intervall [−1; 0] (siehe Abbildung 2.2) ergibt sich
fu¨r die x1{Komponenten die Beziehung
− − 2 (1 + x01  f(x01) = f(x1)  2 x1 :
Diese Na¨herungen fu¨r die Auswertung von f gelten fu¨r Punkte x; x0, die sich in der
Na¨he von −1 bzw. 0 benden. Aus der letzten Gleichung folgt
x01 + 1  −=2− x1 : (3.74)
Dies bedeutet: der Abstand von x0 vom linken Rand des Quadrats I−+ ist gleich der
Summe aus −=2 und dem Abstand von x zum rechten Rand von I−+.
Damit x0 u¨berhaupt in I−+ liegt, mu x01  −1 gelten. Aus Gleichung (3.74) folgt,
da bei vorgegebenem  ein Punkt x 2 G(k) nur dann ein Pendant x0 2 H(k) hat, wenn
x1 < −=2 :
Da x1 < 0, ist diese Bedingung fu¨r   0 immer erfu¨llt.
Ich kann wegen Gleichung (3.74) die Mengen H(k) (k = 2; 3; : : :) auch geome-
trisch aus den Mengen G(k) konstruieren: dazu spiegele ich die Menge G(k) an der
x1 = 1=2{Achse und verschiebe die resultierende Menge um den Betrag jj=2. Die
Verschiebungsrichtung ist −e1 fu¨r positives  und +e1 fu¨r negatives . In Abbildung
3.15 zeige ich fu¨r  > 0 und  < 0 die Mengen H(1); H(2) und H(3) (vgl. die ersten drei
G(k) in Abbildung 3.13).
3.8.4 Das Kriterium fu¨r das kritische 
Gibt es auer den bisher behandelten Urbildmengen fG(k); H(k); k  1g weitere Ur-
bildmengen beliebiger Generation zur U¨berlappmenge OV−+;++, die im Quadrat I−+
liegen ? Ich habe alle Urbilder der Mengen G(k) (k = 1; 2 : : :) gefunden. Wenn nun
die Mengen H(k) am linken Rand selbst keine Urbildmengen haben, so gibt es keine
noch hinzukommenden Urbildmengen. Die Mengen H(k) haben keine Urbilder, wenn
sie sa¨mtlich im Fehlvolumen FV−+ enthalten sind.
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Abbildung 3.15: Die ersten drei Mengen H(k) im Fall  < 0 (links) und  > 0 (rechts).
Ich deniere analog zur Menge 1G in den rechten Teilrechtecken eine Menge 
1
H
in den linken Teilrechtecken:
1H :=
1[
k=1
H(k) (3.75)
Falls
1H  FV−+ ; (3.76)
gibt es keine weiteren Urbilder der U¨berlappmenge OV−+;++. Die Gu¨ltigkeit dieser
Relation wird das entscheidende Kriterium zur Bestimmung von c sein, dem kritischen
{Wert, bei dem sich die ergodische Dynamik in I−+ qualitativ a¨ndert.
3.8.5 Ein Attraktor in I−+ fu¨r   c
Zuvor behandle ich die Konsequenzen fu¨r die Dynamik in I−+, wenn Relation (3.76)
gilt. Wie schon gesagt, bedeutet dies   c. Alle Urbilder aller Generationen der
U¨berlappmenge OV−+;++ liegen dann in der Na¨he des linken oder rechten Rands von
I−+. Fu¨r den symmetrischen U¨bergang I−+ ! I−− ist die Situation analog: von der
U¨berlappmenge OV−+;−− ausgehend konstruiere ich die analogen Mengen 1G0 und 
1
H 0 .
Diese liegen am unteren bzw. oberen Rand von I−+. Falls Relation (3.76) gilt, liegt
auch 1H 0 im Fehlvolumen.
Damit kann es keine U¨berga¨nge von I−+ zu den Quadraten I++ oder I−− geben, da
kein Punkt aus dem Innern von I−+ in U¨berlappmengen gelangen kann. Ich schliee
daraus, da es im Quadrat I−+ einen Attraktor gibt, den ich mit A−+ bezeichne. Denn
per Konstruktion bleiben die Iterierten aller Startpunkte x0 2 I−+, die nicht in 1G ,
1H , 
1
G0 oder 
1
H 0 liegen, fu¨r alle Zeiten in I−+. Damit geho¨ren solche Punkte zum
Bassin B(A−+) des Attraktors A−+ (siehe die Denition des Anziehungsbereichs in
Anhang A):12
I−+ n (1G [1H [1G0 [1H 0 [T−1; (OV−+;+−))  B(A−+) (3.77)
12Um ganz korrekt zu sein, mu ich auch die Menge von Punkten abziehen, die in einer Iteration in
die in Sto¨rungstheorie vernachla¨ssigbar kleine U¨berlappmenge OV−+;+− wandern. Dies ist die Menge
T−1; (OV−+;+−), die fu¨r  > −4  im Fehlvolumen FV−+ liegt.
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Die hier von I−+ abgezogene Menge hat nur eine Fla¨che der Gro¨e O(; ). Analog
zum Attraktor im Quadrat I++ fu¨r  > 0 ist zu erwarten, da der AttraktorA−+ selbst
eine Fla¨che der Gro¨e 1−O(; ) hat. Dies wird auch durch numerische Simulationen
nahegelegt.
3.8.6 Bestimmung von c
Fu¨r die Bestimmung des Parameterbereichs, in dem Relation (3.76) gilt, brauche ich
noch ein paar Eigenschaften der Menge 1H . Ich deniere die Ho¨he von 
1
H als
h (1H ) := supf 1 + x1 j x 2 1H g :
Denn dies ist der maximale Abstand der x1{Koordinate eines Punktes aus 1H zum
linken Rand von I−+ (x1 = −1). Aus der Beziehung (3.74) zwischen Punkten aus den
Mengen G(k) und H(k) und Gleichung (3.72) folgt
h (1H )  h (1G )−

2
 2 
3
− 
2
: (3.78)
Die Menge 1H hat ebenfalls unendlich viele gleich hohe Maxima, deren x2{Werte die
gleichen sind wie bei 1G .
Bei vorgegebenem Parameter  wa¨chst nach Gleichung (3.78) die Ho¨he der Menge
1H an, wenn  kleiner wird. Deswegen ist 
1
H bei hinreichend kleinem  nicht mehr im
Fehlvolumen FV−+ bzw. in seiner Teilmenge TF (siehe Gleichung (3.59)) enthalten.
Ich bestimme nun das kritische c in Abha¨ngigkeit von , fu¨r das Relation (3.76)
gerade noch erfu¨llt ist. Wenn  = c, gibt es einen Punkt p 2 1H , der den rechten Rand
der Fehlvolumenstreifens TF beru¨hrt (siehe linke Seite der Zeichnung in Abbildung
3.16):
9p 2 1H p1 = L (p2) ; ( = c) ;
wobei die lineare Funktion L in Gleichung (3.58) gegeben ist. c ist der gro¨te {Wert,
fu¨r den es einen solchen Punkt p gibt.
Die Breite des Fehlvolumenstreifens TF nimmt nach Gleichung (3.59) fu¨r gro¨er
werdende x2{Werte zu. Demnach ist es plausibel, da fu¨r kleiner werdende  als erstes
das Maximum von 1H mit der kleinsten x2{Koordinate die durch die Funktion L
gegebene Linie erreicht. Nach Gleichung (3.70) ist der kleinste x2{Wert, an dem sich
ein Maximum von 1H bendet:
xmin2 =
1
2
0@1 + 1X
j=1
1
4j
1A = 1
3
(3.79)
Da die durch L gegebene Linie aber zur x2{Achse den Winkel   aufweist, ko¨nnte
auch eine Punkt, der eine kleinere x2{Koordinate als 1=3 hat, zuerst mit dieser Linie
zusammenstoen. Im Anhang F zeige ich aber , da fu¨r vorgegebenes x2 2 [0; 1] gilt:
sup fx1 j (x1; x2) 2 1H g  sup fx1 j (x1; 1=3) 2 1H g + 

x2 − 13

(3.80)
Die rechte Seite dieser Ungleichung beschreibt eine Gerade, die zu der durch L gegebe-
nen Geraden parallel ist und durch die kleinste Spitze von 1H bei x2 = 1=3 verla¨uft.
Die geometrische Bedeutung der Schranke in (3.80) ist: falls die Spitze von 1H bei
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Abbildung 3.16: Schemazeichnungen zum Verhalten der Menge 1H bei  = c() (links)
und  < c() (rechts).
x2 = 1=3 den Rand des Fehlvolumens beru¨hrt, bendet sich die gesamte Menge 1H
innerhalb des Fehlvolumens. Da die Menge 1H kaum zu zeichnen ist, zeige ich zur
Veranschaulichung in Abbildung 3.17 die analoge Situation fu¨r die Menge (3)H .
Fu¨r  = c() ist demnach die Ho¨he der Maxima von 1H gleich der Breite der
Fehlvolumenmenge TF bei x2 = 1=3:
h (1H ) = bTF (x2 = 1=3) ;  = c() (3.81)
Wenn ich die Gleichungen (3.78) und (3.59) verwende, ergibt sich
2
3
− c()
2
=
4
3
 : (3.82)
Daraus folgt
c() = −43  : (3.83)
In fu¨hrender Ordnung Sto¨rungstheorie vernachla¨ssigte Korrekturen zu dieser Funktion
c() sind im gu¨nstigsten Fall von der Gro¨e O(2).13
3.8.7 U¨berpru¨fung der beiden U¨bergangskriterien
Die Konsequenzen fu¨r das ergodische Verhalten, wenn  > c()  −4 =3 , habe ich
schon weiter oben erla¨utert: es gibt keine U¨berga¨nge I−+ ! I und einen Attraktor
im Quadrat I−+. Was geschieht nun fu¨r  < c()? In diesem Fall ist die Menge
R(k0) := 1H n FV−+ (3.84)
13Ich kann allerdings nicht analytisch zeigen, da der gu¨nstigste Fall eintritt.
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Abbildung 3.17: Die Menge (3)H liegt links von einer Geraden, die einen Winkel  zur
x2{Achse hat und durch die kleinste Spitze von 
(3)
H verla¨uft (diese liegt bei x2 = xmin).
Nach der Ungleichung (3.80) besteht fu¨r die Menge 1H eine analoge Situation.
nicht leer und hat eine endliche Fla¨che (siehe das Schema auf der rechten Seite in
Abbildung 3.16). Der Index k0 in Denition (3.84) ist der kleinste k{Wert, fu¨r den
R(k0) \H(k) nichtleer ist.14
Ich nehme nun weiter an, da der Parameter  nur ein wenig kleiner als c() ist.15
Fu¨r solche {Werte benden sich die Punkte der Menge R(k0) innerhalb einer kleinen
Umgebung; denn fu¨r alle Punkte x 2 R(k0) gilt in diesem Fall
x1  −1 ; x2  1=3 : (3.85)
Alle x 2 R(k0) haben jeweils ein Urbild ~x in allen vier Teilrechtecken S , fu¨r das gilt
~x1  −1=2 ; ~x2  1=6 oder ~x2  5=6 : (3.86)
Die Menge T−1; (R(k0) ) hat ungefa¨hr die gleiche Fla¨che wie die Menge R(k0). Nach
Gleichung (3.86) bendet sich die Menge T−1; (R(k0) ) im Innern des Quadrats I−+
und ist disjunkt vom Fehlvolumen FV−+. Folglich haben alle Punkte aus T−1; (R(k0) )
wieder vier Urbilder in I−+, so da die Menge T−2; (R(k0) ) ebenfalls ungefa¨hr die
gleiche Fla¨che wie R(k0) hat.
Wir sind in der gleichen Situation wie bei der Auflo¨sung des Attraktors im Quadrat
I++ fu¨r  < 0 in Unterabschnitt 3.7.2. Es ndet fu¨r  < c() fu¨r die Urbilder ein
14Nach den Regeln fu¨r die Generationen ~G(k) auf Seite 40, die sich auf die Pendantmengen H(k)
u¨bertragen lassen, gilt dann
8k  k0 R(k0) \H(k) 6= ; :
Deswegen la¨t sich R(k0) als eine Vereinigung von unendlich vielen nichtleeren Mengen, die zu ver-
schiedenen Urbildgenerationen geho¨ren, auassen.
15Dies ist keine wesentliche Einschra¨nkung, da ich zeigen werde, da es bei diesen {Werten zu
U¨berga¨ngen I−+ ! I kommt. Fu¨r noch kleinere Werte von  werden die Raten dieser U¨berga¨nge
sta¨rker, aber das ergodische Verhalten a¨ndert sich nicht mehr qualitativ.
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"Sprung in die Mitte" des Quadrats statt, hier allerdings erst in der (k0 + 1){ten
Urbildgeneration. Es ist dann plausibel, da fu¨r  < c() im Lebesgueschen Sinne
fast alle Punkte aus I−+ in endlich vielen Iterationsschritten dieses Quadrat verlassen.
Mit sto¨rungstheoretischen Methoden kann ich wieder zeigen, da fu¨r das Ma der I−+
verlassenden Punkt gilt:
Fl
0@ [
 6=−+
1[
k=1
T−k; (OV−+; )
1A = X
 6=−+
1X
k=1
Fl

T−k; (OV−+; )

= 1 + o(1) (3.87)
Man erha¨lt dieses Resultat ganz analog zur Argumentation in Anhang E; dabei nutzt
man wieder eine Feinabstimmung zwischen der Gro¨e des Fehlvolumens FV−+ und
der Jakobideterminante aus. Daru¨berhinaus gilt wohl, da im Lebesgueschen Sinne
fast alle Punkte aus I−+ nach endlich vielen Iterationen eine U¨berlappmengen OV−+;
erreichen, falls  < c(). Damit ist das erste Kriterium fu¨r den U¨bergang I−+ ! I++
erfu¨llt.
Ich mu noch das zweite Kriterium fu¨r einen U¨bergang I−+ ! I++ u¨berpru¨fen
(siehe Unterabschnitt 3.4.2) : Gibt es eine U¨bergangsmenge W−+;++ als Teilmenge von
endlichem Ma der eektiven U¨berlappmenge EO−+;++ ? Die Punkte von W−+;++
erreichen bei weiterer Iteration das Innere von I++. Ich berechne zuerst die Menge
EO−+;++ fu¨r {Werte < c(). Die Urbildkomponente T−1; (OV−+;++) \ S(−1;1) liegt
auerhalb des Fehlvolumens, wa¨hrend die Komponenten in den Teilrechtecken S(−2;1)
und S(−2;2) sich im Fehlvolumen benden. Deswegen gilt
EO−+;++ = T;

T−1; (OV−+;++) \ S(−1;1)

= P(−1;1) \ I++ :
Fu¨r Punkte x aus der Menge P(−1;1)\I++ ist die x1{Koordinate von der Gro¨e O(; ),
wa¨hrend die x2{Koordinate Werte aus einem groen Bereich zwischen 0 und 1 anneh-
men kann (siehe linke Seite von Abbildung 3.11). Wir ko¨nnen Aussagen u¨ber die
Iterierten von x machen, da wir die Dynamik im Quadrat I++ schon ausfu¨hrlich stu-
diert haben. In dem Parameterbereich −2  <  < c() ko¨nnen Trajektorien I++ nur
verlassen, wenn sie in Teilmengen des Teilrechtecks S(2;2) = [a; 1] [a; 1] gelangen. Da-
mit bleiben die Iterierten von x so lange in I++, bis die x1{Koordinate gro¨er als a
ist. Ein groer Teil von Punkten aus der eektiven U¨berlappmenge EO−+;++ wandert
demnach fu¨r  < c() weiter ins Innere des Quadrats I++. Fu¨r die U¨bergangsmenge
ergibt sich
W−+;++  EO−+;++ :
Da fu¨r  < c() beide Kriterien fu¨r einen U¨bergang I−+ ! I++ erfu¨llt sind, ndet
der U¨bergang in diesem Parameterbereich statt. Das gleiche gilt fu¨r den symmetrischen
U¨bergang I−+ ! I−−. Fu¨r die Ha¨lfte der Startpunkte aus I−+ geht die iterierte
Punktfolgen in das Quadrat I++ u¨ber, fu¨r die andere Ha¨lfte in das Quadrat I−−.
Der Attraktor A−+ in I−+ wird demnach bei  = c() instabil und verschwindet
("Krise"). Es bleiben nur Repelloren als invariante Teilmengen von I−+ u¨brig, deren
Gesamtheit das Ma 0 hat. In Abschnitt 3.9 wird untersucht, welchen Attraktor es im
Parameterbereich  < c() fu¨r das CML T; gibt.
3.8.8 Nachtrag zur Dynamik in I++ fu¨r  < 0
Fu¨r Punkte aus den Diagonalquadraten I++ und I−− mute das ergodische Verhalten
fu¨r  < 0 bisher oen bleiben. Ich habe in Unterabschnitt 3.7.2 zeigen ko¨nnen, da fast
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Abbildung 3.18: Die Menge EO++;−+ n (1G [ 1G0), wobei die Mengen 1G und 1G0
durch die ersten drei Urbildgenerationen approximiert wurden. Die Menge EO++;−+
wurde in Abbildung 3.10 schon dargestellt.
alle Punkte aus I++ nach endlich vielen Iterationen in eine U¨berlappmenge mit den
Nachbarquadraten I

gelangen, vor allem in die U¨berlappmengen mit den Auerdia-
gonalquadraten I−+ und I+−. Doch blieb ungekla¨rt, wohin die Punkte der U¨berlapp-
mengen weiterwandern, d. h. das zweite U¨bergangskriterium ist fu¨r einen U¨bergang
I++ ! I−+ noch zu u¨berpru¨fen. Danach ist fu¨r einen U¨bergang zu zeigen, ob Punk-
te einer Teilmenge der eektiven U¨berlappmenge EO++;−+ bei weiterer Iteration das
Innere des Quadrats I−+ erreichen. Die Menge EO++;−+ habe ich in Gleichung (3.49)
berechnet (siehe Abbildung 3.10).
In Unterabschnitt 3.8.5 wurde gezeigt, da im Parameterbereich −4 =3 <  < 0
die Auerdiagonalquadrate I−+ und I+− jeweils einen Attraktor enthalten. Auerdem
wurde gezeigt (siehe Gleichung (3.77) ), da die Menge
IN−+ := I−+ n

1G [1H [1G0 [1H 0 [T−1; (OV−+;+−)

zum Bassin des Attraktors A−+ geho¨rt:
IN−+  B(A−+)
Fu¨r einen U¨bergang sollten Punkte einer Teilmenge von EO++;−+ mit endlichem Ma
den Attraktor A−+ erreichen. Die Schnittmenge
EO++;−+ \ IN−+ = EO++;−+ n (1G [ 1G0)  B(A−+)
ist nicht leer und hat sogar eine Fla¨che der Gro¨enordnung 2= (siehe Abbildung 3.18).
Alle Punkte der Menge EO++;−+ \ IN−+ gelangen zum Attraktor A−+, ohne vorher
das Quadrat I−+ zu verlassen. Damit ist auch das zweite U¨bergangskriterium erfu¨llt:
die U¨berga¨nge I++ ! I−+ und I++ ! I+− nden statt, sobald  < 0 ist.
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3.9 Zusammenfassung und Bifurkationsdiagramm
Ich fasse in diesem Abschnitt Ergebnisse aus den Abschnitten 3.7 und 3.8zusammen.
Es gibt fu¨r das zweidimensionale CML T; drei Parameterbereiche; diese umfassen je-
weils Parameterwerte (; ), in denen das CML T; ein qualitativ a¨hnliches ergodisches
Verhalten zeigt.
3.9.1 1. Parameterbereich:   0:
In Unterabschnitt 3.7.1 wurde gezeigt, da in den Diagonalquadraten I++ und I−− fu¨r
  0 ein Attraktor existiert. In Unterabschnitt 3.8.5 wurde festgestellt, da es in den
Auerdiagonalquadraten I−+ und I+− fu¨r  > −4 =3 ebenfalls einen Attraktor gibt.
Damit ergeben sich im Bereich   0 vier koexistierende Attraktoren, in jedem Quadrat
I

einer. Es gibt keine U¨berga¨nge I

! I

.
3.9.2 2. Parameterbereich: −4 =3 <  < 0
Es gibt in den Quadraten I−+ und I+− im Parameterbereich −4 =3 <  < 0 weiterhin
jeweils einen Attraktor, den ich mit A−+ bzw. A+− bezeichne. Dagegen lo¨sen sich
die Attraktoren in den Diagonalquadraten I++ und I−− auf, sobald  < 0 ist. Im
Parameterbereich −4 =3 <  < 0 gibt es demnach zwei koexistierende Attraktoren, die
in den Auerdiagonalquadraten liegen.
Fu¨r fast alle Startpunkte in I++ und I−− erreicht die Trajektorie schlielich einen
der beiden AttraktorenA−+ oder A+−. Damit liegen im vorliegenden Parameterbereich
fast alle Punkte des Phasenraums im Bassin B(A−+) oder im Bassin B(A+−). Im
Parameterbereich −4 =3 <  < 0 gibt es zwei koexistierende Attraktoren, die in den
Auerdiagonalquadraten liegen.
3.9.3 3. Parameterbereich: −4 =3 <  < 0
Wie in den Unterabschnitten 3.8.6 und 3.8.7 gezeigt wurde, werden die Auerdiago-
nalattraktoren bei c()  4 =3 instabil und verschwinden. Fu¨r  < c() sind zu den
U¨berga¨ngen
I++ ! I+−; I−+ und I−− ! I+−; I−+ ;
die schon ab  < 0 mo¨glich sind, auch die inversen U¨berga¨nge
I−+ ! I++; I−− und I+− ! I++; I−−
erlaubt. Fu¨r fu¨r fast alle Startpunkte passiert demnach eine unendlich lange Trajektorie
alle vier Quadrate I

unendlich oft. Die Trajektorie liegt dicht in einer Menge, die den
gesamten Phasenraum bis auf eine Menge der Gro¨e O(; ) entha¨lt. Folglich gibt
es nur noch einen Attraktor im Phasenraum, der alle vier Quadrate umfat und eine
Fla¨che der Gro¨e 4−O(; ) hat.
3.9.4 Bifurkationsdiagramm
Die Ergebnisse dieses Kapitels stelle ich graphisch in einem Bifurkationsdiagramm dar,
das in Abbildung 3.19 zu sehen ist. Der Parameterraum ist die obere Halbebene, da
ich nur  > 0 betrachte. Ich kann im Sinne der Sto¨rungstheorie nur Aussagen in einer
kleinen Umgebung des Ursprungs  =  = 0 machen. Numerisch zeigt es sich, da die
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Abbildung 3.19: Bifurkationsdiagramm fu¨r N = 2. In die drei Parameterbereiche ist
jeweils die Anzahl der Attraktoren eingetragen.
Sto¨rungstheorie bis zu ; jj{Werten von  0:05 eine gu¨ltige Beschreibung des CMLs
T; liefern kann.
Die drei Parameterbereiche mit verschiedenem ergodischen Verhalten werden durch
zwei gerade Bifurkationslinien getrennt, die als Tangenten fu¨r ;  ! 0 an die i. a. ge-
kru¨mmten exakten Bifurkationslinien zu verstehen sind. Die Tangenten sind die kriti-
schen {Werte, bei denen sich Attraktoren auflo¨sen bzw. zusa¨tzliche U¨berga¨nge mo¨glich
werden. Diese {Werte wurden in fu¨hrender Ordnung Sto¨rungstheorie als Funktion von
 berechnet. Die Tangenten sind durch
 = 0 bzw:  = −3 
4
gegeben.
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Kapitel 4
Das CML T; fu¨r N = 3
In diesem Kapitel untersuche ich das CML T; auf einem Gitter der Gro¨e 3. Ins-
besondere studiere ich die mo¨glichen U¨berga¨nge bei gegebenen Parametern. Es wird
sich im na¨chsten Kapitel herausstellen, da fu¨r N > 3 keine neuen U¨bergangstypen
hinzukommen und die kritischen {Werte, die zu den U¨berga¨ngen geho¨ren, sich nicht
a¨ndern. Deswegen kann ich spa¨ter fu¨r allgemeines N auf die Analysen dieses Kapitels
zuru¨ckgreifen.
Nachdem ich in Abschnitt 4.1 kurz das CML fu¨r N = 3 vorgestellt habe, wende
ich mich in Abschnitt 4.2 den Parallelepipeden P

zu, die sich als Bilder der Teilqua-
der S

 I

ergeben. Der Abschnitt 4.2 ist sehr a¨hnlich zum Abschnitt 3.3, der fu¨r
N = 2 die Parallelogramme behandelte. Im Rest des Kapitels werden dann U¨berga¨nge
untersucht, wobei ich mich auf die U¨berga¨nge fu¨hrender Ordnung in Sto¨rungstheorie
beschra¨nke. Weiter folgt aus Symmetrien der Abbildung T; , da einige U¨berga¨nge
zueinander a¨quivalent sind, so da ich insgesamt nur drei U¨berga¨nge zu untersuchen
brauche. In Abschnitt 4.3 wird der U¨bergang I+++ ! I+−+ analysiert und der kriti-
sche {Wert bestimmt, ab dem dieser U¨bergang mo¨glich ist. Es zeigt sich, da dieser
U¨bergang sehr a¨hnlich zum U¨bergang I++ ! I−+ fu¨r N = 2 ist, der in Unterabschnitt
3.7.2 behandelt wurde. In Abschnitt 4.5 geht es um den U¨bergang I−++ ! I−−+ und
seinen kritischen {Wert, wa¨hrend Abschnitt 4.6 dem U¨bergang I−++ ! I+++ gewid-
met ist. Die Konsequenzen der U¨berga¨nge fu¨r das ergodische Verhalten des CMLs in
den verschiedenen Parameterbereichen, die sich aus dem Erlaubt{ bzw. Verbotensein
eines bestimmten U¨bergangstyps ergeben, werden zusammenfassend in Abschnitt 4.7
diskutiert.
4.1 Das CML T; fu¨r N = 3
Die Abbildung T; sieht fu¨r N = 3 folgendermaen aus:
T; : [−1;+1]3! [−1;+1]3
[T;(x)]1 = (1− ) f(x1) +

2
(f(x2) + f(x3)) ;
[T;(x)]2 = (1− ) f(x2) +

2
(f(x1) + f(x3)) ;
[T;(x)]3 = (1− ) f(x3) +

2
(f(x1) + f(x2)) (4.1)
Die Kuben I

, die Teilquader S

und die Parallelepipede P

wurden in Kapitel 2 und
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Abbildung 4.1: Die Unterteilung des Phasenraums [−1;+1]3 in acht Kuben I

. Hier
sind die vier vorderen Kuben mit 2 = − zu sehen.
3 fu¨r ein beliebiges N diskutiert. Der Phasenraum [−1;+1]3 besteht aus 8 Kuben I

(siehe Abbildung 4.1); ein Kubus I

besteht aus 8 Teilquadern S

.
4.2 Die Parallelepipede Pγ
Analog zum Abschnitt 3.3 im Fall N = 2 beginne ich mit einer genaueren Untersuchung
der Parallelepipede P

.
4.2.1 Notation
In drei Dimensionen hat ein Parallelepiped P

sechs Seiten, die ich im folgenden be-
nennen mo¨chte. Falls ;   1 sind, steht auf jeweils zwei Seiten der Einheitsvektor
ei; ( i = 1; 2; 3 ) na¨herungsweise senkrecht. Diese beiden Seiten ko¨nnen nach der Gro¨e
der xi{Koordinate unterschieden werden. Ich deniere dementsprechend
K<(γ; i): Die Seitenfla¨che von P mit jxij{Werten  0, auf der der ei{Vektor na¨he-
rungsweise senkrecht steht.
K>(γ; i): Die Seitenfla¨che von P mit jxij{Werten  1, auf der der ei{Vektor na¨he-
rungsweise senkrecht steht.
Die Seiten des Teilquaders S

, deren Bilder die Seiten K<(γ; i) und K>(γ; i) sind,
bezeichne ich wieder mit ~K<(γ; i) bzw. ~K>(γ; i). Analog zur Gleichung (3.7) fu¨r N = 2
gilt
K>(γ; i) = T;( ~K>(γ; i) )
= fT;(x) j xi = x>(γi); xj 2 J(γj); xk 2 J(γk); (i 6= j 6= k)g ;
K<(γ; i) = T;( ~K<(γ; i) )
= fT;(x) j xi = x<(γi); xj 2 J(γj); xk 2 J(γk); (i 6= j 6= k)g :(4.2)
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4.2.2 Eigenschaften der Parallelepipede P

1. Wenn ich durch die Seitenfla¨chen K<(γ; i) und K<(~γ; i) jeweils eine Ebene lege,
so sind diese Ebenen parallel zueinander fu¨r zwei beliebige γ; ~γ. Daraus folgt
natu¨rlich auch die Parallelita¨t der Seitenfla¨chen K>(γ; i) und K>(~γ; i).
Begru¨ndung: Der Beweis geht ganz analog zum Beweis von Punkt 4 in Unterab-
schnitt 3.3.3. Auf S

und S~ ist die Abbildung T; linear:
T;(x) = A(γ) x + b(γ) ; x 2 S ;
T;(x) = A(~γ) x + b(~γ) ; x 2 S~ : (4.3)
Die Ebenen durch die Seitenfla¨chen K<(γ; i) und K<(~γ; i) werden nach Gleichung
(4.2) durch die Vektorenpaare
fA(γ) ej; A(γ) ekg bzw: fA(~γ) ej; A(~γ) ekg ; (i 6= j 6= k)
aufgespannt. Aus den Gleichungen (4.1) und (4.3) folgt
A(γ) =
1
a
0@ c(γ1) (1− ) c(γ2) =2 c(γ3) =2c(γ1) =2 c(γ2) (1− ) c(γ3) =2
c(γ1) =2 c(γ2) =2 c(γ3) (1− )
1A ;
(4.4)
c(γj) :=

+1 fu¨r γj 2f+1; −1g
−1 fu¨r γj 2f+2; −2g : (4.5)
A(γ) ej ist die j{te Spalte der Matrix A(γ), so da
A(γ) ej =
c(~γj)
c(γj)
A(~γ) ej ; A(γ) ek =
c(~γk)
c(γk)
A(~γ) ek : (4.6)
Die beiden aufspannenden Vektorenpaare sind bis auf Faktoren, die +1 oder −1
sein ko¨nnen, gleich, woraus die Parallelita¨t der Ebenen folgt.
2. Alle Ebenen durch Seitenfla¨chen K<(γ; i) und K>(~γ; i) werden durch zwei Vekto-
ren aufgespannt. Dieses aufspannende Vektorenpaar kann unter Vernachla¨ssigung
von Beitra¨gen der Gro¨e O(2) als
v1(i) = ek +

2
ei ; v2(i) = ej +

2
ei (i 6= j 6= k)
gewa¨hlt werden.1
Der Winkel  zwischen dem Normalenvektor der Ebene und dem Vektor ei ist
 =
p
2
+ O(2) : (4.7)
Begru¨ndung: nach dem letzten Punkt werden die Ebenen durch sa¨mtlicheK<(γ; i)
und K>(~γ; i) durch das Vektorenpaar
fA(γ) ej; A(γ) ekg ; (i 6= j 6= k)
aufgespannt. Dies sind zwei Spalten der Matrix A(γ) in Gleichung (4.5). Die
beiden angegebenen Vektoren v1(i) und v2(i) sind Linearkombinationen dieser
beiden Spalten, wenn ich Terme der Gro¨e O(2) vernachla¨ssige.
1Es gilt jjv1(i) jj = jjv2(i) jj = 1 + O()
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Ebenso la¨t sich der Winkel  zwischen dem Normalenvektor der Ebene und dem
Vektor ei direkt ausrechnen, indem ich das Vektorprodukt der aufspannenden
Vektoren bilde und das Skalarprodukt mit ei berechne.
3. Betrachte die Seitenfla¨chen K<(γ; i) und K<(~γ; i) von Parallelepipeden P und
P~ , die deformierte Kuben I sind, d. h. S ; S~  I. Ich lege durch die beiden
Seitenfla¨chen jeweils eine Ebene.
(a) Falls γi = ~γi, so sind die beiden Ebenen identisch.
(b) Falls γi 6= ~γi, so sind die Ebenen um den Betrag (1− )jj+O(2  ) gegen-
einander parallelverschoben.
O. B. d. A. sei jγij = 1 und j~γij = 2: dann ist fu¨r  < 0 die Seite K<(~γ; i)
gegenu¨ber K<(γ; i) hin zum angrenzenden Kubus I (i 6= i) verschoben,
fu¨r  > 0 hin zum Innern von I

.
Begru¨ndung: Auch hier sind die Argumentationen ganz analog zu den etwas
ausfu¨hrlicheren im Fall N = 2 (siehe Punkt 3(a) und 3(b) in Unterabschnitt
3.3.3).
(a): Die beiden Ebenen haben den Punkt
T; (x<(γi)  ei + x>(γj)  ej + x>(γk)  ek ) (i 6= j 6= k)
gemeinsam. Da die Ebenen nach Punkt 1 parallel sind, sind sie identisch.
(b): Ich wa¨hle x 2 ~K<(γ; i) und ~x 2 ~K<(~γ; i) so, da fu¨r die Bildpunkte
R := T;(x) und ~R := T;(~x)
gilt: die xj{ und die xk{Koordinaten sind gleich. Dies bedeuteth
R− ~R
i
j
= 0 = (1− ) [f(xj)− f(~xj)]
+

2
[ f(x<(γi))− f(x<(~γi)) + f(xk)− f(~xk) ] ; (4.8)h
R− ~R
i
k
= 0 = (1− ) [f(xk)− f(~xk)]
+

2
[ f(x<(γi))− f(x<(~γi)) + f(xj)− f(~xj) ] : (4.9)
Wenn man diese beiden Gleichungen verwendet, ergibt sich fu¨r die Dierenz der
Bildpunkte in ei{Richtung:h
R− ~R
i
i
= (1− ) [f(x<(γi) )− f(x<(~γi) )]
+

2
[f(xj)− f(~xj) + f(xk)− f(~xk) ]
= (1− +O(2) ) [f(x<(γi))− f(x<(~γi)) ] (4.10)
Es gilt
j f(x<(γi))− f(x<(~γi)) j = jj :
Nach Punkt 2 bildet der Normalenvektor auf den Seitenfla¨chen K<(γ; i) und
K<(~γ; i) mit dem Vektor ei einen Winkel der Gro¨e  =
p
2. Deswegen gilt fu¨r
den Betrag r der Verschiebung der beiden Ebenen gegeneinander
r = cos

p
2

j [R− ~R ]i j = (1− + O(2))  jj : (4.11)
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Die Richtung der Verschiebung der Seite K<(~γ; i) gegenu¨ber der Seite K<(γ; i)
ergibt sich aus dem Vorzeichen der Dierenz [R− ~R ]i in Gleichung (4.10). Man
erha¨lt die oben angegebene Regel fu¨r positives bzw. negatives .
4. Betrachte die Seitenfla¨chen K>(γ; i) und K>(~γ; i) von Parallelepipeden P und
P~ mit S ; S~  I. Wenn ich durch die beiden Seitenfla¨chen jeweils eine Ebene
lege, so sind diese Ebenen identisch.
Begru¨ndung: Die beiden Ebenen haben den gemeinsamen Punkt
T;
 
3X
n=1
x>(γn)  en
!
:
Zusammen mit der Parallelita¨t der beiden Ebenen nach Punkt 1 ergibt sich daraus
die Identita¨t der Ebenen.
5. Aus den Punkten 3 und 4 ergibt sich die folgende Konstruktionsmo¨glichkeit von
Parallelepipeden P

aus einem speziellen P~ , wobei S ; S~  I: in jedem I
gibt es genau einen Teilquader S~ mit j~γij = 1; i = 1; 2; 3, dessen Bildmenge P~
unabha¨ngig von  ist. Ich konstruiere nun folgende sechs Ebenen:
 Ich lege jeweils eine Ebene durch die drei Seiten K>(γ; i); i = 1; 2; 3 (siehe
Punkt 4).
 Falls γi = ~γi, lege ich eine Ebene durch die Seite K<(γ; i) (siehe Punkt
3(a)).
Falls γi 6= ~γi, lege ich eine Ebene im Abstand (1 − ) jj parallel zur Sei-
te K<(γ; i), wobei die Verschiebungsrichtung durch das Vorzeichen von 
bestimmt wird (siehe Punkt 3(b) ).
Das Parallelepiped P

ist die Menge von Punkten, die zwischen diesen sechs
Ebenen liegen. Die acht Eckpunkte von P

ergeben sich als Schnittpunkte von
drei Ebenen.
In jedem I

gibt es genau einen Teilquader S

0 mit jγ 0ij = 2; i = 1; 2; 3. Aus der
beschriebenen Konstruktion folgt fu¨r jedes P

 I

:
  0 : P

 P~
 < 0 : P

 P

0 (4.12)
4.3 Die Dynamik in I+++ und I−−−
Ich untersuche zuerst die Dynamik in den Diagonalkuben I+++ und I−−−. Da die
Abbildung T; antisymmetrisch ist, korrespondiert die Dynamik in I+++ zu der in
I−−−, so da ich mich auf den Kubus I+++ beschra¨nken kann.
4.3.1 Attraktor in I+++ fu¨r   0
Ich betrachte das {unabha¨ngige Parallelepiped
P(1;1;1) = T; ([0; a] [0; a] [0; a]) :
Die Seitenfla¨che von P(1;1;1), die zum Wu¨rfel I−++ benachbart ist, ergibt sich als
K<((1; 1; 1); 1) =

T;(x) j x 2 S(1;1;1) und x1 = 0
}
:
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Diese Seite hat die folgenden vier Eckpunkte:
(0; 0; 0);
 
2
;

2
; 1− 

;

; 1− 
2
; 1− 
2

und
 
2
; 1− ; 
2

(4.13)
Die Seite
K>((1; 1; 1); 1) =

T;(x) j x 2 S(1;1;1) und x1 = a
}
liegt der Seite K<((1; 1; 1); 1) gegenu¨ber und hat die Eckpunkte
1− ; 
2
;

2

;

1− 
2
; ; 1− 
2

; (1; 1; 1) und

1− 
2
; 1− 
2
; 

: (4.14)
Man sieht, da alle acht Eckpunkte des Parallelepipeds P(1;1;1) innerhalb von I+++
liegen, woraus
P(1;1;1)  I+++ (4.15)
folgt. Fu¨r die anderen sieben Parallelepipede P

mit S

 I+++ gilt nach Punkt 5 des
Unterabschnitts 4.2.2 fu¨r   0:
P

 P(1;1;1) (4.16)
Aus den Gleichungen (4.15) und (4.16) folgt
T;(I+++) =
[
S

I+++
P

 I+++ ;   0 : (4.17)
Diese Gleichung ist analog zur Gleichung (3.37) fu¨r N = 2. Ich kann die folgende
invariante Menge denieren:
~M :=
1\
i=0
Ti;(I+++) (4.18)
Diese Menge ist der bzgl. I+++ konstruierte maximale Attraktor.
Analog zur Menge R  I++ in Fall N = 2, die in Abbildung (3.6) dargestellt ist,
gibt es auch fu¨r N = 3 eine Teilmenge von R  I+++, die von der Gro¨enordnung 1
ist und fu¨r   0 die Relation
T;(R)  R : (4.19)
erfu¨llt. Mit der gleichen Argumentation wie auf Seite 28 fu¨r N = 2 folgt daraus, da
die Menge ~M den Wu¨rfel I+++ fast ausfu¨llt { bis eine Menge vom Volumen O(; ).
Das gleiche gilt wohl auch fu¨r den eigentlichen Attraktor, der eine Teilmenge von ~M
ist.
Es gibt demnach auch im Fall N = 3 fu¨r   0 Attraktoren in den Kuben I+++
und I−−−.
4.3.2 Dynamik in I+++ fu¨r  < 0
Wegen der Analogie zum U¨bergang I++ ! I−+ ist zu vermuten, da der U¨bergang
I+++ ! I−++ mo¨glich wird, sobald  < 0. Dies soll in diesem Unterabschnitt gezeigt
werden. Wegen der Translationsinvarianz von T; ist der U¨bergang I+++ ! I−++
a¨quivalent zu den U¨berga¨ngen I+++ ! I+−+ und I+++ ! I++−.
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Abbildung 4.2: Die Schnittmenge P(2;2;2) \ I−++ fu¨r  < 0.
Schnittmengen der Parallelepipede
Nach Gleichung (4.13) ist (0; 0; 0) ein Eckpunkt der Seite K<((1; 1; 1); 1). Die Sei-
tenfla¨chen K<(γ; 1) der Parallelepipede P mit γ1 = 2 sind gema¨ Punkt 3(b) von
Unterabschnitt 4.2.2 fu¨r  < 0 gegenu¨ber der Seite K<((1; 1; 1); 1) um den Betrag  jj
hin zum Nachbarkubus I−++ verschoben. Folglich besitzen die vier Parallelepipede P
mit γ1 = 2 eine nichtleere Schnittmenge mit I−++. Diese Schnittmengen P \ I−++
mit γ1 = 2 unterscheiden sich untereinander nur um Mengen, die ein vernachla¨ssigba-
res Volumen der Gro¨e O(3=) haben. Deshalb ko¨nnen sie alle in fu¨hrender Ordnung
Sto¨rungstheorie durch die tetraederfo¨rmige Menge P(2;2;2)\I−++ approximiert werden,
die in Abbildung 4.2 dargestellt ist. Diese Menge hat vier dreieckige Seitenfla¨chen und
vier Eckpunkte. Dagegen haben die Parallelepipede P

mit γ1 = 1 auch fu¨r  < 0 keine
Schnittmenge mit I−++.
Fu¨r  < 0 folgt aus Gleichung (4.12) von Unterabschnitt 4.2.2
P

 P(2;2;2) ; 8γ mit S  I+++ :
Folglich ist die U¨berlappmenge zwischen I+++ und I−++
OV+++;−++ =
[
S

I+++
P

\ I−++ = P(2;2;2) \ I−++ : (4.20)
Ich betrachte im folgenden nur den Parameterbereich −=2 <  < 0, da ich zeigen
werde, da der Attraktor in I+++ sich bei im Betrag beliebig kleinem  < 0 auflo¨st,
was sich bei kleineren {Werten nicht mehr a¨ndert.
Fu¨r die Volumenberechnung der Menge OV+++;−++ brauche ich ein paar geome-
trische Eigenschaften der Schnittmenge P(2;2;2) \ I−++ (siehe Abbildung 4.2): Fu¨r den
Winkel  folgt aus Punkt 2 des Unterabschnitts 4.2.2
 =

2
+O(2) :
Die La¨nge der kleinen Kante d ist
La¨nge (d) = − + O( ) :
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Die gro¨eren Kanten f und g haben die La¨ngen
La¨nge (f) =
−2 

+O() ; La¨nge (g) =
−2p2 

+O() :
Daraus ergibt sich das Volumen der U¨berlappmenge zu
Vol (OV+++;−++) = −23
3
2
+ O

3


; −=2 <  < 0 : (4.21)
Das Parallelogramm P(2;2;2) und auch andere Parallelogramme P haben fu¨r  < 0
auch Schnittmengen mit Kuben I

, deren Index  mehr als ein "−"{Symbol entha¨lt.
Diese Schnittmengen haben ho¨chstens ein Volumen der Gro¨enordnung 3=. Sie sind
deswegen gegenu¨ber den Schnittmengen mit Kuben, deren Index genau ein "−" hat,
vernachla¨ssigbar; denn diese Mengen haben nach Gleichung (4.21) ein Volumen, das um
einen Faktor der Gro¨enordnung 1= gro¨er ist. In fu¨hrender Ordnung Sto¨rungstheorie
kann ich mich auf die Analyse von U¨berga¨ngen I+++ ! I beschra¨nken, fu¨r die 
genau ein "−" besitzt.
Urbilder der U¨berlappmenge OV+++;−++
Wie im Fall N = 2 berechne ich nun die Urbildmengen der verschiedenen Generatio-
nen der U¨berlappmenge OV+++;−++, um das erste U¨bergangskriterium zu u¨berpru¨fen
(siehe Unterabschnitt 3.4.3).
Die Urbildmenge der ersten Generation T−1; (OV +++;−++) besteht aus vier Kom-
ponenten, die in den Teilquadern S

mit γ1 = 2 liegen. Die Lage dieser Urbildmen-
genkomponenten bestimme ich wieder, indem ich die Urbilder der Eckpunkte x von
OV+++;−++ berechne, d. h. die Gleichung
x = T;(~x) ; ~x 2 S (4.22)
nach ~x auflo¨se. In fu¨hrender Ordnung Sto¨rungstheorie kann ich in der x2{ und der
x3{Koordinate Beitra¨ge der Gro¨e O(), in der x1{Koordinate nur Beitra¨ge der Gro¨e
O( ) vernachla¨ssigen. Demnach kann ich anstelle von Gleichung (4.22) die folgenden
vereinfachten Gleichungen lo¨sen:
x1 = f(~x1) +

2
(f0(~x2) + f0(~x3)) ;
x2 = f0(~x2) ; x3 = f0(~x3) (4.23)
Hierbei ist f0 die undeformierte antisymmetrische Zeltabbildung.
Die Urbildmengenkomponenten T−1; (OV +++;−++)\S sind wie die U¨berlappmenge
OV+++;−++ tetraederfo¨rmige Mengen mit vier Eckpunkten. Ihr Volumen ist ca. 1=8 des
Volumens von OV+++;−++. Als Beispiel { und weil diese Komponente eine besondere
Rolle spielen wird { gebe ich die (approximativen) Eckpunkte der Urbildmengenkom-
ponente T−1; (OV +++;−++) \ S(2;2;2) an:
(1; 1; 1);

1 +

2
; 1; 1

;

1; 1 +


; 1

und

1; 1; 1 +



(4.24)
Wie in Abbildung 4.3 zu sehen ist, liegen die anderen drei Komponenten in der Na¨he
der anderen drei Ecken der (x1 = 1){Seite von I+++. Alle vier Komponenten schlieen
direkt an diese Seite an.
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Abbildung 4.3: Links: Die Lage der vier Urbildmengenkomponenten von
T−1; (OV +++;−++) in I+++ fu¨r  < 0. Die Komponenten grenzen an die (x1 = 1){Seite
von I+++. Rechts: Die Teilmenge des Fehlvolumens FV+++ aus Gleichung (4.25). Sie
grenzt ebenfalls an die (x1 = 1){Seite von I+++.
Fu¨r die Berechnung der zweiten Urbildgeneration T−2; (OV +++;−++) ist die Kennt-
nis des Fehlvolumens FV+++ wichtig, da gekla¨rt werden mu, welche Teile der ersten
Urbildgeneration sich in selbigem benden. Da fu¨r alle Punkte x 2 T−1; (OV +++;−++)
x1  1 gilt, brauche ich nur den Teil des Fehlvolumens in der Na¨he der (x1 = 1){
Seitenfla¨che von I+++ zu bestimmen. Nach Punkt 4 von Unterabschnitt 4.2.2 sind die
durch die Seiten K>(γ; 1) gelegten Ebenen alle identisch. Die Punkte y aus dieser
Ebene kann ich durch (L(y2; y3); y2; y3 ) bezeichnen, wobei die (lineare) Funktion L
die y1{Komponente bestimmt. Alle Punkte aus I+++, die jenseits dieser Ebene liegen,
geho¨ren zum Fehlvolumen:
fx 2 I+++ j x1  L(x2; x3)g  FV+++ (4.25)
Diese Teilmenge des Fehlvolumens ist ein degenerierter Quaderstumpf mit sieben Eck-
punkten, der auf der rechten Seite von Abbildung 4.3 schematisch dargestellt ist.
Im {Bereich −=2 <  < 0 sind die drei Urbildkomponenten der ersten Urbild-
generation, die in den Teilquadern S(2;1;1), S(2;1;2) und S(2;2;1) liegen, Teilmengen des
Fehlvolumens (vgl. die Abbildung 4.3). Dagegen bendet sich die Urbildmengenkom-
ponente T−1; (OV +++;−++) \ S(2;2;2) teilweise auerhalb des Fehlvolumens; denn der
in Gleichung (4.24) angegebene Eckpunkt (1 + =2; 1; 1) dieser Komponente bendet
sich nicht im Fehlvolumen{Quaderstumpf aus Gleichung (4.25) (vgl. Abbildung 4.3).
Es gilt demnach
T−1; (OV +++;−++) n FV+++ =

T−1; (OV +++;−++) \ S(2;2;2)

n FV+++ 6= ; :
Tatsa¨chlich ist das Volumen der Punkte der ersten Urbildgeneration, die auerhalb des
Fehlvolumen liegen:
Vol

T−1; (OV +++;−++) n FV+++

= − 
3
48 2
+ O

3


(4.26)
Die Punkte der Menge T−1; (OV +++;−++) n FV+++ haben acht Urbilder in I+++,
64 KAPITEL 4. DAS CML T; FU¨R N = 3
aus denen die zweite Urbildgeneration der U¨berlappmenge OV +++;−++ besteht:
T−2; (OV+++;−++) = T
−1
;

T−1; (OV+++;−++) n FV+++

(4.27)
Die zweite Urbildgeneration hat acht Urbildmengenkomponenten. In dem betrachteten
{Bereich −=2 <  < 0 benden sich die Punkte x der zweiten Urbildgeneration in
der Mitte des Wu¨rfels I+++; denn x1  a und x2; x3 2 [a+ =4; a − =4]. Demnach
schneidet die Menge T−2; (OV +++;−++) fu¨r ;   1 das Fehlvolumen nicht, so da jede
der acht Urbildmengenkomponenten wieder acht Urbildmengenkomponenten hat, die
zur dritten Urbildgeneration T−3; (OV +++;−++) geho¨ren.
Die Situation ist ganz analog zu der fu¨r N = 2 (siehe Seite 33 und Abbildung 3.9):
falls ;   1, jj= 1 und k nicht zu gro, besteht die k{te Urbildgeneration (k  2)
aus 8k−1 Komponenten, die in der Na¨he der Vertizes eines dreidimensionalen kubischen
Gitters mit Gitterkonstante 1=2k−2 lokalisiert sind.
Es ist plausibel anzunehmen, da der "Sprung in die Mitte" in der zweiten Urbildge-
neration dazu fu¨hrt, da fast alle Punkte aus I+++ sich in irgendeiner Urbildgeneration
einer U¨berlappmenge benden. Folglich gelangen fast alle Punkte aus I++ in endlich
vielen Iterationsschritten in eine U¨berlappmenge. Es gilt somit (vgl. Gleichung (3.50)
fu¨r das zweidimensionale CML):
Vol
0@ [
 6=+++
1[
k=1
T−k; (OV+++; )
1A = X
 6=+++
1X
k=1
Vol

T−k; (OV+++;

= 1 (4.28)
Mit einigem Aufwand ko¨nnte man wohl eine sto¨rungstheoretische Rechnung zu die-
sem Volumen durchfu¨hren, die die Eekte der Jakobideterminante und der Absorption
von Urbildmengenkomponenten durch das Fehlvolumen quantitativ erfat. Diese Rech-
nung wa¨re ganz a¨hnlich zu der in Anhang E fu¨r N = 2.
Dagegen ist der Beweis der Aussage
"Fu¨r  < 0 gibt es in jeder oenen Umgebung U  I+++ eine oene Teilmenge V , so
da alle x 2 V in endlich vielen Iterationen I+++ verlassen."
leicht, da sich der Beweis der analogen Aussage fu¨r N = 2, der im Anhang D gefu¨hrt
wird, ohne Mu¨he auf N = 3 u¨bertragen la¨t.
Auflo¨sung des Attraktors bei  = 0
Bei der Untersuchung des U¨bergangs I+++ ! I−++ mu auch das zweite U¨bergangs-
kriterium u¨berpru¨ft werden (siehe Unterabschnitt 3.4.3). Dabei geht es um die Frage,
was bei weiterer Iteration mit den Punkten aus OV+++;−+++ passiert. Zuerst berechne
ich die eektive U¨berlappmenge EO+++;−++. Es gilt
EO+++;−++ = T;
h
T−1; (OV+++;−++) n FV+++)
i
:
In der numerischen Simulation des CML fu¨r  < 0 ndet man, da die Iterierten
von vielen Punkten aus EO+++;−++ ins Innere von I−++ weiterwandern.2 Demnach
gibt es wohl eine U¨bergangsmenge W+++;−++  EO+++;−++ mit endlichem Ma, so
da auch das zweite U¨bergangskriterium fu¨r den U¨bergang I+++ ! I−++ erfu¨llt ist.
Damit ist gezeigt, da dieser U¨bergang fu¨r  < 0 stattndet.
2Man ko¨nnte an dieser Stelle auch ein analytisches Argument versuchen, wie dies fu¨r N = 2 geschah.
Doch ist eine solche Argumentation fu¨r N = 3 etwas umsta¨ndlich, da die Menge EO+++;−++ fu¨r 
knapp unterhalb von 0 sehr klein ist.
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Ich werde in Abschnitt 4.4 zeigen, da fu¨r −2 =3   < 0 in jedem der drei
Kuben I−++, I+−+ und I++−, die eine gemeinsame Seitenfla¨che mit dem Kubus I+++
haben, ein Attraktor existiert. Deswegen erreichen in diesem Parameterbereich die
allermeisten Trajektorien mit Startpunkt in I+++ einen dieser drei Attraktoren.3 Fu¨r
−2 =3   < 0 existiert demnach kein Attraktor in I+++.  = 0 ist der kritische Wert,
bei dem sich der Attraktor in I+++ auflo¨st und die ergodische Dynamik sich in diesem
Kubus qualitativ vera¨ndert.
4.4 Die Dynamik im Wu¨rfel I−++
Ich untersuche als na¨chstes die Dynamik der Abbildung T; im Kubus I−++. Der
Indexvektor  = −+ + dieses Wu¨rfels entha¨lt zwei "+"{ und ein "−"{Symbol. Jeden
Indexvektor, der mindestens ein "+"{ und mindestens ein "−"{Symbol hat, nenne
ich "gemischt"; im Fall N = 3 gibt es sechs solche Indexvektoren . Aufgrund der
Translationsinvarianz und der Antisymmetrie der Abbildung T; (siehe Unterabschnitt
3.6) ist die Dynamik in den sechs Kuben mit gemischtem Index zueinander a¨quivalent;
denn ich kann jeden gemischten Index durch zyklische Vertauschung und Inversion der
Vorzeichen in einen anderen gemischten Index u¨berfu¨hren. Demnach ist die Dynamik
in I−++ exemplarisch fu¨r die Dynamik in allen "gemischten Kuben".
Als Hauptziel dieses Abschnitts mo¨chte ich die jeweiligen Parameterbereiche bestim-
men, bei denen U¨berga¨nge I−++ ! I mo¨glich sind. In fu¨hrender Ordnung Sto¨rungs-
theorie kann ich mich dabei auf solche I

beschra¨nken, die mit I−++ eine gemeinsame
Seitenfla¨che haben. Denn diese U¨berga¨nge sind in der U¨bergangsrate dominant, da
die U¨berlappmengen T;(I−++) \ I fu¨r solche I mindestens um einen Faktor der
Gro¨enordnung 1= oder 1= gro¨er sind als U¨berlappmengen mit Kuben ohne gemein-
same Seitenfla¨che. Der Kubus I−++ hat eine gemeinsame Seitenfla¨che mit den Kuben
I−−+, I−+− und I+++.
Die U¨berga¨nge I−++ ! I−−+ und I−++ ! I−+− sind zueinander a¨quivalent,
d. h. sie haben den gleichen kritischen {Wert und sind fu¨r Trajektorien mit zufa¨llig
gewa¨hltem Startpunkt aus I−++ gleich wahrscheinlich. Denn die Abbildung T; ver-
tauscht fu¨r N = 3 mit der vollen Permutationsgruppe von drei Elementen P3. Anhand
der in Gleichung (4.1) gegebenen Abbildung T; fu¨r N = 3 kann man leicht nachrech-
nen, da
T;   (x) =  T;(x) ; 8 2 P3 :
Die Permutation (2;3) 2 P3 wirkt auf den dreidimensionalen Vektor x wie folgt:
(2;3) (x1; x2; x3) = (x1; x3; x2)
Es gilt
x 2 I−−+ () (2;3) (x) 2 I−+− :
Der Kubus I−−+ wird durch die Permutation (2;3) in den Kubus I−+− u¨berfu¨hrt und
umgekehrt. Dagegen ist der Ausgangskubus der beiden U¨berga¨nge, der Kubus I−++,
invariant unter der Permutation (2;3). Folglich wird jede Trajektorie, die von I−++
3Ein sehr kleiner Anteil von Punkten aus I+++ liegt im Anziehungsbassin der Attraktoren in I
mit  2 f− −+; − +−; +−−g.
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Abbildung 4.4: Links: Die Schnittmenge P(−1;1;1) \ I−−+. Die hier dargestellte Men-
ge ist gegenu¨ber der exakten Menge etwas vereinfacht, wobei die Dierenzmenge die
vernachla¨ssigbare Gro¨e O(2; 2;  ) hat. Rechts: die vereinfachte Schnittmenge
P(−2;2;2) \ I−−+ fu¨r −=2 <  < 0.
nach I−−+ u¨bergeht, durch die Symmetrietransformation (2;3) in eine Trajektorie ab-
gebildet, die von I−++ nach I−+− u¨bergeht { und umgekehrt. Damit ist die A¨quivalenz
der beiden U¨berga¨nge gezeigt.
Deswegen brauche ich in den beiden na¨chsten Abschnitten nur die U¨berga¨nge I−++ !
I−−+ und I−++ ! I+++ zu untersuchen, die nicht zueinander a¨quivalent sind.
4.5 Der U¨bergang I−++ ! I−−+
4.5.1 Parallelepipede und ihre Schnittmengen mit dem Kubus I−−+
Ich beginne mit der Berechnung des {unabha¨ngigen Parallelepipeds
P(−1;1;1) = T;
(
S(−1;1;1)

:
Fu¨r den betrachteten U¨bergang, bei dem sich die zweite Komponente des Indexvektors
a¨ndert, fasse ich die 8 Eckpunkte des Parallelepipeds zu den 2  4 Eckpunkten der
Seitenfla¨chen K<((−1; 1; 1); 2) und K>((−1; 1; 1); 2) zusammen:
K<((−1; 1; 1); 2) :
(0; 0; 0);
 
2
;

2
; 1− 

;

−1 + 3 
2
; 0; 1− 3 
2

und

−1 + ; −
2
;
−
2

(4.29)
K>((−1; 1; 1); 2) : 
2
; 1− ; 
2

;

; 1− 
2
; 1− 
2

; (−1 + 2 ; 1− ; 1− ) und
−1 + 3 
2
; 1− 3 
2
; 0

(4.30)
Aus den vier Eckpunkten der Seite K<((−1; 1; 1); 2) folgt eine nichtleere Schnittmenge
P(−1;1;1) \ I−−+ ;
die in Abbildung 4.4 (links) dargestellt ist. Das Volumen der Schnittmenge ist
Vol
(
P(−1;1;1) \ I−−+

=

12
+ O
(
2

:
Da die Schnittmengen P

\ I−−+ jeweils durch die Seite K<(γ; 2) begrenzt werden,
folgt aus Punkt 3(a) von Unterabschnitt 4.2.2, da die drei anderen Parallelepipede
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Abbildung 4.5: Die vier tetraederfo¨rmigen Urbildmengenkomponenten
T−1; (OV−++;−−+) \ S mit γ2 = 1.
P

 I−++ mit γ2 = 1 na¨herungsweise die gleichen Schnittmengen mit I−−+ haben
wie P(−1;1;1); eventuelle Dierenzmengen sind von der Gro¨e O(2; 2;  ). Die vier
Schnittmengen P

\ I−−+ mit γ2 = 1 sind na¨herungsweise {unabha¨ngig.
Fu¨r die vier Parallelepipede P

 I−++ mit γ2 = 2 sind die Schnittmengen P \
I−−+ signikant {abha¨ngig, da fu¨r solche γ nach Punkt 3(b) von Unterabschnitt 4.2.2
die Seite K<(γ; 2) um Betra¨ge  jj verschoben ist. Na¨herungsweise haben alle P mit
γ2 = 2 die gleiche Schnittmenge mit dem Wu¨rfel I−−+, d. h. eventuelle Dierenzmengen
haben wieder die Gro¨e O(2; 2;  ). Auf der rechten Seite von Abbildung 4.4 zeige
ich die {abha¨ngige Schnittmenge P(−2;2;2) \ I−−+ fu¨r  < 0. Fu¨r  > =2 sind die
Mengen P

\ I−−+ mit γ2 = 2 leer.
Aus Gleichung (4.12) folgt fu¨r die U¨berlappmenge von I−++ mit I−−+:
OV−++;−−+ =

P(−1;1;1) \ I−++   0
P(−2;2;2) \ I−++  < 0 (4.31)
Wir werden sehen, da der kritische {Wert c fu¨r den U¨bergang I−++ ! I−−+ bei
c  −2 =3 liegt. Um den diesen U¨bergang zu verstehen, genu¨gt es, {Werte in der
Na¨he dieses c zu betrachten.
4.5.2 Urbildmenge der ersten Generation von OV−++;−−+
Ich berechne nun die Lage der Urbildmenge T−1; (OV−++;−−+) im Kubus I−++. Dabei
suche ich zu einem Eckpunkt x der Schnittmenge P

\ I−−+ das Urbild ~x im Teil-
quader S

. Wenn ich Mengen der Gro¨e O(2; 2;  ) vernachla¨ssige, kann ich bei der
Berechnung ~x die folgenden vereinfachten Gleichungen verwenden (vgl. die Gleichungen
(4.23) ):
x1 = f0(~x1) ;
x2 = f(~x2) +

2
(f0(~x1) + f0(~x3)) ;
x3 = f0(~x3) (4.32)
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Abbildung 4.6: Links: Die vier Urbildmengenkomponenten T−1; (OV−++;−−+)\S mit
γ2 = 2. Es gilt −=2 <  < 0. Rechts: die Menge TF aus Gleichung (4.33), die zum
Fehlvolumen geho¨rt.
In einem Teilquader S

mit γ2 = 1 liegt jeweils eine tetraederfo¨rmige Urbildmengen-
komponente T−1; (OV−++;−−+) \ S . Diese ist wie die entsprechende Schnittmenge
P

\ I−−+ {unabha¨ngig. Diese vier Urbildmengenkomponenten schlieen direkt an
die (x2 = 0){Seitenfla¨che des Kubus I−++ an (siehe Abbildung 4.5).
Fu¨r  < =2 gibt es ebenfalls jeweils eine Komponente der Menge T−1; (OV−++;−−+)
in den Teilquadern S

mit γ2 = 2. Diese vier Komponenten sind { wie die korrespon-
dierenden Schnittmengen { stark {abha¨ngig und schlieen an die (x2 = 1){Seite des
Kubus I−++ an (siehe linke Seite von Abbildung 4.6).
4.5.3 Fehlvolumen und Urbildmengen ho¨herer Generation
Bevor ich zu Urbildmengen ho¨herer Generation komme, mu ich das Fehlvolumen im
Kubus I−++, die Menge FV−++, untersuchen. Fu¨r ;   1 liegen alle Punkte der
Menge FV−++ nahe dem Rand von I−++. Wir haben gesehen, da fu¨r die Punkte der
Urbildmenge der ersten Generation entweder x2  0 oder x2  1 gilt. Entsprechend
sind fu¨r den U¨bergang I−++ ! I−−+ die Teilmengen von FV−++ relevant, fu¨r deren
Punkte x2  0 bzw. x2  1 gilt.
Ich beginne mit der Analyse des Fehlvolumens in der Na¨he der (x2 = 1){Seitenfla¨che.
Nach Punkt 4 von Unterabschnitt 4.2.2 liegen die Ebenen durch die SeitenK>(γ; 2) alle
aufeinander. Die Punkte dieser Ebene ko¨nnen durch (y1; L(y1; y3); y3) charakterisiert
werden, wobei L eine lineare Funktion ist. Es gilt dann
TF := fx 2 I−++ j x2  L(x1; x3)g  FV−++ : (4.33)
Aus den Eckpunkten der Seite K>((−1; 1; 1); 2), die in Gleichung (4.30) aufgelistet
sind, ergibt sich die Funktion L unter Vernachla¨ssigung von O(2){Termen als
L(x1; x3) = 1− + 2 (x1 + x3) : (4.34)
Die in Gleichung (4.33) denierte Menge TF ist ein Quaderstumpf mit sechs viereckigen
Seitenfla¨chen und acht Eckpunkten (siehe rechte Seite von Abbildung 4.6). TF ist eine
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{unabha¨ngige Menge mit einem Volumen der Gro¨enordnung . Die Ho¨he der Menge
TF in e2{Richtung an der Stelle (x1; x3) ist
hTF (x1; x3) := sup f1− x2 j (x1; x2; x3) 2 TFg
= 1− L(x1; x3) = − 2 (x1 + x3) (4.35)
Bei vorgegebenem x1 ist die Ho¨he von TF bei x3 = 1 am kleinsten:
hTF (x1; x3)  hTF (x1; 1) ; 8x3 2 [0; 1] (4.36)
Die Menge der Punkte, die zu FV−++ geho¨ren und fu¨r die x2  0 gilt, ist {
abha¨ngig. Denn die Ebene durch die vier Seiten K<(γ; 2) mit γ2 = 2 ist um  jj
parallelverschoben gegenu¨ber der Ebene durch die Seiten K<(γ; 2) mit γ2 = 1 (Punkt
3 (b) von Unterabschnitt 4.2.2). Fu¨r uns interessierende {Werte < −=2 besteht die
Teilmenge von FV−++ mit x2{Koordinate  0 nur aus zwei vernachla¨ssigbar kleinen
Mengen mit Volumen O(2; 2;  ), in denen zusa¨tzlich x1  −1 bzw. x3  1 gilt.
Die vier Urbildmengenkomponenten T−1; (OV−++;−−+) \ S mit γ2 = 2 sind fu¨r
 > − im Fehlvolumen FV−++ enthalten. Dies dem Vergleich der linken und rech-
ten Seite von Abbildung 4.6 zu entnehmen. Da das Fehlvolumen bei x2  0 ver-
nachla¨ssigbar klein ist, benden sich die vier Komponenten T−1; (OV−++;−−+) \ S
mit γ2 = 1 na¨herungsweise auerhalb des Fehlvolumens. Damit besteht die Menge
T−2; (OV−++;−−+) aus den Urbildern dieser vier Komponenten.
Das explizite Ausrechnen der Lage der Mengen T−k; (OV−++;−−+) fu¨r k  2 ist
mu¨hsam. Um pra¨gnant zu sein, beschra¨nke ich mich auf allgemeine Aussagen u¨ber
die Urbildmengen ho¨herer Generation, die fu¨r das Versta¨ndnis des U¨bergangs I−++ !
I−−+ relevant sind. Zuerst ist der folgende technische Punkt zu beachten, der fu¨r
diesen U¨bergang zu einer Modikation der Denition von Urbildmengen k{ter Gene-
ration fu¨hrt: Bei der Berechnung der Menge T−2; (OV−++;−−+) als Urbildmenge von
T−1; (OV−++;−−+) zeigt es sich, da die Komponenten T
−1
; (OV−++;−−+) \ S(−2;1;2)
und T−1; (OV−++;−−+) \ S(−1;1;2) Urbilder mit x2 = O(; ) < 0 besitzen, dagegen kei-
ne mit x2 = O(; ) > 0. Diese Urbilder benden sich im Nachbarkubus I−−+ und
geho¨ren deswegen nach unser bisherigen Denition der Urbildmengen (siehe Denition
in (3.20)) nicht zu T−2; (OV−++;−−+); denn diese Menge kann nur Punkte aus I−++
enthalten.
Die Urbilder von T−1; (OV−++;−−+) mit x2 = O(; ) < 0 sollten aber nicht ignoriert
werden: Sei x 2 I−−+ mit x2 = O(; ) < 0. Dann ko¨nnen Urbilder von x wieder eine
positive x2-Koordinate haben und in I−++ liegen. Denn die x2{Koordinate wird gema¨
Gleichung (4.32) iteriert:
x2 = f(~x2) +

2
(f0(~x1) + f0(~x3))
Hierbei ist im Kopplungsterm f0(x1) auf I−++ und I−−+ negativ, wa¨hrend f0(x3) auf
diesen Kuben positiv ist. Falls
f(~x2) = x2 − 2 (f0(~x1) + f0(~x3)) > 0 ;
ist ~x2 > 0, so da ~x wieder in I−++ liegt. Die x2{Koordinate hat dabei immer die Gro¨e
O(; ). Durch ein Weglassen von Urbildern mit x2 = O(; ) < 0 werden iterierte
Punktfolgen, die vor ihrem Eintreen in der U¨berlappmenge OV−++;−−+ mehrmals
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zwischen den beiden Kuben u¨berwechseln, von der Betrachtung ausgeschlossen. Solche
Punktfolgen ko¨nnen aber fu¨r einen U¨bergang I−++ ! I−−+ relevant sein.
Ich mu folglich meine Denition der Urbildmengen k{ter Generation fu¨r k  2
modizieren, wenn Urbilder k{ter Generation mit x2 = O(; ) < 0 ebenfalls zu den
Urbildmengen geho¨ren sollen. Ich deniere die erweiterten Urbildmengen der k{
ten Generation fu¨r k  2, indem ich statt der Menge I−++ in Gleichung (3.20) den
um die vier S

 I−−+ mit γ2 = −1 erweiterten Kubus verwende. Zur Abku¨rzung
notiere ich diesen erweiterten Kubus mit
Er (I−++) := I−++ [ (
[
S

 I−−+;
γ2 = −1
S

) :
Die erweiterten Urbildmengen deniere ich rekursiv:4
~T−1; (OV−++;−−+) := T
−1
; (OV−++;−−+)
~T−k; (OV−++;−−+) :=
n
x 2 Er (I−++) j T;(x) 2 ~T−(k−1); (OV−++;−−+)
o
(4.37)
Man kann sich leicht u¨berlegen, da eine Komponente der k{ten Generation im er-
weiterten Kubus Er (I−++) maximal acht Komponenten der (k + 1){ten Generation
besitzt.
Ich teile den erweiterten Kubus Er (I−++) in zwei Teile auf und fu¨hre zur Vereinfa-
chung der Notation Bezeichnungen fu¨r diese ein:
Kl (I−++) :=
[
S

 I−++;
γ2 = 1
S

[
[
S

 I−++;
γ2 = −1
S

;
Gr (I−++) :=
[
S

 I−++;
γ2 = 2
S

(4.38)
Die Urbildmengen der verschiedenen Generationen, die sich in Kl (I−++) bzw. Gr (I−++)
benden, haben eine x2{Koordinate  0 bzw.  1. Ich bezeichne die jeweiligen Urbild-
mengen mit
F (k) := ~T−k; (OV−++;−−+) \ Kl (I−++) ; k  1 ;
G(k) := ~T−k; (OV−++;−−+) \Gr (I−++) ; k  1 : (4.39)
Die unendlichen Vereinigungen dieser Mengen notiere ich durch
1F :=
1[
k=1
F (k) ; 1G :=
1[
k=1
G(k) : (4.40)
Es gibt eine Beziehung zwischen Urbildern des gleichen Punktes in den Mengen F (k)
und G(k): Sei x 2 F (k) ein Urbild von y 2 F (k−1). Aus der Struktur der Abbildung
4Diese Modikationen der Denitionen wurden fu¨r den speziellen U¨bergang I−++ ! I−−+ vorge-
nommen. Doch sind sie fu¨r jeden U¨bergang I

! I

no¨tig, bei dem die beiden Nachbarindizes des
U¨bergangsindex verschiedenes Vorzeichen haben. Dies sind gerade die a¨quivalenten U¨berga¨nge zum
betrachteten U¨bergang I−++ ! I−−+. Dementsprechend ist es mo¨glich, unsere neuen Denitionen
auf jeden dieser U¨berga¨nge zu u¨bertragen: ich erweitere den Kubus I

um die vier Teilquader S

von
I

, die an I

grenzen, zum erweiterten Kubus Er (I

). Das weitere Vorgehen ist genauso wie fu¨r das
spezielle  = −+ +.
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T; folgt analog zur Rechnung auf Seite 45:
Falls

x2 − 2

 0; 9x0 2 G(k); so da T;(x0) = y und x02  1− x2 +

2
: (4.41)
Um den Punkt x0 eindeutig zu machen, kann man noch x1 = x01 und x3 = x
0
3 fordern.
Die Bedingung fu¨r die Existenz des korrespondierenden Urbilds, (x2− =2)  0, ist fu¨r
 < 0 bei jedem x mit x2 > 0 erfu¨llt.
4.5.4 Aufstellen des Kriteriums fu¨r c
Solange   c, liegen die Mengen G(k) (k 2 N) bzw. die Menge 1G in der Fehlvolu-
menmenge TF aus Gleichung (4.33):5
1G  TF ;   c
Dies ist a¨hnlich zur Situation beim U¨bergang I−+ ! I++ in Unterabschnitt 3.8.4.
Dagegen liegen die Mengen F (k) (k 2 N) bis auf Mengen der Gro¨e O(2; 2;  )
auerhalb des Fehlvolumens. Fu¨r  = c liegt mindestens ein Punkt p 2 1G auf dem
oberen Rand von TF , der durch die Funktion L(x1; x3) in Gleichung (4.34) gegeben
ist. Es gilt demnach
p2 = L(p1; p3) : (4.42)
Zur Bestimmung von c brauche ich demnach Aussagen u¨ber die Menge 1G .
4.5.5 Bestimmung der Ho¨he der Mengen F (k)
Zuna¨chst wende ich mich allerdings den Mengen F (k) zu, deren Punkte eine x2{Koordinate
von  0 haben. Fu¨r   c und k  2 gilt
F (k) =
n
x 2 Kl (I−++) j T;(x) 2 F (k−1)
o
: (4.43)
Die Mengen F (k) ergeben sich demnach rekursiv aus sich selbst und sind in ihrer Gro¨e
na¨herungsweise unabha¨ngig von . Statt der Abbildung T; kann ich in Sto¨rungstheo-
rie zur Berechnung der F (k) na¨herungsweise die folgende {unabha¨ngige, vereinfachte
Abbildung verwenden:
eT : x1 = f0(~x1) ;x2 = 2 ~x2 + 2 (f0(~x1) + f0(~x3)) ;
x3 = f0(~x3)
(4.44)
Die Ho¨henfunktion H(k) soll die Ho¨he in e2{Richtung von F (k) am Punkt (x1; x3)
angeben:
H(k)(x1; x3) := sup
n
x2 j (x1; x2; x3) 2 F (k)
o
; (x1; x3) 2 D(k) ; (4.45)
wobei der Denitionsbereich von H(k), die Menge D(k)  [−1; 0]  [0; 1], gerade die
Menge von (x1; x3){Werten umfat, fu¨r die es Punkte in F (k) gibt:6
D(k) :=
n
(x1; x3)
 9 (x1; x2; x3) 2 F (k)o
5Dementsprechend ko¨nnen wir aus der Lage der ersten Urbildgeneration schon folgern: c  −.
6Die Denitionsbereiche D(k) ; (k  1) ko¨nnen rekursiv aus dem (x1; x3){Bereich der Schnittmenge
P(−1;1;1) \ I−−+ berechnet werden, die auf der linken Seite von Abbildung 4.4 zu sehen ist. Es gilt
D(0) := f (x1; x3) j (x1; x2; x3) 2 P(−1;1;1) \ I−−+g
 f(x1; x3)  [−1; 0] [0; 1] j jx1j  jx3jg :
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Die Bestimmung der Ho¨henfunktion H(k) scheint schwierig, da eine Generation F (k)
insgesamt 4k tetraederfo¨rmige Komponenten umfat, die i. a. unterschiedliche Ho¨hen
in e2{Richtung haben. Glu¨cklicherweise mu ich { wie wir sehen werden { fu¨r die
Bestimmung von c die Funktion H(k) nicht im ganzen Denitionsbereich kennen.
Aus der vereinfachten Iterationsgleichung fu¨r die x2{Koordinate in Gleichung (4.44)
ergibt sich ein Entwicklungsgesetz fu¨r die Ho¨henfunktion, wenn ich von F (k) zu F (k+1)
u¨bergehe. Dabei verwende ich die Tatsache, da die Menge F (k+1) durch eT auf die
Menge F (k) abgebildet wird:
H(k)(x1; x3) = sup
n
x2 j (x1; x2; x3) 2 G(k)
o
= sup
n
2 ~x2 +

2
(f0(~x1) + f0(~x3))
~x 2 F (k+1); f0(~xi) = xi (i = 1; 3)o
Die Supremumsbildung bringt die Ho¨henfunktion H(k+1) ins Spiel:
H(k)(x1; x3) = 2H(k+1)(~x1; ~x3) +

2
(x1 + x3) ; wobei
(~x1; ~x3) 2 D(k+1); f0(~xi) = xi (i = 1; 3) : (4.46)
Wenn man nach der Ho¨henfunktion H(k+1) auflo¨st, erha¨lt man
H(k+1)(~x1; ~x3) =
H(k)(x1; x3)
2
− 
4
(x1 + x3) mit f0(~xi) = xi (i = 1; 3) : (4.47)
Fu¨r die Funktionen H(k) zeige ich die folgende Aussage per Induktion:
H(k)(x1; 0) = H(k)(x1; 1)  H(k)(x1; x3) ; 8 k 2 N; 8 (x1; x3) 2 D(k) : (4.48)
Fu¨r die x3{Werte 0 und 1 wird demnach die Ho¨he von F (k) maximal.
Begru¨ndung von Gleichung (4.48):
Man sieht anhand von Abbildung 4.5, da diese Gleichung fu¨r Funktion H(1) gilt, die
auf der Menge F (1) = ~T−1; (OV−++;−−+) \ Kl (I−++) deniert ist (Induktionsanfang).
Induktionsschritt von k nach (k + 1): Fu¨r die Dierenz der Werte von H(k+1) bei
gleicher x1{ und verschiedender x3{Koordinate folgt aus Gleichung (4.47)
H(k+1)(~x1; ~x3)−H(k+1)(~x1; ~x3) =
1
2

H(k)(x1; x3)−H(k)(x1; x3)

+

4
(x3 − x3)
mit f0(~xi) = xi (i = 1; 3) ; f0(~x3) = x

3 (4.49)
Fu¨r ~x3 den Wert 0 oder 1 annimmt, folgt aus dieser Gleichung
H(k+1)(~x1; ~x3 2 f0; 1g)−H(k+1)(~x1; ~x3) =
H(k)(x1; 0)−H(k)(x1; x3)
2
+

4
x3  0 ;
(4.50)
wobei ich die Induktionsannahme (Gleichung (4.48)) auf die Ho¨henfunktion H(k) an-
gewandt habe.
Fu¨r ~x3 = 0 und ~x3 = 1 ergibt Gleichung (4.49)
H(k+1)(~x1; 0)−H(k+1)(~x1; 1) = 12

H(k)(x1; 0)−H(k)(x1; 0)

= 0 : (4.51)
Aus den vereinfachten Gleichungen fu¨r die x1{ und x3{Koordinate nach Gleichung (4.44) ergibt sich
D(k) 
n
(x1; x3) j (f0(x1); f0(x3) ) 2 D(k−1)
o
:
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Abbildung 4.7: Hier sind die Schnitte bei x3 = 0 durch die Mengen F (1) und F (1)[F (2)
dargestellt.
Damit ist die Gu¨ltigkeit von Gleichung (4.48) auch fu¨r die Ho¨henfunktionH(k+1) gezeigt
und der Induktionsbeweis ist fertig.
Es wird sich spa¨ter zeigen, da es fu¨r die Bestimmung von c ausreicht, die Ho¨he
der Menge F (k) bei x3 = 0 und x3 = 1 zu kennen. Denn bei diesen beiden x3{Werten
wird die maximale Ho¨he erreicht. Man kann sich leicht u¨berlegen, da H(k)(x1; 0) fu¨r
alle x1 2 [−1; 0] deniert ist. Die Bestimmung von H(k) bei x3 = 0 kann geometrisch
auch folgendermaen interpretiert werden: wenn ich Ebenen im R3 mit konstanter
xi{Koordinate durch
Exi=y := fx 2 R3 j xi = y g (4.52)
einfu¨hre, so gilt
H(k)(x1; 0) = sup
n
x2 j (x1; x2; 0) 2 F (k) \Ex3=0
o
: (4.53)
Die Mengen F (k) \ Ex3=0; k 2 N bestehen aus Dreiecken. Das Ho¨henproblem der
zweidimensionalen Mengen F (k) \ Ex3=0 ist einem Problem eng verwandt, das beim
zweidimensionalen CML (N = 2) im letzten Kapitel schon gelo¨st wurde. Man beachte,
da
I−++ \Ex3=0 = I−+ ; I−−+ \ Ex3=0 = I−− :
Entsprechend tritt das Problem fu¨r N = 2 beim U¨bergang I−+ ! I−− auf. Diesen
U¨bergang habe ich zwar nicht explizit in Kapitel 3 behandelt, doch ist er a¨quivalent
zum dort ausfu¨hrlich diskutierten U¨bergang I−+ ! I++.
In Abbildung 4.7 sind die beiden Mengen
F (1) \Ex3=0 ;
2[
i=1
F (i) \Ex3=0
dargestellt. Diese beiden Mengen sind sehr a¨hnlich den Mengen (1)~G =
~G(1) und
(2)~G =
~G(1) [ ~G(2), die in der linken bzw. mittleren Zeichnung von Abbildung 3.14
dargestellt sind. Allerdings ist der spitze Winkel  fu¨r die Menge F (1)\Ex3=0 ungefa¨hr
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=2 (siehe Abbildung 4.7) und damit halb so gro wie der entsprechende Winkel in der
Menge ~G(1).
Ich werde nun die Analogie der beiden Probleme quantitativer machen: aus den
Gleichungen (4.44) folgen die vereinfachten Iterationsgleichungen fu¨r Eckpunkte der
Mengen F (k) \Ex3=0:
x1 = f0(~x1) ;
x2 = 2 ~x2 +

2
(f0(~x1) + f0(~x3)) (4.54)
Der U¨bergang I−+ ! I−− hat eine U¨berlappmenge OV−+;−−. Die Urbildmengen
von OV−+;−−, deren Punkte eine x2{Koordinate von der Gro¨e O(; ) besitzen, sind
folgendermaen deniert:
J(1) := T−1; (OV−+;−−) \ (S(−1;1) [ S(−2;1) )
J(k) :=
n
x 2 (S(−1;1) [ S(−2;1)  j T;(x) 2 J(k−1)o ; k = 2; 3; : : : (4.55)
Da die x2{Koordinate von der Gro¨enordnung O(; ) ist, sind die vereinfachten Glei-
chungen fu¨r die Eckpunkte der Mengen J(k):
x1 = f0(~x1) ;
x2 = 2 ~x2 +  (f0(~x1) + f0(~x3)) (4.56)
Diese beiden Gleichungen sind identisch mit den Gleichungen (4.54), wenn man  durch
=2 ersetzt. Auerdem ist die beim Parameter  berechnete Menge F (1) \Ex3=0 na¨he-
rungsweise gleich der Menge J(1), wenn man diese beim Parameter =2 berechnet:
F (1) \Ex3=0

[]  J(1)[=2]
Damit gilt fu¨r allgemeines k 2 N
F (k) \Ex3=0

[]  J(k)[=2] : (4.57)
Folglich kann ich die in Unterabschnitt 3.8.3 erzielten Resultate fu¨r die Mengen
(k)~G nutzen, um Aussagen u¨ber die Ho¨he der Mengen F
(k) \ Ex3=0 (k ungerade) zu
bekommen:
sup
n
x2
 x 2 F (k) \ Ex3=0o = 12 supnx2  x 2 J(k)o
= −1
2
inf
n
x2
 x 2 (k)~G o =  (k−1)=2X
i=0
1
4i+1
(4.58)
Dabei wurde Gleichung (3.69) verwendet, die die Minima von (k)~G beschreibt. Nach
Gleichung (4.53) folgt fu¨r die Ho¨henfunktion H(k)
sup
n
H(k)(x1; 0) j x1 2 [−1; 0]
o
= 
(k−1)=2X
i=0
1
4i+1
: (4.59)
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Es sei m = (k−1)=2. Der Maximalwert der Funktion H(k) (k ungerade) aus der letzten
Gleichung wird an den 2m x1{Werten der folgenden Form erreicht (vgl. Gleichung
(3.70) ):
x1(i1; i2 : : : ; im) = −12
0@1 + mX
j=1
ij
4j
1A ; ij 2 f−1;+1g; j = 1; 2; : : :m : (4.60)
Die Funktionen H(k) konvergieren gleichma¨ig zur Funktion H(1), die die Ho¨he der
Menge 1F aus Gleichung (4.40) beschreibt. Demzufolge gilt fu¨rH
(1) eine zu Gleichung
(4.48) analoge Gleichung:
H(1)(x1; 0) = H(1)(x1; 1)  H(1)(x1; x3) ; 8 (x1; x3) 2 [−1; 0] [0; 1] (4.61)
Es gibt unendlich viele x1{Werte, an denen die Funktionen H(1)(x1; 0) und H(1)(x1; 1)
den maximalen Wert
lim
k!1

(k−1)=2X
i=0
1
4i+1
=

3
(4.62)
erreichen. Diese x1{Werte ergeben sich aus Gleichung (4.60) fu¨r m!1.
4.5.6 Bestimmung von c
Ich fu¨hre die Ho¨henfunktion ~H(1) fu¨r die Menge 1G ein, die bei gegebenem (x1; x3)
den maximalen Abstand von Punkten der Menge 1G von der (x2 = 1){Seitenfla¨che
des Kubus I−++ beschreibt:
~H(1)(x1; x3) := sup f(1− x2) j (x1; x2; x3) 2 1G g (4.63)
Aus Gleichung (4.41) folgt
~H(1)(x1; x3)  H(1)(x1; x3)− 2 : (4.64)
Fu¨r  = c gibt es nach Gleichung (4.42) einen Punkt p 2 1G , so da
p2 = L(p1; p3) : (4.65)
Dies ist a¨quivalent zu
~H(1)(p1; p3) = hTF (p1; p3) ;  = c : (4.66)
Bei festem x1 ist nach Gleichung (4.36) die Funktion hTF minimal bei x3 = 1. Auer-
dem ist nach den Gleichungen (4.61) und (4.64) die Funktion ~H(1) maximal bei x3 = 1.
Ich kann daraus p3 = 1 folgern; der Punkt p geho¨rt demnach zur Menge 1G \ Ex3=1.
Die Bedingung fu¨r c in Gleichung (4.66) la¨t sich dann schreiben als
~H(1)(p1; 1) = hTF (p1; 1) ;  = c : (4.67)
Es ist noch p1 zu bestimmen. Aus Gleichung (4.35) folgt
hTF (x1; 1) =

2
(1− x1) ; x1 2 [−1; 0]: (4.68)
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Abbildung 4.8: Hier ist ein Schnitt durch den Kubus I−++ bei x3 = 1 zu sehen. Fu¨r
kleiner werdendes  erreicht die Menge 1G \Ex3=1 als erstes bei x1  −1=3 den Rand
der Fehlvolumenmenge TF , dessen Ho¨he durch die Funktion hTF (x1; 1) gegeben ist.
Damit liegt es nahe, da bei kleiner werdendem  das Maximum von ~H(1)(x1; 1) mit
der gro¨ten x1{Koordinate zuerst die durch hTF (x1; 1) gegebene Gerade erreicht (siehe
das Schema in Abbildung 4.8).7
Nach Gleichung (4.60) ist diese Koordinate
p1 = lim
k!1
−1
2
0@1− kX
j=1
1
4j
1A = −1
3
:
Da (p1; p3) als (−1=3; 1) festgelegt wurde, kann aus Gleichung (4.67) c berechnet
werden:
~H(1)(−1=3; 1) = hTF (−1=3; 1) ;  = c (4.69)
Unter Benutzung der Gleichungen (4.62), (4.64) und (4.68) ergibt dies

3
− c
2
 2 
3
:
Daraus folgt als Ergebnis in fu¨hrender Ordnung Sto¨rungstheorie
c  −23  : (4.70)
Eigentlich habe ich damit das Ziel dieses Unterabschnitts, die Berechnung von c
erreicht. Es sollte aber noch ein subtiler Punkt angesprochen werden. Bisher wurde
vom Fehlvolumen FV−++ nur die in Gleichung (4.33) denierte Teilmenge TF beru¨ck-
sichtigt, die in der Na¨he der (x2 = 1){Seitenfla¨che von I−++ liegt. Aus der Lage
7Man kann auch { wie dies in Anhang F fu¨r die Menge 1G getan wurde { relativ streng zeigen, da
sich die beiden Kurven ~H(1)(x1; 1) und hTF (x1; 1) zuerst bei x1 = −1=3 schneiden. Denn die Menge
1G \Ex3=1 ist in der (x3 = 1){Schnittebene gleich der Menge 1G , wenn man  durch =2 ersetzt. Da
auerdem die Funktion hTF (x1; 1) einen Winkel =2 mit der e2{Richtung besitzt, gilt fu¨r die Menge
1G \Ex3=1 eine Schranke, die ganz analog zu der in Gleichung (3.80) ist. Aus dieser Schranke folgt,
da bei keinem gro¨eren Wert als −1=3 die Gerade hTF (x1; 1) von der Menge 1G \ Ex3=1 zuerst
beru¨hrt wird, wenn  sich c von oben na¨hert.
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der Parallelepipedseiten K>(γ; 3) folgt aber, da es im Anschlu an die (x3 = 1){
Seitenfla¨che von I−++ ebenfalls eine Menge gibt, die zum Fehlvolumen geho¨rt. Diese
Menge hat die gleiche Gro¨e und Form wie die Menge TF und wird von mir mit TF 0
bezeichnet.
Die gesamte (x3 = 1){Seitenfla¨che von I−++ ist in TF 0 enthalten. Folglich liegt
die Menge 1G \Ex3=1 fu¨r alle Parameter (; ) im Fehlvolumen. Die oben angegebene
Herleitung von c ist deshalb nicht ganz korrekt; das Problem ist aber leicht zu beheben,
indem ich die Menge 1G in der Na¨he von x3 = 1 betrachte.
Fu¨r die Funktion ~H(1) la¨t sich zeigen:
~H(1)(x1; 1)− ~H(1)(x1; 1− 1=2k)   k2k (4.71)
Ich wa¨hle nun k0 2 N so, da
2   1
2k0
< 4  : (4.72)
Statt der Menge 1G \ Ex3=1 betrachte ich die Menge 1G \ Ex3=1−1=2k0 . Da nach
Relation (4.72) die letztere Menge einen Abstand von mindestens 2  von der (x3 = 1){
Seitenfla¨che hat, bendet sie sich auerhalb der Fehlvolumenmenge TF 0.
Statt Gleichung (4.67) ist die Bedingungsgleichung fu¨r c nun
~H(1)(p1; 1− 1=2k0) = hTF (p1; 1− 1=2k0) ;  = c : (4.73)
Aus den Ungleichungen (4.71) und (4.72) folgt
~H(1)(x1; 1)− ~H(1)(x1; 1− 1=2k0) = o() ; (4.74)
d. h. bei gleichem x1 ist die Ho¨he der Menge 1G bei x3 = 1 − 1=2k0 nur unwesentlich
kleiner als bei x3 = 1. Auch fu¨r die Ho¨henfunktion der Menge TF gilt
hTF (x1; 1)− hTF (x1; 1− 1=2k0) = o() : (4.75)
Da die beiden o(){Terme in den beiden letzten Gleichungen in fu¨hrender Ordnung
Sto¨rungstheorie vernachla¨ssigt werden ko¨nnen, ergibt sich aus der modizierten Bedin-
gung in Gleichung (4.73) das gleiche c wie das in Gleichung (4.70) angegebene.
4.5.7 U¨berpru¨fung der U¨bergangskriterien
Es bleibt noch die Frage zu kla¨ren, ob fu¨r  < c  −2 =3 der U¨bergang I−++ ! I−−+
mo¨glich wird. Dazu sind die beiden U¨bergangskriterien aus Unterabschnitt 3.4.3 zu
u¨berpru¨fen.
Nach dem ersten Kriterium sollten die Urbilder hoher Generation der U¨berlapp-
menge OV−++;−−+ das Innere von I−−+ schneiden. Fu¨r  < c gilt
R(n0) := 1G n FV−++ 6= ; :
n0 ist die kleinste natu¨rliche Zahl, fu¨r die eine Menge H(n) sich teilweise auerhalb des
Fehlvolumens bendet (vgl. Gleichung (3.84) in Unterabschnitt 3.8.7). Der Einfach-
halt halber wa¨hle ich  knapp unterhalb von c. Alle Punkte x 2 R(n0) haben dann
na¨herungsweise die folgenden Koordinaten:
(x1; x2; x3) 

−1
3
; 1; 1

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Die Punkte aus R(n0) haben dann Urbilder in der Na¨he von
−1
6
;
1
2
;
1
2

oder

−5
6
;
1
2
;
1
2

:
Die Menge T−1; (R(n0)) schneidet demnach das Innere von I−++. Das erste U¨bergangs-
kriterium ist erfu¨llt. Nach den Resultaten fu¨r das CML bei N = 2 ist es plausibel,
da nach diesem "Sprung in die Mitte" die Gesamtheit der Mengen T
−k
; (R(n0)) einen
substantiellen Volumenanteil an I−++ einnimmt.
Fu¨r das zweite U¨bergangskriterium mu u¨berpru¨ft werden, ob es eine U¨bergangs-
menge W−++;−−+  EO−++;−−+ mit endlichem Ma gibt, deren Punkte bei weiterer
Iteration mit T; das Innere von I−−+ erreichen. Zuerst berechne ich die eektive
U¨berlappmenge EO−++;−−+. Aus der Denition (3.27) folgt fu¨r  < c:
EO−++;−−+  P(−1;1;1) \ I−−+ : (4.76)
Denn nur die Urbildkomponenten T−1; (OV−++;−−+) \ S mit γ2 = 1 liegen auerhalb
des Fehlvolumens.8 Die Schnittmenge P(−1;1;1) \ I−−+ wurde auf der linken Seite von
Abbildung 4.4 gezeigt. Damit die Iterierten eines Punktes aus EO−++;−−+ ins Innere
von I−−+ gelangen, mu sich bei der Iteration mit T; seine x2{Koordinate von Werten
der Gro¨eO(; ) zu solchen der Gro¨enordnung−1 entwickeln. Die Iterationsgleichung
fu¨r x2 ist
x02 = (1− ) f(x2) +

2
(f(x1) + f(x3)) : (4.77)
Die Menge
I13 :=

x 2 [−1; +1]3 j x1 = −x3
}
ist unter der Abbildung T; invariant. Fu¨r Punkte x 2 EO−++;−−+\I13 verschwindet
der Kopplungsterm in der Iterationsgleichung (4.77), so da fu¨r diese Punkte
x02 = (1− ) f(x2)  2 x2 :
Demnach wird fu¨r Startpunkte x 2 EO−++;−−+ \ I13 die x2{Koordinate bei fortlau-
fender Iteration kleiner, bis die Iterierten eine x2{Koordinate der Gro¨enordnung −1
haben. Da die Abbildung T; stetig ist, erreichen auch die Iterierten einer oenen
Umgebung von x 2 EO−++;−−+ \ I13 das Innere von I−−+. Es gibt demnach eine
U¨bergangsmenge W−++;−−+ mit endlichem Ma, so da auch das zweite Kriterium fu¨r
den U¨bergang I−++ ! I−−+ erfu¨llt ist.
Damit habe ich gezeigt, da der U¨bergang I−++ ! I−−+ fu¨r  < c  2 =3
stattndet. Das gleiche gilt fu¨r den a¨quivalenten U¨bergang I−++ ! I−+−.
4.6 Der U¨bergang I−++ ! I+++
Fu¨r eine vollsta¨ndige Beschreibung der Dynamik im Kubus I−++ mu noch der U¨ber-
gang I−++ ! I+++ untersucht werden. Dieser U¨bergang ist invers zum U¨bergang
I+++ ! I−++, der in Unterabschnitt 4.3.2 untersucht wurde. Da die Abbildung T;
8Falls  wesentlich kleiner als c ist, liegen auch die Mengen T
−1
; (OV−++;−−+) \ S mit γ2 = 2
auerhalb des Fehlvolumens, so da sich die eektive U¨berlappmenge EO−++;−−+ gegenu¨ber Gleichung
(4.76) vergro¨ert. Dies a¨ndert aber nichts an der Gu¨ltigkeit der nachfolgenden Argumentation.
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Abbildung 4.9: Links: die Schnittmenge P(−1;1;1) \ I+++. Rechts: die {abha¨ngige
Schnittmenge P(−2;2;2)\ I+++ fu¨r  < 0. Die hier dargestellten Mengen sind gegenu¨ber
den exakten Mengen etwas vereinfacht.
translationsinvariant und antisymmetrisch ist, ist der U¨bergang I−++ ! I+++ exem-
plarisch fu¨r alle U¨berga¨nge I

! I

des folgenden Typs: der U¨bergangsindex i wird
von zwei Indizes flankiert, die das inverse Vorzeichen von i sind; der Indexvektor
 besteht demnach aus drei gleichen Vorzeichen. Zum Beispiel geho¨rt der U¨bergang
I−+− ! I−−− zu den a¨quivalenten U¨berga¨ngen.
4.6.1 Parallelepipede und Schnittmengen mit I+++
Die Vorgehensweise bei der Analyse des U¨bergang I−++ ! I+++ ist ganz analog zu
der im letzten Abschnitt, in dem der U¨bergang I−++ ! I−−+ untersucht wurde. Ich
beginne wieder mit dem {unabha¨ngigen Parallelepiped P(−1;1;1). In den Gleichungen
(4.29) und (4.30) wurden die Eckpunkte von P(−1;1;1) schon angegeben. Ich gruppiere
sie nun zu den Seiten K<((−1; 1; 1); 1) und K>((−1; 1; 1); 1):
K<((−1; 1; 1); 1) :
(0; 0; 0);
 
2
; 1− ; 
2

;

; 1− 
2
; 1− 
2

und
 
2
;

2
; 1− 

; (4.78)
K>((−1; 1; 1); 1) :

−1 + ;− 
2
; − 
2

;

−1 + 3 
2
; 1− 3 
2
; 0

;
(−1 + 2 ; 1− ; 1− ) und

−1 + 3 
2
; 0; 1− 3 
2

: (4.79)
Aus den vier Eckpunkten der Seite K<((−1; 1; 1); 1) folgt eine nichtleere Schnittmenge
P(−1;1;1) \ I+++ ;
die auf der linken Seite der Abbildung 4.9 gezeichnet ist. Diese Menge ist ein degene-
rierter Quaderstumpf mit sieben Eckpunkten. Ihre Gro¨e ist
Vol
(
P(−1;1;1) \ I+++

=

2
+O(2) :
Fu¨r die anderen Parallelepipede P

mit S

 I−++ gilt: Falls γ1 = −1, ist die Schnitt-
menge P

\ I+++ bis auf eine eventuelle Dierenzmenge der Gro¨e O(2; 2;  ) gleich
der gerade behandelten Menge P(−1;1;1) \ I+++. Die vier Schnittmengen P \ I+++;
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Abbildung 4.10: Die vier Urbildmengenkomponenten T−1; (OV−++;+++) \ S , die sich
in den S

mit γ1 = −1 benden. Jede Komponente hat die Form eines degenerierten
Quaderstumpfs.
mit γ1 = −1 sind demnach na¨herungsweise {unabha¨ngig. Falls γ1 = −2 ist nach
Punkt 3(b) aus Unterabschnitt 4.2.2 die Seite K<(γ; 1) um  jj verschoben, so da
die Schnittmengen P

\ I+++ mit γ1 = −2 signikant {abha¨ngig werden. Auf der
rechten Seite von Abbildung 4.9 ist die Schnittmenge P(−2;2;2) \ I+++ fu¨r  < 0 zu
sehen. Die vier P

\ I+++ mit γ1 = −2 sind na¨herungsweise gleich gro. Da der kri-
tische Wert fu¨r den U¨bergang I−++ ! I+++ bei ca. −4 =3 liegen wird, betrachte ich
im folgenden nur negative . In diesem Fall sind die P

\ I+++ mit γ1 = −2 gro¨er als
die Mengen P

\ I+++ mit γ1 = −1.
Fu¨r die U¨berlappmenge OV−++;+++ folgt aus Gleichung (4.12)
OV−++;+++ = P(−2;2;2) \ I+++ ;  < 0 : (4.80)
4.6.2 Urbildmengen der ersten Generation
Zur U¨berlappmenge OV−++;+++ berechne ich die Urbilder in I−++, d. h. die Menge
T−1; (OV−++;+++). Fu¨r  < 0 gibt es insgesamt acht Urbildmengenkomponenten der
ersten Generation. Vier Komponenten liegen in den S

mit γ1 = −1 und schlieen
an die (x1 = 0){Seitenfla¨che von I−++ an (siehe Abbildung 4.10). Die anderen vier
Komponenten liegen in den S

mit γ1 = −2 und grenzen an die (x1 = −1){Seitenfla¨che
von I−++ (siehe linke Seite von Abbildung 4.11). Diese vier Komponenten sind wie die
entsprechenden Schnittmengen in ihrer Gro¨e {abha¨ngig.
4.6.3 Fehlvolumen und Urbildmengen ho¨herer Generation
Bevor ich zu den Urbildmengen ho¨herer Generation komme, kla¨re ich die Lage der
Menge T−1; (OV−++;+++) relativ zum Fehlvolumen FV−++. Fu¨r den hier analysierten
U¨bergang beno¨tige ich nur die Teilmenge von FV−++, deren Punkte eine x1{Koordinate
von  0 bzw.  −1 haben. Durch die Seiten K>(γ; 1) kann nach Punkt 4 von Unter-
abschnitt 4.2.2 eine Ebene gelegt werden. Aus den Eckpunkten von K>((−1; 1; 1); 1)
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Abbildung 4.11: Links: Die vier Urbildmengenkomponenten T−1; (OV−++;+++) \ S ,
die sich in den S

mit γ1 = −2 benden, fu¨r  < 0. Jede Komponente hat die gleiche
Form eines Quaderstumpfs und schliet an die x1 = −1{Ebene an. Die Stelle maximaler
Ho¨he liegt jeweils bei (x2; x2)  (1=2; 1=2). Rechts: Der Fehlvolumenteilmenge gTF
aus Gleichung (4.81), die ebenfalls im Anschlu an die x1 = −1{Ebene liegt.
in Gleichung (4.79) folgt, da
gTF := nx 2 I−++  x1  ~L(x2; x3)o  FV−++ ; wobei
~L(x2; x3) = −1 + + 2 (x2 + x3) : (4.81)
Bei der linearen Funktion ~L wurden Terme der Gro¨e O(2) vernachla¨ssigt. Die MengegTF ist auf der rechten Seite von Abbildung 4.11 dargestellt. Ich fu¨hre eine Ho¨henfunk-
tion fu¨r die Menge gTF in e1{Richtung ein, die den maximalen Abstand von Punkten
der Menge gTF mit vorgegebener (x2; x3){Koordinate von der (x1 = −1){Seite angibt:
h
gTF
(x2; x3) := sup
n
1 + x1
 (x1; x2; x3) 2gTF o
= ~L(x2; x3) + 1 = +

2
(x2 + x3) (4.82)
Fu¨r   −2  sind die vier Komponenten von T−1; (OV−++;+++), die in den S
mit γ1 = −2 liegen, in der Fehlvolumenmenge gTF enthalten. Dies sieht man am
Vergleich der beiden Zeichnungen in Abbildung 4.11. Dagegen benden sich die vier
Komponenten in den S

mit γ1 = −1 zum gro¨ten Teil auerhalb des Fehlvolumens.
Denn in dem Bereich von I−++, fu¨r den x1  0 gilt, gibt es nur zwei kleine Mengen
der Gro¨e O(2; 2;  ), die zum Fehlvolumen geho¨ren. In diesen vernachla¨ssigbaren
Mengen gilt zusa¨tzlich x2  1 bzw. x3  1.
Folglich ergibt sich die zweite Urbildgeneration von OV−++;+++, falls   −2 ,
durch
T−2; (OV−++;+++) = T
−1
;

T−1; (OV−++;+++) \
[
S

 I−++;
γ1 = −1
S


:
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Ich deniere Urbildmengen beliebiger Generation in den "vorderen" (γ1 = −1) und
"hinteren" (γ1 = −2) Teilquadern S auf die folgenden Weise (diese Mengen entspre-
chen den Mengen F (k) und G(k) aus Gleichung (4.39) beim U¨bergang I−++ ! I−−+):
E(k) := T−k; (OV−++;+++) \
[
S

 I−++;
γ1 = −1
S

;
B(k) := T−k; (OV−++;+++) \
[
S

 I−++;
γ1 = −2
S

(4.83)
Ihre unendlichen Vereinigungen bezeichne ich mit
1E =
1[
k=1
E(k) ; 1B =
1[
k=1
B(k) : (4.84)
Es liegt auch bei diesem potentiellen U¨bergang das mittlerweile vertraute Szenario
vor: die Mengen B(k) sind fu¨r {Werte oberhalb des kritischen Wertes c in der Fehlvo-
lumenmengegTF enthalten. c wird dadurch bestimmt, da diese Enthaltenheitsrelation
dann gerade nicht mehr gilt. Es gilt demnach
1B gTF ;   c : (4.85)
Fu¨r die Berechnung von c ist die Bestimmung der Ho¨he in e1{Richtung der Menge
1B wichtig.
Ich wende mich zuerst den vorderen Urbildmengen E(k) zu. Alle Punkte der Mengen
E(k) haben eine x1{Koordinate der Gro¨e O(; ). Deswegen kann ich bei der Berech-
nung dieser Mengen die Abbildung T; durch die folgende vereinfachte Abbildung T0
ersetzen, wenn ich Dierenzmengen der Gro¨e O(2; 2;  ) ignoriere:
T0 :
x1 = 2 ~x1 + =2 (f0(~x2) + f0(~x3)) ;
x2 = f0(~x2) ;
x3 = f0(~x3)
(4.86)
Die E(k) gehen fu¨r   c rekursiv auseinander hervor:
E(k) =
n
x 2
[
S

 I−++;
γ1 = −1
S

 T0(x) = E(k−1) o ; k = 2; 3; : : : (4.87)
Die Mengen E(k) haben die folgenden Eigenschaften:
1. Jede Urbildgeneration E(k) besteht aus 4k Urbildkomponenten, die alle wie die
Menge P(−1;1; 1) \ I+++ die Form eines degenerierten Quaderstumpfs mit 7 Eck-
punkten haben (siehe die Abbildungen 4.9 und 4.10). Die Projektion eines Qua-
derstumpfs in die (x2; x3){Ebene ist ein Quadrat mit der Fla¨che 1=4k.
2. Jede Komponente, die zu E(k) geho¨rt, hat als degenerierte Quaderstumpf eine
Stelle maximaler Ho¨he in e1{Richtung. Die (x2; x3){Koordinaten dieser Stel-
len fu¨r die k{te Generation E(k) sind die Urbilder (k − 1){ter Generation von
(1=2; 1=2). Dies ergibt sich aus der vereinfachten Abbildung T0. In Abbildung
4.10 sieht man beispielsweise, da die maximalen Ho¨hen der ersten Urbildgene-
ration E(1) bei (1=2; 1=2) liegen.
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3. Die Projektion der Menge E(k) auf die (x2; x3){Ebene fu¨llt die ganze Fla¨che
[0; 1] [0; 1] aus.
4. Die Menge E(k+1) lagert sich direkt an die Menge E(k) an; es gibt keine Lu¨cken
dazwischen.
4.6.4 Bestimmung der Ho¨he von 1E
Ich deniere endlichen Vereinigungen der E(k):
nE :=
n[
k=1
E(k) ; n 2 N
Fu¨r jede Menge nE deniere ich eine Rand{ oder Ho¨henfunktion, die die x1{Koordinate
des Randpunktes dieser Menge an der Stelle (x2; x3) 2 [0; 1] [0; 1] angibt:
~R(n)(x2; x3) := inf fx1 j (x1; x2; x3) 2 nEg (4.88)
Aus den Eigenschaften 3 und 4 der Mengen E(k) und Gleichung (4.87) folgt, da T0
den Rand von n+1E auf den Rand von 
n
E abbildet:
T0
 n
( ~R(n+1)(x2; x3); x2; x3) j (x2; x3) 2 [0; 1] [0; 1]
o 
=n
( ~R(n)(y2; y3); y2; y3) j (y2; y3) 2 [0; 1] [0; 1]
o
; n 2 N (4.89)
Aus dieser rekursiven Relation la¨t sich u¨ber Induktion der folgende Ausdruck fu¨r die
Randfunktionen R(n) herleiten:
~R(n)(x2; x3) = − 2
nX
i=1
1
2i

It[f0; i](x2) + It[f0; i](x3)

; (4.90)
wobei It[f0; i] nach Denition (3.67) die i{fach iterierte Zeltabbildung f0 ist.
Ich interessiere mich fu¨r die Gro¨e und Lage der Minima der Funktion ~R(n)(x2; x3).
Hierfu¨r kann ich Ergebnisse aus Unterabschnitt 3.8.3 benutzen, die bei der Untersu-
chung des U¨bergang I−+ ! I++ im zweidimensionalen CML gewonnen wurden. Denn
die dort untersuchte Randfunktion R(n) der zweidimensionalen Menge 1~G war (siehe
Gleichung (3.68) )
R(n)(x2) = −
nX
i=1
It[f0; i](x2)
2i
; x2 2 [0; 1] :
Die Randkurve ~R(n)(x2; x3) la¨t sich als
~R(n)(x2; x3) =
1
2

R(n)(x2) +R(n)(x3)

(4.91)
schreiben. Folglich ergeben sich fu¨r ungerades n die (x2; x3){Koordinaten von Minima
der Funktion ~R(n) einfach dadurch, da die Funktion R(n) sowohl bei der x2{Koordinate
als auch bei der x3{Koordinate ein Minimum hat. Sei m := (n−1)=2. Nach Gleichung
(3.70) hat die Funktion R(n)(x2) ein Minimum, falls
x2 2 Qn :=
8<:12
0@1 + mX
j=1
ij
4j
1A  ij 2 f−1;+1g; j = 1; 2; : : :m
9=; : (4.92)
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Dann hat die Funktion ~R(n)(x2; x3) ein Minimum, falls
(x2; x3) 2 Qn Qn : (4.93)
Nach den Gleichungen (4.91) und (3.69) gilt
R(n)(x2; x3) = − 2
(n−1)=2X
k=0
1
4k
; falls (x2; x3) 2 Qn Qn : (4.94)
Da die Funktionen R(n) gleichma¨ig zur (fraktalen) Randfunktion der Menge 1E
konvergieren, ergibt sich fu¨r diese Menge als Ho¨he
h (1E ) := sup fjx1j j x 2 1E g = limn!1

2
(n−1)=2X
k=0
1
4k
=
2
3
 : (4.95)
Diese Ho¨he wird an den unendlich vielen (x2; x3){Werten erreicht, die in der Menge
limn!1 Qn Qn liegen.
4.6.5 Bestimmung von c
Es gibt eine Beziehung fu¨r die Lage der Urbildmengen E(k) und B(k) zueinander, die
analog zu der Beziehung zwischen den Mengen F (k) und G(k) in Gleichung (4.41) ist.
Man betrachte fu¨r  < 0 zwei Urbilder des gleichen Punktes: ein Urbild soll in E(k), das
andere in B(k) liegen. Der Abstand des Urbildes in B(k) von der (x1 = −1){Seite von
I−++ ist um  −=2 gro¨er als der Abstand des Urbilds in E(k) von der (x1 = 0){Seite.
Wenn ich die Ho¨he der Menge 1B durch
h (1B ) := sup f1 + x1 j x 2 1B g (4.96)
deniere, gilt demnach
h (1B )  h (1E )−

2
: (4.97)
Die (x2; x3){Koordinaten, bei denen 1B diese Ho¨he erreicht, benden sich ebenfalls in
der Menge limn!1 Qn Qn.
Fu¨r kleiner werdendes  wa¨chst die Ho¨he der Menge 1B , so da fu¨r  = c die
Teilmengenrelation (4.85) gerade noch gilt. Man kann zeigen { analog zur Rechnung
im Anhang F {, da p ein Punkt ist, an dem die Menge 1B maximale Ho¨he erreicht.
9
Dementsprechend gibt es beim kritischen Wert c einen Punkt p 2 1B \gTF , so da
h (1B ) = hgTF (p2; p3) = +

2
(p2 + p3) ;  = c ; (4.98)
wobei die Funktion h
gTF
aus Gleichung (4.82) die Ho¨he der Fehlvolumenmenge gTF
beschreibt. Es gilt
(p2; p3) 2 lim
n!1 Qn Qn : (4.99)
9Dabei benutzt man die einfache additive Form der Randfunktion ~R(n) (siehe Gleichung (4.91)),
so da sich die zu zeigende Ungleichung fu¨r die Randfunktionen ~R(n) auf die in Anhang F bewiesene
Ungleichung (F.6) fu¨r die Funktionen R(n) zuru¨ckspielen la¨t.
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Da die Funktion h
gTF
nach Gleichung (4.98) einen Term  (p2 +p3) > 0 entha¨lt, erreicht
fu¨r kleiner werdendes  das Maximum von 1B , fu¨r das p2 + p3 minimal ist, zuerst den
durch die Funktion h
gTF
beschriebenen Rand der Menge gTF . Unter Benutzung der
Gleichungen (4.99) und (4.92) folgt daraus
(p2; p3) =

1
3
;
1
3

: (4.100)
Wenn ich diese Werte in Gleichung (4.98) einsetze und die Gleichungen (4.97) und
(4.95) verwende, ergibt sich
2 
3
− c
2
 4 
3
: (4.101)
Daraus erhalte ich das kritische  in fu¨hrender Ordnung Sto¨rungstheorie:
c  −43  (4.102)
4.6.6 U¨berpru¨fung der U¨bergangskriterien
Es mu noch u¨berpru¨ft werden, ob fu¨r  < c  −4 =3 der U¨bergang I−++ ! I+++
mo¨glich wird. Fu¨r einen U¨bergang mu¨ssen die beiden U¨bergangskriterien aus Unter-
abschnitt 3.4.3 erfu¨llt sein.
Nach dem ersten Kriterium mu¨ssen die Urbildmengen T−k; (OV−++;+++) fu¨r hin-
reichend groe k das Innere von I−++ schneiden. Fu¨r  < c gilt
~R(k0) := 1B n FV−++ 6= ; : (4.103)
k0 ist hierbei die kleinste natu¨rliche Zahl, fu¨r die eine Menge B(k) sich teilweise auer-
halb des Fehlvolumens bendet. Fu¨r  knapp unterhalb von c liegen die Punkte von
~R(k0) in der Na¨he von 
−1; 1
3
;
1
3

: (4.104)
Die Punkte der Menge T−1; ( ~R(k0)) sind demnach bei
−1
2
;
1
6
;
1
6

oder

−1
2
;
5
6
;
5
6

lokalisiert. Der "Sprung in das Innere" von I−++ ndet demnach beim U¨bergang von
der k0{ten zur (k0 + 1){ten Urbildgeneration statt. Das erste U¨bergangskriterium ist
fu¨r  < c erfu¨llt.
Damit auch das zweite U¨bergangskriterium erfu¨llt ist, sollte eine U¨bergangsmenge
W−++;+++  EO−++;+++ existieren, deren Punkte bei wiederholter Iteration mit der
Abbildung T; das Innere von I+++ erreichen. Da nur die Urbildmengenkomponenten
T−1; (OV−++;+++) \ S mit γ1 = −1 auerhalb des Fehlvolumens liegen, gilt nach der
Denition (3.27)
EO−++;+++  P(−1;1;1) \ I+++ :
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Diese Schnittmenge ist in Abbildung 4.9 zu sehen. Die x1{Koordinate sollte bei wie-
derholter Iteration mit T; fu¨r viele Punkte x 2 EO−++;+++ auf Werte der Gro¨en-
ordnung +1 anwachsen. Die Iteration der x1{Koordinate wird durch
x01 = (1− ) f(x1) +

2
(f(x2) + f(x3)) (4.105)
beschrieben. Da (x2; x3) 2 [0; 1]  [0; 1], falls x 2 EO−++;+++, ist fu¨r die allermei-
sten dieser x der Kopplungsterm in der letzten Gleichung positiv. Der erste Term in
Gleichung (4.105), (1 − ) f(x1)  2 x1, bewirkt ebenfalls eine Vergro¨erung der x1{
Koordinate. Demnach erreicht ein groer Teil der Punkte aus EO−++;+++ das Innere
von I+++, ohne vorher in anderen Kuben gewesen zu sein.
Fu¨r  < c sind demnach beide U¨bergangskriterien erfu¨llt, so da der U¨bergang
I−++ ! I+++ in diesem Parameterbereich stattndet.
4.7 Zusammenfassung und Bifurkationsdiagramm
4.7.1 Zusammenfassung der U¨berga¨nge
Ich fasse die sto¨rungstheoretisch dominierenden U¨berga¨nge I

! I

, die in diesem
Kapitel untersucht wurden, zusammen. In Unterabschnitt 4.3.2 wurde der U¨bergang
I+++ ! I−++. untersucht, in den Abschnitten 4.5 und 4.6 der U¨bergang I−++ ! I−−+
bzw. I−++ ! I+++. Bei jedem dieser U¨berga¨nge unterscheiden sich Zielkubus I und
Ausgangskubus I

nur in einer Indexkomponente, dem U¨bergangsindex i 6= i. Ich
kann alle sto¨rungstheoretisch dominanten U¨berga¨nge I

! I

in drei Typen einteilen:
Typ (a): Der U¨bergangsindex ist das gleiche Vorzeichen wie die beiden Nachbarindi-
zes (der Indexvektor  ist "rein"). Ein Beispiel fu¨r diesen U¨bergangstyp ist der
in Unterabschnitt 4.3.2 untersuchte U¨bergang I+++ ! I−++. Dabei ergab sich,
da U¨bergangstyp (a) mo¨glich wird, sobald  < 0.
Typ (b): Die beiden Nachbarindizes des U¨bergangsindex sind voneinander verschie-
dene Vorzeichen. Daraus folgt, da bei diesem U¨bergangstyp  und  gemischte
Indexvektoren sind. Ein Beispiel ist der in Abschnitt 4.5 untersuchte U¨bergang
I−++ ! I−−+. Der kritische {Wert ist −2 =3.
Typ (c): Die beiden Nachbarindizes des U¨bergangsindex sind untereinander gleich,
aber verschieden vom U¨bergangsindex. Folglich ist  ein gemischter Indexvektor
und  ein reiner. Der in Abschnitt 4.6 studierte U¨bergang I−++ ! I+++ geho¨rt
zu diesem Typ. Das kritische  ist −4 =3.
Der U¨bergang vom Typ (b) hat kein Pendant im Fall des CMLs mit N = 2. Man sieht,
da um so mehr U¨berga¨nge mo¨glich sind, je kleiner = ist.
Die Methode zur Bestimmung der kritischen {Werten war fu¨r die verschiedenen
betrachteten U¨berga¨nge dieselbe. Bei einem U¨bergang I

! I

mit U¨bergangsindex
i wird die Vereinigung aller Urbildmengen der U¨berlappmenge OV; betrachtet, die
sich in der Na¨he der jxij = 1{Seitenfla¨che von I benden. Im Anschlu an die-
se Seitenfla¨che liegt auch eine Teilmenge des Fehlvolumens FV

. Fu¨r   c ist die
betrachtete Vereinigung der Urbildmengen in dieser Fehlvolumenteilmenge enthalten.
Sobald  < c, gilt diese Teilmengenrelation nicht mehr und die Urbilder der U¨berlapp-
menge OV
;liegen auch im Innern von I ("Sprung in die Mitte"). Erst dann wird
der U¨bergang I

! I

mo¨glich.
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Die Gro¨e von c fu¨r einen U¨bergang ha¨ngt zum einen von der Dicke des Fehlvo-
lumens in der Na¨he der jxij = 1{Seitenfla¨che ab. Dieser Teil des Fehlvolumens ha¨ngt
nur von  ab. Zum anderen wird c durch die Ho¨he der Vereinigung der Urbildmengen
bestimmt, die von  u¨ber den Summanden −=2 abha¨ngt. Aus diesen beiden Abha¨ngig-
keiten erkla¨rt sich, da die kritischen {Werte der U¨berga¨nge linear von  abha¨ngen:
c () = c 
Fu¨r die verschiedenen U¨bergangstypen ergeben sich unterschiedliche Konstanten c.
4.7.2 Die Parameterbereiche
Aus diesen drei U¨bergangstypen ergeben sich vier Parameterbereiche, in denen das
CML ein qualitativ verschiedenes ergodisches Verhalten zeigt. Die Grenzen zwischen
zwei Parameterbereichen werden durch die kritischen {Werte bestimmt, bei denen
einer der drei U¨bergangstypen mo¨glich wird.
Wie schon mehrfach gesagt, sind die Attraktoren des CML T; endliche Vereini-
gungen von Kuben, wenn ich von Dierenzmengen mit Volumen O(; ) absehe. Diese
Na¨herung wird im folgenden nicht immer wieder erwa¨hnt, so da ich z. B. einen Kubus
als Attraktor bezeichne. Ich erla¨utere die einzelnen Parameterbereiche:
1. Parameterbereich:   0
Es gibt keine U¨berga¨nge zwischen Kuben. Deswegen ist jeder Kubus I

ein Attraktor.
In diesem Parameterbereich hat das CML acht koexistierende Attraktoren.
2. Parameterbereich: −2 =3   < 0
Der U¨bergangstyp (a) ist mo¨glich. Aus den sechs I

mit gemischtem Indexvektor fu¨hrt
kein U¨bergang heraus, so da in diesen Kuben weiterhin jeweils ein Attraktor besteht.
Dagegen erreichen die Trajektorien von (fast) allen Startpunkten aus I+++ und I−−−
schlielich durch einen U¨bergang vom Typ (a) einen dieser sechs Attraktoren. Die
Attraktoren in den beiden Diagonalkuben haben sich aufgelo¨st.
Es gibt in diesem Parameterbereich sechs koexistierende Attraktoren.
3. Parameterbereich: −4 =3   < −2 =3
U¨berga¨nge vom Typ (a) und vom Typ (b) sind mo¨glich. Durch die 12 mo¨glichen
U¨berga¨nge I

! I

, wobei  und  gemischte Indexvektoren sind, schlieen sich
die sechs Kuben mit gemischtem Indexvektor zu einem Attraktor zusammen. Dieser
umfat diese sechs Kuben und ist topologisch a¨quivalent zu einem Ring im dreidimen-
sionalen Raum.
Punkte aus I+++ und I−−− liegen im Anziehungsbassin dieses Attraktors. Im
vorliegenden Parameterbereich existiert nur noch ein Attraktor fu¨r das CML.
4. Parameterbereich:  < −4 =3
Alle drei U¨bergangstypen sind mo¨glich. Es gibt nur noch eine Attraktor, der { wie im
Fall N = 2 { alle Kuben umfat. Der Attraktor des 3. Parameterbereichs vergro¨ert
sich sprunghaft um die Kuben I+++ und I−−−, sobald  < −4 =3.
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13
4
2
δ = 0
δ
ε
ε = − 3 δ / 4
ε = − 3 δ / 2
Abbildung 4.12: Das Bifurkationsdiagramm fu¨r die Abbildung T; im Fall N = 3.
Man sieht die vier Parameterbereiche zwischen den Bifurkationslinien. Die vertikale
gestrichelte Linie dient nur zur Veranschaulichung fu¨r eine Argumentation in Abschnitt
5.5.
Bifurkationsdiagramm
In Abbildung 4.12 ist abschlieend das Bifurkationsdiagramm (Phasendiagramm) des
CMLs fu¨r N = 3 zu sehen. Zwischen den Bifurkationslinien des Diagramms sind die
vier Parameterbereiche eingeschlossen.
Kapitel 5
Das CML T; fu¨r N > 3
Der Leser ko¨nnte befu¨rchten, da das CML T; nach den Fa¨llen N = 2 und N = 3
nun der Reihe nach detailliert fu¨r N = 4, N = 5, N = 6 u. s. w. untersucht wird.
Diese Befu¨rchtung ist unbegru¨ndet, da ich in diesem Kapitel zeige, wie die Dynamik
eines CMLs allgemein fu¨r N > 3 behandelt werden kann. Denn es kommt bei einem
U¨bergang I

! I

nur auf drei aufeinderfolgende Indexkomponenten i−1, i und i+1
an. Das CML bei N = 3 entha¨lt deshalb schon alle sto¨rungstheoretisch dominanten
U¨bergangstypen. Auch die kritischen {Werte, bei denen diese U¨berga¨nge mo¨glich
werden, sind von N unabha¨ngig. Im Abschnitt 5.2 werde ich diese Unabha¨ngigkeit der
U¨berga¨nge von N fu¨r N  3, die letztlich fu¨r die sto¨rungstheoretische Lo¨sbarkeit des
CMLs T; fu¨r beliebiges N sorgt, ausfu¨hrlich begru¨nden. An dieser Stelle fu¨hre ich
nur die beiden folgenden Tatsachen als plausible Erkla¨rung an:
 Lokale Kopplung: Die Abbildung T; koppelt gema¨ Gleichung (2.6) in jedem
Iterationsschritt die drei Gitterplatzkoordinaten xi−1; xi; xi+1 zum Bildwert x0i
zusammen.
 Im sto¨rungstheoretischen Bereich (;   1) gilt auch fu¨r endlich viele Iterati-
onsschritte die Dominanz der Kopplung an die beiden na¨chsten Nachbarn. Denn
Wechselwirkungen des i{ten Gitterplatzes mit Gitterpla¨tzen, die weiter als einen
Platz entfernt sind, haben einen Vorfaktor, der ho¨chstens die Gro¨enordnung 2
besitzt.
In diesem Kapitel kann ich die Untersuchungen des CMLs T; , was die Nichtlineare
Dynamik bzw. die Theorie dynamischer Systeme betrit, abschlieen.
Ich starte in Abschnitt 5.1 wieder mit Eigenschaften der N{dimensionalen Par-
allelepipede P

, die im weiteren Verlauf des Kapitels noch gebraucht werden. Nach
der Ru¨ckfu¨hrung auf das CML bei N = 3 in Abschnitt 5.2 kann ich N{dimensionale
U¨berga¨nge in Abschnitt 5.3 klassizieren, wenn ich mich auf die in fu¨hrende Ord-
nung beschra¨nke. Es ergeben sich wieder die U¨berga¨nge vom Typ (a), (b) und (c)
aus Abschnitt 4.7. In Abschnitt 5.4 wird dann das ergodische Verhalten des CMLs in
den verschiedenen Parameterbereichen erla¨utert, die sich in Zahl und Gro¨e der ko-
existierenden Attraktoren deutlich voneinander unterscheiden. Schlielich werden in
Abschnitt 5.5 die kontraintuitiven Auswirkungen angesprochen, die sich fu¨r das CML
T; aus einer Erho¨hung der Kopplung  ergeben.
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5.1 Eigenschaften der Parallelepipede Pγ
Wie in den beiden Kapiteln zu N = 2 und N = 3 beginne ich mit allgemeinen Eigen-
schaften der N{dimensionalen Parallelepipede. Diese sind durch
P

= T; (S)
gegeben, wobei die Teilkuben S

 I

in Gleichung 2.7 deniert wurden.
Die N{dimensionalen Parallelepipede P

haben 2N Seitenfla¨chen. Auf jeweils zwei
Seiten steht der Vektor ei senkrecht. Analog zur Denition (4.2) fu¨r N = 3 deniere
ich fu¨r allgemeines N :
K>(γ; i) := fT;(x) j x 2 S; xi = x>(γi)g ;
K<(γ; i) := fT;(x) j x 2 S; xi = x<(γi)g (5.1)
Ich beno¨tige spa¨ter die folgenden Eigenschaften der Parallelepipede:
1. Wenn ich durch die Seitenfla¨chen K<(γ; i) und K<(~γ; i) jeweils eine (N − 1){
dimensionale Hyperfla¨che lege, so sind diese Hyperfla¨chen zueinander parallel fu¨r
zwei beliebige γ; ~γ. Natu¨rlich gilt dies auch wieder fu¨r die Seitenfla¨chen K>(γ; i)
und K>(~γ; i).
Begru¨ndung: der Beweis fu¨r den Fall N = 3 auf Seite 57 kann leicht auf ein
allgemeines N u¨bertragen werden.
2. Die Parallelepipede P

sind im sto¨rungstheoretischen Bereich leicht deformierte
Kuben I

, wobei S

 I

. Denn jeder Eckpunkt von P

hat eine Distanz der
Gro¨e O(; ) zum na¨chstgelegenen Eckpunkt von I

. Dies la¨t sich leicht aus
der Struktur der Abbildung T; zeigen, da fu¨r  =  = 0 gilt P = I.
3. Betrachte S

; S~  I. Ich lege durch die Seiten K>(γ; i) und K>(~γ; i) der zu-
geho¨rigen Parallelogramme jeweils eine (N −1){dimensionale Hyperfla¨che. Dann
sind diese beiden Hyperfla¨chen identisch.
Begru¨ndung: Auch hier geht der Beweis ganz analog zum Fall N = 3 (siehe Punkt
4 von Unterabschnitt 4.2.2); denn der Punkt
T;
 
NX
k=1
x>(γk)  ek
!
geho¨rt zu beiden Hyperfla¨chen. Auerdem sind die beiden Hyperfla¨chen nach
Punkt 1 parallel.
5.2 Ru¨ckfu¨hrung der U¨berga¨nge auf N = 3
In diesem Abschnitt begru¨nde ich, warum sich die U¨berga¨nge I

! I

fu¨r das N{
dimensionale CML mit dem Wissen u¨ber das CML fu¨r N = 3 klassizieren lassen.
Die sto¨rungstheoretisch dominanten U¨berga¨nge I

! I

des N{dimensionalen
CML sind solche, bei denen I

und I

eine gemeinsame (N − 1){dimensionale Seiten-
fla¨che haben. Denn fu¨r die I

mit gemeinsamer Seitenfla¨che ko¨nnen die Schnittmengen
P

\ I

; (S

 I

) um eine Gro¨enordnung 1= bzw. 1= gro¨er werden als fu¨r die
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D
I
Prisma  P :
Abbildung 5.1: Das dreidimensionale Prisma P ist eine Produktmenge von einem Drei-
eck D und einem Intervall I .
anderen I

. Die Indexvektoren  und  unterscheiden sich bei einer gemeinsamen
Seitenfla¨che nur in einer Komponente :
i 6= i ; j = j 8j 6= i :
Im folgenden zeige ich, da in fu¨hrender Ordnung Sto¨rungstheorie fu¨r den U¨bergang
I

! I

der U¨bergangsindex i und seine beiden Nachbarindizes wichtig sind. Der
U¨bergang I

! I

mit i 6= i verha¨lt sich demzufolge wie der U¨bergang
Ii−1 i i+1 ! Ii−1 i i+1
des dreidimensionalen CMLs. Dies gilt fu¨r seinen kritischen {Wert und { wie erst
im na¨chsten Kapitel gezeigt wird { auch fu¨r seine Sta¨rke bei gegebenen Parametern
; . Zur Begru¨ndung betrachte ich fu¨r ein allgemeines N nacheinander die Schnitt-
mengen P

\ I

, das Fehlvolumen und die Urbilder der U¨berlappmengen. Ich zeige
jedesmal, da diese N{dimensionale Menge na¨herungsweise ein direktes Produkt einer
dreidimensionalen Menge mit einem (N −3){dimensionalen Kubus ist. Diese Produkt-
struktur veranschauliche ich in Abbildung 5.1, in der ein dreidimensionales Prisma P
dargestellt ist. Dieses la¨t sich als Produkt eines zweidimensionalen Dreiecks D und
eines Intervalls I auassen:
P = D  I
Die dreidimensionale Menge P ist eine (unendliche) Vereinigung von gegeneinander
verschobenen Dreiecken.
5.2.1 Die Schnittmengen P

\ I

In diesem Unterabschnitt zeige ich, da in fu¨hrender Ordnung Sto¨rungstheorie gilt:
P

\ I

 (Pγi−1 γi γi+1 \ Ii−1 i i+1  I1 2:::i−2i+2:::N (5.2)
Hierbei ist I1 2:::i−2 i+2:::N der (N − 3){dimensionale Kubus, der sich aus I durch
Projektion auf den (N − 3){dimensionalen, zu spanf ei−1; ei; ei+1 g Unterraum ergibt.
Gleichung (5.2) ist so zu verstehen, da fu¨r einen N{dimensionalen Vektor x 2 P

\ I

gilt:
(xi−1; xi; xi+1) 2 Pγi−1 γi γi+1 \ Ii−1 i i+1 ;
(x1; : : :xi−2; xi+2 : : :xN ) 2 I1 2:::i−2 i+2:::N
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Begru¨ndung von Gleichung (5.2): Wenn ich das Parallelogramm P

als Bildmenge
von S

unter der Abbildung T; parametrisiere, la¨t sich die Schnittmenge folgender-
maen schreiben:
P

\ I

= fT;(x) \ I j x 2 S g =
n
T;(x)
 x 2 S

^
NY
j=1


j [T;(x)]j

6= 0
o
(5.3)
Hierbei ist (x) die Heaviside{Funktion. Das Produkt der N Heaviside{Funktionen in
Gleichung (5.3) sorgt dafu¨r, da die Punkte in I

liegen:
y 2 I

()
NY
j=1
 (j yj) = 1
Da die P

leicht deformierte Kuben I

sind (Punkt 2 von Abschnitt 5.1) und j = j ,
falls j 6= i, gilt fu¨r die meisten xj 2 J(γj)
j [ (1− ) f(xj) + =2 (f(xj−1) + f(xj+1))] > 0 ; (5.4)
Pra¨ziser: diese Ungleichung gilt ho¨chstens auf zwei Randintervallen von J(γj) nicht,
die unabha¨ngig von xj−1 und xj+1 gewa¨hlt werden ko¨nnen und eine La¨nge O(; )
besitzen. Demzufolge gilt na¨herungsweise
P

\ I

 T;(x)  x 2 S ^  (i [T;(x)]i 6= 0} : (5.5)
Die Dierenz dieses approximativen zum exakten Ausdruck fu¨r P

\I

ist in fu¨hrender
Ordnung Sto¨rungstheorie vernachla¨ssigbar. Die verbleibende {Funktion in Gleichung
(5.5) ist nur abha¨ngig von den Koordinaten xi−1, xi und xi+1. Daraus folgt Gleichung
(5.2).
Aus Gleichung (5.2) ergibt sich bei der Untersuchung eines U¨bergangs I

! I

mit
U¨bergangsindex i eine groe Vereinfachung: denn nach dieser Gleichung gibt es unter
den 2N Schnittmengen P

\ I

ho¨chstens acht verschiedene Gro¨en, die den Kombina-
tionen von γi−1, γi und γi+1 entsprechen. Bei den Rechnungen im letzten Kapitel zu
den U¨berga¨ngen des CMLs fu¨r N = 3 zeigte sich fu¨r Sγi−1 γi γi+1 , S~γi−1 ~γi ~γi+1  I:
Pγi−1 γi γi+1 \ Ii−1 i i+1  P~γi−1 ~γi ~γi+1 \ Ii−1 i i+1 ; falls γi = ~γi :
Somit gibt es na¨herungsweise nur zwei verschiedene Schnittmengen P

\ I

, na¨mlich
die mit jγij = 1 bzw. jγij = 2.
Wenn ich in Gleichung (5.3) die Funktion T; durch die vereinfachte Funktion
eT;(i) : x0i = (1− ) f(xi) + 2 (f(xi−1) + f(xi+1) ) ;
x0j = f(xj) ; 8j 6= i
(5.6)
ersetze, ergibt sich das Ergebnis in Gleichung (5.2) sofort. Die obige Rechnung zeigt
somit, da ich na¨herungsweise die Abbildung eT;(i) bei der Berechnung der Schnitt-
mengen P

\I

verwenden kann, wenn ich einen U¨bergang I

! I

mit U¨bergangsindex
i betrachte.
Da die U¨berlappmenge OV
; nach Gleichung (3.5) eine Vereinigung von Schnitt-
mengen ist, la¨t sich auch diese Menge als Produkt schreiben:
OV
 ;  OVi−1 i i+1;i−1 i i+1  I12:::i−2 i+2:::N (5.7)
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5.2.2 Urbilder der U¨berlappmenge
Ich untersuche als na¨chstes die zur U¨berlappmenge OV
; geho¨renden Urbildmengen
T−k; (OV;), wobei ich wieder einen U¨bergang I ! I mit i 6= i betrachte.
Da T; eine schwach gesto¨rte Zeltabbildung ist, haben die Urbildmengen der U¨ber-
lappmenge { wie diese Menge selbst { in ei{Richtung eine Ausdehnung, die um einen
Faktor der Gro¨e O(; ) kleiner ist als die Ausdehnungen in den (N − 1) u¨brigen
Richtungen ej ; (j 6= i). Deswegen kann ich na¨herungsweise bei der Berechnung der
Urbildmengen T−k; (OV;) die vereinfachte Abbildung eT;(i) aus Gleichung (5.6) ver-
wenden.1 In der Abbildung eT;(i) werden die xj mit j 6= i nur noch u¨ber die de-
formierte Zeltabbildung f iteriert. Damit ergibt sich auch fu¨r die Urbildmengen die
folgende Produktstruktur:
T−k; (OV;)  T−k;
(
OVi−1 i i+1;i−1 i i+1
  I1 2:::i−2 i+2:::N ; k  1
(5.8)
Auf der rechten Seite steht wieder das Produkt einer dreidimensionalen Urbildmenge,
in der sich die (xi−1; xi; xi+1){Koordinaten benden, mit einem (N−3){dimensionalen
Wu¨rfel, in dem die restlichen Koordinaten liegen. Je kleiner  und  sind, desto ho¨her
ist die Generation k der Urbildmengen, bis zu der Gleichung (5.8) gu¨ltig ist.
5.2.3 Das Fehlvolumen FV

Bei der Analyse des CML fu¨r N = 2 und N = 3 haben wir gesehen, da bei der
Berechnung des kritischen {Wertes fu¨r einen U¨bergang das Fehlvolumen in I

eine
wichtige Rolle spielt. Deshalb untersuche ich nun die Menge FV

fu¨r allgemeines N .
Bei einem U¨bergang I

! I

mit U¨bergangsindex i haben die Punkte der U¨ber-
lappmenge OV
; eine xi{Koordinate der Gro¨enordnung O(; ). Deswegen liegen
Teile der Urbildmengen T−k; (OV;) in der Na¨he der Seitenfla¨che von I mit jxij = 1.
Im Anschlu an diese Seitenfla¨che liegt auch eine Teilmenge des Fehlvolumens FV

(siehe beispielsweise im letzten Kapitel die Mengen TF und gTF in Gleichung (4.33)
bzw. (4.81)).
Die Teilmenge des Fehlvolumens mit jxij  1 umfat die Punkte aus I, die jenseits
der durch die Parallelogrammseiten K>(γ; i) gelegten Hyperebene liegen. In Punkt
3 von Abschnitt 5.1 wurde gezeigt, da durch die Seiten K>(γ; i) eine gemeinsame
Hyperebene gelegt werden kann. Die (N−1){dimensionale Hyperebene kann durch die
Gleichung
xi = L
(i)
> (xj; (j 6= i)) (5.9)
beschrieben werden, wobei die Funktion L(i)> von den (N − 1) Variablen xj mit j 6= i
linear abha¨ngt. Die gesuchte Teilmenge von FV

ist dann
TF

(i) :=
n
x 2 I

 jxij  L(i)> (xj ; (j 6= i))o  FV : (5.10)
Um auch in der N{dimensionalen Menge TF

(i) eine Produktstruktur analog zu
der fu¨r die U¨berlappmenge und ihre Urbildmenge zu erhalten, berechne ich die Funktion
L
(i)
> . Fu¨r jeden Kubus I gibt es einen Teilquader S~ mit j~γkj = 1; k = 1; 2 : : :N .
1Analoge Na¨herungen zur Abbildung wurden beispielsweise fu¨r verschiedene U¨berga¨nge im Fall
N = 3 in den Gleichungen (4.23), (4.32) und (4.44) vorgenommen.
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Die durch die Funktion L(i)> beschriebene Hyperfla¨che entha¨lt die Parallelepipedseite
K>(~γ; i). Die x 2 K>(~γ; i) lassen sich durch
x = A (~γ)  y mit yi = x>(~γi) ; yj 2 J(~γj) (j 6= i) (5.11)
parametrisieren. Dabei gilt: x>(~γi) = +a fu¨r i = + und x>(~γi) = −a fu¨r i = −.
Die N N{Matrix A (~γ) ist hierbei (vgl. die Matrix A(γ) fu¨r N = 3 in Gleichung
(4.5)):
A(~γ) =
1
a
0BBBBBBB@
(1− ) =2    =2
=2 (1− )    0
0 =2    0
...
...
. . .
...
0 0    =2
=2 0    (1− )
1CCCCCCCA
(5.12)
Folglich gilt
xi = (1− ) x>(~γi)
a
+

2 a
(yi−1 + yi+1) : (5.13)
Um aus dieser Gleichung die Funktion L(i)> zu erhalten, mu ich yi−1 und yi+1 durch
den Vektor x 2 K>(~γ; i) ausdru¨cken. Aus Gleichung (5.11) folgt
y = A−1 (~γ)  x ; x 2 K>(~γ; i) : (5.14)
Zur Bestimmung der inversen Matrix A−1 (~γ) schreibe ich die Matrix A (~γ) aus Glei-
chung (5.12) sto¨rungstheoretisch als
A (~γ) =
1
a
Id+ O() :
Hierbei ist Id die N{dimensionale Einheitsmatrix. Aus der letzten Gleichung folgt fu¨r
die Inverse A−1 (~γ):
A−1 (~γ) = a Id+O() (5.15)
Aus Gleichung (5.14) erhalte ich dann
yi−1 = a xi−1 + O() ; yi+1 = a xi+1 + O() :
Wenn man dies in Gleichung (5.13) einsetzt, ergibt sich schlielich
xi = (1− ) x>(~γi)
a
+

2
(xi−1 + xi+1) +O(2) : (5.16)
Wenn in dieser Gleichung fu¨r die Koordinaten xj (j 6= i) ganz R als Denitionsbereich
zugelassen wird, erhalte ich die Gleichung fu¨r die Hyperebene durch die Seite K>(~γ; i).
Somit ergibt sich der folgende sto¨rungstheoretische Ausdruck fu¨r die Funktion L(i)> :
L
(i)
> (xj ; (j 6= i)) = i (1− ) +

2
(xi−1 + xi+1) + O(2) : (5.17)
Ich vernachla¨ssige die Korrekturen der Gro¨e O(2) und deniere die gena¨herte Funk-
tion
~L(i)> (xi−1; xi+1) := i (1− ) +

2
(xi−1 + xi+1) ; (5.18)
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die nur noch von xi−1 und xi+1 abha¨ngt.
Wenn in Gleichung (5.10) statt der Funktion L(i)> die approximative Funktion ~L
(i)
>
verwendet wird, ergibt sich auch fu¨r die Menge TF

(i) die gesuchte Produktstruktur
TF

(i) 
n
(xi−1; xi; xi+1) 2 Ii−1 i i+1
 jxij  ~L(i)> (xi−1; xi+1)o
 I1 2:::i−2 i+2:::N : (5.19)
Die erste Menge des Produkts ist eine dreidimensionale Menge, die aus (xi−1; xi; xi+1){
Tripeln besteht.
5.2.4 Die eektive U¨berlappmenge EO
; und ihre Teilmenge W;
Nach Gleichung (3.28) ergibt sich die eektive U¨berlappmenge EO
; aus der U¨ber-
lappmenge OV
;, indem man die Punkte aus OV; wegla¨t, die nur Urbilder im
Fehlvolumen FV

haben. Da ich fu¨r die U¨berlappmenge und das Fehlvolumen schon
eine Produktstruktur nachgewiesen habe (siehe Gleichung (5.7) bzw. (5.19) ), gilt auch
fu¨r die eektive U¨berlappmenge
EO
;  EOi−1i i+1;i−1 i i+1  I1 2:::i−2 i+2:::N (5.20)
Die U¨bergangsmenge W
;  EO; besteht aus den Punkten von y 2 EO; , die
in endlich vielen Schritten das Innere von I

erreichen. Dafu¨r mu hauptsa¨chlich die
xi{Koordinate anwachsen; denn diese ist fu¨r alle Punkte aus der Menge EO; von
der Gro¨e O(; ). Bei endlich vielen Iterationen mit der Abbildung T; sind fu¨r die
xi{Koordinate der Iterierten na¨herungsweise nur die drei Komponenten (yi−1; yi; yi+1)
des Startpunkts y 2 EO
; relevant; denn die Werte der anderen (N−3) Komponenten
liefern nur Beitra¨ge der Gro¨e O(2; 2;  ). Demnach gilt auch fu¨r die U¨bergangsmen-
ge
W
;  Wi−1 i i+1;i−1 i i+1  I1 2:::i−2 i+2:::N : (5.21)
5.3 N{dimensionale U¨berga¨nge
Bei der Analyse eines U¨bergangs I

! I

mit U¨bergangsindex i ergibt sich dieselbe
Struktur fu¨r die Mengen OV
;, ihre Urbildmengen T−k; (OV;) und die Fehlvolu-
menmenge TF

(i) (siehe die Gleichungen (5.7), (5.8) und (5.19)): diese Mengen sind
ein direktes Produkt eines (N − 3){dimensionalen Kubus mit einer dreidimensionalen
Menge, die schon beim U¨bergang
Ii−1 i i+1 ! Ii−1 i i+1
des CMLs fu¨r N = 3 auftritt.
Bei der Bestimmung des kritischen {Wertes c fu¨r einen U¨bergang mit U¨bergangs-
index i mu¨ssen { wie wir in den letzten beiden Kapiteln gesehen haben { die Urbild-
mengen von OV
; untersucht werden, die sich in der Na¨he der jxij = 1{Seitenfla¨chen
von I

benden. Denn ob der U¨bergang bei gegebenen Parametern mo¨glich ist, ha¨ngt
vor allem davon ab, ob dieser Teil der Urbildmengen in der Fehlvolumenmenge TF

(i)
enthalten ist. Bei der U¨berpru¨fung dieser Teilmengenrelation spielen nur die dreidi-
mensionalen Faktoren der Mengen T−k; (OV;) und TF(i) eine Rolle, in denen die
xi−1{, xi{ und xi+1{Koordinaten von Punkten dieser Mengen liegen. Dagegen sind
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die (N − 3) Indizes j mit j =2 fi − 1; i; i+ 1g fu¨r den U¨bergang unwichtig, da der
Wu¨rfel I1 2:::i−2; i+2:::N fu¨r alle Mengen der gleiche ist. Durch diesen Wu¨rfel kann
sozusagen "geku¨rzt" werden.
Da die dreidimensionalen Faktoren aller fu¨r den U¨bergang relevantenN{dimensionalen
Mengen zu den Mengen des U¨bergangs Ii−1 i i+1 ! Ii−1 i i+1 korrespondieren, gilt:
Der kritische Wert c fu¨r den U¨bergang I ! I des N{dimensionalen CMLs mit
U¨bergangsindex i ist in fu¨hrender Ordnung Sto¨rungstheorie der gleiche wie fu¨r den
U¨bergang Ii−1 i i+1 ! Ii−1 i i+1 des dreidimensionalen CMLs.
Im letzten Kapitel wurden fu¨r das CML mit N = 3 die jeweiligen kritischen Werte c()
fu¨r die drei U¨bergangstypen (a), (b) und (c) bestimmt.
Der N{dimensionale U¨bergang I

! I

ndet fu¨r  < c statt, da { wie ich
nun zeigen werde { auch das zweite U¨bergangskriterium erfu¨llt ist. Dieses Kriterium
verlangt, da die U¨bergangsmenge W
;  EO; nicht leer ist. Da die Menge W;
nach Gleichung (5.21) ebenfalls eine Produktstruktur hat, la¨t sich die Frage nach dem
Ma von W
; auf N = 3 zuru¨ckspielen. Fu¨r N = 3 ergab sich im letzten Kapitel,
da fu¨r die U¨berga¨nge vom Typ (a), (b) und (c) die dreidimensionale U¨bergangsmenge
W
; ein endliches Ma besitzt, falls  kleiner als das c des entsprechenden U¨bergangs
ist.
Fu¨r die N{dimensionalen U¨berga¨nge ergibt sich demnach in Sto¨rungstheorie fol-
gendes Bild: bei einem U¨bergang I

! I

a¨ndert sich in fu¨hrender Ordnung Sto¨rungs-
theorie genau eine Indexkomponente. Ein U¨bergang I

! I

mit i 6= i ist bei
gegebenen Parametern mo¨glich, falls  kleiner als der kritische Wert c() des U¨ber-
gangs Ii−1 i i+1 ! Ii−1 i i+1 ist. Demnach sind bei einem U¨bergang I ! I
vom Indexvektor  nur der U¨bergangsindex i und seine beiden Nachbarindizes i−1
und i+1 wichtig. Folglich gibt es auch fu¨r allgemeines N nur die drei Typen von
U¨berga¨ngen I

! I

, die schon in Abschnitt 4.7.1 vorgestellt wurden:
Typ (a): Der U¨bergangsindex i ist das gleiche Vorzeichen wie die beiden Nachba-
rindizes i−1 und i+1. Der kritische {Wert fu¨r diesen U¨bergangstyp ist c = 0.
Typ (b): Die Nachbarindizes i−1 und i+1 des U¨bergangsindex i sind verschiedene
Vorzeichen. Fu¨r diese U¨berga¨nge ist der kritische Wert  −2 =3.
Typ (c): Der U¨bergangsindex i ist verschieden von beiden Nachbarindizes, fu¨r die
i−1 = i+1 gilt. Der kritische {Wert ist  −4 =3. Dieser U¨bergangstyp ist
invers zu U¨bergang (a), d. h. falls I

! I

vom Typ (a) ist, ist I

! I

vom
Typ (c).
Wenn man Korrekturen zur fu¨hrenden Ordnung Sto¨rungstheorie berechnete, was
sehr aufwendig wa¨re, erwarte ich die folgenden Eigenschaften der N{dimensionalen
U¨berga¨nge:
 Der kritische {Wert eines U¨bergangs I

! I

mit U¨bergangsindex i ha¨ngt
auch von den anderen Indexkomponenten j =2 fi−1; i; i+1 g ab. Es gibt
demnach eine Aufspaltung der c{Werte, die zu den drei U¨bergangstypen (a),
(b) und (c) geho¨ren. Dabei ist es wahrscheinlich, da die beiden u¨berna¨chsten
Nachbarn des U¨bergangsindex, die Indizes i−2 und i+2, einen gro¨eren Einflu
auf den c{Wert haben als die Indizes der von i weiter entfernten Gitterpla¨tze.
 Es werden auch U¨berga¨nge I

! I

mo¨glich, bei denen sich  in zwei oder mehr
Komponenten von I

unterscheidet.
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5.4 Die Attraktoren eines N{dimensionalen CMLs
Wie in Abschnitt 3.5 erla¨utert, kann ich { wie schon im FallN = 2 und N = 3 { aus den
U¨berga¨ngen auf die Attraktoren des N{dimensionalen CMLs schlieen. Die Attrakto-
ren sind Vereinigungen von Kuben, die unter den bei festen Parametern mo¨glichen
U¨berga¨ngen abgeschlossen sind. Da die Mo¨glichkeit eines U¨bergangs von den Parame-
tern  und  abha¨ngt, a¨ndern sich die Attraktoren in den verschiedenen Parameterberei-
chen. Dabei beru¨cksichtige ich nur die in Sto¨rungstheorie dominanten U¨berga¨nge vom
Typ (a), (b) und (c), die im letzten Abschnitt vorgestellt wurden. Fu¨r die berechneten
Attraktoren gilt demnach die Einschra¨nkung der sto¨rungstheoretischen Betrachtung,
wie es in Abschnitt 3.5 diskutiert wurde.
Die Grenzen der Parameterbereiche mit unterschiedlichem ergodischen Verhalten
werden dadurch bestimmt, da jeweils ein U¨bergangstyp hinzukommt. Da sich die
kritischen {Werte fu¨r die U¨berga¨nge im Vergleich zu N = 3 nicht a¨ndern, sind die
Parameterbereiche die vier Bereiche, die in Abschnitt 4.7 fu¨r das dreidimensionale CML
vorkamen und in Abbildung 4.12 zu sehen sind. Im folgenden identiziere ich wieder
Attraktoren mit Vereinigungen von Kuben, was bis auf Mengen der Gro¨e O(; )
stimmt
1. Parameterbereich:   0
In diesem Parameterbereich gibt es keine U¨berga¨nge zwischen Kuben. Deswegen ist
jeder Kubus I

ein Attraktor. Ein N{dimensionales CML hat in diesem Parameterbe-
reich 2N koexistierende Attraktoren.
2. Parameterbereich: −2 =3   < 0
Nur U¨berga¨nge vom Typ (a) sind mo¨glich. Deswegen sind die Kuben I

Attraktoren,
bei denen der Indexvektor  nicht drei aufeinanderfolgende "+"{ oder drei aufeinan-
derfolgende "−"{Symbole entha¨lt. Hierbei sind die periodischen Randbedingungen der
Abbildung T; zu beachten, die sich auf den Indexvektor  u¨bertragen. Die Attrak-
toren sind weiterhin einzelne Kuben.
Die Bestimmung der Anzahl der koexistierenden Attraktoren des N{dimensionalen
CMLs im vorliegenden Parameterbereich ist ein kombinatorisches Problem, da die An-
zahl der entsprechenden Indexvektoren  der La¨nge N berechnet werden mu. Dieses
Problem ist formal a¨quivalent zu einem Problem aus der Theorie dynamischer Syste-
me: der Frage nach der Anzahl periodischer Orbits der La¨nge N fu¨r eine Abbildung
mit einer Markovpartition [28]. Denn die Einschra¨nkung an die , da in ihnen kei-
ne drei "+"{ oder drei "−"{Symbole hintereinander vorkommen sollen, entspricht den
verbotenen Sequenzen einer symbolischen Dynamik.
Ich fu¨hre die sechs Symbole ein, die aus drei Vorzeichen bestehen und "gemischt"
sind:
(i) 2 f+ +−; +−+; +−−; −+ +; −+−; −−+g ; i = 1; 2; : : :6
Zur Konstruktion der erlaubten Indexvektoren  ha¨nge ich N dieser Symbole anein-
ander, wobei zwei aufeinanderfolgende Symbole (i) und (j) sich in zwei Vorzeichen
u¨berschneiden, so da die Symbolkette durch ein hinzukommendes Symbol nur um ein
Vorzeichen wa¨chst. An den beiden Stellen, an denen sich (i) und (j) u¨berschneiden,
mu¨ssen sie jeweils das gleiche Vorzeichen haben. Dies fu¨hrt zu Einschra¨nkungen an die
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Abbildung 5.2: Der Indexvektor  setzt sich aus den fu¨nf aufeinanderfolgenden Sym-
bolen zusammen.
mo¨glichen Folgesymbole eines Symbols. Ich veranschauliche die Korrespondenz zwi-
schen einem erlaubten Indexvektor  der La¨nge 5 und den 5 Symbolen (i), aus denen
er besteht, in Abbildung 5.2 (man beachte die periodischen Randbedingungen).
Welches Symbol (j) auf das Symbol (i) folgen darf, wird durch die folgende Ta-
belle beschrieben. Dabei werden die Vorga¨ngersymbole (i) in einer Spalte durchlaufen,
die Nachfolgersymbole (j) in einer Zeile:
+ +− +−+ +−− −+ + −+− −−+
+ +− 0 1 1 0 0 0
+−+ 0 0 0 1 1 0
+−− 0 0 0 0 0 1
−+ + 1 0 0 0 0 0
−+− 0 1 1 0 0 0
−−+ 0 0 0 1 1 0
Ein Tabelleneintrag ist 1, wenn die Kombination (i); (j) erlaubt ist, bei einer ver-
botenen Kombination ist er 0. Die Tabelleneintra¨ge ko¨nnen in der U¨bergangsmatrix A
mit Matrixelementen A (i)  (j) zusammengefat werden. Es gilt:
SpAN = #ferlaubte Indexvektoren  der La¨nge N g (5.22)
Denn es gilt
SpAN =
6X
i0; i1;:::iN=1
A (i0)  (i1)  A (i1)  (i2)      A (iN)  (i0) ;
da das Produkt der N Faktoren auf der rechten Seite genau dann gleich 1 ist, wenn die
Sequenz (i0); (i1); (i2) : : : (iN) einen erlaubten Indexvektor  ergibt; sonst ist das
Produkt 0.
Seien i; i = 1; 2; : : :6 die Eigenwerte der U¨bergangsmatrix A, so gilt
SpAN =
6X
i=1
Ni : (5.23)
Wenn ich mit 1 den gro¨ten Eigenwert der Matrix A bezeichne, folgt aus der letzten
Gleichung asymptotisch fu¨r groe N :
SpAN  N1 (5.24)
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α∼
αIndexvektor  :
: 01 10 0 1 0Defektvektor 11 1
_+ +__ _+ + _+
Abbildung 5.3: Dem Indexvektor  kann man einen Defektvektor ~ zuordnen.
Da der gro¨te Eigenwert der Matrix A (1 +
p
5)=2 ist, folgt schlielich fu¨r die Zahl der
koexistierenden Attraktoren im vorliegenden Parameterbereich:
#fkoexist: Attraktoreng 
 
1 +
p
5
2
!N
: (5.25)
Dieser asymptotische Ausdruck liefert schon fu¨r N = 10 gute Resultate: wa¨hrend es
bei diesem N exakt 122 koexistierende Attraktoren gibt, liefert Gleichung (5.25) den
Wert 122; 99.
Die Zahl der koexistierenden Attraktoren wa¨chst im vorliegenden Parameterbereich
exponentiell mit N , allerdings nicht so schnell wie das Phasenraumvolumen 2N .
3. Parameterbereich: −4 =3   < −2 =3
Wie ich hoentlich deutlich machen kann, ist dieser Parameterbereich der interessan-
teste des CMLs T;. Fu¨r diesen Bereich sind die U¨berga¨nge (a) und (b) mo¨glich.
Da die U¨berga¨nge zwischen Kuben I

stattnden und die Attraktoren Vereinigun-
gen von Kuben sind, genu¨gt es zum Aunden der Attraktoren, allein die A¨nderung
der Indexvektoren  durch U¨berga¨nge zu betrachten. Im na¨chsten Kapitel wird diese
"Coarse graining"{Sichtweise auf das CMLs ausfu¨hrlich diskutiert werden.
Ich betrachte zuna¨chst den Fall, da die Zahl der Gitterpla¨tze N gerade ist. Die
beiden folgenden Indexvektoren sind nur fu¨r solche N mo¨glich:
1 = +−+−+    −+− ; 2 = −+−+−   +−+ (5.26)
1 und 1 geho¨ren zu Kuben, die Attraktoren im vorliegenden Parameterbereich sind.
Denn die U¨berga¨nge (a) und (b) ko¨nnen diese Kuben nicht als Ausgangskubus besitzen.
Diese beiden Attraktoren nenne ich wegen der alternierenden Vorzeichen "Streifenat-
traktoren". Wenn man "+" und "−" als zwei Spinzusta¨nde interpretiert, haben die
Indexvektoren der Streifenattraktoren eine vollsta¨ndig antiferromagnetische Ordnung.
Dies zeigt, da bei CMLs auch eine antiferromagnetische Ordnung mo¨glich ist { im
Gegensatz zur Situation im Miller{Huse{Modell.
Ich mo¨chte nun zeigen, da die beiden Streifenattraktoren die einzigen Attraktoren
des CMLs sind, d. h. fu¨r fast alle Startpunkte x0 erreicht die iterierte Punktfolge
einen dieser beiden Kuben. Dazu betrachte ich den Raum der Indexvektoren , der
2N Elemente besitzt. Jedem Indexvektor  ordne ich einen Defektvektor ~ auf die
folgende Weise zu: Ich ordne die i in einem eindimensionalen Gitter an und betrachte
eine Verbindung/Bond zwischen zwei benachbarten Pla¨tzen i und i+1. Diesem Bond
wird der Wert 1 zugewiesen, wenn i = i+1 bzw. der Wert 0, wenn i 6= i+1. In
Abbildung 5.3 ist ein Beispiel eines zugeordneten Defektvektors zu sehen. Die Einsen
sind die Defekte des Indexvektors , da sie an den Stellen des Indexvektors  liegen,
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an denen er von einer streifenfo¨rmigen bzw. antiferromagnetischen Ordnung abweicht.
Die hier durchgefu¨hrte Denition von Defekten ist analog zu der im eindimensionalen
antiferromagnetischen Isingmodell.2
Fu¨r gerades N entha¨lt jeder Defektzustand ~ eine gerade Anzahl von Einsen (De-
fekten), fu¨r ungerades N hat ein Defektzustand immer eine ungerade Anzahl von Ein-
sen. Denn die Zahl m der Vorzeichenwechsel im Indexvektor  von "+" zu "−" oder
von "−" zu "+" ist aufgrund der periodischen Randbedingungen immer eine gerade
Zahl (0  m  N ). Die Zahl der Defekte im Indexvektor  ist N −m, woraus die Ge-
setzma¨igkeit fu¨r gerade/ungerade N folgt. Entsprechend ist die Abbildung ! ~ der
Indexvektoren auf die Defektzusta¨nde eine 2{zu{1{Abbildung. Zwei Spinzusta¨nden 
und , die durch Inversion sa¨mtlicher Vorzeichen auseinander hervorgehen, wird der-
selbe Defektvektor zugeordnet. Die Indexvektoren in Gleichung (5.26) sind dadurch
ausgezeichnet, da sie keine Defekte haben.
Die beiden U¨berga¨nge vom Typ (a) und (b) wirken sich auf die Defekte der Index-
vektoren unterschiedlich aus:
Typ{(a){U¨bergang: Fu¨r einen U¨bergang I

! I

vom Typ (a) mu der Indexvektor
 drei aufeinanderfolgende "+" oder "−" enthalten. An diesen Stellen liegen im
zugeordneten Defektvektor ~ zwei Einsen (Defekte) nebeneinander (siehe das Bei-
spiel in Abbildung 5.3). Wenn im Indexvektor  die mittlere Indexkomponenten
einer Konguration aus drei gleichen Vorzeichen durch einen Typ{(a){U¨bergang
ihr Vorzeichen wechselt, werden im Defektzustand die beiden Einsen zu Nullen:
Indexvektor  :   +; +; +; : : :    !   +; −; +; : : :
Defektvektor ~ : : : : : : :1; 1; : : : : : : ! : : : : : :0; 0; : : : : : :
Die beiden Defekte haben sich gegenseitig annihiliert.
Typ{(b){U¨bergang: Fu¨r einen Typ{(b){U¨bergang I

! I

ergibt sich beispielsweise
fu¨r die Defekte der beteiligten Indexvektoren:
Indexvektor  :   +; +; −; : : :    !   +; −; −; : : :
Defektvektor ~ : : : : : : :1; 0; : : : : : : ! : : : : : :0; 1; : : : : : :
Ein Defekt ist demnach um einen Platz gewandert bzw. die 0 und 1 haben im De-
fektvektor die Pla¨tze getauscht. Allgemein gilt fu¨r einen U¨bergang I

! I

vom
Typ (b) mit U¨bergangsindex i: der Konguration i−1; i; i+1 im Indexvektor
entspricht im Defektvektor eine 0 und eine 1, da die Komponenten i−1 und i+1
verschiedene Vorzeichen sind. Wenn i sich beim U¨bergang a¨ndert, ergibt sich
fu¨r den Defektvektor des Indexvektors : 0 und 1 haben die Pla¨tze getauscht. Bei
einem Typ{(b){U¨bergang wandert ein Defekt um einen Gitterplatz. Die Anzahl
der Defekte wird durch einen Typ{(b){U¨bergang nicht vera¨ndert.
Bei fortlaufender Iteration eines Startpunkts x0 vera¨ndert sich durch U¨berga¨nge vom
Typ (a) oder (b) der Indexvektor des Kubus, in dem sich die Trajektorie gerade aufha¨lt.
Durch U¨berga¨nge vom Typ (a) nimmt die Zahl der Defekte in Einheiten von 2 ab. Diese
Annihilationen von Defekten sind irreversibel, da es im vorliegenden Parameterbereich
keinen U¨bergang gibt, der die Zahl von Defekten vergro¨ert. Die Typ{(b){U¨berga¨nge
sorgen dafu¨r, da sich schlielich alle Defekte bis auf den Abstand 1 nahe kommen; dann
2Dieser Zusammenhang des CMLs T; zum eindimensionalen Isingmodell wird sich in Kapitel 7 als
sehr tiefgreifend erweisen.
5.4. DIE ATTRAKTOREN EINES N{DIMENSIONALEN CMLS 101
ko¨nnen sie sich u¨ber einen Typ{(a){U¨bergang gegenseitig vernichten. Ein Indexvektor
vera¨ndert sich nur dann nicht mehr, wenn es keine Defekte mehr in ihm gibt. Dies ist
gerade bei den Streifenindizes aus Gleichung (5.26) der Fall. Damit habe ich gezeigt,
da fu¨r gerades N die beiden Streifenattraktoren die einzigen Attraktoren des CMLs
sind.
Ich diskutiere nun den Fall, da N ungerade ist. Hier hat jeder Indexvektor eine
ungerade Zahl von Defekten. Bei fortwa¨hrender Iteration eines Startpunkts x0 durch
die CML{Dynamik annihilieren sich wieder diese Defekte gegenseitig. Es bleibt aber
schlielich ein Defekt u¨brig; dieser hat keinen anderen Defekt zum gegenseitigen Ver-
nichten gefunden. Durch U¨berga¨nge vom Typ (b) kann dieser Defekt an die N Stellen
des Defektvektors ~ wandern. Auerdem ko¨nnen im Indexvektor  zwei "+" oder
zwei "−" zum Defekt korrespondieren. Dies ergibt 2N durch Typ{(b){U¨berga¨nge ver-
bundene Indexvektoren bzw. Kuben, deren Vereinigung fu¨r ungerades N der globale
Attraktor im vorliegenden Parameterbereich ist. Fu¨r den Spezialfall N = 3 ist dies
gerade die Menge
I++− [ I+−+ [ I+−− [ I−++ [ I−+− [ I−−+ ;
die in Unterabschnitt 4.7.2 schon als Attraktor dieses Parameterbereichs vorgestellt
wurde.
Das Volumen der Attraktoren im 3. Parameterbereich ist sehr klein gegenu¨ber ih-
rem Bassin der Anziehung. Fu¨r gerades N haben die beiden Streifenattraktoren ein
Volumen von  1, wa¨hrend ihr Bassin der Anziehung die Gro¨e 2N−1 hat; denn aus
Symmetriegru¨nden erreicht jeweils die Ha¨lfte aller Phasenraumpunkte einen dieser At-
traktoren. Fu¨r ungerades N hat der globale Attraktor fu¨r den gesamten Phasenraum
das Volumen  2N .
4. Parameterbereich:  < −4 =3
Alle drei Typen von U¨berga¨ngen sind mo¨glich. Die einzige Vereinigung von Kuben,
die unter allen drei U¨bergangstypen abgeschlossen ist, ist die Vereinigung aller Kuben.
Demnach umfat der Attraktor im 4. Parameterbereich alle Kuben und hat ein Volumen
von  2N .
Tabelle
Ich fasse die wichtigsten Merkmale der vier Parameterbereiche in der folgenden Tabelle
zusammen:
Parameterbereich erlaubte U¨berga¨nge # der Attraktoren Volumen der Attr.
1 keine 2N 1
2 Typ (a)  [ (1 +p5)=2]N  1
3 und N gerade 2  1
3 und N ungerade
Typ (a), (b)
1  2N
4 Typ (a), (b) , (c) 1  2N
. Teilweise sind die Vera¨nderungen bzgl. der Attraktoren des CMLs zwischen benach-
barten Parameterbereichen dramatisch: Die Gro¨e der jeweiligen Attraktoren nimmt
beim U¨bergang von Bereich 3 zu Bereich 4 stark zu; die Zahl der Attraktoren nimmt
von Bereich 2 zu Bereich 3 stark ab.
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5.5 Welchen Eekt hat die Kopplung im CML T; ?
Abschlieend mo¨chte ich das u¨berraschende Verhalten des CMLs, wenn man die Kopp-
lungssta¨rke  erho¨ht, zur Sprache bringen, wobei natu¨rlich nur kleine Kopplungen be-
trachtet werden. Die "diusive" Kopplung von drei benachbarten Gitterpla¨tzen in der
Abbildung T; gema¨ Gleichung (2.6) wird in der Literatur U¨ber CMLs oft verwen-
det. Naiv wird man bei dieser Art der Kopplung erwarten, da ein Anwachsen von 
U¨berga¨nge zwischen Kuben I

begu¨nstigt und die Attraktoren vergro¨ert.
Das Gegenteil ist fu¨r das CML T; im sto¨rungstheoretischen Bereich der Fall. Wenn
ich  = 0 und  < 0 wa¨hle, bewirkt das negative  durch die Deformation der Zeltab-
bildung f , da alle Kuben zu einem Gesamtattraktor verschmelzen. Ich erho¨he nun
die Kopplung  bei konstantem  und bewege mich im Bifurkationsdiagramm in Ab-
bildung 4.12 entlang der eingezeichneten vertikalen Linie. Dabei werden nacheinander
die Parameterbereiche 4, 3 und 2 durchlaufen. Im Parameterbereich 4 sind alle Ty-
pen von U¨berga¨ngen mo¨glich. Fu¨r  > −3 =4 ist der Typ{(c){U¨bergang verboten,
fu¨r  > −3 =2 auch noch der Typ{(b){U¨bergang. Die Vergro¨erung der Kopplung 
verhindert demnach U¨berga¨nge. Parallel dazu werden mehr und mehr Kuben zu At-
traktoren stabilisiert. Im Parameterbereich 3 die beiden Streifenattraktoren, im Bereich
2 ca. [ (1 +
p
5)=2]N Kuben.
Was ist der Grund fu¨r dieses kontraintuitive Verhalten des in dieser Arbeit behan-
delten CMLs ? Die Hauptursache liegt darin, da beim intuitiven Nachdenken u¨ber die
Kopplung nicht an das Fehlvolumen in den Kuben gedacht wird. Ich beziehe mich fu¨r
die folgende Argumentation auf Ergebnisse fu¨r N = 3, da sich der allgemeine Fall { wie
in diesem Kapitel gezeigt wurde { auf diesen Spezialfall zuru¨ckfu¨hren la¨t.
Fu¨r den U¨bergang I

! I

mit U¨bergangindex i ist die Teilmenge von FV re-
levant, die an die (jxij = 1){Seite von I anschliet. Diese Fehlvolumenteilmengen
ha¨ngen nur von  ab. Die Form dieser Mengen ist fu¨r die U¨berga¨nge vom Typ (b)
und (c) jeweils ein Quaderstumpf mit acht Eckpunkten (siehe die Menge TF auf der
rechten Seite von Abbildung 4.6 bzw. die Menge gTF in Abbildung 4.11.) Diese Fehlvo-
lumenmengen enthalten einen Quader der Ho¨he =2 bzw. . Die Fehlvolumenmenge hat
demnach eine Ho¨he von mindestens =2 bzw. . Je gro¨er  wird, desto ho¨her werden
die Fehlvolumenmengen.
Dagegen wa¨chst die Ho¨he der Vereinigung aller Urbilder von OV
; , deren jxij{
Werte  1 sind, langsamer mit  an (dies sind die Mengen 1G aus Gleichung (4.40)
bzw. 1B aus Gleichung (4.84) ). Demzufolge enthalten die Fehlvolumenmengen die
Urbildmengen von OV
; vollsta¨ndig, sobald  > −3 =4 (Typ{(c){U¨bergang) bzw.  >
−3 =2 (Typ{(b){U¨bergang). Dann nden die entsprechenden U¨berga¨nge I

! I

nicht mehr statt.
Der U¨bergang vom Typ (a) ist dagegen bei konstantem negativen  durch eine
Vergro¨erung von  nicht zu verhindern. Denn hier ist die relevante Fehlvolumenteil-
menge ein degenerierter Quaderstumpf mit sieben Eckpunkten (siehe die Menge auf
der rechten Seite von Abbildung 4.3). An der Stelle (jxi−1j; jxi+1j)  (1; 1) ist die
Ho¨he der Fehlvolumenteilmenge gleich 0 { unabha¨ngig von . An dieser Stelle ko¨nnen
die Urbilder der U¨berlappmenge nicht im Fehlvolumen enthalten sein. Deswegen ndet
der U¨bergang vom Typ (a) statt, sobald  < 0, wobei es auf die Gro¨e von  nicht
ankommt.
Diese Erkla¨rung, warum die Kopplung so merkwu¨rdige Eekte auf die CML{Dynamik
hat, ist zugegebenermaen recht technisch. Es wa¨re lehrreich, andere Realisierungen
von lokalen Kopplungen in Sto¨rungstheorie zu behandeln. Man ko¨nnte vielleicht ein
5.5. WELCHEN EFFEKT HAT DIE KOPPLUNG IM CML T; ? 103
Kriterium nden, das zwischen Kopplungen danach unterscheidet, ob sie U¨berga¨nge
verhindern oder fo¨rdern.|
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Kapitel 6
Coarse graining fu¨r das CML T;
In den letzten Kapiteln wurde das CML T; als deterministisches dynamisches System
ausfu¨hrlich untersucht. Die Analyse der Mo¨glichkeit von U¨berga¨ngen I

! I

spielte
eine zentrale Rolle. Der Begri des U¨bergangs zwischen zwei Kuben ist schon auf ei-
ner Betrachtungsebene des CMLs angesiedelt, die "coarse grained" (grobgeko¨rnt) ist.
Denn fu¨r einen U¨bergang ist von der N{dimensionalen Phasenraumdynamik nur die
Tatsache des U¨berwechseln von dem einen in den anderen Kubus von Bedeutung. Die
genaue Trajektorie fx0; T;(x0); T2;(x0); : : :g ist dagegen u¨berflu¨ssige/irrelevante In-
formation. In diesem und dem na¨chsten Kapitel wird diese Grobko¨rnungsperspektive
auf das CML T; systematisch angewendet. Dabei erweisen sich Konzepte aus der
Statistischen Mechanik als fruchtbar. Wie ich hoentlich zeigen kann, ergeben sich aus
dieser Sichtweise neue Einsichten u¨ber das CML.
In Abschnitt 6.1 gebe ich das Rezept an, wie man aus der CML{Dynamik die
Dynamik auf der coarse grained Ebene der Kuben erha¨lt. In Abschnitt 6.2 dann die
stochastische coarse grained Dynamik quantitativ beschrieben, indem eine einfache Ma-
stergleichung aufgestellt wird. Die in der Mastergleichung vorkommenden U¨bergangs-
wahrscheinlichkeiten ko¨nnen mit dem Wissen u¨ber die darunterliegende "mikroskopi-
sche" CML{Dynamik als Volumina von Mengen im Phasenraum interpretiert werden,
wie in Abschnitt 6.3 gezeigt wird. Dort werden auch weitere Eigenschaften der U¨ber-
gangswahrscheinlichkeiten hergeleitet.
6.1 Von Phasenraumpunkten zu Kuben
Im folgenden verwende ich in der Argumentation noch oft Trajektorien, die aus mit
der Abbildung T; iterierten Punkten bestehen und mit fx0; x1; x2; : : :g bezeichnet
werden, wobei immer xt+1 = T;(xt) gelten soll. Beim Coarse graining der CML{
Dynamik geht man von iterierten Punktfolgen fx0; x1; x2; : : :g zu einer Folge von
Kuben u¨ber, die die grobe Lokalisierung der Dynamik angibt. Die Kuben werden
durch ihren Indexvektor t gekennzeichnet:
fx0; x1; x2; : : :g Coarse graining−−−−−−−−−! f0; 1; 2; : : :g ; (6.1)
wobei fu¨r jeden Iterationsschritt t 2 N ein Indexvektor t deniert ist. Wie gleich
deutlich werden wird, ist der einem xt zugeordnete Kubus meistens, aber nicht immer,
derjenige, im dem sich xt gerade bendet.
Die Grobko¨rnung des CMLs erla¨utere ich nun genauer: der Startpunkt der Tra-
jektorie liege im Innern eines Kubus I

, so da 0 = . Da in Sto¨rungstheorie der
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Phasenraumpunkt xt fu¨r viele Iterationsschritte in einem Kubus I

bleibt, bevor er in
einen anderen Kubus I

wechselt, bleibt der Indexvektor t u¨ber lange Zeitra¨ume kon-
stant. Der Indexvektor der Folge f0; 1; 2; : : :g soll sich nur bei einem U¨bergang
I

! I

von  zu  vera¨ndern. Dabei gelten fu¨r einen U¨bergang die Kriterien, die in
Abschnitt 3.4 aufgestellt wurden, d. h. die Punkte der Trajektorie wandern vom Innern
von I

in das Innere von I

. Der Indexvektor wird in der Folge ft ; t 2 Ng zu dem
Zeitpunkt gea¨ndert, an dem die iterierte Punktfolge das Innere von I

erreicht.1 Wenn
dagegen eine Trajektorie den Kubus I

nur fu¨r wenige Iterationsschritte verla¨t und
wieder nach I

zuru¨ckkommt, ohne im Innern eines anderen Kubus gewesen zu sein,
bleibt der Indexvektor u¨ber diesen Zeitraum konstant bei .
6.2 Die stochastische Dynamik der Indexvektoren
Durch die deterministische CML{Dynamik ist fu¨r jeden Startpunkt x0 die Folge von
Indexvektoren f0; 1; 2; : : :g vorherbestimmt. Wenn man allerdings eine Beschrei-
bung der Dynamik der Indexvektoren ohne Ru¨ckgri auf das darunterliegende CML
sucht, so mu diese Dynamik ein stochastischer Proze sein. Denn allein durch die
(t+ 1) vorangegangenen Indexvektoren f0; 1; : : :tg ist der Indexvektor t+1 nicht
festgelegt: denn man kann leicht zwei Folgen konstruieren, deren coarse{grained Be-
schreibung bis zum Zeitpunkt t identisch ist, d. h. ihre zugeordneten Folgen von Index-
vektoren sind dieselben. Trotzdem ko¨nnen die beiden Punktfolgen zum Zeitpunkt (t+1)
in verschiedenen Kuben liegen, so da ihr zugeordneter Indexvektor t+1 verschieden
ist.
Da die Beschreibung einer Dynamik auf einer grobgeko¨rnten Ebene stochastisch
ist, ist ein weitverbreitetes Pha¨nomen in der Physik [34, 11]. Dies ist versta¨ndlich,
da auf dieser Ebene die Information der darunterliegenden deterministischen Dynamik
nicht mehr zur Verfu¨gung steht { in unserem Fall ist diese Information der Phasen-
raumpunkt xt.
Ich mo¨chte nun jeder Indexvektorfolge f0; 1; 2; : : :tg mit La¨nge (t+ 1) eine
Wahrscheinlichkeit u
(f0; 1; 2; : : :tg zuordnen. Wenn ich viele Startpunkte im
Kubus I

0 betrachte, kann ich diese Wahrscheinlichkeit als relative Ha¨ugkeit dieser
Folge im Raum aller Indexvektorfolgen mit Startindex 0 und La¨nge (t+1) berechnen.
Damit kann ich die bedingten Wahrscheinlichkeiten der Indexvektordynamik folgender-
maen bestimmen:
w
(
t+1 j t; t−1; : : :1; 0 := u (f0; 1; 2; : : :t; t+1 g
u (f0; 1; 2; : : :t g) (6.2)
Die bedingte Wahrscheinlichkeit gibt die Wahrscheinlichkeit fu¨r t+1 an, wenn die
Indexvektoren 0; 1; : : :t−1; t vorangegangen sind.
Bei gegebenen Indexvektoren 0; 1; : : :t−1; t gilt in der fu¨hrenden Ordnung
Sto¨rungstheorie: der nachfolgende Indexvektor t+1 ist entweder gleich t oder un-
terscheidet sich in einer Indexvektorkomponente von diesem. Im letzteren Fall mu
1Nach Unterabschnitt 3.4.1 ist das Innere eines Kubus I

die Menge von Punkten, die vom Rand
von I

weiter als eine von  und  unabha¨ngige Konstante c entfernt sind. Da die Konstante c in einem
gewissen Rahmen frei wa¨hlbar ist, ist der Zeitpunkt t, an welchem sich der Indexvektor von  nach 
a¨ndert, nicht ganz genau deniert. Da der Indexvektor wegen der fu¨r ;   1 langen Aufenthaltsdauern
in einem Kubus lange konstant ist, fa¨llt diese Unbestimmtheit aber nicht ins Gewicht, wenn spa¨ter eine
quantitative Beschreibung der Indexvektordynamik gesucht wird.
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der U¨bergang I

t ! I

t+1 bei den Parametern ;  mo¨glich sein. Deswegen sind vie-
le bedingte Wahrscheinlichkeiten w(t+1 j t; t−1; : : :0) aus Gleichung (6.2) gleich
Null.
6.2.1 Warum die Indexvektordynamik Markovsch ist
Als na¨chstes werde ich argumentieren, da die Indexvektordynamik na¨herungsweise
durch einen Markovproze beschrieben werden kann. Eine solche Dynamik hat kein
Geda¨chtnis; fu¨r die bedingten Wahrscheinlichkeiten ist nur die Kenntnis des direkten
Vorga¨ngers t wichtig. Es gilt demzufolge
w
(
t+1 j t; t−1; : : :1; 0  w (t+1 j t : (6.3)
Die beiden Gru¨nde fu¨r die Markoveigenschaft sind:
 In der deterministischen CML{Dynamik sollten in einem statistischen Sinn zwei
aufeinanderfolgende U¨berga¨nge I

! I

und I

! I

unkorreliert sein.
Um dies zu zeigen, betrachte ich das Volumen von Startpunkten x0 2 I

, de-
ren Trajektorie fx0; x1; x2; : : :g den U¨bergang I

! I

als ersten U¨bergang
durchfu¨hrt. Dieses Volumen bezeichne ich mit
Vol
(
x0 2 I

j I

! I

}
:
Entsprechend sei Vol ( fx0 2 I

j I

! I

g ) das Volumen von Startpunkten aus
I

, fu¨r deren Trajektorie I

! I

der erste U¨bergang ist. Schlielich sei
Vol
(
x0 2 I

j I

! I

^ I

! I

}
das Volumen von Startpunkten aus I

, deren Trajektorie I

! I

und I

! I

als die ersten beiden U¨berga¨nge durchfu¨hrt. Wenn die beiden aufeinanderfol-
genden Wechsel der Werte der Indexvektoren in der coarse grained Dynamik
voneinander unabha¨ngige Ereignisse sind, sollte fu¨r dieses Volumen die folgende
Faktorisierung (na¨herungsweise) gelten:
Vol
(
x0 2 I

j I

! I

^ I

! I

}  Vol (x0 2 I

j I

! I

} 
Vol
(
x0 2 I

j I

! I

}
(6.4)
Gleichung (6.4) la¨t sich als
Vol
(
x0 2 I

j I

! I

^ I

! I

}
Vol (fx0 2 I

j I

! I

g)  Vol
(
x0 2 I

j I

! I

}
(6.5)
schreiben. Zur Ermittlung der rechten Seite dieser Gleichung kann ich Startpunk-
te mit Lebesguema in I

verteilen und den Anteil von U¨berga¨ngen I

! I

an
den na¨chsten U¨berga¨ngen der iterierten Punktfolgen bestimmen.
Punktfolgen, die einen U¨bergang I

! I

machen, mu¨ssen ein Folgenglied in
der U¨bergangsmenge W
; haben, deren iterierte Punkte das Innere von I er-
reichen. Demzufolge ist der Quotient aus der linken Seite von Gleichung (6.5)
gleich dem Anteil von U¨berga¨ngen I

! I

an den nachfolgenden U¨berga¨ngen,
wenn ich die Trajektorien von Startpunkten in W
; betrachte. Im Bereich der
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Sto¨rungstheorie bleiben die Punktfolgen bis zum na¨chsten U¨bergang im Mittel
fu¨r viele Iterationen in I

. Demnach entha¨lt die Menge
T0[
i=0
Ti; (W;)
wegen der starken Volumenvergro¨erung durch die Abbildung T; einen groen
Teil von I

, wobei T0 von der Gro¨enordnung der mittleren Aufenthaltsdauer
in I

sein soll. Auerdem ist der maximale Lyapunovexponent der Abbildung
T; positiv, so da Trajektorien mit nah benachbarten Startpunkten 2 W;
schon nach wenigen Iterationen deutlich voneinander abweichen. Eine konvexe
Teilmenge von W
;, deren Punkte den gleichen U¨bergang I ! I vollfu¨hren,
kann folglich nur einen sehr kleinen Durchmesser haben.
Deswegen ist es plausibel, da der Anteil von U¨berga¨ngen I

! I

fu¨r iterierte
Punktfolgen der gleiche ist, wenn ich die Startpunkte einmal in ganz I

, das
andere Mal in der U¨bergangsmenge W
; verteile. Folglich gilt Gleichung (6.4)
na¨herungsweise.
 Ich argumentiere nun, da auch zwischen den Wechseln der Indexvektoren die
Indexvektordynamik in guter Na¨herung Markovsch ist. Dazu zeige ich, da ein
U¨bergang I

! I

fu¨r Punkte aus dem Inneren von I

in jedem Iterationsschritt
gleich wahrscheinlich ist. Ich verteile K  1 Startpunkte x(i); i = 1; 2; : : :K
gema¨ Lebesguema in I

und betrachte zu einem beliebigen Zeitpunkt t die
Menge der Iterierten, die sich noch in I

benden (Iterierte, die das Innere eines
anderen Kubus erreicht haben, werden nicht weiter iteriert):
It(t) :=
n
Tt;

x(i)

; i = 1; 2; : : :K
o
\ I

Wie ich in Unterabschnitt 6.3.1 darlegen werde, gibt es zu jedem U¨bergang I

!
I

eine charakteristische Menge U
;, die im Innern von I liegt. Punkte aus
U
; benden sich im na¨chsten Iterationsschritt nahe dem Rand von I und
fu¨hren anschlieend den U¨bergang I

! I

auf "direktem Wege" durch.
Fu¨r  =  = 0 ist das Lebesguema das natu¨rliche Ma der Attraktoren auf den
Kuben I

. Fu¨r ;   1 sorgen deswegen die Iterationen mit der Abbildung T;
weiterhin fu¨r eine homogene Verteilung der Menge It(t) in I

. Folglich liegt zu
jedem Zeitpunkt t eine na¨herungsweise konstanter Anteil von Punkten aus It(t)
in der Menge U
;, um anschlieend den U¨bergang I ! I durchzufu¨hren.
Damit gilt die Markoveigenschaft der bedingten Wahrscheinlichkeiten in Gleichung 6.3
na¨herungsweise, so da U¨berga¨nge I

! I

auf der coarse grained Ebene durch eine
konstante U¨bergangswahrscheinlichkeit w( j) beschrieben werden ko¨nnen.
6.2.2 Die Mastergleichung
Da die stochastische Indexvektordynamik Markovsch ist, kann sie durch eine Master-
gleichung beschrieben werden [34], deren Aufstellung ich mich nun zuwende.
Die entscheidenden Gro¨en fu¨r die Markovsche Dynamik sind die bedingten Wahr-
scheinlichkeiten
w ( j) mit  6=  ;
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die der Wahrscheinlichkeit des Indexwechsels von  zu  pro Iterationsschritt angeben.
Diese Gro¨en nenne ich im folgenden U¨bergangswahrscheinlichkeiten. Fu¨r die Wahr-
scheinlichkeit w( j ), da sich der Indexvektor  in einem Iterationsschritt nicht
a¨ndert, gilt
w( j ) = 1−
X
 6=
w( j) ; 8 : (6.6)
Die stochastische Variable  kann 2N Werte annehmen, entsprechend der Anzahl
der Kuben I

. Dementsprechend gibt es fu¨r jeden Iterationsschritt t auf der coar-
se grained Ebene einen N{dimensionalen Vektor p(t), dessen Komponenten p

(t) die
Wahrscheinlichkeit beschreiben, da der gegenwa¨rtige Indexvektor t = . Die Ma-
stergleichung, die die Entwicklung von p(t) zu p(t+ 1) beschreibt, ist2
p

(t+ 1) = p

(t) +
X
 6=
[w( j)  p

(t)− w( j)  p

(t)] : (6.7)
Der erste Term in der Summe u¨ber  ist der Zuflu an Wahrscheinlichkeit aus den
anderen Indexvektoren nach  im Iterationsschritt t; der zweite Term −w( j) p

(t)
ist der Abflu von Wahrscheinlichkeit aus  in andere Indexvektoren.
6.3 Die U¨bergangswahrscheinlichkeiten w ( j)
6.3.1 Die geometrische Interpretation der U¨bergangswahrscheinlich-
keiten w( j)
Gema¨ der Mastergleichung (6.7) bestimmen die w( j) die stochastische Dynamik.
Es gibt einen Zusammenhang dieser U¨bergangswahrscheinlichkeiten mit Gro¨en der
deterministischen CML{Dynamik, den ich nun erla¨utere. Ich wa¨hle eine groe Anzahl
von Startpunkten in I

, die gema¨ Lebesguema verteilt sind und betrachte ihre Ite-
rierten unter T; zum Zeitpunkt t. Dabei werden Iterierte, die das Innere eines anderen
Kubus erreichen, nicht weiter iteriert. Es gilt fu¨r hinreichend groe t:3
w( j) 
#
n
Iterierte; die im t−ten Iterationsschritt den U¨berg: I

! I

beginnen
o
# fIterierte in I

zum Zeitpunkt tg
(6.8)
Fu¨r eine CML{Trajektorie fx0; x1; x2; : : :g dauert der U¨bergang I

! I

selbst meh-
rere Iterationsschritte; hingegen kann der Beginn eines U¨bergangs, wie wir sehen wer-
den, als ein bestimmter Zeitpunkt deniert werden.
Wie schon weiter oben angesprochen, bleiben Trajektorien zwischen zwei U¨berga¨n-
gen lange in einem Kubus I

; na¨herungsweise ist die Verteilung der entsprechenden
Folgenglieder fxt0; xt0+1; : : :xt0+N g  I

homogen im Innern von I

(Lebesguema).
Deswegen gilt fu¨r eine Teilmenge U des Innern von I

, die eine Gro¨e O(; ) hat, wenn
ich wieder viele Startpunkte in I

und ihre Iterierten betrachte:
# fIterierte; die im t−ten Iterationsschritt 2 Ug
# fIterierte 2 I

zum Zeitpunkt tg  Fl (U) (6.9)
2In der Physikliteratur sind Mastergleichungen meistens Dierentialgleichungen mit einer kontinuier-
lichen Zeitvariablen t. Fu¨r eine diskrete Zeit nenne ich die Evolutionsgleichung der Wahrscheinlichkeiten
ebenfalls
"
Mastergleichung".
3In den ersten Iterationsschritten gibt es noch Abweichungen zu w( j), da ein Teil der Startpunkte
im Fehlvolumen liegt.
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Ich behandle nun zwei U¨berga¨nge I

! I

des CMLs fu¨r N = 2 genauer, um die fu¨r
den Beginn eines U¨bergangs charakteristische Teilmenge U
;, die sich im Innern von
I

bendet, zu nden. Hierbei kann ich auf Ergebnisse aus Kapitel 3 zuru¨ckgreifen:
Der U¨bergang I++ ! I−+: Dieser U¨bergang, der fu¨r  < 0 mo¨glich wird, wur-
de ausfu¨hrlich in Unterabschnitt 3.7.2 diskutiert. Punktfolgen, die einen U¨ber-
gang I++ ! I−+ durchfu¨hren, erreichen die eektive U¨berlappmenge EO++;−+.
In Unterabschnitt 3.8.8 wurde gezeigt, da nur Punkte aus einer Teilmenge der
eektiven U¨berlappmenge EO++;−+  I−+ ins Innere des Quadrats I−+ weiter-
wandern. Diese Teilmenge ist die U¨bergangsmenge W++;−+, fu¨r die im Parame-
terbereich −2  <  < 0 gilt:
W++;−+ = EO++;−+ n (1G [1G0)  EO++;−+ n 1G
Diese Menge ist in Abbildung 3.18 schematisch gezeichnet. Dagegen wandern
Punkte der Menge EO++;−+ \ 1G in relativ kurzer Zeit wieder ins Innere von
I++ zuru¨ck.4
Die Menge T−2; (W++;−+) bendet sich im Innern von I++; denn dies wurde fu¨r
die Obermenge T−2; (OV++;−+) gezeigt. Ein U¨bergang I++ ! I−+ beginnt {
so deniere ich { fu¨r eine Trajektorie, sobald ein Punkt derselben in die Menge
T−2; (W++;−+) gelangt. Aus den Gleichungen (6.8) und (6.9) folgt fu¨r die U¨ber-
gangswahrscheinlichkeit pro Iterationsschritt in der coarse grained Dynamik:
w (−+ j + +)  Fl
h
T−2; (W++;−+)
i
(6.10)
Der U¨bergang I−+ ! I++: Dieser U¨bergang wurde in Abschnitt 3.8 behandelt.
Er ist dadurch gekennzeichnet, da die Urbildmengen von OV−+;++, die sich nahe
der (x1 = −1){Seite des Quadrats I−+ benden, erst fu¨r  < c  −4 =3 teilweise
das Fehlvolumen FV−+ verlassen. Die auerhalb von FV−+ liegende Menge ist
nach Gleichung (3.84) (siehe auch Abbildung 3.16):
R(k0) := 1H n FV−+
Diese Menge liegt am Rand von I−+; dagegen liegt die Menge T−1; (R(k0)) im
Innern dieses Quadrats. Alle Punkte aus T−1; (R(k0)) erreichen in endlich vielen
Iterationen die eektive U¨berlappmenge EO−+;++.
In Unterabschnitt 3.8.7 wurde gezeigt, da die allermeisten Punkte aus EO−+;++
ins Innere von I++ weiterwandern, d. h.
W−+;++  EO−+;++ :
Demzufolge beginnt fu¨r eine Trajektorie ein U¨bergang I−+ ! I++ damit, da ein
Punkt derselben in T−1; (R(k0)) zu liegen kommt.
5 Demnach ergibt sich analog
zu Gleichung (6.10) fu¨r die U¨bergangswahrscheinlichkeit:
w (−+ j + +)  Fl
h
T−1; (R(k0))
i
4Deswegen mu strenggenommen der Kubus I++ um die Menge EO++;−+ \1G erweitert werden,
so da die Iterierte in dieser Menge ebenfalls zu den
"
Iterierten in I

zum Zeitpunkt t" geho¨ren (siehe
die Nenner in den Gleichungen (6.8) und (6.9) ).
5Die Menge T−1; (R(k0)) setzt sich aus Punkten zusammen, die zu Urbildmengen verschiedener
Generation von W−+;++ geho¨ren; denn die (k0 +1){te Urbildgeneration und alle ho¨heren Generationen
haben Punkte in dieser Menge. Dies ist anders als bei der zuvor behandelten Menge T−2; (W++;−+),
die fu¨r den U¨bergang I++ ! I−+ relevant ist.
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Damit ist fu¨r diese beiden U¨berga¨nge die jeweilige charakteristischen Menge U
; ge-
funden worden, die den Beginn eines U¨bergangs denieren:
U++;−+ := T−2; (W++;−+) ; U−+;++ := T
−1
; (R(k0)) : (6.11)
Fu¨r die U¨bergangswahrscheinlichkeiten ergab sich in beiden Fa¨llen
w( j)  Fl [U
; ] :
Damit konnten die U¨bergangswahrscheinlichkeiten mit geometrischen Gro¨en des CMLs
in Beziehung gebracht werden.
Fu¨r das CML bei N = 3 ist es schwieriger, zu den U¨berga¨ngen I

! I

die Mengen
U
; zu bestimmen. Doch ist zu erwarten, da es auch hier im Prinzip derartige
Mengen im Innern von I

gibt, deren Volumen gleich der U¨bergangswahrscheinlichkeit
w( j) ist. Zur Konstruktion von U
; mu man die U¨bergangsmenge W  EO;
kennen. U¨ber Urbildkonstruktionen erha¨lt man schlielich die Menge U
; im Innern
von I

, deren Punkte in endlich vielen Iterationen die U¨bergangsmenge W

erreichen.
6.3.2 Eigenschaften der U¨bergangswahrscheinlichkeiten
 Betrachte einen U¨bergang I

! I

, der in fu¨hrender Ordnung Sto¨rungstheorie
nicht auftritt, weil sich z. B.  in zwei Indexkomponenten von  unterscheidet.
Dann ist die zugeho¨rige U¨bergangswahrscheinlichkeit w( j) um einen Faktor
der Gro¨enordnung maxf; jjg kleiner als die U¨bergangswahrscheinlichkeit der
dominanten U¨berga¨nge.
 Aus der geometrischen Interpretation der U¨bergangswahrscheinlichkeiten resul-
tiert die folgende wichtige Eigenschaft derselben. Ich betrachte die U¨bergangs-
wahrscheinlichkeitw( j) eines sto¨rungstheoretisch dominanten U¨bergangs, d. h.
 unterscheidet sich von  nur in einer Indexkomponente (i 6= i). Dann gilt
w( j)  w (i−1 i i+1 j i−1 i i+1) : (6.12)
Die U¨bergangswahrscheinlichkeiten ha¨ngen demnach nicht von N ab, sondern nur
von dem U¨bergangsindex und seinen beiden Nachbarn. Bei denselben Parame-
tern ;  hat die coarse grained Dynamik von N{dimensionalen Indexvektoren
die gleichen Werte fu¨r die U¨bergangswahrscheinlichkeiten wie die Dynamik von
dreidimensionalen Indexvektoren.
Begru¨ndung: Die U¨bergangswahrscheinlichkeiten ko¨nnen auch in N Dimensionen
mit dem Volumen einer Menge U
; , die im Innern von I liegt, identiziert
werden:
w( j)  Vol (U
;) (6.13)
Bei der Konstruktion von U
; braucht man, wie wir am Beispiel N = 2 gesehen
haben, die U¨bergangsmenge W

, das Fehlvolumen FV

und die Urbilder der
U¨berlappmenge OV
;. Alle diese Mengen haben fu¨r N > 3 die folgende Struk-
tur (siehe die Gleichungen (5.7), (5.19) und (5.21) im letzten Kapitel): sie sind
ein direktes Produkt eines (N − 3){dimensionalen Kubus mit einer Menge, die
beim U¨bergang Ii−1 i i+1 ! Ii−1 i i+1 auftritt. Demnach gilt auch fu¨r U;
na¨herungsweise
U
;  Ui−1 i i+1;i−1 i i+1  I1 2:::i−2 i+2:::N :
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Mit Gleichung (6.13) folgt daraus die Unabha¨ngigkeit der U¨bergangswahrschein-
lichkeiten von N .
 Die U¨bergangswahrscheinlichkeiten w( j) und w(γ j ) sind gleich, wenn die
N{dimensionalen U¨berga¨nge I

! I

und I

! I

vom gleichen U¨bergangstyp
sind (die drei U¨bergangstypen (a), (b) und (c) wurden in Unterabschnitt 5.2.3
des letzten Kapitels vorgestellt). Dies folgt aus dem letzten Punkt, in dem die
Werte von N{dimensionalen U¨bergangswahrscheinlichkeiten auf die ihrer dreidi-
mensionalen Pendants zuru¨ckgefu¨hrt werden konnten (siehe Gleichung (6.12) ).
Die U¨bergangswahrscheinlichkeiten, die zum jeweiligen U¨bergangstyp geho¨ren,
werden folgendermaen bezeichnet:
wa := w( j) ; wobei I ! I vom Typ (a) ;
wb := w( j) ; wobei I ! I vom Typ (b) ;
wc := w( j) ; wobei I ! I vom Typ (c) (6.14)
 Alle w( j) ha¨ngen implizit von den Parametern (; ) des CMLs ab. Die U¨ber-
gangswahrscheinlichkeitenwa, wb und wc sind jeweils gleich Null, falls  gro¨er als
der entsprechende kritische Wert c () des U¨bergangstyps ist. Je weiter unterhalb
von c () der Parameter  liegt, desto gro¨er wird die U¨bergangswahrscheinlich-
keit w( j) dieses U¨bergangstyps. Denn je kleiner  wird, desto gro¨er wird das
Volumen der fu¨r den U¨bergang charakteristischen Menge U
; , da ein kleineres
(negatives)  tendenziell die U¨berlappmengen vergro¨ert. Bei gleichem  wa¨chst
die U¨bergangswahrscheinlichkeit monoton, wenn man  verkleinert:
w( j; f u¨r (2; ))  w( j; f u¨r (1; )) ; falls 2 < 1
6.3.3 Numerische U¨berpru¨fung der stochastischen Dynamik
Ich u¨berpru¨fe nun einige Aussagen u¨ber die stochastische Dynamik, insbesondere u¨ber
die U¨bergangswahrscheinlichkeiten, numerisch. Fu¨r einen Indexvektor  deniere ich
die Gesamtu¨bergangswahrscheinlichkeit als
g() :=
X
 6=
w( j) :
Dies ist die Wahrscheinlichkeit eines Wechsels des Indexvektors  zu einen beliebi-
gen anderen Indexvektor (pro Iterationsschritt). Ich kann die Gro¨e g() auf die fol-
gende Weise numerisch ermitteln: Ich verteile eine groe Zahl N0 von Startpunkten
gleichma¨ig in I

. Jeder Startpunkt wird solange mit der Abbildung T; iteriert, bis
er weiter als d (z. B d = 0; 1) vom Kubus I

entfernt ist und damit das Innere eines
anderen Kubus erreicht hat. Ich ermittle zu jedem Zeitpunkt t die Zahl der Punkte,
die einen solchen Abstand erreichen:
n(t) := #
n
x(i)
 dist hTt;(x(i)); Ii  d ; i = 1; 2; 3 : : :N0o
Aus Gleichung (6.8) fu¨r die U¨bergangswahrscheinlichkeit w( j) folgt fu¨r den Erwar-
tungwert der Anzahl von Iterierten, die zum Zeitpunkt t in I

sind,
hN (t)i = N0  (1− g())t :
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Diese Zahl der Punkte in I

nimmt demnach { wie bei einem Zerfallsproze { expo-
nentiell ab. Entsprechend gilt fu¨r n(t):
hn(t)i  g() N0  (1− g())t
Wenn ich log (n(t)) gegen t auftrage, kann ich die Gesamtu¨bergangswahrscheinlichkeit
g() bestimmen, indem ich eine Gerade durch die Punkte lege.
U¨berpru¨fung von Gleichung (6.10)
Ich kann mit diesem Verfahren Gleichung (6.10) u¨berpru¨fen, die die U¨bergangswahr-
scheinlichkeit w(−+ j + +) mit der Fla¨che einer Menge in Verbindung bringt. Da die
U¨berga¨nge I++ ! I−+ und I++ ! I+− zueinander symmetrisch sind, ist Gleichung
(6.10) a¨quivalent zu
g(++)  w(−+ j + +) + w(+− j + +)  2 Fl
h
T−2; (W++;−+)
i
: (6.15)
Es gilt
Fl
h
T−2; (W++;−+)
i
 1
4
Fl [W++;−+] :
Die Fla¨che der Menge
W++;−+  EO++;−+ n 1G ;
die in Abbildung 3.18 schematisch dargestellt ist, kann numerisch berechnet werden.
Denn die Grenzkurve R(n) der Menge (n)G ist in Gleichung (3.68) berechnet worden.
Bei der Bestimmung der Fla¨che von W++;−+ kann man die Menge 1G na¨herungsweise
durch die Menge n~G mit n  10 ersetzen.
Die U¨berpru¨fung ergibt, da Gleichung (6.15) fu¨r ; jj{Werte der Gro¨enordnung
10−2 sehr gut erfu¨llt ist; die Abweichung der Gesamtu¨bergangswahrscheinlichkeit von
der entsprechenden Fla¨che betra¨gt weniger als zwei Prozent, was den erwarteten Kor-
rekturen von Termen ho¨herer Ordnung entspricht.
U¨berpru¨fung der Unabha¨ngigkeit von N
In 6.3.2 wurde argumentiert, da
w( j)  w (i−1 i i+1 j i−1 i i+1) :
Damit sind die U¨bergangswahrscheinlichkeiten insbesondere unabha¨ngig von N . Fu¨r
die Gesamtu¨bergangswahrscheinlichkeit eines Wechsels vom Indexvektor  zu einem
anderen Indexvektor folgt daraus
g () 
X
 6=; mit i 6=i
w( j) 
NX
i=1
w (i−1 i i+1 j i−1 i i+1) : (6.16)
Die w (i−1 i i+1 j i−1 i i+1) ko¨nnen fu¨r N = 3 berechnet werden und ha¨ngen
nur vom U¨bergangstyp ab. Mit Gleichung (6.16) kann ich beispielsweise ein g()
fu¨r N = 100 voraussagen. Die U¨berpru¨fung dieser Voraussage testet implizit die N{
Unabha¨ngigkeit der U¨bergangswahrscheinlichkeiten w( j). Das numerische Experi-
ment zeigt, da Gleichung (6.16) sehr gut erfu¨llt ist.
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Kapitel 7
Das CML T; als kinetisches
Isingmodell
In diesem Kapitel zeige ich, da eine enge Verbindung zwischen dem CML T; { genau-
er: seiner coarse grained Dynamik { und eindimensionalen kinetischen Isingmodellen
besteht. Dieser Zusammenhang ermo¨glicht eine neue Perspektive auf die ergodische
Dynamik in den Parameterbereichen 3 und 4 des CMLs, d. h. fu¨r  < −2 =3. Man
kann dem CML bei gegebenen Parametern ;  u¨ber das korrespondierende Isingmodell
eine Temperatur zuordnen.
In Abschnitt 7.1 wird die schon im letzten Kapitel eingefu¨hrte coarse grained Dy-
namik als stochastische Spindynamik interpretiert { analog zu dem in der Einfu¨hrung
behandelten Miller{Huse{Modell [24]. In Abschnitt 7.2 werden stationa¨re Verteilungen
als zeitunabha¨ngige Lo¨sungen einer Mastergleichung diskutiert. Es ergibt sich ein enger
Zusammenhang der stationa¨ren Verteilungen der coarse grained Spindynamik mit den
Attraktoren des darunterliegenden CMLs T;. Dementsprechend werden in Abschnitt
7.3 die stationa¨ren Verteilungen der stochastischen Spindynamik in den vier Parame-
terbereichen behandelt, in denen auch das CML ein unterschiedliches ergodisches Ver-
halten zeigte (siehe Abschnitt 5.4). Das eindimensionale Isingmodell und stochastische
Dynamiken fu¨r dieses, die sog. "kinetischen Isingmodelle", werden in Abschnitt 7.4 kurz
eingefu¨hrt. Ich zeige, da die stationa¨ren Verteilungen der CML{induzierten Spindy-
namik als (kanonische) Gleichgewichtsverteilungen des Isingmodells aufgefat werden
ko¨nnen. Die CML{induzierte Spindynamik selbst fa¨llt in eine Klasse kinetischer Ising-
modelle, die die Bedingung des detaillierten Gleichgewichts erfu¨llen. Schlielich wird in
Abschnitt 7.6 die Verbindung zu kinetischen Isingmodellen benutzt, um das Anwach-
sen der Transientendauer (der Zeit, bis ein Attraktor erreicht ist) fu¨r das CML T; zu
verstehen. Es zeigt sich na¨mlich, da bei diesem Problem Ergebnisse eines kinetischen
Isingmodells verwendet werden ko¨nnen, das von R. J. Glauber exakt gelo¨st worden ist
[12].
7.1 Die Einfu¨hrung von Spinzusta¨nden
Ich kann die Indexvektoren  auch als Spinketten der La¨nge N auassen. Ich fu¨hre
zwei mo¨gliche Spinzusta¨nde +1 und −1 ein, die den beiden Vorzeichen + und − der i
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entsprechen:
Indexvektor  ) Spinkette s ()
mit si = [s ()]i :=

+1 falls i = +
−1 falls i = − ; i = 1; 2 : : :N (7.1)
Es gilt zum Zeitpunkt t damit (na¨herungsweise) die folgende Korrespondenz zwischen
Spinvektor st und Phasenraumpunkt xt:
sti =

+1 ; falls xti 0
−1 ; falls xti< 0
(7.2)
Diese Einfu¨hrung von Spinzusta¨nden ist die gleiche wie beim Miller{Huse{Modell (siehe
Gleichung (1.4) ). Es gibt 2N mo¨gliche Zusta¨nde der Spinketten, die Elemente des
Raums f−1; +1gN sind. Die Mastergleichung (6.7) der coarse grained Dynamik lautet
in der Schreibweise mit Spinzusta¨nden s; s0:
ps(t+ 1) = ps(t) +
X
s0 6=s

w(s j s0)  ps0(t)− w(s0 j s)  ps(t)

(7.3)
Die stochastische Indexvektordynamik ist durch diese Interpretation eine stochasti-
sche Spindynamik geworden. Ich rekapituliere kurz die Ergebnisse der stochastischen
Indexvektordynamik aus dem letzten Kapitel in der neuen Sprache der Spinszusta¨nde:
 Die Spindynamik ist Markovsch.
 In fu¨hrender Ordnung Sto¨rungstheorie kann nur ein Spin, z. B. si, zu einem
bestimmten Zeitpunkt flippen.
 Die Spins sind aneinander u¨ber eine Na¨chste{Nachbar{Wechselwirkung gekop-
pelt; denn die U¨bergangswahrscheinlichkeiten w(s0 j s) werden nach Gleichung
(6.12) nur von den drei benachbarten Spins si−1, si und si+1 bestimmt, wenn der
Spin si flippt. Die Gru¨nde fu¨r diese Lokalita¨t der Wechselwirkung sind, wie wir
in den beiden letzten Kapitel gesehen haben, einerseits die lokale Kopplung des
CMLs, andererseits die Kleinheit der Parameter  und .
 Zum Spinzustand s geho¨rt der Kubus I
(s), wobei der Indexvektor  (s) sich
durch die Umkehrung der Gleichung (7.1) ergibt:
[ (s)]i :=

+ ; falls si = +1
− ; falls si = −1 ; i = 1; 2 : : :N (7.4)
Es gibt demzufolge drei unterschiedliche Arten von Spinflips, die zu den drei
Typen von U¨berga¨ngen zwischen Kuben im CML korrespondieren. Diese drei
Spinflips s ! s0 werden entsprechend als Spinflips vom Typ (a), (b) bzw. (c)
bezeichnet:
Typ (a): Drei Spins nebeneinander sind gleich und der mittlere Spin wechselt
sein Vorzeichen:
: : : """    ! : : : "#" : : :
Typ (b): Die beiden Nachbarspins des flippenden Spins haben verschiedenes
Vorzeichen:
: : : ""#    ! : : : "## : : :
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Typ (c): Dies ist der inverse Spinflip zum Typ{(a){Spinflip:
: : : "#"    ! : : : """ : : :
Fu¨r die U¨bergangswahrscheinlichkeit eines Spinflips gilt
w
(
s j s0 = w ( (s) j  (s0 ;
so da die in Gleichung (6.14) eingefu¨hrten Parameter wa, wb bzw. wc die U¨ber-
gangswahrscheinlichkeit des jeweiligen Spinfliptyps bezeichnen.
Im folgenden nenne ich die Spindynamik, die sich aus dem Coarse graining des CMLs
T; ergibt, "CML{induzierte Spindynamik".
7.2 Stationa¨re Lo¨sungen der Mastergleichung
Ich kann die Mastergleichung (7.3) als Matrixgleichung umschreiben:
p(t+ 1) = M  p(t) (7.5)
Die 2N  2N{Matrix M = (Ms s0) mit s; s0 2 f+1; −1gN ergibt sich aus dem Vergleich
mit Gleichung (7.3) als
Ms s = 1−
X
s0 6=s
w(s0 j s) ; Ms0 s = w(s0 j s) ; s 6= s0 :
Alle Matrixelemente von M sind  0. Auerdem ist die Summe aller Matrixelemente
in jeder Spalte gleich 1. Matrizen mit diesen beiden Eigenschaften werden stochastische
Matrizen genannt. Diese Matrizen a¨ndern die Normierung des Wahrscheinlichkeitsvek-
tors p(t) nicht: X
s
ps(t) = 1 ; 8t 2 N0 (7.6)
Gleichung (7.5) beschreibt einen besonders einfachen stochastischen Proze, na¨mlich
eine Markovkette mit diskreten Zusta¨nden. Diese Prozesse sind in der mathematischen
Literatur sehr gut dokumentiert; beispielsweise wird dort ausfu¨hrlich ero¨rtert, wie Ei-
genschaften der Matrix M sich auf die stochastische Dynamik auswirken [5, 13].
Was in deterministischen dynamischen Systemen die Attraktoren, sind fu¨r stocha-
stische Systeme die stationa¨ren Verteilungen oder Gleichgewichtsverteilungen. Dies
sind Wahrscheinlichkeitsvektoren q, die sich unter der Dynamik der Mastergleichung
nicht a¨ndern. Demnach sind stationa¨re Verteilungen Eigenvektoren der Matrix M zum
Eigenwert 1. Wie man zeigen kann, sind alle Eigenwerte einer stochastischen Matrix
betragsma¨ig  1. Wenn ich mit q(i); i = 1; 2 : : :m Eigenvektoren zum Eigenwert 1
bezeichne, gilt fu¨r einen beliebigen Anfangszustand p(0)
lim
t!1 M
t p(0) =
mX
i=1
ai q(i) ; (7.7)
wobei die ai von p(0) abha¨ngen. Der Endzustand eines stochastischen Systems ist
demnach eine Linearkombination von stationa¨ren Verteilungen q(i).
Die stationa¨ren Verteilungen korrespondieren zu den Attraktoren des CMLs auf die
folgende Weise: Falls das CML in einem bestimmten Parameterbereich k koexistierende
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Attraktoren hat, besitzt die Mastergleichung k Eigenvektoren zum Eigenwert 1. Ein
Attraktor A des CMLs T; ist na¨herungsweise eine Vereinigung von m Kuben:
A =
m[
i=1
I
i
Dann hat der zugeho¨rige Eigenvektor q zum Eigenwert 1 m nichtverschwindende
Komponenten qs(i).
Die stationa¨ren Verteilungen ko¨nnen in der Betrachtungsweise der Statistischen
Mechanik als Gleichgewichtszusta¨nde der stochastischen Dynamik angesehen werden.
Im weiteren Verlauf dieses Kapitels wird dieser Anschlu an die Statistische Mechanik
wichtig.
Man kann die Werte qs auch mit Eigenschaften des dynamischen Systems T; in
Verbindung bringen:
qs  
(
I
(s)

(7.8)
Hierbei ist  das SRB{Ma (natu¨rliche Ma) auf dem Attraktor A; (s) ist der dem
Spinzustand s nach Gleichung (7.4) zugeordnete Indexvektor.
Begru¨ndung von Gleichung (7.8): Ich nehme zur Vereinfachung der Notation an,
da es nur einen Attraktor A fu¨r das CML T; gibt mit einem Bassin der An-
ziehung B(A), das fast alle Punkte des Phasenraums umfat. Auf der Ebene
der Mastergleichung (7.3) konvergiert wegen Gleichung (7.7) ein beliebiger Wahr-
scheinlichkeitsvektor q0 fu¨r t ! 1 gegen die stationa¨re Verteilung q. Da die
Mastergleichung das CML auf der coarse grained Ebene von Kuben beschreibt
(siehe die Beziehung(1.4) ), ist qs die Aufenthaltswahrscheinlichkeit im Kubus
I
(s) fu¨r t!1.
Auf der Ebene der deterministischen Dynamik gilt nach der Theorie von Sinai,
Ruelle und Bowen fu¨r fast alle Startpunkte x0 aus einer kompakten Teilmenge
von B(A) und ihre zugeho¨rigen Trajektorien [32, 3, 29] :
lim
T!1
1
T
TX
t=0

(
xt

=
Z
A
d  (x) ; (7.9)
wobei  eine beliebige stetige Funktion auf dem Phasenraum ist. Wenn man
 (x) = I
(s)
(x)
wa¨hlt, die charakteristische Funktion des Kubus I
(s), folgt aus Gleichung (7.9)
lim
T!1
#

xj 2 fxt; t = 0; 1; 2 : : :Tg \ I
(s)
}
T
= 
(
I
(s)

Die linke Seite ist gleich der Aufenthaltswahrscheinlichkeit im Kubus I
(s) fu¨r
t!1, so da sich Gleichung (7.8) ergibt.
Man kann stationa¨re Verteilungen auf die folgende Weise nden: Ein minimaler
invarianter Unterraum der Matrix M entha¨lt einen Eigenvektor zum Eigenwert 1 und
damit eine stationa¨re Verteilung q.
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7.3 Die stationa¨ren Verteilungen in den vier Parameter-
bereichen
Auch fu¨r die stochastische Spindynamik sind die vier Parameterbereiche aus Unterab-
schnitt 5.4 die Bereiche, in denen sich die stationa¨ren Verteilungen der Mastergleichung
qualitativ a¨ndern. Denn wenn man bei festem  > 0 vom i{ten zum (i + 1){ten Pa-
rameterbereich u¨bergeht, indem man eine Bifurkationslinie durchschreitet, kommt ein
vorher verbotener U¨bergangstyp zu den erlaubten U¨berga¨ngen hinzu. Entsprechend
werden in der Matrix M viele Eintra¨ge w( j) ungleich 0, die vorher 0 waren. Dies
a¨ndert die Anzahl und/oder Dimension der invarianten Unterra¨ume von M .
Ich fu¨hre auch fu¨r die Lo¨sung der Mastergleichung eine sto¨rungstheoretische Ana-
lyse im Bereich ;   1 durch; denn im folgenden setze ich in der Mastergleichung
w(s0 j s) = 0, wenn der zugeho¨rige U¨bergang I
(s) ! I(s0) kein fu¨hrender U¨ber-
gang in Sto¨rungstheorie ist, d. h. nicht vom Typ (a), (b) oder (c) ist. Denn diese
U¨bergangswahrscheinlichkeiten w(s0 j s) sind mindestens eine Gro¨enordnung kleiner.
Ich betrachte demnach die Mastergleichung in der Na¨herung der fu¨hrenden Ordnung
Sto¨rungstheorie.
In diesem Abschnitt greife ich auf die Untersuchungen zu den Attraktoren des N{
dimensionalen CML T; in Unterabschnitt 5.4 zuru¨ck, da ich die zu den Attraktoren
korrespondierenden stationa¨ren Verteilungen suche.
Parameterbereich 1 und 2 (  0 bzw. −2 =3   < 0)
In diesen beiden Parameterbereichen hat das CML viele Attraktoren, die aus einzelnen
Kuben bestehen. Sei I

ein solcher Attraktor und s() der zugeho¨rige Spinzustand. Die
Spalte s() der Matrix M , die in der Mastergleichung (7.5) steht, sieht folgendermaen
aus:
M
s
0 s() = w
(
s0 j s() = 0 ; Ms() s() = 1 (7.10)
Demnach ist der Einheitsvektor es() eine stationa¨re Verteilung der Mastergleichung.
In den vorliegenden beiden Parameterbereichen sind alle stationa¨ren Verteilungen Ein-
heitsvektoren.
Im Bereich 1 (  0) sind alle Einheitsvektoren es stationa¨re Verteilungen, da alle
U¨bergangswahrscheinlichkeiten zu anderen Spinzusta¨nden gleich Null sind.
Im Bereich 2 ist jeder Spinzustand s, der nicht drei "+1"{ oder drei "−1"{Spins
hintereinander entha¨lt, ein stationa¨rer Zustand der stochastischen Dynamik. Sa¨mtliche
dieser Spinzusta¨nde sind stabil. Dies erinnert an die vielen Grundzusta¨nde in einem
Spinglas bei tiefen Temperaturen [9].
Parameterbereich 3 (−4 =3 <  < −2 =3)
In diesem Parameterbereich (−4 =3 <  < −2 =3) ergeben sich fu¨r gerades N die
beiden Einheitsvektoren esi (i = 1; 2) als stationa¨re Verteilungen, wobei
s1 = +1 − 1 + 1    − 1 ; s2 = −1 + 1 − 1   + 1 : (7.11)
Denn in Unterabschnitt 5.4 wurde gezeigt, da die beiden Streifenattraktoren aus Glei-
chung (5.26) die einzigen beiden Attraktoren sind. Demnach fu¨hrt die stochastische
Dynamik in diesem Parameterbereich schlielich zu einer antiferromagnetischen Ord-
nung der Spins. Dieses Verhalten wird in Abschnitt 7.5 aufgegrien und im Sinne der
Statistischen Mechanik erkla¨rt.
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Fu¨r ungerades N ergibt sich im Parameterbereich 3 eine einzige stationa¨re Vertei-
lung q fu¨r die Mastergleichung. Dieser Vektor q hat 2N nichtverschwindende Kompo-
nenten qs. Die dazugeho¨renden Spinzusta¨nde s sind antiferromagnetische Anordnungen
mit genau einem Defekt. In Abschnitt 5.4 wurden Defekte fu¨r Indexvektoren eingefu¨hrt
(siehe Abbildung 5.3). Aus der Interpretation der Indexvektoren als Spinketten erge-
ben sich auch fu¨r die letzteren Defekte: ein Defekt liegt an einer Stelle von s, an der
zwei Spins mit gleichem Vorzeichen benachbart sind.
Jeder der 2N Spinzusta¨nde s mit einem Defekt hat in der stationa¨ren Verteilung
q das gleiche Gewicht, wie man leicht anhand der Mastergleichung ausrechnen kann:
denn in den jeweiligen Spalten gibt es jeweils zwei nichtverschwindende U¨bergangs-
wahrscheinlichkeiten mit Wert wb.
Parameterbereich 4 ( < −4 =3)
Der Parameterbereich 4 ist bezu¨glich der stationa¨ren Verteilungen als Lo¨sungen der
Mastergleichung am interessantesten. In diesem Parameterbereich sind alle drei Ar-
ten von Spinflips (Typ (a), (b) und (c) ) mo¨glich. Demnach umfat der Attraktor des
CMLs T; alle Kuben bzw. der Vektor q der stationa¨ren Verteilung hat 2N nicht-
verschwindende Komponenten qs. Diese stationa¨re Verteilung q berechne ich aus der
Mastergleichung (7.3) in Anhang G als Eigenvektor zum Eigenwert 1 der Matrix M .
Fu¨r eine beliebige Komponente qs ist das Ergebnis:
qs = c

wc
wa
 1
2
# Def (s)
mit # Def (s) :=
1
2
NX
i=1
(si si+1 + 1) : (7.12)
# Def (s) gibt die Anzahl der Defekte im Spinzustand s an. Die Konstante c wird
durch die Normierungbedingung an q festgelegt. Die stationa¨re Verteilung q ha¨ngt
nach Gleichung (7.12) nur vom Verha¨ltnis der Raten der Spinflips vom Typ (a) und (c)
ab, dagegen nicht von der U¨bergangswahrscheinlichkeit des Typ{(b){Spinflips.
Fu¨r die Defektanzahl eines beliebigen Spinzustands s gilt
# Def (s) 2 fnmin; nmin + 2; nmin + 4; : : : ; Ng ;
wobei nmin = 0 fu¨r gerades N und nmin = 1 fu¨r ungerades N . Damit kann man die qs
in Gleichung (7.12) in die folgende Form bringen:
qs =
1
Z

wc
wa
 1
4
PN
i=1 si si+1
mit Z :=
X
s

wc
wa
1
4
PN
i=1 si si+1
(7.13)
Z ist eine Art Zustandssumme. In Abschnitt 7.5 bringe ich diese stationa¨re Verteilung
mit einer Gleichgewichtsverteilung des eindimensionalen Isingmodell in Verbindung.
Ein wichtiges Indiz ist der Nachweis, da die Verteilung in Gleichung (7.13) die Bedin-
gung des detaillierten Gleichgewichts erfu¨llt, wozu ich nun komme. Von detailliertem
Gleichgewicht spricht man, wenn gilt (siehe z. B. [34]):
8 s; s0 : w(s0 j s)  qs = w(s j s0)  qs0 (7.14)
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In der Mastergleichung (7.3) ist demnach jeder Term innerhalb der Summe u¨ber die
s0 einzeln Null, wenn man fu¨r p(t) die stationa¨re Verteilung einsetzt. Die Bedingung
(7.14) bedeutet, da in einer dynamischen Realisierung der stationa¨ren Verteilung die
Hinreaktion s ! s0 und die Ru¨ckreaktion s0 ! s im zeitlichen Mittel gleich ha¨ug
stattnden.
Begru¨ndung von Gleichung (7.14): In der CML{induzierten stochastischen Dyna-
mik ist ein Spinflip s ! s0 vom Typ (a), (b) oder (c). Da die stationa¨re Verteilung
nach Gleichung (7.12) bzw. (7.13) bekannt ist, kann ich die Bedingung (7.14) fu¨r die
verschiedenen Typen von Spinflips nacheinander u¨berpru¨fen. Der Wert von qs ha¨ngt
nur von der Zahl der Defekte in s ab.
Falls s ! s0 ein Typ{(b){Spinflip ist, ist auch die Ru¨ckreaktion s0 ! s von die-
sem Typ. Durch einen Typ{(b){U¨bergang a¨ndert sich die Zahl der Defekte nicht, so
da nach Gleichung (7.12) qs = qs0 . Damit gilt hier die Bedingung des detaillierten
Gleichgewichts:
w(s0 j s)
w(s j s0) =
wb
wb
= 1 =
qs0
qs
(7.15)
Die beiden Spinflips vom Typ (a) und (c) sind zueinander invers. Es sei s! s0 vom
Typ (a); dann ist s0 ! s vom Typ (c). Demnach gilt
w(s j s0)
w(s0 j s) =
wc
wa
: (7.16)
Da der Spinzustand s zwei Defekte mehr als der Spinzustand s0 hat, gilt nach Gleichung
(7.12)
qs
qs0
=

wc
wa
 1
2
2
=
wc
wa
(7.17)
Aus dem Vergleich der letzten beiden Gleichungen sieht man, da auch hier fu¨r Hin{
und Ru¨ckreaktion detailliertes Gleichgewicht vorliegt.
Damit wurde nachgewiesen, da die CML{induzierte stochastische Dynamik im Pa-
rameterbereich 4 die Bedingung des detaillierten Gleichgewichts erfu¨llt. Im Rahmen
der Statistischen Mechanik des Gleichgewichts kann man zeigen, da Gleichgewichtsver-
teilungen ebenfalls diese Bedingung erfu¨llen. Dagegen ist es oft ein Charakteristikum
von Nichtgleichgewichtszusta¨nden, da bei ihnen detailliertes Gleichgewicht verletzt ist.
Demnach legt der Nachweis des detaillierten Gleichgewichts in der CML{induzierten
stochastischen Dynamik nahe, da sich die stationa¨re Verteilung q aus Gleichung (7.12)
als Gleichgewichtsverteilung verstehen la¨t.
7.4 Kinetische Isingmodelle
Das Isingmodell ist das beru¨hmteste Spinmodell mit zwei mo¨glichen Zusta¨nden der
Spinvariablen. Die eindimensionale Version des Isingmodells ist im gleichen Raum de-
niert wie die CML{induzierte stochastische Spindynamik, na¨mlich auf den Spinketten
s der La¨nge N mit si 2 f+1; −1g (i = 1; 2 : : :N ). Der Isinghamiltonian ist in einer
Raumdimension (mit periodischen Randbedingungen):
H =
J
2
NX
i=1
si (si−1 + si+1) = J
NX
i=1
si si+1 ; (7.18)
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wobei J die Kopplungskonstante zwischen benachbarten Spins ist. Fu¨r J < 0 ist das
Modell ferromagnetisch, fu¨r J > 0 antiferromagnetisch. Im Isingmodell selbst ist keine
Spindynamik deniert; der Hamiltonian (7.18) wird in Zustandssummen verwendet und
bestimmt dadurch Gleichgewichtsverteilungen.
Um das Isingmodell mit einer Dynamik zu versehen, die beispielsweise Relaxation
ins Gleichgewicht beschreibt, wurden die sog. kinetischen Isingmodelle entwickelt [26,
18]. Das erste und { da es exakt lo¨sbar ist { auch noch heute sehr wichtige kinetische
Isingmodell ist das von R. J. Glauber aus dem Jahr 1963 [12]. Auf dieses Modell komme
ich in Unterabschnitt 7.6.1 noch ausfu¨hrlich zuru¨ck.
Die kinetischen Isingmodelle sind stochastische Prozesse auf dem Raum der Spin-
zusta¨nde s, die fu¨r groe Zeiten zu einer kanonischen Verteilung des Isingmodells stre-
ben sollen. Die kinetischen Isingmodelle sollen weiterhin die folgenden Eigenschaften
haben:
 Die stochastische Dynamik ist ein Markovproze. Deswegen kann ich die stocha-
stische Dynamik durch eine Mastergleichung (7.3) beschreiben. Oft wird die Ma-
stergleichung eines kinetischen Isingmodells als Dierentialgleichung mit kontinu-
ierlicher Zeitvariable formuliert. Falls die U¨bergangswahrscheinlichkeiten w(s0 j s)
in Gleichung (7.3) klein sind, sind die Formulierungen der Mastergleichung mit
diskreter und kontinuierlicher Zeitvariable zueinander a¨quivalent.
 Die U¨bergangswahrscheinlichkeitenw(s0 j s) der Mastergleichung sollen gleich Null
sein, wenn sich s und s0 in mehr als einem Spin unterscheiden. In einem Zeitschritt
kann in den kinetischen Isingmodellen nur ein Spin flippen.
 Der bei einem Spinflip sich a¨ndernde Spin si wird nur von den beiden Nachbar-
spins beeinflut. Damit ha¨ngt die U¨bergangswahrscheinlichkeit w(s0 j s) nur von
den Spins si−1, si und si+1 ab:
w(s0 j s) = g (si−1; si; si+1)
Dabei sollen die beiden Nachbarspins si−1 und si+1 symmetrisch in die Funktion
g eingehen.
 Die stochastische Dynamik soll auerdem der Bedingung des detaillierten Gleich-
gewichts genu¨gen, die in Gleichung (7.14) formuliert ist. Dies macht die Kon-
struktion der stationa¨ren Verteilung des kinetischen Isingmodells einfach.
Diese postulierten Eigenschaften bedingen fu¨r die U¨bergangswahrscheinlichkeitenw(s0 j s)
die folgende Form [12]:
w
(
s0 j s = 
2
h
1− γ
2
si (si−1 + si+1)
i
(1 +  i−1 i+1) ; wobei s0i = −si (7.19)
Die Parameter , γ und  ko¨nnen fu¨r ein bestimmtes kinetisches Isingmodell gewa¨hlt
werden, wobei γ und  im Intervall [−1; +1] liegen mu¨ssen. Der Parameter  gibt nur
die Zeitskala an, auf der ein Spinflip stattndet, hat aber keinen Einflu darauf, welche
Spinflips mit welcher Wahrscheinlichkeit aufeinander folgen.
Der Parameter γ ha¨ngt mit dem Produkt ( J), wobei  = 1=(k T ), zusammen, das
die kanonische Gleichgewichtsverteilung des Isingmodells bestimmt. Denn die kanoni-
sche Gleichgewichtsverteilung dieses Modells ist ein Vektor p mit
ps =
1
Z
exp (−H (s)) = 1
Z
exp
 
− ( J)
NX
i=1
si si+1
!
; 8s 2 f−1; +1gN : (7.20)
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Damit die stationa¨re Verteilung eines kinetischen Isingmodells dieser Gleichgewichts-
verteilung entspricht, mu γ folgendermaen gewa¨hlt werden [12]:
γ = − tanh (2  J) (7.21)
7.5 Die Statistische Mechanik des CMLs T;
Man kann leicht nachpru¨fen, da die U¨bergangswahrscheinlichkeiten (7.19) nur drei
verschiedene Werte annehmen ko¨nnen, wenn man die Spins si−1; si und si+1 variiert.
Damit gibt es drei verschieden Spinflipprozesse in den kinetischen Isingmodellen. Dies
sind genau die drei Prozesse vom Typ (a), (b) und (c), die sich auch fu¨r die CML{
induzierte stochastische Dynamik ergeben und in Abschnitt 7.1 vorgestellt wurden.
In der CML{induzierten stochastische Dynamik sind die U¨bergangswahrscheinlich-
keiten wa; wb und wc, die zu den jeweiligen Spinflips geho¨ren, die gegebenen Parameter
Diese ha¨ngen mit den Parametern ; γ und  aus Gleichung (7.19) auf die folgende
Weise zusammen:
wa =

2
(1− γ) (1 + ) ;
wb =

2
(1− ) ;
wc =

2
(1 + γ) (1 + ) (7.22)
Da ich an der CML{induzierten stochastischen Dynamik interessiert bin, ist es prakti-
scher, bei den U¨bergangswahrscheinlichkeiten wa; wb und wc als Parametern zu bleiben.
wa; wb und wc ha¨ngen implizit von den Parametern  und  des CMLs ab. In Sto¨rungs-
theorie sind wa; wb und wc von der Gro¨e O(; ).1
Damit die CML{induzierte stochastische Dynamik als kinetisches Isingmodell inter-
pretiert werden kann, mu¨ssen mindestens zwei der drei U¨bergangswahrscheinlichkeiten
wa; wb und wc gro¨er als Null sein. Man kann sich na¨mlich leicht u¨berlegen, da
mit nur einen erlaubten Spinfliptyp keine Gleichgewichtszusta¨nde des Isingmodells fu¨r
groe Zeiten erreicht werden ko¨nnen. Deswegen ist die CML{induzierte stochastische
Dynamik nur in den Parameterbereichen 3 und 4 ein kinetisches Isingmodell.
Wenn man von einem CML T; startet, dieses in Sto¨rungstheorie behandelt und
dann eine coarse grained Beschreibung einfu¨hrt, ist es nicht oensichtlich, da sich ein
kinetisches Isingmodell ergibt. Die Verbindung mit kinetischen Isingmodellen fu¨hrt
dazu, da man anhand der Ergebnisse, die fu¨r diese stochastischen Modelle gewonnen
wurden, die coarse grained Dynamik des CMLs besser verstehen kann.
Ich mo¨chte nun noch die Parameter wa; wb und wc mit dem Parameter  J des
Isingmodells in Beziehung bringen. Dazu setze ich die stationa¨re Verteilung q der
CML{induzierten stochastischen Dynamik (Gleichung (7.13) ) gleich der kanonischen
Gleichgewichtsverteilung in Gleichung (7.20):
1
Z

wc
wa
 1
4
PN
i=1 si si+1
=
1
Z
exp
 
− ( J)
NX
i=1
si si+1
!
(7.23)
Aus diesem Gleichsetzen ergibt sich
 J =
1
4
log

wa
wc

: (7.24)
1Dies ist der Grund, warum die Mastergleichung in Gleichung (7.3) entweder mit kontinuierlicher
oder diskreter Zeit formuliert werden kann.
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Abbildung 7.1: Links: Hier sind die U¨bergangswahrscheinlichkeiten wa und wc auf-
getragen, wenn fu¨r festes  = 0; 0575 der Parameter  innerhalb des 4. Parameter-
bereichs variiert wird. Rechts: Hier sind Teilgebiete des Parameterbereichs 4 zu se-
hen, in denen die Kopplung ferromagnetisch (graue Fla¨che) bzw. antiferromagnetisch
(schwarze Fla¨che) ist. In den numerischen Simulationen wurde ein (; ){Bereich von
[0; 0; 1] [−0; 2; 0] beru¨cksichtigt.
Man sieht, da die U¨bergangswahrscheinlichkeitwb hierbei keine Rolle spielt. Sie a¨ndert
nur die Kinetik des stochastischen Modells, nicht die Gleichgewichtsverteilung.
Damit kann eine Statistische Mechanik fu¨r das CML T; auf der coarse grained
Ebene abgeleitet werden. Denn die stochastische Dynamik der coarse grained Ebene
hat in den Parameterbereichen 3 und 4 einen Gleichgewichtszustand von Spins, der ei-
ner Boltzmannverteilung des eindimensionalen Isingmodells mit der in Gleichung (7.24)
gegebenen Temperatur entspricht. Wenn man das CML T; als mikroskopische Dyna-
mik von "Atomen" auat, wobei ein Atom der Abbildung f(xi) am i{ten Gitterplatz
entspricht, so kann demnach fu¨r die coarse grained oder mesoskopische Ebene der Spins
eine Beschreibung im Sinne der Statistischen Mechanik gewonnen werden.
Aus Gleichung (7.24) folgt, da im Parameterbereich 3, in dem wc = 0 gilt, ein an-
tiferromagnetisches Isingmodell bei der Temperatur T = 1= = 0 vorliegt. Bei dieser
Temperatur sind die Spins im eindimensionalen Isingmodell vollsta¨ndig antiferroma-
gnetisch geordnet { unabha¨ngig von der Systemgro¨e N . Dies korrespondiert zu den
stationa¨ren Verteilungen esi (i = 1; 2) in Gleichung (7.11). Die Kinetik bzw. die Re-
laxationsdynamik in diesen geordneten Zustand wird fu¨r den Parameterbereich 3 im
na¨chsten Abschnitt untersucht.
Im Parameterbereich 4, in dem wa > 0 und wc > 0, ist nach Gleichung (7.24) die
Temperatur endlich. Da nach dieser Gleichung nur das Produkt ( J) bestimmt ist,
wa¨hle ich im folgenden die Kopplung J immer mit Betrag 1, so da ich dem CML
T; bzw. der CML{induzierten stochastischen Dynamik eine eindeutige Temperatur
fu¨r gegebene Parameter ;  zuordnen kann. Bei einer endlichen Temperatur hat das
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Abbildung 7.2: Links: Hier sind Isothermen im Teilbereich mit ferromagnetischer
Kopplung eingezeichnet. Die vier Isothermen liegen bei ( J) gleich 0; 009, 0; 04, 0; 07
und 0; 09. Rechts: Hier sind Isothermen im Teilbereich mit ferromagnetischer Kopplung
zu sehen. Fu¨r die drei Isothermen gilt ( J) gleich 0; 1, 0; 3 und 0; 6. Die Temperaturen
sind in diesem Bereich demnach i. a. niedriger als im Gebiet mit ferromagnetischer
Kopplung.
eindimensionale Isingmodell keine langreichweitige Ordnung bzw. keinen Ordnungspa-
rameter ungleich 0; das Isingmodell ist dann paramagnetisch.
Falls (wa=wc) > 1, ist nach Gleichung (7.24) die Kopplung positiv (J = +1). Dies
entspricht einer antiferromagnetischen Kopplung. Falls (wa=wc) < 1, liegt eine ferro-
magnetische Kopplung vor (J = −1). Im Parameterbereich 4 kommen beide Fa¨lle vor.
In der Na¨he der Bifurkationslinie  = −4 =3 gilt wa  wc, was zu einer antiferro-
magnetischen Kopplung fu¨hrt. Wenn man nun bei festem  den Parameter  kleiner
macht, wa¨chst aber wc schneller als wa an, so da schlielich wa > wc gilt und eine fer-
romagnetische Kopplung erreicht wird (siehe linke Seite in Abbildung 7.1). Fu¨r jj  
gilt wa  wc; denn bei  = 0 und endlichem , haben die U¨berga¨nge vom Typ (a), (b)
und (c) sa¨mtlich die gleiche U¨bergangswahrscheinlichkeit, wie man sich leicht u¨berlegen
kann.
Auf der rechten Seite von Abbildung 7.1 sind Teilgebiete des Parameterbereichs 4
zu sehen, in denen eine antiferromagnetische bzw. ferromagnetische Kopplung im kor-
respondierenden Isingmodell herrscht. Hierbei wurden {Werte zwischen 0 und 0; 1 und
{Werte zwischen 0 und −0; 2 simuliert. Der Bereich mit antiferromagnetischer Kopp-
lung schliet direkt an den Parameterbereich 3 an. Auf der Trennunglinie zwischen
den beiden Teilgebieten mit verschiedenem Vorzeichen der Kopplung gilt  = 0 bzw.
T = 1. Auch die ( = 0){Linie ist eine solche Hochtemperaturlinie, auf der wa = wc
gilt. Schlielich sind in Abbildung 7.2 die Isothermen des CMLs T; im Parameterbe-
reichs 4 zu sehen, die die Temperatur des entsprechenden Isingmodells angeben. Der
Bereich mit ferromagnetischer Kopplung hat im Bereich der Sto¨rungstheorie ausschlie-
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lich relativ hohe Temperaturen, da das Verha¨ltnis wa=wc nicht sehr gro werden kann
(siehe die linke Seite von Abbildung 7.1). Dagegen gibt es im Bereich mit antiferroma-
gnetischer Kopplung auch tiefe Temperaturen, die in der Na¨he zum Parameterbereich
3 erreicht werden.
7.6 Die transiente Dynamik des CMLs T;
In diesem Abschnitt benutze ich die hergestellte Verbindung zu kinetischen Isingmo-
dellen, um die transiente Dynamik des CMLs besser zu verstehen. Dieser Parame-
terbereich ist fu¨r Transienten besonders interessant, da es hier { fu¨r gerades N { nur
zwei Attraktoren gibt, deren Anteil am Phasenraumvolumen jeweils  1=2N ist. Des-
wegen ndet im allergro¨ten Teil des Phasenraums nur eine transiente Dynamik des
CMLs statt. Die beiden Streifenattraktoren aus Gleichung (5.26) entsprechen den bei-
den vollsta¨ndig geordneten Kongurationen des antiferromagnetischen Isingmodells bei
T = 0.
Die mittlere Transientenla¨nge hT i des CMLs T; erhalte ich folgendermaen in
einer numerischen Simulation: Fu¨r eine zufa¨llige Anfangsbedingung berechne ich die
Anzahl der Iterationen T , bis in der CML{Dynamik einer der Streifenattraktoren er-
reicht wird. Danach mittle ich diese Iterationszeit u¨ber viele Anfangsbedingungen. Die
mittlere Transientenla¨nge wa¨chst mit der Systemgro¨e N quadratisch an (asymptoti-
sches Verhalten):
hT i / N 2 f u¨r N  1 (7.25)
Bei anderen CMLs wird oft ein lineares oder exponentielles Anwachsen der Transien-
tenla¨nge mit der Systemgro¨e beobachtet.
Im Parameterbereich 3 gibt es zwei U¨bergangstypen im CML, die U¨berga¨nge vom
Typ (a) und (b). Entsprechend gibt sind nur die Spinflips s! s0 vom Typ (a) und (b)
mo¨glich. Ein intuitives Versta¨ndnis der transienten Dynamik la¨t sich am besten im
Raum der Defektzusta¨nde erlangen. Denn jedem Spinvektor s la¨t sich ein Defektvektor
~s zuordnen, der aus Nullen und Einsen besteht (siehe Abbildung 5.3).2 Die Spinflips
vom Typ (a) und (b) haben die folgenden Arten von Defektbewegungen zur Folge:
 Ein Spinflip vom Typ (a), der fu¨r drei gleiche Spins nebeneinander mo¨glich ist,
entspricht der gegenseitigen Annihilation von zwei Defekten, z. B.
Spinzustand s :   + 1; +1; +1; : : :    !   + 1; −1; +1; : : :
Defektzustand ~s : : : : : : :1; 1; : : : : : : ! : : : : : :0; 0; : : : : : :
 Ein Spinflip vom Typ (b) fu¨hrt zu einer Diusion von Defekten, d. h. ein
Defekt (eine "1") wandert um einen Gitterplatz, z. B.
Spinzustand s :   + 1; +1; −1; : : :    !   + 1; −1; −1; : : :
Defektzustand ~s : : : : : : :1; 0; : : : : : : ! : : : : : :0; 1; : : : : : :
Eine "1" im Defektvektor ~s kann durch einen Typ{(b){Spinflip im zugeho¨rigen
Spinvektor s in die Richtungen wandern, in denen sie an eine "0" grenzt.
2Fu¨r jemanden, der Anhang G gelesen hat, ist die Analyse der Defektbewegungen in diesem Absatz
eine Wiederholung. Er kann gleich beim na¨chsten Absatz weiterlesen.
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Die Defektannihilation geschieht mit Wahrscheinlichkeit wa, die Defektdiusion mit
Wahrscheinlichkeit wb.
Eine zufa¨llige Anfangsbedingung des CMLs entspricht einer gleichma¨igen Anfangs-
verteilung p(t = 0) der Defektzusta¨nde ~s in der Mastergleichung:
p~s (t = 0) =
1
2N−1
; 8 ~s
Am Ende der transienten Dynamik mu¨ssen sich alle Defekte des Anfangszustands ge-
genseitig vernichtet haben (fu¨r gerades N ).
Eine intuitive Erkla¨rung fu¨r das quadratische Anwachsen der Transientenla¨nge
gema¨ Gleichung (7.25) ist die folgende: Ich betrachte zwei Defekte auf dem Gitter
mit Abstand , die Konguration sieht demnach beispielsweise so aus:
: : : : : :1; 0; 0; 0; 0;| {z }
Abstand  = 4
1 : : : (7.26)
Fu¨r die mittlere Zeit hti, bis die beiden Defekte durch Diusion zusammenkommen,
gilt:
hti / 2
Dies ist charakteristisch fu¨r die eindimensionale Diusion. Die La¨ngenskala, auf der die
Absta¨nde  zwischen zwei Defekten verteilt sind, ist proportional zur Systemgro¨e N ,
wenn N gro ist. Damit ist es plausibel, da die mittlere Zeit hT i, bis sich alle Defekte
gegenseitig vernichtet haben und ein Streifenattraktor erreicht ist, proportional zu N 2
ist.
7.6.1 Ein exakt lo¨sbares kinetisches Isingmodell
In diesem Unterabschnitt wird die Gesetzma¨igkeit in Gleichung (7.25) etwas strenger
begru¨ndet. Dabei greife ich auf die Arbeit [12] von R. J. Glauber zuru¨ck, in der
ein spezielles kinetisches Isingmodell exakt gelo¨st wurde, d. h. es wurden analytische
Ausdru¨cke fu¨r das zeitliche Verhalten wichtiger Gro¨en wie z. B. Korrelationsfunktionen
abgeleitet.
Das von Glauber behandelte kinetische Isingmodell fa¨llt in die Klasse der Isingmo-
delle, die in Abschnitt 7.4 beschrieben wurden; denn fu¨r die U¨bergangswahrscheinlich-
keiten w (s0 j s) der Spinflipprozesse gilt in diesem Modell
w
(
s0 j s = 
2
h
1− γ
2
si (si−1 + si+1)
i
; wobei s0i = −si : (7.27)
Dem Vergleich mit Gleichung (7.19) kann man entnehmen, da in der sog. "Glauberdy-
namik" der Parameter  = 0 gewa¨hlt wird; somit gibt es nur noch die beiden Parameter
 und γ. Wenn man die Glauberdynamik mit den Wahrscheinlichkeiten der Spinflips
ausdru¨ckt, gilt:
wa =

2
(1− γ) ; wb = 2 ; wc =

2
(1 + γ) (7.28)
Fu¨r T = 0, d. h. im Parameterbereich 3 der CML{induzierten stochastischen Dy-
namik, gilt nach Gleichung (7.21) γ = −1, so da bei dieser Temperatur fu¨r die Glau-
berdynamik gilt
wa = 2wb ; wc = 0 : (7.29)
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Da gerade dieses Verha¨ltnis von wa zu wb die exakte Lo¨sbarkeit der Kinetik bedingt,
kann man sich im Bild der Defektdynamik auf die folgende Weise klar machen: wenn
Gleichung (7.29) gilt, diundieren die Defekte in den Defektzusta¨nden ~s solange oh-
ne Wechselwirkung, bis zwei Defekte auf dem gleichen Gitterplatz landen, was zur
instantanen gegenseitigen Annihilation fu¨hrt. Dieses gerade beschriebene Diusions{
Annihilationsmodell der Defekte kann als eindimensionale chemische Reaktion
A + A ! ;
aufgefat werden. Falls die Parameter gema¨ Gleichung (7.29) gewa¨hlt werden, ist die-
ses Reaktionsmodell ebenfalls exakt lo¨sbar, da es mathematisch a¨quivalent zur Glau-
berdynamik eines eindimensionalen Isingmodells ist [20, 23].
Ich referiere im folgenden Resultate aus der Arbeit [12], die fu¨r das Versta¨ndnis
des Anwachsens der mittleren Transientenla¨nge hT i relevant sind. Ich gehe von einer
gleichma¨igen Anfangsverteilung der Spins zum Zeitpunkt t = 0 aus:
ps(t = 0) =
1
2N
(7.30)
Dies korrespondiert zu zufa¨llig verteilten Anfangsbedingungen im CML. Mit der Wahr-
scheinlichkeitsverteilung p(t) zum Zeitpunkt t, die sich aus der Iteration mit der Master-
gleichung ergibt, deniere ich ra¨umliche Korrelationsfunktionen von Spins mit Abstand
k durch3
rk (t) =
1
N
NX
i=1
hsi si+ki := 1
N
NX
i=1
X
s
si si+k ps (t) : (7.31)
Bei der Mittelung gehen alle mo¨glichen Spinzusta¨nde s mit ihrer Wahrscheinlichkeit
zum Zeitpunkt t ein, so da die Korrelationsfunktion zeitabha¨ngig ist.
Der Erwartungswert der Defektkonzentration in den Spinzusta¨nden s zum Zeit-
punkt t ist nach Gleichung (7.12):
hc (t)i = 1
N
X
s
#Def (s)  ps (t)
=
1
N
X
s
NX
i=1
(1 + si si+1) ps (t) =
1
2
(1 + r1 (t)) (7.32)
Damit ergibt sich die Defektkonzentration aus der Abstand{1{Korrelationsfunktion.
Fu¨r N ! 1 konnte in [12] das folgende zeitliche Verhalten der Korrelationsfunktion
r1 (t) fu¨r T = 0 und antiferromagnetische Kopplung gezeigt werden:
r1 (t) = −1− e−2wb t
1X
l=1
(−1)l [ I1−l (−wb t) − I1+l (−wb t) ] (7.33)
wobei Im (x) ; m 2 Zdie modizierten Besselfunktionen erster Gattung sind. Wenn
man die modizierten Besselfunktionen asymptotisch fu¨r groe t entwickelt, ergibt sich
aus Gleichung (7.33):
hc (t)i  1p
8  wb t
f u¨r t 1 (7.34)
3Die Anfangsverteilung p(t = 0) ist translationsinvariant; auerdem erha¨lt die Mastergleichung die
Translationsinvarianz. Fu¨r translationsinvariante Verteilungen p(t) kann man die Korrelationsfunktio-
nen in der Weise denieren wie in Gleichung (7.31).
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Abbildung 7.3: Fu¨r das CML T; wird bei N = 100 die mittlere Defektkonzentration
zum Zeitpunkt t numerisch bestimmt. Hierbei wurden die Parameter des CMLs als
(; ) = (0; 01; −0; 114) gewa¨hlt. Denn bei diesen Parametern erfu¨llen die U¨bergangs-
wahrscheinlichkeiten die Beziehung wa = 2wb. Es ergibt sich ein gute U¨bereinstimmung
mit dem asymptotischen Ausdruck (7.34) fu¨r groe Zeiten t.
Das Abfallen der Defektkonzentration mit 1=
p
t wird dadurch verursacht, da immer
zwei Defekte durch Diusion zusammenkommen mu¨ssen, bevor sie sich gegenseitig
vernichten ko¨nnen.4
Um die Gu¨ltigkeit des Gesetzes (7.34) fu¨r die CML{induzierte stochastische Dy-
namik nachzuweisen, simuliere ich das CML T; und ermittle die Zahl der Defekte
im momentanen Indexvektor t, d. h. xt 2 t. Es wird u¨ber viele Simulationen mit
verschiedenen Anfangsbedingungen gemittelt. Die so ermittelte mittlere Defektkonzen-
tration ist fu¨r N = 100 in Abbildung 7.3 zu sehen und wird mit dem asymptotischen
Ausdruck in Gleichung (7.34) verglichen. Fu¨r groe t ergibt sich eine sehr gute U¨ber-
einstimmung der beiden Kurven.
Aus dem Verhalten der Defektkonzentration in Gleichung (7.34) folgt fu¨r den Er-
wartungswert der Defektanzahl # Def aus Gleichung (7.12):
h# Def (t)i = N hc (t)i  1p
8 wb
Np
t
(7.35)
Anhand dieser Gleichung sieht man: wenn man die Systemgro¨e N zu k N vergro¨ert,
mu man um den Faktor k2 la¨nger warten, bis die gleiche Zahl von Defekten erreicht
wird. Die Gro¨e hT i ist die gemittelte Transientenla¨nge, bis die Zahl von null Defekten
erreicht ist. Demnach ist es ho¨chst plausibel, da auch diese Zeitdauer quadratische
4Ein solches Reaktionsverhalten nennt man diusionslimitiert, da die Gesamtdauer der Reaktion,
bis alle Defekte vernichtet sind, hauptsa¨chlich durch die Diusionsraten bestimmt wird [26].
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mit der Systemgro¨e N skaliert:
hT i / N 2 (7.36)
Damit ist das quadratische Anwachsen der Transientenla¨nge fu¨r (; ){Werte im Pa-
rameterbereich 3 gezeigt, fu¨r die die U¨bergangswahrscheinlichkeiten der CML{induzier-
ten Spindynamik die Relation
wa = 2 wb (7.37)
erfu¨llen. Die (; ){Werte, die dieser Bedingung genu¨gen, liegen auf einer eindimen-
sionalen Linie im Parameterbereich 3. Aber auch wenn wa und wb nicht in diesem
Gro¨enverha¨ltnis stehen, sollte das quadratische Anwachsen von hT i mit N gelten.
Denn das eindimensionale Isingmodell zeigt bei T = 0 ein kritisches Verhalten; das Ab-
fallen der Defektkonzentration gema¨ Gleichung (7.34) ist ein dynamisches kritisches
Pha¨nomen. Das zeitlich asymptotische Verhalten der Defektkonzentration wird durch
den (dynamischen) kritischen Exponenten z beschrieben:
hc (t)i  1
t
1
z
; (7.38)
so da in diesem Fall z = 2 ist. Im Rahmen der Theorie der Renormierungsgrup-
pe wird gezeigt [15, 26], da kritische Exponenten sehr robust gegenu¨ber A¨nderungen
der Systemparameter sind. Viele unterschiedliche Systeme haben das gleiche kritische
Verhalten (Universalita¨t). Fu¨r die vorliegende Situation bedeutet dies, da auch fu¨r
kinetische Isingmodelle, die nicht Relation (7.37) erfu¨llen, das Abfallen der Defektkon-
zentration ein 1=
p
t{Verhalten zeigen sollte. Dementsprechend wa¨chst die Transien-
tenla¨nge hT i fu¨r das CML T; in einer gro¨eren Teilmenge des Parameterbereichs 3
quadratisch an. Dies besta¨tigt sich auch bei numerischen Simulationen des CMLs T;
mit verschiedenen (; ){Werten.
Kapitel 8
Zusammenfassung
In dieser Arbeit wird ein Coupled Map Lattice (CML), das aus einer Kette von N ge-
koppelten chaotischen Abbildungen besteht, hauptsa¨chlich mit analytischen Methoden
untersucht. Die Konstruktion des CMLs T;, die in Kapitel 2 ausfu¨hrlich beschrieben
wird, ist durch die Untersuchungen zum Miller{Huse{Modell angeregt [24, 22]. Die
Abbildung, die im hier studierten CML auf jedem einzelnen Gitterplatz wirkt, ist ei-
ne deformierte antisymmetrische Zeltabbildung f (siehe Gleichung (2.2) ). Das CML
ha¨ngt von zwei Parametern ab, der Kopplung  und der Deformation  der Einzelabbil-
dung f. Die angewendete analytische Methode ist eine Sto¨rungstheorie in den beiden
Parametern  und , so da die Gu¨ltigkeit der Analysen dieser Arbeit auf den Fall
;   1 eingeschra¨nkt ist. Der Vergleich mit numerischen Simulationen zeigt aller-
dings, da die Sto¨rungstheorie bis hin zu { und jj{Werten von der Gro¨enordnung
0; 01 eine sehr gute Beschreibung der CML{Dynamik liefert.
In den Kapiteln 3 bis 5 wird das CML T; vom Standpunkt der Nichtlinearen Dyna-
mik analysiert, wobei die ergodische Bewegung der Trajektorien im Vordergrund steht.
Somit ist es das Hauptziel in diesen Kapiteln, die Anzahl und Gro¨e der koexistierenden
Attraktoren fu¨r gegebene Parameter ;  zu bestimmen.
Fu¨r  = 0 hat die Einzelabbildung f zwei zueinander symmetrische Attraktoren,
die Intervalle [−1; 0] und [0; 1] (diese entsprechen spa¨ter den beiden Spinzusta¨nden
+1 und −1). Das CML hat fu¨r  =  = 0 demnach 2N Attraktoren, die jeweils
ein N{dimensionaler Kubus mit Kantenla¨nge 1 sind. Diese Kuben I

werden durch
einen Indexvektor  = (1; 2; : : :N ) unterschieden, wobei i 2 f+; −g (siehe die
Denition der Kuben in (2.1) bzw. ihre Darstellung in Abbildung 3.1). Wenn ;  6= 0,
verschwinden diese Attraktoren unter Umsta¨nden. Solange aber die Parameter ;   1
sind, bleibt eine Trajektorie des CMLs T; fu¨r viele Iterationen in einem Kubus I,
bevor sie in einen anderen Kubus I

weiterwandert. Man kann demnach die Dynamik
des CMLs in Sto¨rungstheorie durch U¨berga¨nge I

! I

erfassen. In Abschnitt 3.4 wird
deniert, was ein U¨bergang genau ist; auerdem werden zwei Kriterien aufgestellt, die
fu¨r einen U¨bergang zu u¨berpru¨fen sind. Bei einem U¨bergang I

! I

mu es viele
Trajektorien mit Startpunkten aus dem Innern von I

geben (d. h. in einiger Entfernung
vom Rand des Kubus I

), die nach dem Verlassen von I

als na¨chstes das Innere von
I

erreichen.
Fu¨r das Studium des CMLs T; ist es entscheidend, welche U¨berga¨nge bei gegebe-
nen Parametern ;  erlaubt sind. Denn aus den erlaubten U¨berga¨ngen kann man die
koexistierenden Attraktoren des CMLs bestimmen. Im Rahmen der Sto¨rungstheorie
gibt es U¨berga¨nge, die dominant sind, d. h. wesentlich ha¨uger stattnden als ande-
re. Bei einem solchen U¨bergang I

! I

hat der Kubus I

mit I

eine (N − 1){
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dimensionale Seitenfla¨che gemeinsam; der Indexvektor  unterscheidet sich in diesem
Fall von  nur in einer Komponente, dem U¨bergangsindex i.
In Kapitel 4 wird das CML fu¨r drei Gitterpla¨tze (N = 3) ausfu¨hrlich untersucht,
insbesondere die drei in Sto¨rungstheorie bevorzugten U¨bergangstypen. Es zeigt sich,
da es zu einem vorgegebenen  ein kritisches c der Gro¨e c   gibt, so da fu¨r klei-
nere  der U¨bergang stattnden kann. Die Konstante c ha¨ngt vom U¨bergangstyp ab.
Die Hauptarbeit des Kapitels 4 besteht in der Bestimmung von c. Hierfu¨r werden
geometrische Konstruktionen im Phasenraum durchgefu¨hrt. Eines der Kriterien fu¨r
einen U¨bergang I

! I

la¨uft na¨mlich darauf hinaus, da bestimmte Urbildmengen
der U¨berlappmengen das sog. "Fehlvolumen" in I verlassen, sobald  < c. Da die
Abbildung T; nicht surjektiv ist, gibt es in I Punkte, die keine Urbilder haben; aus
diesen Punkten besteht das Fehlvolumen (siehe Denition (3.24)).
Entscheidend dafu¨r, da sich das CML fu¨r beliebiges N in Sto¨rungstheorie lo¨sen
la¨t, ist die Reduktion von N{dimensionalen U¨berga¨ngen zu eektiv dreidimensiona-
len U¨berga¨ngen, die in Kapitel 5 gezeigt wird. Falls ;   1, sind bei einem U¨bergang
I

! I

na¨mlich nur die beiden Nachbarindizes i−1 und i+1 des U¨bergangsindex i
relevant. Es gibt demnach fu¨r allgemeines N  3 nur drei unterschiedliche dominante
U¨bergangstypen I

! I

mit kritischen {Werten 0, −2 =3 bzw. −4 =3. Diese U¨ber-
gangstypen (a), (b) und (c), die in Abschnitt 5.3 vorgestellt werden, unterscheiden sich
durch die Konguration von i−1, i und i+1 (einige der 8 mo¨glichen Kombinationen
sind wegen Symmetrien der Abbildung T; a¨quivalent).
Wie in Abschnitt 5.4 gezeigt wird, gibt es fu¨r das CML T; vier Parameterbereiche,
innerhalb derer die Attraktoren und die ergodische Dynamik des CMLs qualitativ gleich
sind. In Abbildung 4.12 ist das Bifurkations{ bzw. Phasendiagramm fu¨r das CML
gezeichnet. Die Grenzlinien zwischen den Parameterbereichen sind durch die kritischen
{Werte der drei U¨bergangstypen gegeben, da in den einzelnen Parameterbereichen
unterschiedlich viele U¨bergangstypen erlaubt sind. Die Anzahl der koexistierenden
Attraktoren und ihre Gro¨e unterscheidet sich teilweise dramatisch in den verschiedenen
Parameterbereichen.
Ein u¨berraschendes Ergebnis fu¨r das CML T; ist, da eine sta¨rkere Kopplung
 tendenziell U¨berga¨nge verhindert und demzufolge einzelne Kuben als Attraktoren
stabilisieren kann, wie in Abschnitt 5.5 erla¨utert wird. Dieses Verhalten zeigt sich bei
festem  < 0, wenn man die Kopplung  erho¨ht. Naiv wu¨rde man erwarten, da eine
gro¨ere Kopplung eher das Verschmelzen von Attraktoren begu¨nstigt. Der Grund fu¨r
das kontraintuitive Verhalten ist des Anwachsen des Fehlvolumens in den Kuben mit
der Kopplung .
In den Kapiteln 6 und 7 wird das CML auf einer coarse grained Ebene disku-
tiert. In dieser grobgeko¨rnten Perspektive wird nur noch danach gefragt, in welchem
Kubus I

sich eine Trajektorie zum Zeitpunkt t aufha¨lt. Man erha¨lt beim Coarse grai-
ning aus einer Trajektorie im Phasenraum eine Folge von Indexvektoren  (t). Die
N{dimensionalen Indexvektoren  ko¨nnen als Spinketten der La¨nge N interpretiert
werden, wobei auf jedem Gitterplatz die Spinzusta¨nde +1 und −1 mo¨glich sind. Diese
Einfu¨hrung von Spins ist die gleiche wie im Miller{Huse{Modell (Gleichung (1.4) ).
Die Dynamik auf der coarse grained Ebene ist eine stochastische Spindynamik, wo-
bei ein U¨bergang I

! I

im CML zu einem Spinflip  !  korrespondiert. Im
Gegensatz zur Situation im Miller{Huse{Modell konnte in dieser Arbeit eine Master-
gleichung fu¨r die Spindynamik hergeleitet werden (Gleichung (6.7) ). Dies verdankt
sich hauptsa¨chlich der Tatsache, da die Spindynamik im Bereich ;   1 Markovsch
ist. Die U¨bergangswahrscheinlichkeiten w ( j) ko¨nnen, wie in Unterabschnitt 6.3.1
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gezeigt wird, wegen der darunterliegenden CML{Dynamik als Volumina bestimmter
Mengen im Phasenraum interpretiert werden. Daraus ergeben sich die folgenden Ei-
genschaften der U¨bergangswahrscheinlichkeiten w ( j):
 Fu¨r die sto¨rungstheoretisch dominanten Spinflips  !  unterscheiden sich 
und  nur im Spinzustand eines Gitterplatzes.
 Die U¨bergangswahrscheinlichkeit w ( j) ha¨ngt nur von den drei aufeinander-
folgenden Spins si−1, si und si+1 ab, wobei si der sich a¨ndernde Spin ist. Somit
gibt es im sto¨rungstheoretischen Bereich eine Na¨chste{Nachbar{Wechselwirkung
innerhalb der Spinketten.
 Den drei in Sto¨rungstheorie bevorzugten U¨bergangstypen des CMLs entsprechen
drei Spinflipprozesse mit i. a. verschiedenen U¨bergangswahrscheinlichkeiten:
Typ (a): zum Beispiel : : : """    ! : : : "#" : : : .
Typ (b): zum Beispiel : : : ""#    ! : : : "## : : : .
Typ (c): zum Beispiel : : : "#"    ! : : : """ : : : .
Spinflips vom Typ (c) sind invers zu Spinflips vom Typ (a).
Wie man anhand der gerade dargestellten Spinfliptypen schon vermuten kann, fa¨llt die
CML{induzierte Spindynamik in eine Klasse von relativ einfachen kinetischen Ising-
modellen, die die Bedingung des detaillierten Gleichgewichts erfu¨llen und gru¨ndlich
untersucht worden sind [18, 26].
In Abschnitt 7.3 werden die stationa¨ren Verteilungen fu¨r die Mastergleichung der
Spindynamik berechnet, wobei sich verschiedene Lo¨sungen in den vier Parameterbe-
reichen des CMLs ergeben. Im Parameterbereich 3 und 4 lassen sich die stationa¨ren
Verteilungen formal als kanonische Verteilungen des eindimensionalen Isingmodells auf-
fassen. Die Temperatur wird durch das Verha¨ltnis der Raten von Spinflip (a) und (c)
bestimmt. Man kann somit den Parametern ;  eine Temperatur T zuordnen (siehe Ab-
bildung 7.2). Dabei ist die Kopplung des Isingmodells in manchen Parameterbereichen
ferromagnetisch, in manchen antiferromagnetisch, wie in Abbildung 7.1 dargestellt.
Das eindimensionale Isingmodell ist demnach im Sinne der Gleichgewichtsstatistik die
geeignete Beschreibung fu¨r das ergodische Verhalten des CMLs T; auf der coarse
grained Ebene.
Nichtgleichgewichtsverhalten zeigt das CML auf den Transienten; diese entspre-
chen Relaxationsprozessen in den Spinketten. Hierbei ist der Parameterbereich 3
(−4 =3 <  < −2 =3) besonders interessant. In diesem Bereich hat das korrespondie-
rende Isingmodell die Temperatur T = 0, so da die Spins nach dem Ablauf der tran-
sienten Dynamik vollsta¨ndig antiferromagnetisch geordnet sind. Wie in Abschnitt 7.6
geschildert, zeigt die mittlere Transientendauer hT i ein quadratisches Anwachsen mit
der Systemgro¨e N . Dies la¨t sich im Rahmen der kinetischen Isingmodelle verstehen:
denn die Spindynamik besteht in diesem Bereich aus der Diusion und gegenseitigen
Vernichtung von Defekten bzw. Doma¨nengrenzen. Defekte ko¨nnen sich dabei nur paar-
weise annihilieren, so da zwei Defekte durch Diusion erst zusammenkommen mu¨ssen.
Dieser Diusionseekt fu¨hrt zum quadratischen Anwachsen der Transientenla¨nge. Mit
Hilfe des von R. J. Glauber analytisch gelo¨sten kinetischen Isingmodells [12] kann diese
Argumentation quantitativ gemacht werden. Die transiente Dynamik des CMLs T;
entspricht demnach im Parameterbereich 3 einem gut verstandenen Relaxationsproze
der Nichtgleichgewichtsstatistik.
Als weiterfu¨hrende Projekte ergeben sich aus dieser Arbeit beispielsweise:
134 KAPITEL 8. ZUSAMMENFASSUNG
 Um na¨her an das Miller{Huse{Modell heranzukommen, sollte das CML T; auf
ein zweidimensionales Gitter u¨bertragen werden. Ein Gitterplatz wird dann mit
seinen vier na¨chsten Nachbarn gekoppelt:
xt+1i :=

T
(
xt

i
= (1− ) f
(
xti

+

4
X
j
f
(
xtj

(8.1)
Dieses Modell kann wahrscheinlich im sto¨rungstheoretischen Bereich ;   1
ebenfalls analytisch behandelt werden. Bei den Berechnungen der kritischen {
Werte fu¨r die U¨berga¨nge ergeben sich wegen der vier na¨chsten Nachbarn Kon-
struktionen in einem fu¨nfdimensionalen Raum. Bei dem eindimensionalen Gitter
dieser Arbeit hat eine dreidimensionale Geometrie genu¨gt; entsprechend ist der
analytische Aufwand bei einem zweidimensionalen Gitter erheblich ho¨her.
 In dem hier behandelten CML T; entspricht die ergodische Dynamik des CMLs
Gleichgewichtszusta¨nden auf der coarse grained Ebene. Denn die stochastische
Spindynamik erfu¨llt die Bedingung des detaillierten Gleichgewichts. Wenn man
{ bei einem eindimensionalen Gitter { einen Gitterplatz nicht symmetrisch mit
seinen beiden na¨chsten Nachbarn verknu¨pft, ko¨nnte diese Bedingung verletzt sein.
Im extremen Fall wird ein sog. unidirektionales CML betrachtet:
xt+1i :=

T
(
xt

i
= (1− ) f
(
xti

+  f
(
xti+1

(8.2)
Hier ist ein Gitterplatz nur an seinen rechten Nachbarn gekoppelt. In einem
solchen CML ko¨nnten sich auf der coarse grained Ebene stationa¨re Nichtgleich-
gewichtszusta¨nde ergeben.
Wa¨hrend es sehr viele numerische Untersuchungen zu CMLs gibt, ist die Zahl der
analytischen Studien bisher eher klein. In dieser Arbeit konnte die hochdimensiona-
le chaotischen Dynamik eines CMLs mit analytischen Methoden verstanden werden.
Insbesondere konnten vier verschiedene Parameterbereich mit unterschiedlicher ergo-
discher Dynamik identiziert werden. Die Grenzlinien wurden analytisch in fu¨hrender
Ordnung Sto¨rungstheorie berechnet. Auerdem zeigt diese Arbeit beispielhaft, da
Konzepte aus der Statistischen Physik sehr fruchtbar fu¨r das Studium einer CML{
Dynamik sein ko¨nnen.1 Denn es ergibt sich ein sehr enger Zusammenhang des CMLs
T; zu kinetischen Isingmodellen. Es ist fu¨r mich ein u¨berraschendes Ergebnis, da
die CML{Dynamik, die ohne Bezug auf irgendeinen Hamiltonian deniert ist, sich auf
einer coarse grained Ebene durch den Isinghamiltonian statistisch erfassen la¨t. Die
Anwendung von statistischen Konzepten wurde wesentlich durch die analytische Hand-
habbarkeit des CMLs T; begu¨nstigt.
1Allerdings kann bisher kein thermodynamischer Limes N ! 1 fu¨r das CML T; durchgefu¨hrt
werden, da dieser Limes mit demjenigen der Sto¨rungstheorie nicht kommutieren du¨rfte.
Anhang A
Begrie aus der Theorie
dynamischer Systeme
In diesem Anhang stelle ich ein paar Begrie aus der mathematischen Literatur u¨ber
dynamische Systeme zusammen.
Ich beginne mit dem Begri "Attraktor": dieser Begri bleibt in der Physikliteratur
oft sehr vage. Dies ist insofern versta¨ndlich, als es in der mathematischen Literatur
verschiedene Denitionen fu¨r den Begri "Attraktor" gibt, die jeweils ihre Vor{ und
Nachteile haben. Die Situation stellt sich in diesem Fall fu¨r einen, der glaubt, da
die Mathematiker sich schnell auf die "gu¨nstigste Denition" dieses Begris einigen
ko¨nnen, unbefriedigend dar. Uns genu¨gt in dieser Arbeit eine relativ unkomplizierte
Denition von Attraktoren, die mit topologischen Begrien auskommt.
Zuerst deniere ich den Begri anziehende Menge:
Denition 1 Eine Menge A eines dynamischen Systems, das durch die Abbildung T
erzeugt wird, heit anziehend, wenn eine Umgebung U von A existiert, so da
8x 2 U lim
n!1 dist (T
n(x); A) = 0 : (A.1)
Denition 2 Ein Attraktor eines dynamischen Systems, das durch die Abbildung T
erzeugt wird, ist eine kompakte Menge A mit folgenden Eigenschaften:
(a) A ist unter der Abbildung T invariant, d. h. T (A) = A.
(b) A ist eine anziehende Menge.
(c) Es existiert ein auf A dichter Orbit des dynamischen Systems.
Die nachfolgenden beiden Begrie charakterisieren die Punkte, die auf eine anziehende
Menge bzw. einen Attraktor hinlaufen:
Denition 3 Das Einzugsgebiet W (A) einer anziehenden Menge A ist die Menge
aller Punkte x des Phasenraums M , so da
lim
n!1 dist ((T
n(x); A) = 0 :
Denition 4 Das Bassin der Anziehung der anziehenden Menge A ist die gro¨te
oene Menge, die im Abschlu W (A) des Einzugsgebiet liegt.
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Anhang B
Der O{Kalku¨l
In diesem Anhang erla¨utere ich, was die Zeichen O(: : : ) und o(: : : ) bedeuten, die oft
bei asymptotischen Entwicklungen verwendet werden [7].
f(x) = O( (x) ) x 2 I
ist eine Abku¨rzung fu¨r den Sachverhalt
9A > 0 jf(x)j  A  j(x)j x 2 I
Ich kann demnach die Funktion f(x) auf dem Intervall I nach oben abscha¨tzen, wobei
die Konstante A unbekannt bleibt.
Ich verwende den O{Kalku¨l in Verbindung mit einer Sto¨rungstheorie in  und .
In diesem Zusammenhang bedeutet der Ausdruck f() = O(2) ohne Angabe eines
Intervalls
9A; c > 0 : jf()j  A  j2j x 2 [0; c] : (B.1)
Auf einem hinreichend kleinen Intervall [0; c] ist diese Abscha¨tzung gu¨ltig. In Sto¨rungs-
theorie kann f() demnach beliebig klein gemacht werden.1 Wenn ich eine Gro¨e, die
sowohl von  als auch von  abha¨ngt, im O{Kalku¨l nach oben abscha¨tzen mo¨chte, so
brauche ich mehr unbekannte Konstanten:
f(; ) = O(; )
bedeutet zum Beispiel
9A;B; c; d : jf(; )j  A jj+ B jj  2 [0; c];  2 [0; d] :
Es gibt im O{Kalku¨l einige Folgerungen der Art
f() = O(2) ) f() = O()
die man leicht zeigen kann.
Das o{Symbol gibt im Gegensatz zum O{Symbol keine obere Schranke fu¨r einen
Ausdruck an, sondern beschreibt die Konvergenz eines Ausdrucks gegen Null. Der
Ausdruck
f () = o ( ())
1Um einem mo¨glichen Miversta¨ndnis vorzubeugen: f() = O(2) sagt nicht aus, da jf()j fu¨r
kleines  von der Gro¨enordnung c   ist mit c 6= 0. Denn die Konstante A in Gleichung (B.1) kann
auch gleich 0 sein. Es handelt sich im O{Kalku¨l nur um Abscha¨tzungen nach oben.
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bedeutet
lim
!0
f ()
 ()
= 0 :
Das o{Symbol macht keine Aussage daru¨ber, wie schnell der Ausdruck gegen Null
strebt. In der in dieser Arbeit verwendeten Sto¨rungstheorie steht beispielsweise ein
o (1){Symbol fu¨r einen Term, der fu¨r ;  ! 0 gegen Null tendiert.
Anhang C
Beweis einer Aussage auf Seite 28
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Abbildung C.1: Das Viereck R0 und sein Bild T;(R0) ( =  = 0).
Das Viereck R mit der Form eines Drachens deniere ich durch die vier Eckpunkte
(a; a); (a+ ; a); (a; a+ ) und (1; 1) ;
wobei  = 1=4 sein soll. Fu¨r  =  = 0 entspricht dieses Viereck dem Viereck R0 in
Abbildung C.1.
Ich mo¨chte folgende Relation in diesem Anhang zeigen:
T;(R)  R (C.1)
Ich betrachte zuerst den Fall  =  = 0. Da R0  S(2;2) werden im Fall der
ungesto¨rten Abbildung alle Strecken um den Faktor 2 gestreckt. Die resultierende
Bildmenge T=0;=0(R0) ist ebenfalls in der Abbildung C.1 zu sehen. Es gilt oenbar
T=0;=0(R0)  R0 : (C.2)
Wichtig ist, da die Punkte P1 und P2 der Menge T=0;=0(R0) einen Abstand der
Gro¨enordnung 1 von der Menge R0 haben.
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Fu¨r ;   1 gilt:
 Die Eckpunkte eines Parallelogramms P

mit S

 I

um eine Distanz der Gro¨e
O(; ) von den Eckpunkten des Quadrates I

unterscheiden. In Sto¨rungstheorie
unterscheiden sich die Koordinaten der vier Eckpunkte der Menge T;(R) um
Betra¨ge von ho¨chstens der Gro¨e O(; ) von den entsprechenden Eckpunkten
der Menge T=0;=0(R0). Insbesondere haben die beiden Eckpunkte P1 und P2
noch immer einen Abstand der Gro¨enordnung 1 von der Menge R.
 Der Bildpunkt des Eckpunkts (a; a) von R ist weiterhin exakt der Punkt (1; 1),
so da ein Eckpunkt der Menge T;(R) weiterhin die Koordinaten (1; 1) hat.
Aus diesen beiden Punkten folgt, da die Menge R in der Menge T;(R) enthalten ist.
Anhang D
Beweis einer Aussage auf Seite 35
Der zu beweisende Sachverhalt ist:
Fu¨r  < 0 gibt es in jeder oenen Umgebung U  I++ eine oene Teilmenge V , so
da
9n 2 N 8x 2 V Tn; (x) 62 I++ : (D.1)
Ich benutze beim Beweis die Eigenschaften von konvexen Mengen, so da ich ihre
Denition rekapituliere:
Denition: Eine Menge C  RN heit konvex, falls
8x; y 2 C ; 8 2 [0; 1]  x + (1− ) y 2 C
Ich brauche folgende elementar beweisbaren Eigenschaften von konvexen Mengen:
1. Sei C  RN konvex und L eine lineare Abbildung auf RN; dann ist die Bildmenge
L(C) ebenfalls konvex.
2. Seien C und C0 zwei konvexe Menge; dann ist ihre Schnittmenge C \C0 ebenfalls
konvex.
Auerdem beno¨tige ich im Beweis die aus dem Hauptteil bekannte Tatsache, da
jede hinreichend kleine Umgebung des Punkts (a; a) in zwei Iterationsschritten das
Quadrat I++ verla¨t.
Nach diesen Vorbereitungen komme ich zum Beweis von (D.1): Ich betrachte eine
beliebige Umgebung U  I++. Aus U wa¨hle ich eine oene und konvexe Teilmenge U0;
auerdem soll U0 in einem Teilrechteck S0 enthalten sein. Ich konstruiere nun eine
Folge von Mengen fAi; i = 0; 1; 2; : : :g, die sa¨mtlich oen und konvex sind. Wir werden
sehen, da die Folge nur endlich viele Elemente haben kann. Die ersten Elemente der
Folge bestehen aus den k0 Bildern der Menge U0 unter T; :
A0 := U0; Ai := Ti; (U0) ; 1  i  k0 ; (D.2)
wobei gilt
k0 := max fi j 8j 2 f0; 1; 2 : : : ; i− 1g 9S : Aj  S g :
D. h. die Menge Ak0 ist die erste iterierte Bildmenge von U0, die nicht mehr in einem
Teilrechteck S

 I++ enthalten ist. Die Fla¨che der Menge Ai wa¨chst gegenu¨ber
ihrem Vorga¨nger Ai−1 um den Faktor 4 +O(; ), da Ai−1 in einem Teilrechteck liegt.
Deswegen mu k0 endlich sein.
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Es gibt nun folgende Fallunterscheidung:
Falls die Menge Ak0 alle vier Teilrechtecke S  I++ schneidet, setze ich die Folge
fAi; i = 0; 1; 2; : : :g nicht weiter fort.
Falls die Menge Ak0 zwei oder drei S  I++ schneidet, verla¨ngere ich die Folge.
Das Teilrechteck S
1 soll den gro¨ten Fla¨chenanteil an der Menge T
k0
; (U0) haben:
Fl

Tk0; (U0) \ S1

 Fl

Tk0; (U0) \ S

8γ
Ich deniere die oene und konvexe Menge
U1 := Tk0; (U0) \ Int(S1) :
Ich verla¨ngere die Mengenfolge durch die iterierten Bildmengen von U1 (mindestens ein
Element kommt hinzu):
Ak0+i := T
i
; (U1) ; 1  i  k1 ;
k1 := max fi j 8j 2 f0; 1; : : : ; i− 1g 9S : Ak0+j  S g :
Die Fla¨che der Menge Ak0+1 ist mindestens um einen Faktor 4=3 gro¨er als die der
Menge Ak0 , da
Fl (T; (U1)) = (4 + O(; )) Fl (U1)  4 +O(; )3 Fl

Tk0; (U0)

:
Das Symbol O(; ) soll anzeigen, da in Sto¨rungtheorie Korrekturen der asymptoti-
schen Gro¨e O(; ) hinzukommen. Falls T; (U1) Teilmenge eines S ist, wa¨chst die
Fla¨che des na¨chsten Folgenelements T2; (U1) um den Faktor 4 +O(; ).
Fu¨r die Menge Ak0+k1 tree ich wieder die obige Fallunterscheidung: falls die Menge
alle vier S

schneidet, ho¨re ich auf; falls die Menge zwei oder drei S

schneidet, bilde
ich
U2 := T
k1
; (U1) \ Int(S2) ; wobei
Fl

Tk1; (U1) \ S2

 Fl

Tk1; (U1) \ S

8γ :
Ich setze die Mengenfolge fAi; i = 0; 1; 2; : : :g durch iterierte Bildmengen von U2 fort
u. s. w. .
Per Konstruktion ist die Fla¨che des n-ten Folgenelements An mindestens um einen
Faktor  (4=3)n gro¨er als die Fla¨che des Startelements U0. Da die Fla¨che von I++
begrenzt ist, hat die Folge nur endlich viele Glieder. Es mu demnach i 2 N geben, so
da das Folgenelement
An = Tki; (Ui) mit n = k0 + k1 +   + ki
alle vier Teilrechtecke schneidet. Da An oen und konvex ist, entha¨lt An den Punkt
(a; a) und eine hinreichend kleine Umgebung dieses Punktes, deren Punkte I++ in zwei
Iterationen verlassen. Tn;  ist eine stetige Funktion und die Ausgangsmenge U ist oen,
so da eine oene Umgebung V  U existiert:
8x 2 V Tn; (x) 62 I++ :
Anhang E
Sto¨rungstheoretische
Argumentation fu¨r Gleichung
(3.51)
In diesem Anhang mo¨chte ich Gleichung (3.51) plausibel machen:
1X
k=1
Fl
0@T−k;
0@ [
 6=++
OV++;
1A1A = 1 + o(1) : (E.1)
Im folgenden verwende ich fu¨r die Gesamtu¨berlappmenge von I++ mit den anderen
Quadraten I

eine Abku¨rzung:
GO++ :=
[
 6=++
OV++;
Wenn ich die Lagen der dreieckigen Urbildmengenkomponenten der i{ten Genera-
tion kenne, werden die Orte der Urbildmengenkomponenten der (i+1){ten Generation
durch die Urbilddynamik bestimmt. Im Gegensatz zur (Vorwa¨rts{) Dynamik mit T;
fu¨llt die Urbilddynamik auch das Fehlvolumen in I++ mit Urbildern aus. In Abbildung
3.9 sind die Lagen der Mengen T−k; (GO++) fu¨r k = 2; 3; 4 im Quadrat I++ schematisch
zu sehen.
Ich mo¨chte zuerst zeigen, da die Fla¨chensumme in Gleichung (E.1) ab einem hin-
reichend groen ~k zu einer konvergenten geometrische Reihe wird, die sich leicht auf-
summieren la¨t. Demnach berechne ich das Fla¨chenverha¨ltnis
Fl

T−(k+1); (GO++)

Fl

T−k; (GO++)
 : (E.2)
fu¨r groe k. Wie schon im Hauptteil erwa¨hnt, spielen fu¨r diesen Quotienten die Gro¨e
der Jakobideterminante und die Sta¨rke der Absorption von Urbildmengenkomponenten
im Fehlvolumen die Hauptrolle.
Ich berechne zuna¨chst das Verha¨ltnis der Zahl N (k + 1) der Urbildmengenkompo-
nenten der (k + 1){ten Generation zur Zahl N (k) der Urbildmengenkomponenten der
k{ten Generation. Dabei gehe davon aus, da alle Komponenten einer Urbildgenerati-
on gleich gro sind, da sie alle durch gleich viele Abbildungen mit T; auf die Menge
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Abbildung E.1: Hier ist die Lage der Mengen HV++ und FV++ im Quadrat I++ fu¨r  <
0 dargestellt. Fu¨r die eingezeichneten Linien Ki bzw. ~Ki gilt: Ki  K<((1; 1); i) und
~Ki  K<((2; 2); i). Das wei gelassene Gebiet in I++ entspricht dem Parallelogramm
P(1;1). Punkte aus diesem Gebiet haben vier Urbilder.
T−1; (GO++) nFV++ abgebildet werden.1 Eine Urbildmengenkomponente Ki der k{ten
Generation kann 4; 2 oder 0 Urbildmengenkomponenten der (k+1){ten Generation als
Urbilder besitzen, je nachdem in welcher Teilmenge von I++ die Menge Ki liegt:
 Wenn sich die Komponente Ki im Fehlvolumen FV++ bendet, hat sie keine
Urbildmenge. Die Menge FV++ ist fu¨r  < 0 in Abbildung E.1 hellgrau schattiert
dargestellt.
 Es gibt fu¨r  < 0 ein Gebiet in I++, dessen Punkte genau zwei Urbilder haben,
weil die vier Parallelogramme P

mit S

 I++ nicht deckungsgleich sind. Denn
fu¨r die beiden Parallelogramme P

mit γi = 2 ist die Seite K<(γ; i) um den Be-
trag (1 − ) jj gegenu¨ber der entsprechenden Seite der beiden Parallelogramme
mit γi = 1 verschoben. Punkte aus I++, die zwischen den parallelverschobenen
Parallelogrammseiten liegen, haben zwei Urbilder in I++. In Abbildung E.1 ist
diese Menge HV++, die aus zwei streifenfo¨rmigen Teilmengen besteht, als schraf-
ertes Gebiet dargestellt. HV++ besteht aus zwei streifenfo¨rmigen Teilmengen.
Da die beiden Parallelogrammseiten nach Punkt 3(b) von Unterabschnitt 3.3.3
um den Betrag (1− ) jj+ O(2  ) verschoben sind, ergibt sich die Fla¨che von
1Ich vernachla¨ssige den Eekt, da einzelne Urbildmengenkomponenten einer i{ten Urbildgeneration
teilweise innerhalb und teilweise auerhalb des Fehlvolumens liegen ko¨nnen. In diesem Fall hat nur
die Teilmenge auerhalb des Fehlvolumens eine Urbildermenge in der (i + 1){ten Generation, deren
Komponenten kleiner als die u¨brigen Urbildmengenkomponenten dieser Generation sind. Es gibt aber
wenige dieser kleineren Komponenten im Verha¨ltnis zu allen Komponenten einer Generation: denn wie
im Hauptteil dargestellt, bendet sich die zweite Urbildgeneration, die Menge T−2; (GO++), in der Mitte
von I++. Da sich der Abstand zwischen den Urbildmengenkomponenten ungefa¨hr halbiert fu¨r eine um
1 ho¨here Urbildgeneration und das Fehlvolumen eine Menge mit einem Abstand der Gro¨enordnung
 vom Rand des Quadrats I++ ist, schneidet erst die k0{te Urbildgeneration wieder das Fehlvolumen,
wobei k0  log2(1=). Eine Urbildmenge der Generation i > log2(1=) hat aber insgesamt schon sehr
viele Komponenten mit einer sehr kleinen Fla¨che.
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Abbildung E.2: Die ersten drei Urbildgenerationen der U¨berlappmenge [

OV++; sind
dargestellt. Wa¨hrend die erste Urbildgeneration am Rand von I++ liegt, benden sich
die ho¨heren Urbildmengen hauptsa¨chlich im Innern dieses Quadrats.
HV++ als
Fl (HV++) = 2 (1− ) jj (1− )− 
2

+O(2 ; 2) : (E.3)
Wenn Ki  HV++, verursacht diese Komponente der k{ten Generation zwei
Urbildmengenkomponenten in der (k + 1){ten Generation.
 Schlielich gibt es ein groes Gebiet in I++, deren Punkte vier Urbilder in I++ ha-
ben. Wie man sich leicht u¨berlegen kann, ist das {unabha¨ngige Parallelogramm
P(1;1) gerade dieses Gebiet (eine Zeichnung von P(1;1) ndet sich in Abbildung
3.6). Die Fla¨che von P(1;1) ist exakt
Fl
(
P(1;1)

= 1− 2 : (E.4)
FallsKi  P(1;1), hat die Menge vier Urbildmengenkomponenten in der (k+1){ten
Generation.
Zur Berechnung von N (k + 1) beno¨tige ich den Anteil der Urbildmengenkomponen-
ten der k{ten Generation in den Gebieten P(1;1), HV++ und FV++ bezogen auf die
Gesamtzahl der Komponenten N (k):
N (k+ 1) = (4 p4 + 2 p2 + 0 p0)N (k) ; (k  1) (E.5)
wobei
pi :=
#fKomp: der k − ten Generation  Ai g
N (k)
; i = 0; 2; 4
mit A0 := FV++; A2 := HV++; A4 := P(1;1) : (E.6)
Es gilt p0 + p2 + p4 = 1.
Fu¨r die Berechnung der pi ist der folgende Punkt wichtig. Die Mengen T−k; (GO++)
liegen in der Menge
I++ n
k−1[
i=1
T−i; (GO++) ;
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da die Urbildmengen verschiedener Generation voneinander disjunkt sind. In Abbil-
dung E.2 ist zu sehen, da die erste Urbildgeneration T−1; (GO++) gegenu¨ber den
anderen Generationen eine besondere Lage hat, indem sie sich am Rand von I++ be-
ndet. Entsprechend ist der Fla¨chenteil von Punkte der ersten Urbildgeneration im
Fehlvolumen ca. 75 %, wa¨hrend fu¨r die ho¨heren Urbildgenerationen dieser Anteil { wie
wir noch sehen werden { nur die Gro¨e O(; ) hat. Die erste Urbildgeneration verklei-
nert demnach die Menge des Fehlvolumens, die von den ho¨heren Urbildgenerationen
noch gefu¨llt werden kann, um einen besonderes groen Betrag. Um diesen Eekt zu
beru¨cksichtigen, deniere ich die Menge
R++ := I++ nT−1; (GO++) : (E.7)
Fu¨r ;   1 sind die Urbildmengenkomponenten einer hohen Urbildgeneration (k  1)
homogen in R++ verteilt, d. h. die Anzahl von Komponenten, die sich beispielsweise
in einem Quadrat  R++ mit Seitenla¨nge l  1=2k benden, ist proportional zur
Fla¨che dieses Quadrats.2 Damit lassen sich die pi in Gleichung (E.6) fu¨r eine hohe
Urbildgeneration durch
pi  Fl (Ai \R++)Fl (R++) (E.8)
berechnen.
Ich brauche die pi mit einer relativ hohen Genauigkeit. Vernachla¨ssigt werden
du¨rfen Terme der Gro¨e O(2), wa¨hrend ich Terme der Gro¨enordnung ( ) beru¨ck-
sichtige. Ich nehme im folgenden immer jj   an. Folglich kann z. B. ein Term der
Gro¨enordnung 4=2 durch das O{Symbol O(2) repra¨sentiert werden.
Ich beginne mit der Berechnung von p4:
p4 =
Fl
(
P(1;1) \R++

Fl (R++)
(E.9)
Aus der Denition von R++ folgt die Identita¨t
P(1;1) \R++ = P(1;1) nT−1; (GO++) = P(1;1) n

T−1; (GO++) n FV++

:
Damit gilt unter Benutzung von Gleichung (E.4)
p4 =
1− 2 − Fl (T−1; (GO++) n FV++ )
1− Fl (T−1; (GO++) )
:
Wenn im Nenner eine Taylorentwicklung vornehme, ergibt sich
p4 = 1− 2 + Fl (T−1; (GO++) \ FV++ ) +O(2) = 1− 2 +
3
8
2

+ O(2) ; (E.10)
da nach Gleichung (3.45)
Fl (T−1; (GO++) \ FV++ ) = 2  Fl

T−1; (OV++;−+) \ FV++

+O(2) =
3 2
8 
+ O(2) :
2Die Homogenita¨tsannahme ist fu¨r ;   1 plausibel, da die Anzahl der Komponenten exponentiell
mit der Generation k wa¨chst und fu¨r  =  = 0 ist die Homogenita¨t exakt erfu¨llt ist, wie auf Seite 33
gezeigt wurde.
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Fu¨r die Berechnung von p2 ergibt sich nach Gleichung (E.3)
p2 =
Fl (HV++ \R++)
Fl (R++)
=
Fl (HV++)
Fl (R++)
= 2 jj

1− jj
2 
− 2 

+O(2 ; 2) : (E.11)
Mit den Ausdru¨cken fu¨r p2 und p4 aus Gleichung (E.11) bzw. (E.10) erhalte ich fu¨r
Gleichung (E.5):
N (k+ 1) = 4

1− 2 + jj − 
2
8 
− 2  jj+ O(2; 2 )

N (k) (E.12)
Um das Fla¨chenverha¨ltnis zwischen den beiden Urbildgenerationen (k + 1) und k in
Gleichung (E.2) ausrechnen zu ko¨nnen, mu ich noch das Fla¨chenverha¨ltnis zwischen
einer Urbildmengenkomponente der (k+1){ten Generation und einer der k{ten Genera-
tion kennen. Diese Fla¨chenverha¨ltnis wird durch die Jakobideterminante der Abbildung
T; bestimmt:
Fl (Komp (k + 1) )
Fl (Komp (k) )
=
1
jDet (J; )j (E.13)
Der Betrag der Jakobideterminante la¨t sich leicht ausrechnen:
jDet (J; )j = (1− 2 ) (2− )2 = 4 (1− 2 + jj − 2  jj) + O(2) (E.14)
Fu¨r das Fla¨chenverha¨ltnis von aufeinanderfolgenden Urbildgenerationen gilt
Fl

T−(k+1); (GO++)

Fl

T−k; (GO++)
 = N (k+ 1)
N (k)
 Fl (Komp (k + 1) )
Fl (Komp (k) )
: (E.15)
Mit den Gleichungen (E.12) und (E.14) ergibt sich3
Fl

T−(k+1); (GO++)

Fl

T−k; (GO++)
 = 4 (1− 2 + jj − 2=(8 )− 2  jj+ O(2; 2 )
4 (1− 2 + jj − 2  jj) +O(2)
= 1− 
2
8 
+O(2; 2 ) ; (k > ~k) : (E.16)
Ich bestimme als na¨chstes die Gro¨enordnung von ~k, die den Gu¨ltigkeitsbereich von
Gleichung (E.16) festlegt. Betrachte eine k{te Urbildgeneration mit einer bestimmten
Dichte (k) von Urbildmengenkomponenten in R++. Fu¨r ein Polyeder P mit Fla¨che
F soll gelten, da die Anzahl der Urbildmengenkomponenten  P ungefa¨hr gleich dem
Fla¨chenanteil von P in R++ ist. Dann mu F gro¨er als eine Mindestfla¨che Fmin sein.
Diese Mindestfla¨che ist umgekehrt proportional zu (k):
Fmin / 1
(k)
Damit Gleichung (E.16) fu¨r die k{ten Urbildgenerationen mit k > ~k gilt, mu¨ssen die
Mengen FV++\R++ und HV++, die Gro¨enordnung  bzw. jj haben, homogen gefu¨llt
sein:
maxf ; jj g / 1
(k)
fu¨r k > ~k
3Man sieht am Resultat, da sich die Terme −2  jj in Za¨hler und Nenner kompensierten. Insofern
ist es wichtig, die Fla¨che der Menge HV++ einschlielich von Termen der Gro¨enordnung  jj zu
berechnen.
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Da die Dichte (k) der Urbildmengenkomponenten einer Generation aber exponentiell
mit der Generation k zunimmt, gilt
~k  c0 maxf log(1=); log(1=jj) g : (E.17)
~k wa¨chst demnach nur logarithmisch an fu¨r ;  ! 0.4
Fu¨r den Beitrag der Urbildgenerationen ab ~k zur Summe in Gleichung (E.1) folgt:
1X
k=~k
Fl

T−k; (GO++)

= Fl

T−~k; (GO++)


1X
i=0

1− 
2
8 
+ O(2; 2 )
i
(E.18)
Zuerst bestimme ich den Vorfaktor Fl (T−~k; (GO++) ): da fu¨r die Urbildmengen der
Generation 2  k  ~k die Homogenita¨t der Komponentenverteilung noch nicht gilt, ist
das Fla¨chenverha¨ltnis von aufeinanderfolgenden Urbildgenerationen in diesem Bereich
Fl

T−(k+1); (GO++)

Fl

T−k; (GO++)
 = 1 + ck + dk  +O(2; 2;  ) ; (2  k  ~k) : (E.19)
Hierbei sind die f jckj; jdkj; (k < ~k) g durch eine Konstante beschra¨nkt, die nicht von 
und  abha¨ngt. Aus der letzten Gleichung folgt
Fl

T−~k; (GO++)

=
0@~k−1Y
k=2
(1 + ck + dk )
1A  FlT−2; (GO++) : (E.20)
Da nach Gleichung (E.17) ~k fu¨r ;  ! 0 logarithmisch anwa¨chst und die ck; dk
beschra¨nkt sind, kann das Produkt u¨ber k in der letzten Gleichung asymptotisch durch
( 1 + o(1) ) abgescha¨tzt werden:
Fl

T−~k; (GO++)

= ( 1 + o(1) )  Fl

T−2; (GO++)

= ( 1 + o(1) )  
2
8 
(E.21)
Mit diesem Resultat wende ich mich wieder Gleichung (E.18) zu:
1X
k=~k
Fl

T−k; (GO++)

= ( 1 + o(1) )
2
8 
1X
i=0

1− 
2
8 
+ O(2; 2 )
i
=
( 1 + o(1) ) (2=8 )
2=8 + O(2; 2 )
=
( 1 + o(1) )
1 +O(; 3=)
(E.22)
Falls man an die Parameter die zusa¨tzliche Forderung stellt, da c 2  jj, ergibt sich
1X
k=~k
Fl

T−k; (GO++)

= 1 + o(1) : (E.23)
Es verbleibt, den Beitrag der ersten ~k Urbildgenerationen zur Summe in Gleichung
(E.1) abzuscha¨tzen. Aus Konsistenzgru¨nden kann dieser Beitrag nicht gro¨er als o(1)
sein. Es gilt
~kX
k=1
Fl

T−k; (GO++)

 ~k max
n
Fl

T−k; (GO++)

; k  ~k
o
(E.24)
4Der andere Grund fu¨r mo¨gliche Inhomogenita¨ten, na¨mlich die von 0 abweichenden  und , kann
von mir nicht quantitativ erfat werden. Hauptsa¨chlich deswegen ist meine Argumentation in diesem
Anhang nicht mathematisch streng.
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Analog wie fu¨r Gleichung (E.21) gilt
max
n
Fl

T−k; (GO++)

; k  ~k
o
 (1 + o(1) )  
2
8 
: (E.25)
Mit Gleichung (E.17) ergibt sich
~kX
k=1
Fl

T−k; (GO++)

 c0 maxf log(1=); log(1=jj) g  
2

= o(1) : (E.26)
Als Endresultat dieses Anhangs erha¨lt man
1X
k=1
Fl

T−k; (GO++)

= 1 + o(1) : (E.27)
Dies gilt aufgrund unserer sto¨rungstheoretischen Argumentation im Parameterbereich
−    −c 2 < 0. Es ist zu vermuten, da im ganzen Bereich  < 0 gilt
1X
k=1
Fl

T−k; (GO++)

= 1 : (E.28)
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Anhang F
Zur Ungleichung (3.80)
Bevor ich zur Ungleichung (3.80) komme, die im Hauptteil verwendet wird, beweise
ich eine analoge Ungleichung fu¨r die Menge 1~G , da diese Menge einer mathematischen
Analyse wesentlich leichter zuga¨nglich ist.
Die zu beweisende Aussage ist: fu¨r festes x2 2 [0; 1] gilt
inffx1 j (x1; x2) 2 1~G g  inffx1 j (x1; 1=3) 2 1~G g + 

1
3
− x2

: (F.1)
Der Beweis geht so vor, da ich zuerst eine Aussage u¨ber die Randkurven R(k) aus
Gleichung (3.68) zeige:
R(k)(y) = −
kX
i=1
It[f0; i](y)
2i
; y 2 [0; 1] (F.2)
Nach Gleichung (3.69) haben die Kurven R(k) fu¨r ungerades k die Zahl von 2(k−1)=2
Minima der Gro¨e
− 
2
(k−1)=2X
i=0
1
4i
: (F.3)
Der kleinste y{Wert, an dem die Kurve R(k) ein solches Minimum hat, ist nach Glei-
chung (3.70)
y
(k)
min =
1
2
0@1− (k−1)=2X
j=1
1
4j
1A : (F.4)
Es gilt demnach
R(k)

y
(k)
min

= − 
2
(k−1)=2X
i=0
1
4i
: (F.5)
Damit komme ich zur Aussage u¨ber R(k), die ich fu¨r ungerades k durch Induktion
beweisen mo¨chte:
R(k)(y)  R(k)

y
(k)
min

+ 

y
(k)
min − y

; y 2 [0; 1] ; k = 1; 3; 5 : : : (F.6)
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Abbildung F.1: Hier gilt k = 3: Die Menge 3~G liegt rechts von einer Geraden, die
einen Winkel  zur x2{Achse hat und durch das Minimum von 3~G mit der kleinsten
x2{Koordinate verla¨uft.
Die geometrische Interpretation dieser Ungleichung ist: Falls eine Gerade mit Winkel
 zur x2{Achse durch das kleinste Minimum von R(k) verla¨uft, liegt die Menge 
(k)
~G
zwischen dieser Geraden und der x2{Achse (siehe Abbildung F.1).
Beweis durch Induktion: Fu¨r R(1) gilt nach Gleichung (3.65)
R(1)(y) = − 
2
f0(y)  − y = R(1)(y(1)min) +

y
(1)
min − y

:
Dies ist der Induktionsanfang.
Nehme an, da Gleichung (F.6) fu¨r R(k) mit ungeradem k gilt. Zu zeigen ist dann
R(k+2)(y)  R(k+2)

y
(k+2)
min

+ 

y
(k+2)
min − y

; y 2 [0; 1] : (F.7)
Die Dierenz von R(k) und R(k+2) ist nach Gleichung (F.2)
R(k)(y)−R(k+2)(y) = 
2k+1

It[f0; k+1](y) +
1
2
It[f0; k+2](y)

: (F.8)
Die Funktion It[f0; k], die k{te Iterierte der Zeltabbildung f0, besteht auf dem Inter-
vall [0; 1] aus 2k periodisch fortgesetzten Dreiecken mit Grundfla¨che 1=2k−1 und Ho¨he 1
(siehe linke Seite von Abbildung F.2). Entsprechend ist die FunktionR(k)(y)−R(k+1)(y)
ein periodisch wiederholtes Trapez mit Grundfla¨che g1 = 1=2k und Ho¨he h = =2k+1
(siehe rechte Seite von Abbildung F.2). Aus Gleichung (F.8) folgt dann fu¨r R(k+2) die
Ungleichung
R(k+2)(y)  R(k)(y)− 
2k+1
: (F.9)
Die rechte Seite von Gleichung (F.7) la¨t sich nach den Gleichungen (F.5) und (F.4)
umformen zu
R(k+2)

y
(k+2)
min

+ 

y
(k+2)
min − y

= R(k)

y
(k)
min

− 
2k+2
+ 

y
(k)
min −
1
2k+2
− y

=
R(k)

y
(k)
min

+ 

y
(k)
min − y

− 
2k+1
: (F.10)
153
2 k+1
(k) (k+2)
[ f  , k]0 :
. . . . . .
1
1
2 k-1
0 0 . . . . . .
ε
g 1
h =
R - R  :It
Abbildung F.2: Links: die periodische Funktion It[f0; k]. Rechts: die periodische Funk-
tion R(k)(y)−R(k+1)(y).
Unter Verwendung der Induktionsannahme fu¨r die k{te Generation (siehe Gleichung
(F.6) ) folgt aus Ungleichung (F.9) und der Identita¨t (F.10) die zu zeigende Gleichung
(F.7) fu¨r die (k + 2){te Generation. Damit ist der Induktionsbeweis zu Ende.
Die Funktionen R(k)(y) konvergieren fu¨r k !1 gleichma¨ig zur (fraktalen) Rand-
funktion von 1~G . Da auerdem
lim
k!1
y
(k)
min =
1
3
;
gilt Ungleichung (F.1) fu¨r die Menge 1~G .
Damit gilt fu¨r die Menge 1G na¨herungsweise eine zu (F.1) analoge Ungleichung.
Denn die Mengen G(k), die u¨ber die Abbildung T; deniert sind, werden bis zu hohen
k{Werten durch die Mengen ~G(k) approximiert.
Da sich die Menge 1H aus 
1
G durch Spiegelung und Verschiebung um jj=2 ergibt,
folgt aus Ungleichung (F.1) auch die im Hauptteil verwendete Gleichung (3.80):
supfx1 j (x1; x2) 2 1H g  supfx1 j (x1; 1=3) 2 1H g + 

x2 − 13

(F.11)
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Anhang G
Die stationa¨re Verteilung im
Parameterbereich 4
In diesem Anhang berechne ich die stationa¨re Verteilung q der Mastergleichung im
Parameterbereich 4. In diesem Parameterbereich sind alle drei Arten von Spinflips
mo¨glich. Die Mastergleichung (7.3) kann ich als Matrixgleichung schreiben:
p (t+ 1) = M p (t) (G.1)
Die gesuchte stationa¨re Verteilung q ist der Eigenvektor von M zum Eigenwert 1.
Aus Gru¨nden der Einfachheit gehe ich bei der Berechnung zuerst von den Spin-
zusta¨nden zu Defektzusta¨nden u¨ber. In Abschnitt 5.4 wurde jedem Indexvektor 
ein Defektvektor ~ zugeordnet. Demnach kann ich auch jedem Spinvektor einen De-
fektvektor ~s zuweisen, der aus Nullen und Einsen besteht (siehe Abbildung 5.3). Die
Abbildung s! ~s ist 2{zu{1, so da die Mastergleichung im Raum der Defektzusta¨nde
mit einer 2N−1  2N−1{Matrix deniert ist:
~p (t+ 1) = ~M ~p (t) ; (G.2)
Zu dieser Mastergleichung suche ich eine stationa¨re Verteilung ~q. Zuerst untersuche ich,
Im Raum der Defektzusta¨nde korrespondiert zu den drei Typen von Spinflips folgende
Dynamik:
Spinflip vom Typ (a): Ein Spinflip vom Typ (a), der fu¨r drei gleiche Spins neben-
einander mo¨glich ist, entspricht der gegenseitigen Annihilation von zwei De-
fekten, z. B.
Spinzustand s :   + 1; +1; +1; : : :    !   + 1; −1; +1; : : :
Defektzustand ~s : : : : : : :1; 1; : : : : : : ! : : : : : :0; 0; : : : : : :
Spinflip vom Typ (b): Diese Art von Spinflip fu¨hrt zu einer Diusion von Defek-
ten, d. h. ein Defekt (eine 1) wandert um einen Gitterplatz, z. B.
Spinzustand s :   + 1; +1; −1; : : :    !   + 1; −1; −1; : : :
Defektzustand ~s : : : : : : :1; 0; : : : : : : ! : : : : : :0; 1; : : : : : :
Eine "1" im Defektvektor ~s kann durch einen Typ{(b){Spinflip in die Richtungen
wandern, in denen sie an eine "0" grenzt.
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Spinflip vom Typ (c): Der Spinflip vom Typ (c) ist invers zum Spinflip vom Typ(a).
Demzufolge fu¨hrt der Spinflip vom Typ (c) zur Erzeugung von zwei Defekten
(Einsen) im Defektzustand ~s, z. B.
Spinzustand s :   + 1; −1; +1; : : :    !   + 1; +1; +1; : : :
Defektzustand ~s : : : : : : :0; 0; : : : : : : ! : : : : : :1; 1; : : : : : :
Es gibt demnach drei Arten von Defektbewegungen, die Annihilation, die Diusion und
die Erzeugung. Die U¨bergangswahrscheinlichkeit w(~s j~r) ist fu¨r die Defektbewegung
~s! ~r die gleiche wie fu¨r den entsprechenden Spinflip s! r. Demnach gilt
Defektannihilation : w(~s j~r) = wa
Defektdiusion : w(~s j~r) = wb
Defekterzeugung : w(~s j~r) = wc
Im Raum der Defektzusta¨nde kann ich die Mastergleichung (G.2) mit den einzelnen
U¨bergangswahrscheinlichkeiten formulieren:
p~s(t+ 1) = p~s(t) +
X
~r 6=~s
[w(~s j~r)  p~r(t)−w(~r j~s)  p~s(t)] : (G.3)
Fu¨r die stationa¨re Verteilung ~q giltX
~r 6=~s
[w(~s j~r)  ~q~r − w(~r j~s)  ~q~s] = 0 : (G.4)
Fu¨r ~q setze ich an, da das Gewicht ~q~s eines Defektzustands ~s allein von der Zahl der
Einsen (Defekte) in ~s abha¨ngt:
~q~s = c f (D (~s))
mit D (~s) := # f Einsen in ~s g (G.5)
Die Konstante c wird spa¨ter durch die Normierungbedingung an ~q festgelegt. Als
na¨chstes zeige ich, da mit diesem Ansatz die stationa¨re Mastergleichung (G.4) lo¨sbar
ist und bestimme die Funktion f . Wenn ich den Ansatz in Gleichung (G.4) einsetze,
ergibt sich X
~r 6=~s
[w(~s j~r)  f (D (~r)) − w(~r j~s)  f (D (~s))] = 0 : (G.6)
Dazu betrachte ich einen beliebigen Defektzustand ~s. Dieser Zustand habe n Einsen.
Wenn ich eine Eins mit der na¨chsten Eins zu einem Paar zusammenfasse, so haben von
diesen n Paaren m den Abstand 1 und (n−m) einen Abstand > 1 (siehe Abbildung
G.1). Auerdem gibt es in ~s k Paare von Nullen im Abstand 1. Es gilt immer
k +m+ 2 (n−m) = N :
Fu¨r den Defektzustand ~s ergeben sich in Gleichung (G.6) jeweils drei verschiedene
Gewinn { und Verlustterme, die den drei Defektbewegungen entsprechen. Aus den k
Nullen im Abstand 1 folgt, da es k Defektzusta¨nde ~r gibt, die am Ort der beiden
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01   1   0   0   1   0   1   0   0
Abstand 1
Abstand 1
Nullen mit
Einsen mit Abstand > 1Einsen mit
Abbildung G.1: Fu¨r diesen Defektvektor der La¨nge 10 gilt n = 4, m = 1 und k = 3.
Nullen zwei Einsen haben und nach ~s durch Defektannihilation mit U¨bergangswahr-
scheinlichkeit wa u¨bergehen ko¨nnen. Diese Defektzusta¨nde ~r haben n+ 2 Defekte und
das relative Gewicht f(n + 2). Demzufolge ist ein Gewinnterm
Ga = k  wa  f(n+ 2) : (G.7)
Wegen der k Nullen im Abstand 1 kann der Defektzustand ~s selbst u¨ber die Erzeugung
von zwei Defekten mit U¨bergangswahrscheinlichkeit wc in einen Defektzustand ~t mit
zwei Defekten mehr u¨bergehen. Damit gibt es einen Verlustterm
Vc = −k  wc  f(n) : (G.8)
Aus den m Paaren von benachbarten Einsen in ~s folgt der Gewinnterm
Gc = m  wc  f(n− 2) (G.9)
und der Verlustterm
Vc = −m wa  f(n) : (G.10)
Schlielich ergibt sich aus den (n−m) Paaren von Einsen im Abstand > 1 wegen der
Defektdiusion der Gewinnterm
Gb = 2 (n−m)  wb  f(n) (G.11)
und der Verlustterm
Vb = −2 (n−m) wb  f(n) : (G.12)
Gleichung (G.6) la¨t sich demnach schreiben als
Ga +Gb +Gc + Va + Vb + Vc = 0 : (G.13)
Man sieht an den Gleichungen (G.11) und (G.12), da sich Gb und Vb gegenseitig
wegheben. Damit ist die Stationarita¨tsbedingung (G.4)
k  wa  f(n + 2) +m  wc  f(n− 2)−m  wa  f(n)− k  wc  f(n) = 0 : (G.14)
Diese Gleichung ist { unabha¨ngig von den Werten von m und k { erfu¨llt, wenn die
Funktion f der Bedingung
f (n+ 2) =
wc
wa
f (n) ; n = nmin; nmin + 2; : : : ; N − 2 (G.15)
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genu¨gt. Hierbei gilt nmin = 0 fu¨r gerades N , nmin = 1 fu¨r ungerades N .1 Aus der
Bedingung (G.15) folgt
f (D (~s)) =

wc
wa
1
2
D(~s)
: (G.16)
Demnach gilt fu¨r die stationa¨re Verteilung der stochastischen Dynamik im Raum der
Defektzusta¨nde
~q~s = c

wc
wa
 1
2
D(~s)
: (G.17)
Ich u¨bertrage nun das Ergebnis auf die stationa¨re Verteilung q fu¨r die stochastische
Dynamik im Raum der Spinzusta¨nde. Es gibt immer zwei Spinzusta¨nde s1 und s2,
die zum gleichen Defektzustand ~s geho¨ren; dabei gehen s1 und s2 durch eine Inversion
sa¨mtlicherN Spins auseinander hervor. Da die CML{induzierte stochastische Dynamik
symmetrisch unter dieser Operation ist, haben die Zusta¨nde s1 und s2 das gleiche
Gewicht in der stationa¨ren Verteilung q:
qs =
~q~s
2
=
c
2

wc
wa
 1
2
D(~s)
: (G.18)
Hierbei ist ~s der dem Spinzustand s zugeordnete Defektzustand. Die letzte Gleichung
la¨t sich auch schreiben als
qs = c

wc
wa
 1
2
# Def (s)
mit # Def (s) :=
1
2
NX
i=1
(si si+1 + 1) : (G.19)
# Def (s) gibt die Anzahl der Defekte im Spinzustand s an.
Die Eindeutigkeit der stationa¨ren Verteilung (G.19) kann nachgewiesen werden,
indem man die Transitivita¨t der Matrix M aus der Mastergleichung (G.1) zeigt, d. h. es
existiert n 2 N, so da die Matrix Mn ausschlielich strikt positive Eintra¨ge hat.
1Es sei daran erinnert, da jeder Defektzustand ~s fu¨r gerades N eine gerade Anzahl von Einsen hat,
fu¨r ungerades N eine ungerade.
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