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ABSTRACT
Kepler data from G-, K-, and M-type stars are used to study conditions that lead to superflares with energies
above 1034erg. From the 117,661 stars included, 380 show superflares with a total of 1690 such events. We
study whether parameters, like effective temperature or rotation rate, have any effect on the superflare occur-
rence rate or energy. With increasing effective temperature we observe a decrease in the superflare rate, which
is analogous to the previous findings of a decrease in dynamo activity with increasing effective temperature.
For slowly rotating stars, we find a quadratic increase of the mean occurrence rate with the rotation rate up to
a critical point, after which the rate decreases linearly. Motivated by standard dynamo theory, we study the
behavior of the relative starspot coverage, approximated as the relative brightness variation. For faster rotat-
ing stars, an increased fraction of stars shows higher spot coverage, which leads to higher superflare rates. A
turbulent dynamo is used to study the dependence of the Ohmic dissipation as a proxy of the flare energy on
the differential rotation or shear rate. The resulting statistics of the dissipation energy as a function of dynamo
number is similar to the observed flare statistics as a function of the inverse Rossby number and shows similarly
strong fluctuations. This supports the idea that superflares might well be possible for solar-type G stars.
Subject headings: stars: activity – stars: flare – stars: rotation – stars: spots – stars: statistics – Sun: dynamo –
1. INTRODUCTION
Research in solar and stellar variability has often focused
on grand minima, but seldom on grand maxima. One of the
characteristics of a grand maximum may be an enhanced fre-
quency of superflares. Superflares release energies of 1034 erg
or more. Such flares are not generally expected to occur in the
Sun, where the strongest flares have only about 1032 erg; an
example of this is the Carrington flare of 1859 (Carrington
1859; Hodgson 1859).
Exhaustive statistics of superflares in other solar-like
stars with solar rotation rates (Maehara et al. 2012;
Shibayama et al. 2013; Nogami et al. 2014) have rein-
vigorated the discussion of whether or not such events could
in principle also occur in the Sun. Of particular impor-
tance is the realization that “hot Jupiters” are not required
(Shibata et al. 2013; Shibayama et al. 2013), contrary to
what was previously believed (Schaefer et al. 2000). The
recent work of Shibata et al. (2013) explored the possible
connection between flare intensity and sunspot area. They
argue that flux transport dynamos (Choudhuri et al. 1995;
Dikpati & Charbonneau 1999; Nandy & Choudhuri 2002)
might be capable of generating enough magnetic flux, storing
it beneath the convection zone for some time, and then
releasing it in a violent eruption. One of the aims of the
present paper is to find favorable conditions under which
superflares can occur. We will discuss an alternative scenario
for the origin of superflares within the framework of turbulent
dynamo theory.
Dynamo activity is connected to stellar rotation through
the dependence of the α effect and shear on the rotation
rate. Both quantities are important ingredients in large-
scale dynamos, where the α effect is necessary in most
dynamo models (Steenbeck et al. 1966; Pouquet et al. 1976;
Brandenburg & Subramanian 2005). A positive correlation
between the star’s rotation rate and the occurrence of super-
flares is therefore expected.
It is generally believed that as the star’s magnetic energy
increases, more and larger starspots can occur. We expect
that this excess magnetic energy is stored until the spot dis-
solves or magnetic reconnection initiates a flare (Su et al.
2013; Malanushenko et al. 2014). Individual flare events can
only be resolved for the Sun. For distant stars, they need to be
inferred by characteristic brightness variations. Maehara et al.
(2012) found 148 stars with 365 such events by searching for
peaks in the light curves from data compiled by the Kepler
mission (Koch et al. 2010). Subsequent work by the same
group (Shibayama et al. 2013) extended the number of stars
to 279 and flare events to 1547.
Starspots are manifested through periodic variations of a
star’s luminosity. From past work we know that inferring
spot coverage or spot size from light curves is accompanied
by large uncertainties (Kovari & Bartus 1997). Therefore, we
perform calculations for the brightness variations of model
stars for which we know the spot distribution and measure the
statistical spread.
Dynamo theory describes the conversion of kinetic energy
into magnetic energy. In late-type stars such as the Sun, the ki-
netic energy comes from convection in the outer layers. Since
flares are associated with magnetic fields, it seems clear that
the cause of superflares should be explicable in terms of dy-
namo theory. Dynamo theory is a broad subject encompass-
ing both small-scale and large-scale dynamos. Usually, only
the large-scale dynamo is associated with the solar cycle, but
small-scale dynamo action might well occur at the same time.
In fact, at small scales, the two cannot even be distinguished,
because their magnetic and kinetic power spectra are virtually
2the same (Brandenburg et al. 2012).
It is conceivable that flare activity is more directly related to
the small-scale part of turbulence. Indeed, only at small length
scales does hydrodynamic and hydromagnetic turbulence dis-
play the characteristics of strong intermittency with bursts and
long waiting times (Veltri et al. 2005), required to explain a
broad range of different flares, including superflares. On the
other hand, both flares and coronal mass ejections may also
be associated with magnetic helicity (Schrijver 2009), whose
long-term variability is certainly a feature of large-scale dy-
namos. Superflares might therefore be the result of the simul-
taneous occurrence of two or more time-dependent stochastic
events.
2. FLARE ACTIVITY, ROTATION, AND TEMPERATURE
EUV images of the Sun have long revealed the presence of
magnetically confined hot plasma. Thermal X-ray emission
from such hot plasma therefore provides proxies of magnetic
activity (Pallavicini et al. 1981; Walter 1982; Vilhu 1984)
which are all correlated with the Coriolis or inverse Rossby
number, Ro−1 = τ/Prot, where Prot is the rotation period
and τ is the convective turnover time. To check whether su-
perflare activity also correlates with Ro−1, we consider the set
of superflare stars identified by Maehara et al. (2012), which
was subsequently extended to quarters 0 to 6 of the Kepler
survey (Koch et al. 2010) with 380 superflare stars, 373 of
which have a well-determined rotation period.
We consider the superflare frequency ν, which is the num-
ber of superflares per unit time. Here, a superflare is defined
as an event that releases a total energy of 5×1034 erg or more
within a few hours. Of the updated sample of Maehara et al.
(2012), there are 129 G-type stars with effective temperatures
in the range 5200K ≤ Teff < 6000K, 227 K-type stars
with 3700K ≤ Teff < 5200K, and 17 M-type stars with
2400K ≤ Teff < 3700K. To determine their Rossby num-
bers, we use the empirically determined turnover times τ of
Noyes et al. (1984), who found a relation between τ and the
B − V color.
In Figure 1, we plot the dimensional and non-dimensional
superflare frequencies, ν and ντ versus Teff . We see that the
superflare rate is uniformly distributed and nearly indepen-
dent of the star’s effective temperature. We further plot ντ
versus Ro−1 (Figure 2). It turns out that there is no clear cor-
relation between ντ and Ro−1, as can also be seen from the
nearly flat profile of the green line in Figure 2, which shows
the average taken over all superflaring stars within the shown
interval in Ro−1.
Note that the analysis above only includes stars which
showed superflares during the observation period. Such an
analysis does not give any hint as to whether or not all stars
with specific parameters, like the Rossby number, are more
likely to produce superflares. By normalizing with respect
to all observed Kepler stars from quarters 0 to 6, we com-
pute the average superflare occurrence rate, νtot, over a set of
binning intervals where we include both superflaring and non-
superflaring stars (the total number of those stars is 117,661,
only 115,984 of which with a well defined rotation period
were included). We find a clear decrease of the superflare fre-
quency νtot with increasing effective temperature (Figure 1,
lower panel). This might seem to be in contradiction with
observational results showing a clear positive power-law de-
pendence of the surface shear on the effective temperature
(Barnes et al. 2005). Subsequent model calculations, how-
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FIG. 1.— Unnormalized flare frequency ν vs. Teff (upper panel), nor-
malized ντ (central panel) and binned averages for the flare frequency νtot
including non-superflaring stars (lower panel). Blue squares refer to M-
type stars (effective temperatures below T1 = 3700K) and red diamonds
to G-type stars (temperatures above T2 = 5200K). Black dots refer to
K-type stars (temperatures between T1 and T2). The lower cutoff in ν is
νmin = 1/tmax and is an artifact of the finite length of the observed time
series, tmax.
ever, showed that for hotter stars, eddy diffusion increases
such that it overcompensates for the increase in shear which
leads to a reduced dynamo number (Kitchatinov & Olemskoy
2011), thus explaining our results.
For the Rossby number dependence, we find two regimes
separated by a boundary at Ro−1 ≈ 10. For lower values, the
superflare occurrence rate shows a power law proportional to
Ro−2, while for higher Ro−1 we find a Ro1 behavior (Fig-
ure 2, lower curve). With a total of 373 superflaring stars,
we have confidence in the validity of our statistical analysis.
Furthermore, the determined power laws fit the computed av-
erages remarkably well.
The position of the break at Ro−1 ≈ 10 agrees with the
well-known point of saturation of chromospheric and X-ray
activity for large values of Ro−1 (see, e.g. Pizzolato et al.
2003; Wright et al. 2011). For smaller values of Ro−1, they
find an approximately quadratic increase of X-ray luminosity,
which is similar to our quadratic increase of flare frequency.
At larger values of Ro−1, stellar activity is saturated and thus
not compatible with the fall-off seen in the lower curve of
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FIG. 2.— Non-dimensional flare frequency ντ vs. Ro−1 = τ/Prot. Color
and shape coding of the markers are the same as in Figure 1. The stars con-
sidered in Notsu et al. (2013) are highlighted as yellow triangles, together
with their Kepler ID. The upper (green) curve shows the averaged superflare
frequencies for intervals in Ro−1 including only superflaring stars. From the
seemingly random scatter plot and the flat profile for the averaged ντ , it be-
comes clear that there is no correlation between Ro−1 and ντ . In contrast,
the lower (blue) plot shows the average value of νtotτ (which includes non-
superflaring stars) as a function of the inverse Rossby number. There, two
regimes can be distinguished. For Ro−1 . 10, we find a power law of −2,
while for higher values we find 1 for the power.
Figure 2.
3. RELATION TO STARSPOTS
3.1. Relative Star Population
Enhanced magnetic activity is manifested through the in-
creased occurrence of starspots. Starspots can be inferred
through cyclic variations in the light curves with frequencies
equal to the rotation frequency. For every star, we know its
relative flux variation ∆F/Fav (Maehara et al. 2012), where
∆F is the range over which the flux varies and Fav is the av-
eraged flux. According to Koch et al. (2010), the shot noise
for stars measured over 6.5 hr is 14 ppm, which will be our
detection limit for ∆F/Fav. We use this as proxy for the frac-
tion of the stellar surface covered by spots. In principle, there
can be other causes for the observed flux variation, e.g., dif-
ferential rotation (Reinhold et al. 2013) and exoplanets, but
the latter were excluded by Maehara et al. (2012). Further-
more, starspots which are visible during a whole revolution,
like those spots extending over the poles, would weaken the
applicability of the flux variation as a proxy for starspot cover-
age, since they would constantly reduce the flux. A thorough
study of the observational bias is presented in Section 4.
We expect enhanced dynamo activity and larger and more
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FIG. 3.— Average value of ∆F/Fav dependent on the Rossby number
including all observed 115,984 stars (1D histogram). Probability distribution
function for the same set of stars dependent on ∆F/Fav and Ro−1 (color
mapping). The hatched area indicates the detection limit. Standard dynamo
predictions for which magnetic activity is expected to increase with rotation
rate (Karak et al. 2014) are confirmed for this set of stars, provided the rela-
tive flux variation is a good proxy for the total magnetic flux. Apart from a
general increase of the relative brightness variation, we observe two regimes
(darker shades). The upper regime can be identified as the active regime
where the stars were magnetically active during the observation. Here, one
observes an increase of the flux variation as the rotation rate increases. For the
stars in their magnetic minima, rotation does not play any role. Three partic-
ular superflaring stars investigated in Notsu et al. (2013) are highlighted here
as yellow triangles together with their Kepler ID. The strong brightness varia-
tion of those three stars indicates large spots which can trigger superflares, as
seen in Figure 2. For comparison, we also indicate the Sun’s position in this
diagram if it was covered with sunspots for 1%, 0.1%, and 0.001% (upper,
middle, and lower yellow circle, respectively).
starspots for rapidly rotating stars, i.e., for large values of
Ro−1. This is reflected in the dependence of the relative flux
variation for the 115,984 stars in this catalog (Figure 3, one-
dimensional (1D) histogram), where we plot the average of
∆F/Fav for certain intervals of Ro−1. Apart from two out-
liers, we obtain good agreement with a power-law dependence
of ∆F/Fav ∝ Ro−1/2. Analytical mean-field dynamo calcu-
lations and simulations for rotating shearing dynamo models
(Karak et al. 2014) have shown that the saturation magnetic
field strength increases with the rotation frequency Ω with a
power law of Ro−1/2, which is in agreement with the obser-
vations.
Kepler observations cover stars at a random phase of their
magnetic activity cycle. During low magnetic activity, very
few starspots are expected, independent of the Rossby num-
ber. During high magnetic activity, strong flux variations
are expected. Those variations can depend well on the ro-
tation rate, as dynamo activity is expected to increase with
Ro−1. Those two branches of low and high magnetic activ-
ity can be seen in Figure 3 (color mapping), where we plot a
two-dimensional probability distribution for stars showing a
brightness variation and Rossby number in a certain interval.
The two regimes are clearly visible, where for one there is no
Ro dependence, while for the other we observe ∆F/Fav ∝
Ro−2 for Ro−1 . 3.2 and a constant for Ro−1 & 3.2.
3.2. Sunspot Coverage Since 1874
The Sun’s cyclic variations and historic grand minima show
that magnetic activity can exhibit significant long-term vari-
4ability. There is no reason to attribute these characteristics
exclusively to our nearest star. Other stars may have been
in phases of high and low magnetic activity during Kepler’s
observations. The Kepler mission, with its 90-500 days ob-
serving time, will have observed stellar brightness at random
phases, and hence starspot coverages. This can explain the
two regimes in Figure 3. As the stars included here are all so-
lar like, we should expect to observe the Sun in either regime
for a long enough observation interval. Judging from Fig-
ure 3, there is a significant chance that the Sun will be in the
upper or lower regimes, while the area in between is unlikely
to be observable.
Using the data of Hathaway1, we know the sunspot cover-
age of the visible hemisphere from 1874 May until 2013 July,
with a time resolution of one day and only a few short inter-
vals with no observations. From that data set, we compute the
brightness variation. The sunspot temperature is taken to be
Ts = 4000K, while Tp = 5800K is assumed for the pho-
tospheric temperature. According to Notsu et al. (2013), the
brightness variation is calculated as
∆F/Fav =
(
1− (Ts/Tp)
4
)
× q, (1)
where q is the relative sunspot coverage. Any bright mag-
netic structures, which tend to exist on small scales, would
contribute to the total magnetic energy while decreasing
∆F/Fav. Since those are not included in the catalog for
the Sun, we disregard such structures in our calculations.
It has been found, however, that the Sun increases in irra-
diance by approximately 1% during high magnetic activity
and high sunspot number (Fro¨hlich & Lean 1998). This ef-
fect was attributed to facular brightening which overcompen-
sates the darkening effect from the sunspots. As as faculae
are much more homogeneously distributed over the Sun, they
do not lead to significant brightness variations on timescales
of the order of one rotation period. As Kepler observation
times are much shorter than the magnetic cycle period, the
enhanced brightness appears as increased background radi-
ation and does not affect Equation (1). Variations in irra-
diance on timescales of days (Willson & Hudson 1981), on
the other hand, were attributed to the appearance of sunspot
groups (Willson et al. 1981), hence justifying our model.
The probability distribution function for finding the bright-
ness variation ∆F/Fav at any time between 1874 May and
2013 July shows an exponential shape (Figure 4), unlike the
expected two regimes with high probability for high and low
brightness variation. As the spot coverage of the superflaring
stars is higher than has ever been observed for the Sun, it is
possible that, given a long enough observing time of 5000 yr
(Shibata et al. 2013), those two regimes might still appear.
3.3. Superflares Related to Starspot Coverage
Flares originate at the areas above starspots (Sammis et al.
2000) where magnetic field lines reconnect and give rise to
particle acceleration. Since we use the relative flux variation
as a proxy for the area covered by starspots, we expect more
frequent superflares as∆F/Fav increases. For the average su-
perflare occurrence frequency, we determine an approximate
power law of νtotτ ∝ ∆F/Fav (Figure 5). Since we expect
the flare area to increase with increasing∆F/Fav, we also ex-
pect the frequency of flares to increase with the same power.
From Figures 2 and 5, we can conclude that an increase
in the inverse Rossby number and/or starspot coverage will
1 http://solarscience.msfc.nasa.gov/greenwch.shtml
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FIG. 5.— Average superflare occurrence rate dependent on the relative
brightness variation including all the 115,984 stars observed. The hatched
area indicates the detection limit.
lead to an increase in the superflare occurrence rate. Increased
brightness variation, however, is a consequence of increased
rotation rate, as shown in Figure 3. The question to answer
now is whether or not a star with strong brightness variation
will show high superflare rates regardless of the Rossby num-
ber. To clarify this, we plot the binned average of the su-
perflare occurrence rate νtotτ for all the 115,984 stars as a
function of both Ro−1 and ∆F/Fav (Figure 6). This clearly
shows a dependence of νtotτ on ∆F/Fav, while the depen-
dence on Ro−1 is comparatively weak for fixed ∆F/Fav. As
an example, consider the horizontal ridge in Figure 6 through
∆F/Fav = 10
−2
, along which the value of νtotτ is nearly the
same, regardless of the value of Ro−1. Hence, fast rotation
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FIG. 6.— Binned average for the superflare occurrence rate νtotτ de-
pendent on the inverse Rossby number Ro−1 and the brightness variation
∆F/Fav. The yellow triangles and circles indicate the same stars, respec-
tively, and our Sun, as described in Figure 3. The hatched area indicates the
detection limit. As there is only a weak dependence of the superflare rate on
the inverse Rossby number for constant ∆F/Fav, we can safely conclude
that we can observe superflares due to the appearance of starspots. Those, in
turn, are a product of fast rotation.
leads to high starspot coverage, which increases the chance
for superflare eruptions.
4. STARSPOT MODELING AND BRIGHTNESS VARIATION
As alluded to earlier, we need to clarify to what extent
the brightness variation ∆F/Fav can be used as proxy for
starspot coverage. Since we cannot resolve the stars, we per-
form model calculations for the brightness variation of stars
covered with spots. For each realization of the spot distribu-
tion, the flux variation during one rotation is determined as
a function of the star’s inclination angle. From that data, we
determine the spread of the starspot coverage for given ranges
of ∆F/Fav.
A similar analysis was performed by Kovari & Bartus
(1997), who reconstructed light curves from a synthetic mea-
surement of an observed star with 10 spots by using model
stars with 2 spots. To find the parameters of the two-spot
model, they applied a minimization technique which showed
large uncertainties and a strong dependence on the initial
guess. Since those fitting curves could approximate the syn-
thetic light curve very well, it could be concluded that there
are strong ambiguities in the reconstruction of such light
curves. Using a two-spot model, Notsu et al. (2013) recon-
structed observed light curves for stars at given inclinations.
On this basis, they concluded that the brightness variation ap-
proximates the spot coverage well. They did not, however,
determine the ambiguity which arises from applying different
inclination angles and more than two spots. In our starspot
model, the aim is to make as few assumptions as possible and
to determine quantitatively the uncertainties.
4.1. Model Stars
We create a starspot map by randomly choosing the spot
center on the stellar surface in azimuth φ and latitude θ, with
the limits 0 ≤ φ < 2π and −π/2 < θ < π/2. For φ
and θ, random and uniformly distributed within their limits,
a higher density of spots is obtained near the poles. This is
automatically mitigated by choosing the spot size such that
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FIG. 7.— Starspot map example used in the statistical analysis (equirect-
angular projection). The dark areas are those covered by spots and the white
areas are free of spots.
Aspot ∝ cos θ. Hence, the probability density function of
spot coverage is a constant in φ and θ. We know that for the
Sun they appear more frequently close to the equator at about
±30◦ latitude. We do not assume any such preferential dis-
tribution for our stars. Furthermore, in our model stars, spots
may extend over the equator and the poles, thus allowing for
a very general spot distribution.
For simplicity, the spots are taken to be segments of linear
size s extending from φ−s/2 to φ+s/2 and θ−s/2 to θ+s/2,
where s is a random value between 0 and π/5, thus covering
up to 3% of the star’s surface. With a random number of spots
between 0 and 10, we can cover up to approximately a third
of the surface. Of course, starspots are not square-like, but for
our statistical analysis this is a good enough approximation.
An example spot coverage is plotted in Figure 7 where the
dark areas indicate spots and the white areas are free of spots.
4.2. Synthetic Observations
From our starspot maps, such as Figure 7, we can extract
measurements of the observed brightness as a function of the
inclination angle i of the observer to the equatorial plane and
the facing meridian φ. The latter is sampled through to sim-
ulate the star’s rotation, which then gives rise to a flux curve
from which we extract Fav and ∆F . The total flux of the
observed disk depends on the disk coverage with spots and
is simply the integral of the flux over the disk. For the spot
temperature, we use a solar value of Ts = 4000K and a pho-
tospheric temperature of Tp = 5800K. The emitted flux is
proportional to T 4. Since no information is available on the
radial density and temperature distribution of the stars, we ne-
glect limb darkening effects. Furthermore, we do not consider
small-scale bright regions such as plages.
We plot the observed flux dependent on φ and i and ob-
tain the brightness map in Figure 8 for the previous example,
where F (φ, i) is the observed flux at a given inclination angle
and facing meridian, i.e., the rotation phase. Comparing with
Figure 7, we can readily confirm the validity of the synthetic
observations.
4.3. Statistical Spread
In order to obtain good statistics, we create 3771 realiza-
tions of starspot distributions, each of which leads to a differ-
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FIG. 8.— Observed brightness of a star with spot distribution shown in Fig-
ure 7 dependent on the facing meridian φ and inclination angle i (equirectan-
gular projection).
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FIG. 9.— Starspot coverage map from synthetic measurements for 3771
different realizations of starspot coverage for various inclination angles de-
pendent on the brightness variation.
ent starspot coverage Aspot. Should the observed brightness
variation be weakly dependent on the particular realization or
the star’s inclination, we may conclude that∆F/Fav is a good
proxy for starspot coverage.
In Figure 9 we plot a map of the fractional spot coverage for
all inclinations and realizations as a function of the brightness
variation. A general trend can readily be seen. As the bright-
ness variation increases, the expected spot coverage also in-
creases. To determine the statistical significance, we bin the
data for various intervals of ∆F/Fav and determine the mean
for Aspot. Since high inclination angles are statistically less
likely than face-on observations, we need to weigh the signif-
icance of the data according to the weight ω = cos i.
The mean follows a general trend such that Aspot ∝
∆F/Fav (Figure 10). Of greater significance here is the stan-
dard deviation σ, which shows the spread of the data for the
various inclination angles and realizations. We find that σ
is comparable to the slope of the general trend. Together
with the apparent trend, we conclude that ∆F/Fav is a useful
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FIG. 10.— Binned averages for the starspot coverage for intervals of the
observed brightness variation, together with the standard deviation. A general
trend is observed where Aspot appears to be proportional to ∆F/Fav.
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FIG. 11.— Binned average for the flare energy in given intervals of Ro−1
(1D histogram) together with a fit. The color mapping shows the relative
population p of flares within intervals of Ro−1 and flare energy. From the
fit, it becomes clear that more energetic flares can be expected from faster
rotating stars.
proxy for Aspot.
5. FLARE ENERGY
5.1. Rotation Rate Affecting Flare Energy
With increasing values of Ro−1, we first observe an in-
crease and then a decrease in νtotτ (Figure 2). We test
whether or not the individual flare energy depends on Ro−1
using a data set containing 6830 flares of 795 stars. We know
the Rossby number and brightness variation for 753 of those
stars for a total of 6568 flare events. In Figure 11, we plot the
relative flare population for intervals of Ro−1 and flare energy
E, and overplot a 1D average. Moving from slow to fast rota-
tors, the average flare energy clearly systematically increases.
We can also identify a power law with an exponent of 1/2.
However, the statistical significance is poor.
5.2. Flare Energy Distribution
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FIG. 12.— Frequency distribution for the flare energy including all super-
flaring stars (solid back line), stars with Ro−1 > 7 (blue dashed line), with
7 ≥ Ro−1 > 2.5 (green dash-dotted line), and Ro−1 ≤ 2.5 (red dotted
line).
Maehara et al. (2012) and Shibayama et al. (2013) deter-
mined a power-law behavior for the dependence of flare fre-
quency on flare energy. The dependence was determined to
be proportional to E−2.3 with an error of ±0.3 for the slope.
By using a data set containing 6830 flares from 795 stars,
we determine the total number of flares within a given en-
ergy range and reproduce their power-law behavior. From our
analysis, we find nflares(Eflare) × E−1flare ∝ E
−1.8
flare , which is
comparable to previous findings (Figure 12). We also check
whether or not there is a different behavior for different ranges
of the Rossby number for Ro−1 > 7, 7 ≥ Ro−1 > 2.5, and
Ro−1 ≤ 2.5, but we find no significant deviation.
6. INTERPRETATION AND MODELING
The above results show that while stellar activity is cor-
related with Ro−1, flare energy is only poorly correlated
and shows significant scatter in this relation; see Figure 11.
Whether or not this agrees quantitatively with the dynamo
predictions can be assessed through numerical simulations.
In turbulent dynamos, magnetic energy is distributed over a
broad range of scales. The magnetic field seen in the solar cy-
cle corresponds only to the lowest wavenumbers of the mag-
netic energy spectrum. However, the remaining part of the
spectrum is quite independent of the cycle and, presumably,
also of the occurrence of grand minima. Furthermore, we
recall that evidence from 10Be isotope measurements in the
Greenland ice cores (Beer et al. 1998) revealed cyclic activity
even during the Maunder minimum. Therefore, even cycles
themselves are independent of the overall activity state of the
system, be it in a grand minimum or grand maximum. How-
ever, because the magnetic field remains highly turbulent, in-
volving all scales, we must expect a certain level of fluctua-
tions, which becomes more intense toward smaller scales.
In hydromagnetic turbulence, magnetic dissipation is pro-
portional to the square of the current density, which is char-
acteristic of the smallest scales in the spectrum. To fur-
ther illustrate this, let us now consider a simple turbulent
dynamo exhibiting cyclic variability. Crucial ingredients of
such a dynamo are shear and helical turbulence. This can
easily be represented in a simulation of helically forced tur-
bulence with linear shear and shearing-periodic boundary
conditions. Such models have been studied extensively by
Ka¨pyla¨ & Brandenburg (2009) for different values of the scale
separation ratio kf/k1, where kf is the forcing wavenumber
and k1 is the lowest wavenumber that fits into the Cartesian
domain of size L3, so k1 = 2π/L. Applications to long-term
variability have been studied by Brandenburg & Guerrero
(2012) for small values of kf/k1 of 1.5 and 2.2, and dif-
ferent shear parameters, Sh = S/urmskf , where S is the
shear rate characterizing the strength of the linear shear flow
U = (0, Sx, 0) for a given rms velocity urms of the tur-
bulence. Applied to stellar differential rotation, the y direc-
tion corresponds to the toroidal direction and the x direction
to radius, so that the z direction corresponds to the latitude
(i.e., negative colatitude). We adopt negative values of S,
which corresponds to the negative radial shear in the near-
surface shear layer. In the solar dynamo, this layer may be
important in “shaping” the dynamo wave toward the equator
(Brandenburg 2005; Kosovichev et al. 2013).
In the following, we consider the model of
Brandenburg & Guerrero (2012) for kf/k1 = 2.2 and
five values of Sh. In particular, we study in detail the
statistics of local magnetic dissipation for such a model;
see Figure 13 where we compare the local evolution of the
toroidal magnetic field By (which shows cyclic behavior)
with that of the local magnetic dissipation rate, ǫ ∝ J2
(which shows no clear cycles). Here, J = ∇ ×B/µ0 is the
current density, B is the magnetic field, and µ0 is the vacuum
permeability. Note that in the present model where the
magnetic Reynolds number is only about 60, the maximum
magnetic dissipation is more than 20 times its average. In
turbulence theory, the local dissipation statistics is known
to obey a log-Poisson distribution for low local dissipation
(Dubrulle 1994), but it is likely to show power-law behavior
for high local dissipation (Gledzer et al. 1996). Our present
results are roughly compatible with this; see Figure 13, which
shows p(ln ǫ) ∼ ǫ−2.
To compare the resulting statistics for energy dissipation
in the model with the statistics of the flare energies of stars
shown in Figure 11, we now consider models for different
shear parameters Sh. The strength of the resulting large-scale
dynamo is characterized by the dynamo number D. For α–
shear dynamos, D is given by the product of two dynamo
numbers, D = CαCS , where Cα = α/ηtk1 measures the
relative strength of the kinetic helicity, and CS = S/ηtk21
measures the strength of the shear relative to turbulent diffu-
sive effects characterized by the turbulent magnetic diffusiv-
ity, ηt ≈ τu2rms/3, where τ is the correlation time. Estimating
the α effect as α = −τω · u/3 (Moffatt 1978), where ω · u
is the kinetic helicity with ω = ∇ × u being the vorticity
of the flow u, and estimating ω · u ≈ kfu2rms for fully he-
lical turbulence (Candelaresi & Brandenburg 2013), we find
Cα ≈ −kf/k1. Here, the minus sign in the expression for α
is due to the fact that α is a negative multiple of the kinetic
helicity and that the helicity of the turbulent forcing is posi-
tive. For the second dynamo number, we similarly estimate
CS = 3 Sh (kf/k1)2 (Brandenburg & Guerrero 2012). For
the model presented in Figure 13, we have CS ≈ −12. Since
Cα < 0, we have D > 0, which yields dynamo waves travel-
ing in the positive z direction, i.e., toward the equator. Since
Cα = α/ηtk1 ≈ −2.2, we have D ≈ 27, which is nearly 14
times larger than the critical value Dcrit = 2 for the onset of
α–shear dynamos (Brandenburg & Subramanian 2005).
In Figure 14, we show the probability density function of
8FIG. 13.— Upper panel: time dependence of the toroidal magnetic field
By , normalized by the equipartition field strength Beq (dotted line) com-
pared with its temporally smoothed evolution (solid line) for a model with
kf/k1 = 2.2, Sh = −2.3, and D = 27. Middle panel: local energy dissipa-
tion ǫ normalized by its averaged value ǫ. Lower panel: probability density
function of ǫ/ǫ. The dashed line indicates a p ∝ ǫ−2 scaling.
FIG. 14.— Probability density function of ln(ǫ/ǫ0) for five bins of the
dynamo number D.
the normalized dissipation energy ln(ǫ/ǫ0) and dynamo num-
ber, D, where ǫ0 is the average kinetic energy input to the
dynamo. For D < Dcrit, the dynamo is just a small-scale dy-
namo, where the median of the dissipation energy is indepen-
dent of D. For larger values of D, the median shows a mild
increase proportional to D1/2, which is reminiscent of the in-
crease of the median of flare energies seen in Figure 11. How-
ever, it is not clear how D is related to Ro−1, but if they were
proportional to each other, then the two graphs would indeed
be in quantitative agreement with each other. Furthermore,
there is considerable scatter by about one dex, and it might be
even stronger for the flare energies seen in Figure 11, where
for a given value of Ro−1 there can be significant variation.
7. CONCLUSIONS
In this paper, we have searched for conditions under which
flares with total energies above 5 × 1034erg occur. We have
used data from an extended superflare catalog which had been
derived from Kepler data (Maehara et al. 2012). The stars are
G-, K- and M-type stars. Of those, only two are binary sys-
tems (Matijevicˇ et al. 2012). There is no evidence for “hot
Jupiters” orbiting the stars, which makes our findings applica-
ble to the Sun. Given the similarity of the systems, we confirm
the earlier findings of Maehara et al. (2012), Shibata et al.
(2013), and Shibayama et al. (2013) that there is no need for
any external influence, which could affect the magnetic field
in the corona, as proposed by Rubenstein & Schaefer (2000).
The two important quantities we found were the effective
temperature and the inverse Rossby number, which is a non-
dimensional measure of the rotation rate. Dynamo activity
is known to decrease with the star’s effective temperature
(Kitchatinov & Olemskoy 2011) which then leads to less fre-
quent and less energetic flares. We observe such a negative
dependence for the monitored Kepler stars (Figure 1). From
standard dynamo theory, we known that dynamo activity in-
creases with the rotation frequency (e.g., Karak et al. 2014).
In Figure 3 (upper panel), we find this behavior for the ob-
served stars where we take the relative flux variation as a
proxy for the starspot coverage and magnetic activity.
Statistics from superflaring stars can be deceiving, as we
observe two very different results for the superflare occur-
rence rate dependent on the Rossby number, based on whether
or not non-flaring stars are taken into account. Using only
superflare stars leads to no significant dependence of the oc-
currence rate on the rotation rate (Figure 2). This is coun-
terintuitive, since increased rotation should enhance the dy-
namo. By including all of the observed stars, the average oc-
currence rate changes due to the number of non-superflaring
stars within that bin (Figure 2). That way we obtain two
power laws for νtotτ with the powers −2 for Ro−1 . 10
and 1 for Ro−1 & 10. This finding is in agreement with
Shibayama et al. (2013), who found higher superflare rates for
fast rotating stars.
Observational bias arising from random angles between the
observer–star axis and its rotation axis is a considerable effect.
From the synthetic light curve measurements for our model
stars, we see a general trend as well as a significant spread
(Figure 10). We conclude that the inference of spot coverage
from brightness variation is valid, although it contains some
uncertainties.
Flare energies are strongly connected with the rotation rate
(Figure 11). This is expected from dynamo theory, as the in-
crease in magnetic energy is positively affected by the rotation
rate. The increased dynamo action leads to a higher coverage
of spots (Figure 3), and possibly to a higher number of large
spots. Those large spots can store larger amounts of magnetic
energy which then leads to more energetic flares (Figure 11,
color mapping).
Our simulations of a standard dynamo with helically forced
turbulence clearly show a characteristic dependence for the
Ohmic dissipation rate (Figure 13). This E−2 dependence
should be compared to E−2.3, found by Maehara et al. (2012)
and Figure 12. This shows that dissipation follows a power-
law behavior. Since the flares originated from such dissipa-
9tions, this explains the power-law behavior for the flare en-
ergy. Exponential tails in the distribution of energy dissipa-
tion imply that there is a considerable chance that an extreme
dissipation event or superflare could occur in a system whose
average activity level is comparatively low.
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