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1.  GREEN'S  OPERATORS VS .  THE METHOD 
OF VARIAT ION OF  PARAMETERS 
Denote by u, v the fundamenta l  system of solutions for the equat ion 
d2 x dx 
£x=~(t ) - r ( t )~( t ) -p ( t )x ( t )=O,  x= dt ' ~=-~'  tE[a,b] ,  
with integrable coefficients r, p. Consider two problems 
with integrable f .  Denote 
£x  = f,  x(a) = ~1, :~(a) = ~2, 
£.x = I, x(a) = ~1, x(b) = ~2, 
~(~) ~(s) 
C(t ,s)  = u(s) v(s) ' i f a<s<t<b,  
,(s) ~(s) 
0, if a < t < s < b, 
O(t, s) = C(t, s) C(t, a)O(b, s) 
C(b,a) ' 
b I "  
(CI ) (Q = ./. C(t, s) f (s)  ds, 
f (al)(t) = a(t, s)f(s) ds. 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
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Straightforward calculation yields the equalities 
£Cf  = f, (Cf) (a)=O, [d  (cf)(t)]  =0,  (1.8) 
t=a 
£af  = f, (af)(a) = O, (Cf)(b) = O. (1.9) 
Hence, for a l  = a2 = 0, the function x(t) = (Cf)(t) solves problem (1.2), and the function 
x(t) = (Gf)(t) solves problem (1.3). Integral operators C and G defined by (1.6), (1.7) are usually 
called Green's operators for problems (1.2) and (1.3), respectively. From the construction of the 
function C(t, s) in (1.4), it is easy to see that within a sufficiently small square {t, s} E (a, b) x (a, b) 
the inequality C(t, s) > 0 holds. With some more sophisticated arguments, it can be shown 
that G(t, s) <_ 0 in a sufficiently small square. This fact leads to the following theorem of 
Chaplygin [1,2]. 
THEOREM. Any function z with absolutely continuous derivative and satisfying the differential 
inequality 
Lz  - / = ~ > o, z(~) = ~1, ~(a) = ~2, 
(1.10) 
(£z - f = ~o _> 0, z(a) = al, z(b) = a2), 
guarantees for the solution x(t) of problem (1.2) (problem (1.3)) the estimate 
z(t) > z(t) (or z(t) < z(t) for (1.3)), t e [~, b], (1.11) 
ff the difference b - a is sut~ciently small 
The problem of obtaining the upper bound for the length of the segment [a, b] for which the 
theorem of Chaplygin would be valid was often brought by Luzin [1] to the attention of young 
scientists. 
Chaplygin's theorem is true if and only if the inequality C(t, s) > 0 (respectively, G(t, s) <_ O) 
holds in the square {t, s} E (a, b) x (a, b). It follows from the fact that the difference y = z - x 
satisfies the semi-homogeneous problem 
zy  = ~, y(a)  = 0, ~(a) = 0, 
(1.12) 
(Ly  = ~, y(~) = 0, y(b) = 0), 
hence,  z' ( z' ) y(t)  = c'(t ,  s)~o(s) as, or y(t )  = a ( t ,  s)~o(s) ds . (1.13) 
The interval [a, b) is called a nonoscillation interval for the solution of the equation £x = 0, if 
every nontrivial solution of this equation has more than one zero on [a, b). By virtue of the well- 
known theorem of Sturm on separation of zeros of solutions 1, the interval [a, 8) is a nonoscillation 
interval if and only if there exists a positive solution of the equation £x = 0 on this interval. 
THEOREM. The statement of Chaplygin's theorem about the differential inequality for the equa- 
tion £x = f is true if and only if the interval [a, b) is a nonoscillation interval 
Indeed, inequalities C(t, s) _> 0 and G(t, s) _< 0 are satisfied in the square {t, s} 6 (a, b) x (a, b) 
if and only if [a, b) is a nonoscillation interval. It follows from Sturm's theorem since for every 
fixed s E (a, b) the functions cs(t) = C(t, s) and gs(t) = G(t, s) satisfy on [a, s) and [s, b] the 
equation £x = 0. 
In fact, cs(s) = 0, gs(a) = ga(b) = 0, and therefore, by virtue of Sturm's theorem cs(t) for 
t E (s,b] and g,(t) for t E (a,s] and t E (s,b) cannot have zeros. Moreover, C(t,s) and G(t,s) 
1The classical theorem of Sturm [3, p. 135] a~erts that between two adjacent zeros of a nontrivial solution of the 
equation £:x = 0 there is one and only one zero of any other nontrivial solution. 
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are continuous in s for a fixed t. Therefore, the functions C(t, s) and G(t, s) cannot change sign 
in the square (a,b) x Ca, b). The inequality C(t,s) > 0 follows from the fact that cs(s) = O, 
~,(s) = 1 > 0. The inequality G(t, s) <_ 0 follows now from (1.5). 
Note that the arguments related to Sturm's theorem allow us to state the following. For the 
equation £x = f ,  Green's function of the boundary value problem with any boundary conditions 
cannot conserve sign in. the square {t, s} E (a, b) x (a, b) if some solution of the homogeneous 
equation £x = 0 changes ign on [a, b). Indeed, direct construction of Green's function Fit, s) for 
any boundary value problem leads to the equality 
r(t, s) = c( t ,  s) + + v(t)¢(s), (1.14) 
where qa and ¢ are defined by the boundary conditions [4, p. 51]. Hence, F(t ,  s) = u(t)~(s) + 
v(t)~b(s) for t < s, so that F(., s) with fixed s is a linear combination of u and v. Due to Sturm's 
theorem, such linear combination cannot conserve sign on a segment containing the maximal 
nonoscillation i terval. 
For problem (1.2), the relation between the conditions of applicability of Chaplygin's theorem 
and the distance between adjacent zeros of solutions of the homogeneous equation was established 
in 1947 by Wilkins [5] on the basis of rather complex constructions without the use of Green's 
function. In 1948, Petrov has shown [6] that for the equation/:x = 5~ + x = f ,  the length of 
an interval on which Chaplygin's theorem holds for problem (1.2) should be less than 7r. Note 
that in this case for t _> s, we have C(t, s) = sin(t - s), and that statement is obvious. However, 
Petrov did not use the notion of Green's function. Later, conditions of extension of Chaplygin's 
theorem for higher order linear equations were formulated in terms of distribution laws for zeros 
of solutions of homogeneous equations [7]. 
The Chaplygin-Luzin problem on the possible limits of the theorem on differential inequality for 
the equation Ex = f is solved inasmuch as the problem on the length of nonoscillation i terval 
is solved. A vast literature of the 1950s is devoted to estimate the length of a nonoscillation 
interval. The interest in this problem is related, in particular, to the following well-known fact. 
If £x = f is the Euler equation for a quadratic functional, the nonoscillation of that equation 
(the absence of conjugate points) is necessary and sufficient in order that the functional attains 
its minimum. 
Effective (expressed through the coefficients of the equation) criteria of nonoscillation can be 
obtained on the basis of the following criterion of Vall~-Poussin [8,9]. 
THEOREM. The interval [a, b) is a nonoscillation interval for solutions of the equation ~.x = 0 ff 
and only ff there exists a function V with absolutely continuous derivative, such that 
V(t) > O, (£V)(t) < O, t e [a, b], 
and 
fa 
b 
V(a) + V(b) + (£V)(s) ds > O. (1.15) 
If we take V(t) - 1, then by virtue of the Vall~-Poussin criterion, we obtain that the inequality 
p(t) _< 0 guarantees the nonoscillation on any interval In, b), cf. (1.1) with x = V = 1. This 
corresponds to a surprising remark of Chaplygin that for p(t) <_ 0 '~e do not encounter any limit 
on the applicability of the theorem on differential inequality" [2, p. 37]. 
An appropriate choice of the function V leads, by virtue of the Vall~-Poussin theorem, to 
subtle criteria of nonoscillation. As an example, let us consider a two term equation 
(z:x)(t) = + p(t)z(t)  =/ ( t ) ,  (1.16) 
and use the decomposition p = p+ - p-  where p+(t) > 0 and p-(t) >_ O. 
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Setting V( t )  = ( t - a) (b  - t ) ,  we have V( t )  >_ O, (£V) ( t )  = -2  + p( t ) ( t  - a) (b  - t)  <_ O, if the 
inequality 
8 
vrai sup p+ (t) < ~ (1.17) 
te[a,b] (b - a) 2' 
of Hartman-Wintner [3] holds. This, inequality can be replaced by a more precise one [10] 
7r 2 
vrai sup p+ (t) < ~ (1.18) 
te[a,b] (b - a) 2' 
if we set V( t )  = s in rV~(t  - a) where 
M = vrai sup p+ (t). 
,e[a,b] 
(1.19) 
Indeed, V( t )  > O, (£V) ( t )  <_ 0 if (1.18) holds. Define 
~a t 
V( t )  = t - a - (t  - s ) ( s  - a )p+(s )  ds. (1.2o) 
Then 
v(t) > o, (zv)(t)  < o, 
~a b 
if (b - s ) ( s  - a )p+(s )  ds  <_ b - a. (1.21) 
The last inequality is satisfied under the condition of nonosciUation 
~a b 4 (1.22) 
p+(s)  ds < b -  a '  
due to Lyapunov-Zhukovski [11]. 
We see that the problem which attracted the efforts of many scientists has a simple solution 
which does not require the use of a special apparatus not known to the contemporaries of Chap- 
lygin. It is sufficient o use the classical theorem of Sturm on the separation of zeros of solutions 
of the equation £x = O, and the elementary formula (1.5) for the representation f Green's func- 
tion through the fundamental system of solutions. So, why did Chaplygin, Luzin, Petrov and 
other mathematicians overlook a natural solution of the problem that was of so much interest for 
them? Perhaps, this was prevented by the strong tradition of using the method of variation of 
arbitrary constants when one was studying linear ordinary differential equations. This tradition 
put aside the idea of Green's operator which was successfully avoided until the end of 1950s when 
a heightened interest arose in the general theory of linear boundary value problems for ordinary 
differential equations. It is worth noting that for a long time this tradition persuaded scientists 
to look for ways of application of the idea of the variation of constants to the theory of delay 
differential equations although this idea led to equations more complicated than the original one. 
The method of variation of constants is inapplicable in that area because Green's function for 
a functional differential equation, in contrast with an ordinary differential equation, cannot be 
expressed only through the fundamental system of solutions [4, pp. 49-55]. 
The use of Green's operators for boundary value problems of the equation 
~(t )  -{- p ( t )x [h ( t ) ]  = f(t), t E [a, b], 
(1.23) 
x(~) = O, if ~ ¢ [a, b], 
with deviating argument leads easily to the generalization of conditions (1.17),(1.18) for the 
applicability of Chaplygin's theorem to this equation [4, pp. 122-123]. 
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2. LOCALLY DEF INED OPERATORS ON SPACES OF 
CONTINUOUS FUNCTIONS 
Traditions upply the researcher with ready-made schemes for solutions of standard problems. 
However, if one encounters a new problem, a tradition may freeze the thoughts. In the study of 
ordinary differential equations, there is an established tradition to consider solutions as elements 
of the space of continuous functions. The strength of this tradition is related to several advan- 
tages of Chebyshev's metric for construction of certain estimates, in particular, for determining 
stability criteria: the very notion of Lyapunov stability is based on such metric. The inclusion 
of ideas and methods of functional analysis in the theory of ordinary differential equations has 
had serious collisions with that tradition since, in the space of continuous functions, the differ- 
entiation operator that plays the principal role in that area is not a bounded one. Some special 
difficulties in the use of the space of continuous functions arise, for example, with the use of 
adjoint operators. 
The tradition to consider solutions as elements of the space of continuous functions courageously 
invaded the theory of the ordinary differential equation 
Jc(t) = f ( t ,  x(t ) ) ,  (2.1) 
in the Banach space where the Euclidean space of values x(t)  of the sought-for function was re- 
placed with a general Banach space. The enthusiasm with this new theory supported a widespread 
misconception about exceptional generality of such an equation and about the great perspectives 
of the new direction. As a result, the attention of mathematicians was diverted from another 
generalization, amely, from the functional differential equations of the form 
Jc(t) = (Fx) ( t ) .  (2.2) 
This quite different generalization consists in replacement of the Nemytski operator (Nx) ( t )  = 
f ( t ,  x(t)), that characterizes the ordinary differential equation (2.1), with a general operator F 
defined on some variety of continuous functions. With respect o such replacement, one should 
recall the following. 
The Nemytski operator and the differentiation operator are "locally defined" operators in 
the space of measurable functions. A locally defined operator (Ax)(t) is characterized by the 
property that its value y(t) = (Ax)(t) in a neighbourhood ofevery fixed point t depends only on 
the value x(t )  in the neighbourhood of the same point. This implies that the equation 
(Mx) ( t )  = ~(t) - f ( t ,  x(t ) )  = 0 (2.3) 
in a finite dimensional or in any other Banach space of values x(t) is determined by a locally 
defined operator M. Limiting ourselves with the consideration only of such equations in the 
mathematical description of a number of modern problems, we are binding ourselves with tra- 
ditional hypotheses. In particular, with the hypothesis that the velocity ~(t) of the evolution of 
the process x(t) at a given moment of time depends only on the state of the process x(t) at 
the same moment. The specificity of equations with locally defined operators, for example, the 
classical "equations of mathematical physics", significantly simplifies mathematical investigation. 
However, the hypotheses permitting the use of such equations turn out to be inapplicable in many 
problems of modern physics, biology, and economics. 
From this argument, it is easy to see the importance of equation (2.2). However, the interest in 
this equation was overshadowed by the belief that through the choice of the space of values x(t) 
it could be possible to describe a very wide class of phenomena by equations with locally defined 
operators. This tendency was accompanied by another major disadvantage to the development 
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of the study of equations with deviating argument, namely, by an extremely strong tradition to 
define the notion of solution for the equation of the form 
2(t) = f(t ,  x[h(t)]), t • [a, b], (2.4) 
x(~) = ~(~), for ~ ¢ [a, b], ~ given, 
as a continuous extension onto the segment [a, b] of an "initial function" ~ (for more details about 
the notion of solution for such equations, see [4, pp. 11-15]). 
According to that tradition, a solution must satisfy the boundary conditions 
x(a) = ~(a), x(b) = ~(b). (2.5) 
It is easy to see that under such conditions the existence of a continuous solution of equation (2.4) 
is possible only for very special f, h, qo. Thus, most problems for equation (2.4) are ill-posed prob- 
lems. On this ill-posedness, paradoxical examples had been constructed that raised eyebrows of 
many people. This perplexity had been intensified by another tradition to understand equa- 
tion (2.4) as some modification of an ordinary differential equation. 
The above-mentioned traditions were depressing to researchers who had been working on the 
extension of known results for ODE onto equations of the type (2.4) and onto their generaliza- 
tions. For example, in boundary value problems and in problems of the calculus of variations, 
condition (2.5) and customary schemes usually led to extreme complications orto theorems whose 
conditions were possible to verify only in the simplest cases. Introduced thereby new notions and 
terms could not help but complicate the search of a way out of a deadlock. A natural idea-- 
to abandon traditional conditions (2.5)--somehow seemed heretical . . . .  Futility of attempts to 
develop a theory for equations (2.4) with conditions (2.5) strengthened the confidence of many 
researchers that for the study of equations with deviating argument an appropriate apparatus of 
analysis was not yet created. 
As it is now well known [4], the rejection of conditions (2.5) in the definition of the notion of 
solution allowed to obtain a complete and concise theory of equations with deviating argument 
directly on the basis of the study of operators in Banach spaces. Thereby, the problems where 
for some reasons conditions (2.5) may arise turn out to be particular cases of the general theory, 
and for solution of those problems ome fundamental results of that theory are available. 
Thus, in order to sort out the specifics of equation (2.4), it was sufficient not to bind the 
definition of solution with burdensome conditions (2.5) of the continuous joining of solution x 
with an initial function ~o. By the way, conditions (2.5) are totally redundant from the point 
of view of definiteness of all operations in the right-hand side of (2.4). So, why was such a 
broader definition, without (2.5), rejected for so long and is not accepted up to now by some 
representatives of the old school? How can the remarkable strength of outdated traditions be 
explained? Probably, these questions are best answered with the words of Max Planck: "A 
new scientific truth wins not because its opponents are convinced in its correctness and begin 
to see things clearly, but rather for the reason that the opponents gradually die out and a new 
generation assimilates that truth literally with the mother's milk" [12, p. 22]. 
3. NEW FOUNDATION OF THE THEORY OF FUNCTIONAL 
DIFFERENTIAL EQUATIONS 
The rejection of conditions (2.5) on the continuous joining of the function qo with the solution x 
allows us to consider equation (2.4) in the form ~ = Fx, defining F by the equality 
(Fx)(t) = f i  t, (Shx)(t) + qoh(t)) = fo(t, (Shx)(t)), (3.1) 
where 
z[h(t)], if h(t) e [a,b], 
(Sh=)(t) 0, if h(t) ¢ [a, b], (3.2) k 
~oh(t) = { 0, if hit ) e [a, b], (3.3) 
~o[h(t)], if h(t) • [a,b]. 
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Note that the so-defined operator F is the product NSh of the Nemytski operator N generated 
by the function f0(', "), i.e., (Nx) ( t )  = fo(t, (Shx)(t)) ,  and the operator Sh of "internal super- 
position", defined by (3.2) [4, pp. 20-27]. To equation (2.4), in this form, standard schemes of 
the general theory of equation (2.2) are applicable, for details see [4]. Specific questions about 
equation (2.1) are reduced to corresponding chapters of the theory of the internal superposition 
operator. 
The equation 
~(t) - p(t)x[h(t)] = g(t), t e [a, b], 
(3.4) 
x(~) = qa(~) for ~ ¢ [a, b], 
with discarded conditions (2.5), becomes a linear equation 
= f,  (3.5) 
where 
(Lz ) (0  = - p (0(shx) ( t ) ,  (3.6) 
f ( t )  = g(t) + p(t)vh(t) .  (3.7) 
In order to effectively use in the study of such equations the modern apparatus of linear operators 
in Banach spaces, it is necessary to abandon also the habit to consider differential equations in 
the space of continuous functions, since in a Banach space of continuous functions the operator £
is unbounded. The space of continuously differentiable functions is also unacceptable here, at 
least, for the reason that the values of the operator Sh are discontinuous functions. 
The operator £ should be defined as an operator acting from the space D of absolutely contin- 
uous on [a, b] functions into the space L of integrable over [a, b] functions. With an appropriate 
norm, for example, 
IlxllD = I (s)lds+lx(a)h (3.S) 
this space becomes Banach space and the differentiation operator ~t : D --* L is bounded. 
Equation (1.23) also should be considered as an equation with the operator F : D --, L, especially 
in the case of equations of the "neutral type" [4,13] when operator F is defined not on the entire 
space of continuous functions. 
On the way to such a seemingly obvious conclusion, it was necessary toskip over traditions 
sanctified by time and scientific authorities related to the application of the space of continuous 
or continuously differentiable functions and to conditions (2.5). 
A modern theory of equation (2.2) is thoroughly developed under sufficiently general assump- 
tions regarding the operator F : D -* L [4]. This theory is essentially based on the fact that the 
space D of absolutely continuous vector-functions is isomorphic to the direct product L x R n, 
where L is the space of integrable vector-functions and R n is the finite dimensional space of 
dimension . An isomorphism can be established, for example, with the help of the identity 
Z' x(t) = e(s)  ds + x(a), x(t) e R n. (3.9) 
It turned out that fundamental results were preserved if in the product L × R n, one replaced the 
Lebesgue space L by an arbitrary Banach space B and considered the equation £x = Fx  with 
linear £ : D ~ B and nonlinear F : D --* B operators, assuming only that D were isomorphic to 
the product B × Irln(D ~- B × Rn). In this way, there arises the theory of "abstract functional 
differential equation" [4, Sections 6.1, 7.3, 12.1]. Ideas and methods making use of the new 
generalization are characterized by a general tendency to employ for every new type of problem 
such space D ~_ B × R n (i.e., to choose for a problem an appropriate space B, a dimension and 
the isomorphism) that, in application to the problem under consideration, standard schemes and 
theorems of analysis prove effective. 
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4. CONCLUSION 
Some ten years ago, the theory of the abstract functional differential equation was regarded 
by many mathematicians as a funny thing, and the richness of content of broad generalizations 
provoked doubts. However, it was the natural logic of development of this study of equations 
that  led to broad generalizations. The application of methods of the new theory to some regular- 
ization problems, to the study of a class of singular equations, and to minimization of quadratic 
functionals [4,14] has demonstrated the importance of the abstract functional differential equa- 
tion. A retrospective view at the development of our perceptions about functional differential 
equations inspires optimism and shows how important it may be to abandon certain traditions 
and how difficult it might be to get the understanding of colleagues on this way. 
In summary, I would like to recall the words of Russian poet Maikov: 
". . .  One has to see the time flowing, 
One needs to feel one's heart bleeding, 
And not just once. 
Before that  thought would shine at last, 
Reborn from old mist that  passed." 
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