Abstract The synchronous oscillatory activity characterizing many neurons in a network is often considered to be a mechanism for representing, binding, conveying, and organizing information. A number of models have been proposed to explain high-frequency oscillations, but the mechanisms that underlie slow oscillations are still unclear. Here, we show by means of analytical solutions and simulations that facilitating excitatory (E f ) synapses onto interneurons in a neural network play a fundamental role, not only in shaping the frequency of slow oscillations, but also in determining the form of the up and down states observed in electrophysiological measurements. Short time constants and strong E f synapse-connectivity were found to induce rapid alternations between up and down states, whereas long time constants and weak E f synapse connectivity prolonged the time between up states and increased the up state duration. These results suggest a novel role for facilitating excitatory synapses onto interneurons in controlling the form and frequency of slow oscillations in neuronal circuits.
Introduction
The brain can display multiple forms and frequencies of oscillatory activity. Slow wave (0.1-1 Hz) oscillations recorded by an electroencephalogram (EEG) are manifested by reduced alertness, such as during sleep or anesthesia (Steriade et al. 1993a; Moruzzi and Magoun 1995) . However, the manner by which this type of activity arises remains unclear. A series of combined EEG and intracellular in vivo measurements have provided empirical evidence that the phases of the oscillations recorded with an EEG are correlated with repeated bi-stable states, called up and down states, of the cortical intracellular electrical activity (Contreras and Steriade 1995) . The up state is related to periods of relative depolarization and firing of cortical neurons. In contrast, the down state is associated with hyperpolarization or a silent phase (Steriade et al. 1993b Stern et al. 1997; Lampl et al. 1999 ).
An open question is whether slow oscillations are driven by recurrent loops with distal brain areas, inter-columnar interactions, or the intrinsic properties of the local recurrent microcircuit. Slow oscillations have been observed in neocortical slices, suggesting that they could be induced by the cellular and synaptic properties of the local network . Such local networks contain both excitatory and inhibitory cells, which can form a negative feedback loop and thus constitute a candidate mechanism for the generation of oscillations.
Since both the membrane and the synaptic time constants are usually on the order of several milliseconds, these oscillations are expected to be fast (above 40 Hz). Slow mechanisms, such as intrinsic after-hyperpolarization currents (Timofeev et al. 2000; Compte et al. 2003 ), short-term synaptic depression (Timofeev et al. 2000) or slow synaptic currents (NMDA and GABA B ) (Parga and Abbott 2007) have been proposed to generate slow oscillations in a local circuit. It is known, however, that synapses from excitatory to inhibitory neurons can exhibit short term plasticity in the form of facilitation (Thomson et al. 1993; Markram et al. 1998) . Such connections have a relatively long time constant (hundreds of milliseconds), and can therefore enable slow oscillations (below 5 Hz) in the network. We examined networks of excitatory and inhibitory cells, where the connection from the excitatory to the inhibitory neurons is facilitating and found that slow oscillations indeed arise in such networks. We show the conditions and properties of such oscillations, and discuss their significance.
Firing rate model of a recurrent neural network
Here we considered a recurrent network consisting of excitatory and inhibitory populations with mean firing rates, E and I, respectively. These populations are synaptically interconnected by four types of connections and receive constant external inputs to excitatory, E 0, and inhibitory, I 0 , populations ( Fig. 1(a) ). This network describes a neocortical area consisting of pyramidal cells and interneurons. The following set of equations, based on a rate model, describe the dynamics of such a network (Wilson and Cowan 1972) .
where τ e (τ i ) is the time constant of the excitatory (inhibitory) response to synaptic inputs and J ab is the synaptic strength projection from population b to a. In this study, we chose a threshold linear response function g(x):
where β and T are the slope and the threshold, respectively.
Facilitating synapses
To study the influence of facilitating synapses from excitatory to inhibitory neurons on the activity of the network, we used an activity-dependent model for facilitating synapses described by the following equations :
J ie is now an instantaneous effective strength of the facilitating synapse, x and u are variables representing the Fig. 1 (a) : Schematic representation of a firing rate model of a recurrent network receiving external inputs. E and I represent the mean firing rate of excitatory and inhibitory neuronal subpopulations, respectively. E 0 and I 0 represent external input to these subpopulations. J αβ denotes the average synaptic strength from β to α. We consider the connection between the excitatory to inhibitory populations, J ie , to be facilitating, whereas the other connections are constants. (b): Examples of two typical curves of the facilitated synaptic strength in a steady state. For a progressive increase in presynaptic firing rates, the effective synaptic strength increases and then decreases owing to simultaneous facilitation of the synaptic utilization fraction, u, and a depletion of the synaptic resources, x. The result of the facilitating and depressing processes is a bell shaped curve with a peak frequency, θ % U se τ r τ f ð Þ À 1 = 2 fraction of available synaptic resources and the synaptic utilization fraction, respectively. J 0 ie , U, τ r , and τ f represent the average absolute efficacy of the synapses, the initial utilization fraction of the synapse, the recovery time constant from the depression, and the facilitating time constant, respectively. This connection could represent the synapse from pyramidal cells to inhibitory interneurons in a cortical neural network. Typical values of such facilitating synapse parameters are U=0.01, τ f =1.5 s, and τ r =0.1 s. The parameters representing short-term facilitation are in line with in vitro measurements of pyramidal-interneuron synapses on the rat somatosensory cortex (Thomson et al. 1993; Markram et al. 1998; Wang et al. 1999; Silberberg and Markram 2007) . Figure 1(b) illustrates two examples of activity-dependent connections in a steady state calculated from Eq. (3) . When the firing rate of the presynaptic activity increases, the amplitude of the postsynaptic response is facilitated and then decreases because of dominating depression, reaching a maximal value at the peak frequency, θ. This behavior is the result of the simultaneous facilitation of the synaptic utilization fraction, u, and the depression of the synaptic resources, x. The value of the peak frequency was approximated for the steady state :
Figure 1(b) shows the manner in which the parameters determine both the range in which the facilitation process is dominant (E ss <θ), and the sensitivity of the synaptic strength to presynaptic activity (the slope of the facilitating process). Smaller value of any of the parameters, U, τ f and τ r increases the range of facilitation (θ is larger) and decrease the slope dJ ie dE ss . The other synapses in the network were assumed to be static (constant amplitude) since we were interested in elucidating the role of excitatory facilitating connections onto inhibitory interneurons in shaping oscillatory activity.
Facilitation onto interneurons causes sustained oscillations
The recurrent network described by Eqs. (1), (2) and (3) The state of the system, represented by E and J ie , is rotated in a counterclockwise direction (arrows) around the fixed point (dot). Starting from the point in which J ie is at the minimum (point α), excitatory feedback increases the firing rate E until the inhibitory feedback J ie is strong enough to stop this increase (β). At this point, the firing rate decreases, but J ie still increases due to the long time constant of facilitation. Once the excitatory drive to J ie is low for a sufficiently long time, J ie starts decreasing (χ), eventually allowing the firing rate to increase once more due to positive feedback (δ).
To estimate the J ie values for which E increases or decreases, note that E has a much faster dynamics than J ie . Therefore E effectively sees a frozen J ie at each time point, allowing us to estimate the critical J ie value from such frozen dynamics. We derive this value (J th ie ) in Appendix A and plot it as a dotted line in Fig. 2(c) , showing that indeed it provides an estimate of the border between divergent and convergent E behavior.
The boundaries of sustained oscillations
The oscillation region is bound by the region in which excitation diverges, when J 0 ie < J L , and by the region in which the excitation converges to a stable fixed point, when J 0 ie >J R (see Fig. 2(a) ). We followed these boundary values as a function of different parameters as described in Appendix B. The (J 0 ie −τ f ) parametric space indicates that the oscillation phase exists for a large range of plausible facilitating time constants for the chosen inputs E 0 , I 0 and synaptic parameters U and τ r (Fig. 3(a) ). Both borders show an inverse relationship between J 0 ie and τ f . This is because τ f determines the integration time window of the facilitation, and thus a longer time constant results in a larger effective synaptic strength (see Fig. 1(b) ). J L and J R borders in the E 0 −J 0 ie parametric space for the value of τ f are shown in Fig. 3(b) . The oscillation phase shrinks rapidly with the increase in E 0 . A horizontal boundary (the dashed line in Fig. 3(b) reflects the minimal amount of external excitatory input which is required to enable the dynamics to overcome the applied constant external input to the inhibitory subpopulation. This line can be precisely calculated by setting E=0 in Eq. (1):
Variety of oscillation forms
The oscillations can be characterized by the maximal firing rates during the active state, the oscillation frequency, and the amplitude of the silent and active states. The forms of oscillations were examined by performing a series of simulations for various values of J 0 ie , ranging from the divergent to the convergent borders. The activity near J L , displays the slowest oscillations with long-lasting silent states and wide active state periods with high amplitude (Fig. 3(c1) ). The oscillation frequency progressively increases, whereas the amplitude of the active states decreases (Fig. 3(c2−c4) ) as J 0 ie approaches J R (Fig. 3(c5) ). We examined the oscillation properties for various parameters of the facilitating synapse τ f and J 0 ie , as well as various external inputs, E 0 . Simulations with increasing τ f , J 0 ie , and E 0 show a decrease in the maximal firing rate (Fig. 4(a) , (d), and (g)). The effect of the first two is not surprising, as they both increase the effectiveness of inhibition. Increasing E 0 counter intuitively decreases the maximum firing rate of the excitatory population, which is due to the supra linear relationship between the synaptic strength of the facilitating synapse and the excitatory firing rate.
The average duration of the active state was quantified by the Full Width Half Maximum (FWHM) of the firing rate in a single cycle. Figure 4(c) shows that the duration of the active state progressively increases with the increase of the synaptic parameters, U, τ f and τ r . It spans from 50 to 500 ms upon varying these parameters. Variations of the J 0 ie and E 0 cause the up state to last between 100 ms and 300 ms. Generally, an increase of the above-mentioned Fig. 2 (a Fig. 1(b) ). J L (27 mV/s) and J R (65 mV/s) mark the borders of region III. The diagram was computed using XPPAUT. (Fig. 4(f) ) and the duration also has a minimum when E 0 =19.1 mV (Fig. 4(i) ). The values of τ f that give rise to oscillations span over a large range of plausible values (between 1.5 s and 5 s).
Discussion
Slow oscillations have been revealed in EEG measurements for reduced alertness brain states (Moruzzi and Magoun 1995; Abbott and Blum 1996) . They were also observed experimentally in acute cortical slices . We propose a novel mechanism underlying the generation of slow oscillations in the neocortex. A network of excitatory and inhibitory cells with recurrent excitation and facilitating excitatory synapses to the inhibitory population can exhibit slow oscillations. The recurrent excitation initiates the active state by positive feedback. The active state is terminated by inhibition, which is elevated by facilitating excitatory synapses. Simulations and analytical analysis reveal that the properties of these facilitating synapses onto interneurons determine the frequency, duration, and shape of oscillations. Network oscillations depend on the dynamics of facilitating synapses as well as on their absolute strength. Shorter facilitation time constants and a strong connections cause high firing rates and longer periods of oscillation cycles.
Comparison with previous experimental and theoretical works
In contrast with the model proposed by Timofeev et al. (Timofeev et al. 2000) , the initiation mechanism does not depend on spontaneous EPSPs, but rather on recurrent excitation with reduced inhibition, as proposed by Compte et al (Compte et al. 2003) . The termination mechanism of the active state, occurs in our model due to increased feedback inhibition (as in (Parga and Abbott 2007 )), and not by intrinsic neuronal mechanisms, as suggested by the two other models (Timofeev et al. 2000; Compte et al. 2003) .
Terminating the active state by increased inhibition seems at odds with the experimental results of Shu et al. and Contreras et al. (Contreras et al. 1996; Shu et al. 2003) who describe the temporal profile of the input conductance to a pyramidal cell during slow oscillations. They show a fast increase of the input conductance at the beginning of the active state, followed by a slow decline. Furthermore, the ratio between excitatory and inhibitory conductances remains approximately constant throughout this period Shu et al. 2003) . This is in contrast to our description of a gradual increase in inhibition throughout the active state. Figure 5(a) shows that the excitatory/inhibitory ratio in our model is, in fact, almost constant throughout the active state and very similar to that displayed in Shu et al (Fig. 5 there) . This stems from the recurrent connections' ability to amplify small differences into large network effects. Regarding the temporal profile, Fig. 5(b) shows that in our case the profile is much more symmetric, with a tendency for a faster decline of conductance. This indeed is opposite to the trend displayed in the above mentioned papers, and is a fundamental property of an oscillation mechanism which is based on facilitation. Possible mechanisms for oscillations can be grossly divided into two categories: declining excitation and elevating inhibition. The former is characterized by a fast increase of conductance which is stopped by depression and slowly recovers. When the increase in excitation stops in the latter mechanism, however, it is due to having been overcome by facilitated inhibition which will quench the remaining excitation very quickly. We therefore propose that conductance measurements in the active state of slow oscillations in different preparations can distinguish the mechanism driving these oscillations.
Facilitating excitation of cortical interneurons
Synaptic connections between pyramidal cells and interneurons are characterized by a wide range of synaptic dynamics (Thomson and Deuchars 1997; Reyes et al. 1998; Wang 1999) . Most interneurons receive depressing synapses, yet interneurons that receive facilitating excitatory synapses can be driven to discharge action potentials following high-frequency stimulation, even from a single presynaptic neuron Kozloski et al. 2001; Silberberg and Markram 2007) . The differences between interneurons receiving depressing excitation and those that receive facilitating excitation are reflected in the conditions under which they will be recruited, as well as the time relative to the excitatory population (Silberberg et al. 2004) . Our study suggests a mechanism of recruiting inhibitory neurons via facilitating synapses, resulting in generation of slow oscillations or up and down states.
Fine tuning of external input
Figure 3(b) shows that only a small range of external input (E 0 ) values can produce oscillations. Note, however, that this range begins at the onset of population activity. As the external input is increased, activity begins in an oscillatory form, and only settles to a steady state as the input is further increased. Possible mechanisms to attain this small suprathreshold input are a balance between excitation and inhibition (Galarreta and Hestrin 1998) , or homeostatic plasticity which raises excitation until activity commences (Turrigiano 2007) . Another factor which can expand the oscillatory regime is decreasing the synaptic efficacy parameter U. As U is decreased, larger values of E 0 can still sustain slow oscillations. Another concern regarding this fine tuning is whether the phenomenon will still be displayed in a spiking neuron model. Here again, the location of the oscillatory region can provide a straightforward algorithm for finding the relevant parameterssimply increasing the excitatory input until activity begins. Such a model is beyond the scope of the current paper.
Up and down states
Depolarized-active and hyperpolarized-silent phases recorded in vivo are known as up and down states, respectively. Up and down states have been previously characterized for the neocortex in various studies (Steriade et al. 1993b (Steriade et al. , 2001 Stern et al. 1997; Lampl et al. 1999; Anderson et al. 2000) . Previous studies have suggested that the up state is terminated due to cellular mechanisms such as spike adaptation, inactivation of sodium channels, or flow of hyperpolarizing currents Timofeev et al. 2000; Bazhenov et al. 2002) . This implies that the properties of oscillations are not determined by the network, but rather by intrinsic neuronal properties. Holcman and Tsodyks (2006) suggested that the transitions between up and down states are caused by synaptic noise (Holcman and Tsodyks 2006) .
Since this is a rate model, we cannot show actual bimodal membrane potential distributions (as in (Parga and Abbott 2007) ), and therefore consider a high firing rate of the excitatory population as the up state and a low firing rate as the down state. Our study suggests that the termination of the up state is a result of facilitated inhibition and therefore the properties of these slow oscillations depend on the connectivity between the neurons. The common feature of the up and down states is the existence of distinct phases with high and low discharge frequencies. Facilitating excitatory synapses on inhibitory neurons may therefore play an important role in the regulation of highfrequency events, such as those observed in up and down states or slow oscillations. During high firing rates, facilitating synapses are engaged and the postsynaptic inhibitory population will be activated depending on the presynaptic rate and the synaptic properties. The facilitating synapses do not convey the onset of activity, but become increasingly dominant as activity continues, thus serving as a negative feedback mechanism to reduce sustained activity.
Modifications of oscillation forms
Synchronized oscillations of neural discharges could play a key role in cortical functions such as input selectivity and plasticity, binding cell assemblies and consolidation of learned information (Engel et al. 2001; Buzsaki and Draguhn 2004) . These functions require broad diversity of oscillation forms. The present study suggests a qualitative mechanism underlying oscillations that can be tuned by the connectivity parameters of the network. The mean firing rate and the period of oscillation cycle are sensitive to modifications in the absolute synaptic efficacy and to modifications in the time constant of the synaptic facilitation. It has been shown that both of these parameters exhibit large ranges of values (Markram and Tsodyks 1996; Wang et al. 1999) . The dynamic parameters of synapses differ across brain areas (Wang et al. 2006) , and hence provide an opportunity to measure oscillations in different brain slices and look for correlations between the synaptic parameters and the oscillation properties.
Summary
We showed that up and down states can emerge from the interplay between the excitatory and inhibitory populations with excitatory facilitating connection onto inhibitory population. The excitatory neurons elevate the firing rate of the network, which is then suppressed by increasing inhibition recruited by facilitating excitatory connections. Our study predicts that alterations of the facilitating synapses between pyramidal cells and interneurons will affect the oscillations observed in the neocortical microcircuit, as well as the transitions between up and down states. We also point at a fundamental difference between facilitation and depression based mechanisms of oscillation. These predictions can be tested experimentally. The left border of the oscillation regime (J L in Fig. 2(a) ) is defined by a divergence of the oscillations, and was thus searched for by simulating the network until the border between a stable limit cycle and divergent behavior was found.
