Circuit codes are constructed from induced cycles in the graph of the n dimensional hypercube. They are both theoretically and practically important, as circuit codes can be used as error correcting codes. When constructing circuit codes, the length of the cycle determines its accuracy and a parameter called the spread determines how many errors it can detect. We present a new method for constructing a circuit code of spread k + 1 from a circuit code of spread k. This method leads to record code lengths for circuit codes of spread k = 7 and 8 in dimension 22 ≤ n ≤ 30. We also derive a new lower bound on the length of circuit codes of spread 4, improving upon the current bound for dimension n ≥ 86.
Introduction
Let I(n) denote the graph of the n dimensional hypercube, that is the graph on 2 n vertices where each vertex corresponds to a binary vector of length n, and two vertices x and x ′ are adjacent if and only if their binary vectors differ in exactly one position. For any vertex induced subgraph G of I(n) and any two vertices x, x ′ ∈ G we define the distance d G (x, x ′ ) as the minimum number of edges in G needed to travel from x to x ′ . If there is no path in G from x to x ′ then d G (x, x ′ ) = ∞. Observe that d I(n) (x, x ′ ) equals the number of positions where the binary vectors corresponding to x and x ′ differ. Definition 1.
1. An induced subgraph C of I(n) is a circuit code of spread k (an (n, k) circuit code) if:
C is a circuit (i.e. an undirected cycle).

If x and x ′ are vertices of C with
An equivalent characterization of circuit codes was proven by Klee.
Lemma 1.2 (Klee [1] Lemma 2). An n-dimensional circuit code C of length N ≥ 2k has spread k if and only if for all vertices
Finding long circuit codes is practically and theoretically important, since circuit codes can be used as error-correcting codes [2] . Circuit codes of spread 1 are known as Gray codes [3] , and circuit codes of spread 2 are known as snakes (or coils) [2] , both of these have been extensively studied. Let K(n, k) denote the maximum length of an (n, k) circuit code, it is well-known that K(n, 1) = 2 n and K(n, 2) ≥ 77 256 2 n [4] . In contrast, circuit codes of spread k ≥ 3 are less-well understood and exact values for K(n, k) are generally only known for n ≤ 17 and k ≤ 7 and some special (n, k) pairs.
In this note we present a simple new construction for generating a circuit code of spread k + 1 from a circuit code of spread k. This allows the better studied codes of smaller spreads to be leveraged to create codes of larger spreads, and results in several new records for codes of spread 7 and 8, and dimension 22 ≤ n ≤ 30. Specifically, we prove the following theorem. A useful consequence of Theorem 1.3 is a new lower bound on K(n, 4) which improves upon the current lower bound when n ≥ 86.
Previous Constructions and Bounds
We begin by surveying the theoretical lower bounds for K(n, k) and some of the most important constructions used in their derivation. Exact values for K(n, k) are known for only a few special cases, given in Table 1 . Table 1 : Exact values for K(n, k).
The following constructions apply for a wide variety of (n, k) combinations. Here we state the "result" of each construction and refer the reader to the original paper for the precise construction details.
Construction 2.1 (Singleton [5] ). Let C be an (n, k) circuit code with length N . Then there exists an [5] ). Let C be an (n, k) circuit code with length N , and k ≥ 3. Then there exists an (n + 2, k) circuit code C ′ with length [7] ). Let C be an (n + 1, k + 1) circuit code of length N . Then there exists an
Construction 2.6 (Klee [1] ). Let k be even and let 2 ≤ n 1 ≤ n 2 . Suppose C 1 is an (n 1 , k − 1) circuit code of length N 1 ≥ 2k where N 1 is divisible by k, and suppose C 2 is an (n 2 , k) circuit code with length
These constructions result in the following lower bounds for K(n, k), k ≥ 3. Table 2 : Lower bounds for K(n, k)
The last three inequalities in Table 2 are asymptotic bounds, where f (n) g(n) means lim inf n→∞ g(n)/f (n) > 0, and f (n) ≺ g(n) means lim n→∞ g(n)/f (n) = ∞.
In addition to the previous constructions, the "necklace" construction of Paterson and Tuliani has been particularly important, leading to many new records for K(n, k) [8] . However, identifying arrangements of necklaces satisfying the conditions of that construction required a backtrack search, limiting the dimensions examined to n ≤ 17. The conditions placed upon the arrangement of necklaces also become more restrictive as k increases, and for the range of dimensions n examined, no suitable arrangements for codes of spread k ≥ 7 were found [8] .
For n ≤ 17 and k ≤ 7 many of the current records for K(n, k) (reported in Table 3 ) have been set by computational methods, e.g. exhaustive search [9, 10] , pruning based approaches [11] , genetic algorithms [12, 13, 14, 15] , or other computational approaches [16, 17, 18] .
3 Generating an (n + r, k + 1) Circuit Code from an (n, k) Circuit Code
Transition Sequences
Every vertex of I(n) corresponds to a binary vector of length n, so for each circuit C = (x 1 , . . . , x N ) of I(n) we can define a transition sequence T = (τ 1 , . . . , τ N ) where τ i denotes the position in which x i and x i+1 (or x N and x 1 ) differ. Using the convention that x 1 = 0 for any circuit, we see that the transition sequence corresponds uniquely to the edges in C. Furthermore, for any two vertices x, x ′ of an (n, k) circuit code C there are exactly two transition sequences between x and x ′ , corresponding to the two paths between x and x ′ in C, and these sequences are complements in T 1 A useful result to which we shall refer is the following.
Lemma 3.1 (Singleton [5] ). Let C be a circuit code of spread k and length N ≥ 2(k + 1) with corresponding transition sequence T . Then any k + 1 cyclically consecutive elements of T are all distinct.
A New Circuit Code Construction
Now we describe the intuition behind the construction used to prove Theorem 1.3. Let {t 1 , . . . , t n } be the set of transition elements present in T , the idea is to strategically insert members of a new set of transition elements {s 1 , . . . , s r } (corresponding to adding dimensions to the hypercube) into T so that the resulting transition sequence T ′ forms a circuit code of spread k + 1 in dimension n + r. (This is not as simple as inserting s 1 after every segment of k + 1 transitions in T , since that does not guarantee that any two vertices with distance k in I(n + r) are separated by no more than k edges (transitions) in the new code, see the Appendix for one such counterexample.) 
g. if q = 10, this process yields:
If x is a vertex of I(n) andñ < n, we denote by x * the "natural" projection of x onto I(ñ) formed by taking the firstñ elements of the binary vector x. There is an important relationship between the transition sequence T ′ from Construction 3.2 and the transition sequence T of the underlying (n, k) circuit code C. Proof. Let x, x ′ ∈ C ′ and letT be a transition sequence between them in T ′ , thenT C (the complement of T in T ′ ) is also a transition sequence from x to x ′ . Furthermore, x * and x ′ * ∈ C. It is necessary that the subsequenceT ∩ {t 1 , . . . , t n } (a segment of T ) is a transition sequence in T from x * to x ′ * . Since there are only two such sequences we conclude thatT contains as a subsequence one of the transition sequences in T from x * to x ′ * andT C contains as a subsequence the other one. Now suppose |T | ≤ |T C |, then |T | ≤ N + q andT contains no transitions spaced ≥ N + q apart in
. . , t n }|. Hence the shorter transition sequence between x and x ′ (in T ′ ) also contains the shorter transition sequence between x * and x ′ * (in T ). We now have everything we need to proceed to the main proof.
Proof of Theorem 1.3. Let C be an (n, k) circuit code with length N ≥ 2(k + 1) and transition sequence T . Apply Construction 3.2 to get a new transition sequence T ′ . Clearly T ′ forms a circuit C ′ as each transition element appears an even number of times. So we only need to show that C ′ has spread k + 1, and by Lemma 1.2 it thus suffices to show for all vertices x,
Suppose that x and x ′ are vertices of
LetT denote the segment of T ′ that is the transition sequence between x and x ′ (the shorter segment). (SoT may "start" in T ′1 and end in T ′2 , or the reverse, or may be entirely contained in T ′i .) Finally, let A =T ∩ {t 1 , . . . , t n } and B =T ∩ {s 1 , . . . , s r }, , and thus in all cases some s l ∈T occurs an odd number of times.
+# of members of {s 1 , . . . , s r } occuring an odd # of times inT . If
x ′ * ) < k then by Lemma 3.3 and since C has spread k,
. Furthermore, each element of A and B appears exactly once (by Lemma 3.1, the observation that |A| ≤ k ⇒ |B| ≤ 2, and the fact that consecutive elements of B differ when
A New Lower Bound for K(n, 4)
Singleton [5] remarks that for k ≥ 4 and even, the best lower bound available for K(n, k) seems to be applying the third lower bound given in Table 2 to K(n, k + 1) (as every circuit code of spread k + 1 is also a circuit code of spread k). In particular, for k = 4 this gives K(n, 4) ≥ 6 · 2 ⌊2n/6⌋−1 . Construction 2.6 leads to a stronger asymptotic bound, K(n, 4) ≻ δ n for 0 < δ < 3 1/3 . We will now prove that Theorem 1.3 gives a non-asymptotic lower bound that is stronger than 6 · 2 ⌊2n/6⌋−1 for n ≥ 86. First we establish the following claim, our argument is a minor modification of the one given in Chapter 17 of [19] . Proof. Let C be an (n, 3) circuit code with transition sequence T . Suppose that t i occurs m times in T . Construction S5 of [19] states that there is an (n + 3, 3) circuit code C ′ with length N ′ = N + 8m, and t i occurs 3m times in the new transition sequence T ′ . Note that if N is divisible by 4 and t i appears A simple analysis shows that the lower bound of Theorem 1.4 exceeds 6 · 2 ⌊2n/6⌋−1 for n ≥ 86.
Computational Results
Methodology
The efficacy of Construction 3.2 was tested by applying it to circuit codes of spreads 2-9 in dimensions 3-30 4 . Table 3 lists the greatest lower bound found for each (n, k) combination. The table was constructed as follows. For spreads 2-7 and dimensions 3-30 we seeded the table with empirical results from [5, 7, 10, 20, 18] which collectively survey all empirical records of which we are aware, for spreads 8 and higher we seeded the table by using the exact bounds of Table 1 and the non-asymptotic lower bounds of Table 2 .
Next, we applied Constructions 2.1 -2.4 (collectively the "Singleton" constructions), the construction of Deimer (Construction 2.5), and the construction of Klee (Construction 2.6). Because these constructions were applied sequentially we iterated applying the constructions until there was no improvement in any entry of the table. To this "initial" table we then applied Construction 3.2 to the column corresponding to codes of spread k, replacing the appropriate entry in column k + 1 of the table if a larger lower bound was found. Each time after applying Construction 3.2 to codes of spread k we repeated the iterative application of the constructions of Singleton, Deimer, and Klee to propagate any further improvements in the lower bounds before applying the construction to codes of spread k + 1. Finally, after applying the construction to codes of all spreads we iteratively applied the constructions from Singleton, Deimer, and Klee once more. Construction 2.6 was applied to our table as follows. Let C be an (n, k) circuit code with length N > 2(k + 1)
2 , and let T = (τ 1 , . . . , τ N ) be its transition sequence. Split T into
, . . . , τ N ) and subdivide 
occurs an even number of times in T ′ and any two occurences of t n+1 are separated by ≥ k + 1 other transition elements. The resulting circuit code C ′ has dimension n + 1 and spread k (but not necessarily spread k + 1) and length N ′ = 2(k + 1)⌈ N 2(k+1) ⌉, satisfying the divisibility criterion of Construction 2.6. Because this method does not generate all (n + 1, k) circuit codes with length divisible by k + 1, we also indicate in Table 3 when an entry exceeds the asymptotic lower bounds from Table 2 which are derived from Construction 2.6.
Discussion of Computational Results
Our construction found several new circuit codes for spreads of 7 and 8. Because codes of spreads 2-7 and dimensions 3-30 have been well-studied (see [10, 20] for surveys) the improvements noted in Table 3 for codes of spread 7 are perhaps the most significant. The new lower bound for a (22, 7) code results from applying Construction 3.2 to the (17, 6) code with length 204 found by Paterson and Tuliani [8] , and the full code is given in the Appendix. The new lower bounds for codes of spread 7 and dimension > 22 come about by applying the Singleton and Deimer constructions to the (22, 7) code.
The chief advantage of our construction is that it is very easy to implement, allowing the better studied codes of smaller spreads to be leveraged to generate codes of larger spreads, where the spread is too large for computer search. This adds another construction (in addition to Constructions 2.1 -2.6) to generate non-trivial codes for large spreads. As the results for spreads k = 7, 8 indicate, the construction is additive to Constructions 2.1-2.6. However the results for spread k + 1 = 9 indicate that the success of this approach relies on good starting codes for spread k.
Conclusions
In this note we presented a simple method for constructing a circuit code of spread k + 1 from a circuit code of spread k. This construction leads to record code lengths for circuit codes of spread k = 7, 8 and dimension 22 ≤ n ≤ 30. We also derived a new lower bound on the length of circuit codes of spread 4, which improves upon the current bound for n ≥ 86.
Some of the records in Table 3 stood for at least 32 years before being broken by the method described here, however we believe that further improvements of the lower bounds on K(n, k) are still possible. In particular, Construction 5 from [5] describes how to extend an (n, 7) circuit code under certain conditions on how close a specific pair of transition elements appear in the transition sequence. While applying that construction directly does not improve the lower bounds in the table (we tried!) the transition sequences arising from combining Construction 3.2 with the construction method of [8] are highly structured, suggesting that a modification of that approach may succeed.
A An (n, k) Circuit Code that Cannot be Trivially Extended to an (n + 1, k + 1)
Circuit Code
The following transition sequence from [1] results in a (6, 2) circuit code of length 24: T = (1, 2, 6, 4, 5, 6, 1, 3, 5, 4, 6, 5, 1, 2, 6, 4, 5, 6, 1, 3, 5, 4, 6, 5). This code cannot be extended to a (7, 3) circuit code by inserting the new transition element 7 after the end of every segment of T of length 3. There are 3 potential new transition sequences T ′ , starting with: (7, 1, 2, 6), or (1, 7, 2, 6), or (1, 2, 7, 6 ) and inserting 7 after the end of every segment in T of length 3 after the initial appearance of 7.
The reader can verify that none of the 3 potential transition sequences arising in this way has spread 3.
B Transition Sequence for a (22, 7, 234) Circuit Code Table 4 lists the transition elements for the (22,7) circuit code of length 234 generated using the construction of Theorem 1.3. This is arguably the most important code we discovered as all other new (n, 7) codes and all but one new (n, 8) code are built using this code in conjunction with other constructions. Unlike the notation in [8] we consider the positions of the vectors in I(n) (and thus the range for transition elements) to be 1 to n not 0 to (n − 1). Transition sequences for other codes are available from the authors upon request. 
