We present a series of new theoretical, algorithmic, and empirical results for domain adaptation and sample bias correction in regression. We prove that the discrepancy is a distance for the squared loss when the hypothesis set is the reproducing kernel Hilbert space induced by a universal kernel such as the Gaussian kernel. We give new pointwise loss guarantees based on the discrepancy of the empirical source and target distributions for the general class of kernel-based regularization algorithms. These bounds have a simpler form than previous results and hold for a broader class of convex loss functions not necessarily differentiable, including L q losses and the hinge loss. We also give finer bounds based on the discrepancy and a weighted feature discrepancy parameter. We extend the discrepancy minimization adaptation algorithm to the more significant case where kernels are used and show that the problem can be cast as an SDP similar to the one in the feature space. We also show that techniques from smooth optimization can be used to derive an efficient algorithm for solving such SDPs even for very high-dimensional feature spaces and large samples. We have implemented this algorithm and report the results of experiments both with artificial and real-world data sets demonstrating its benefits both for general scenario of adaptation and the more specific scenario of sample bias correction. Our results show that it can scale to large data sets of tens of thousands or more points and demonstrate its performance improvement benefits.
Introduction
A standard assumption in learning theory and the design of learning algorithms is that training and test points are drawn according to the same distribution. In practice, however, this assumption often does not hold. A more challenging problem of domain adaptation arises in a variety of applications, including natural language processing, speech processing, or computer vision [12, 4, 17, 18, 29, 30, 21] . This problem occurs when little or no labeled data is available from the target domain, but labeled data from a source domain somewhat similar to the target, as well as large amounts of unlabeled data from the target domain, are accessible. The domain adaptation problem then consists of using the source labeled and target unlabeled data to learn a hypothesis performing well on the target domain.
The theoretical analysis of this problem has been the topic of some recent publications. The first theoretical analysis of adaptation is due to Ben-David et al. [1] (some technical issues of that paper were later corrected by Blitzer et al. [5] ). These authors gave VC-dimension bounds for binary classification based on a d A distance between distributions that can be estimated from finite samples, and a term λ H depending on the distributions and the hypothesis set H, which cannot be estimated from data. The assumptions made in the analysis of adaptation were more recently discussed by Ben-David et al. [2] who presented some negative results for adaptation in the case of the zero-one loss based on a handful of examples.
In previous work [20] , we introduced the notion of discrepancy which generalizes the d A distance to arbitrary loss functions. We gave data-dependent Rademacher complexity bounds showing how the discrepancy can be estimated from finite samples. We then presented alternative learning bounds for adaptation based on the discrepancy. These bounds hold for a general class of loss functions, including the zero-one loss function used in classification, and depend on the optimal classifiers in the hypothesis set for the source and target distributions. They are in general not comparable to those of Ben-David et al. [1] or Blitzer et al. [5] , but we showed that, under some plausible assumptions, they are superior to those of [1, 5] and that in many cases the bounds of Ben-David et al. [1] or Blitzer et al. [5] have a factor of 3 of the error that can make them vacuous. Perhaps more importantly, we also gave a series of pointwise loss guarantees for the broad class of kernel-based regularization algorithms in terms of the empirical discrepancy. These bounds motivated a discrepancy minimization algorithm and we initiated the study of its properties.
Many of the previous techniques or paradigms used for adaptation and similar problems consist of reweighting the training point losses to more closely reflect those in the test distribution. The definition of the reweighting is of course crucial and varies for different techniques. A common choice consists of selecting the weight of a point x of the training sample as an estimate of the ratio ω(x) = P (x)/Q(x) where P is the target (unbiased) distribution and Q the observed source distribution, since this choice preserves the expected loss [32, 10] . However, we gave an empirical and theoretical analysis of importance weighting [11] which shows that, even when using the exact ratio P/Q, such importance weighting techniques do not succeed in general, even in the simple case of two Gaussians. A critical issue we pointed out is that the weight ω(x) is unbounded in many practical cases and can become very large for a few points x of the sample that end up fully dominating the learning process, thereby resulting in a very poor performance. We also presented an analysis of the effect of an error in the estimation of the reweighting parameters on the accuracy of the hypothesis returned by the learning algorithm in [10] .
Bickel et al. [3] developed a discriminative model that instead characterizes how much more likely an instance is to occur in the test sample than in the training sample. The optimization solution they describe is in general not convex but they prove it to be in the case of the exponential loss. Their method is proposed for a classification setting but can also be applied to the regression setting in a twostage approximation. Weights are first learned by maximizing the posterior probability given all the available data. These weights can then be used in combination with any algorithm that allows for weighted examples. A somewhat different kernel mean matching (KMM) method was described by Huang et al. [16] in the context of kernel methods. This consists of defining the weights assigned to the training sample in a way such that the mean feature vector on the training points be as close as possible to the mean feature vector over the unlabeled points. Yu and Szepesvári recently presented an analysis of the KMM estimator [37] . This should be distinguished from an analysis of the generalization properties of KMM as an algorithm for adaptation or sample bias correction. Sugiyama et al. [34] argued that KMM does not admit a principled cross-validation method helping to select the kernel parameters and proposed instead an algorithm (KLIEP) addressing that issue. Their algorithm determines the weights based on the minimization of the relative entropy of ω(x)Q(x) and the distribution of unlabeled data over the input domain, or equivalently, the maximization of the log-likelihood of ω(x)Q(x) for the observed unlabeled data. The weights ω(x) are modeled, more specifically, as a linear combination of kernel basis functions such as Gaussians. The algorithms just mentioned do not take into account the hypothesis set used by the learning algorithm, or the loss function relevant to the problem. In contrast, we will introduce and analyze an algorithm that precisely takes both of these into consideration.
In this paper, we present a series of novel results for domain adaptation extending those of [20] and making them more significant and practically applicable.
1 Our analysis concentrates on the problem of adaptation in regression. We also consider the problem of sample bias correction, which can be viewed as as special instance of adaptation.
In Section 2, we describe more formally the learning scenario of domain adaptation in regression and briefly review the definition and key properties of the discrepancy. We then present several new theoretical results in Section 3. For the squared loss, we prove that the discrepancy is a distance when the hypothesis set is the repro-ducing kernel Hilbert space of a universal kernel, such as a Gaussian kernel. This implies that minimizing the discrepancy to zero guarantees matching the target distribution, a result that does not hold in the case of the zero-one loss. We further give pointwise loss guarantees depending on the discrepancy of the empirical source and target distributions for the class of kernel-based regularization algorithms, including kernel ridge regression, support vector machines (SVMs), or support vector regression (SVR). These bounds have a simpler form than a previous result we presented in the specific case of the squared loss in [20] and hold for a broader class of convex loss functions not necessarily differentiable, which includes all L q losses (q ≥ 1), but also the hinge loss used in classification. We also present finer bounds in the specific case of the squared loss L 2 in terms of the discrepancy and a weighted feature discrepancy parameter that we define and analyze in detail.
When the magnitude of the difference between the source and target labeling functions is small on the training set, these bounds provide a strong guarantee based on the empirical discrepancy and suggest an adaptation algorithm based on empirical discrepancy minimization [20] detailed in Section 4. In Section 5, we extend the discrepancy minimization algorithm with the squared loss to the more significant case where kernels are used. We show that the problem can be cast as a semidefinite programming (SDP) problem similar to the one given in [20] in the feature space, but formulated only in terms of the kernel matrix.
Such SDP optimization problems can only be solved practically for modest sample sizes of a few hundred points using existing solvers, even with the most efficient publicly available ones. In Section 6, we prove, however, that an algorithm with significantly better time and space complexities can be derived to solve these SDPs using techniques from smooth optimization [25] . We describe the algorithm in detail. We prove a bound on the number of iterations and analyze the computational cost of each iteration.
We have implemented that algorithm and carried out extensive experiments showing that it can indeed scale to large data sets of tens of thousands or more points. Our kernelized version of the SDP further enables us to run the algorithm for very high-dimensional and even infinite-dimensional feature spaces. Section 7 reports our empirical results with both artificial and real-world data sets demonstrating the effectiveness of this algorithm. We are presenting two sets of experiments: one for the general scenario of domain adaptation, also meant to evaluate the computational efficiency of our optimization solution, another one for the specific scenario of sample bias correction. For sample bias correction in a regression setting, we compare our algorithm with KMM, KLIEP, and the two-stage algorithm of Bickel et al. [3] and report empirical results demonstrating the benefits of our algorithm.
Preliminaries
This section describes the learning scenario of domain adaptation and reviews the key definitions and properties of the discrepancy distance between distributions.
Learning Scenario
Let X denote the input space and Y the output space, a measurable subset of R, as in standard regression problems. In the general adaptation problem we are considering, there are different domains, each defined as a pair formed by a distribution over X and a target labeling function mapping from X to Y. We denote by (Q, f Q ) the source domain, with Q the corresponding distribution over X and f Q : X → Y the corresponding labeling function. Similarly, we denote by (P, f P ) the target domain with P the corresponding distribution over X and f P the corresponding target labeling function.
In the domain adaptation problem, the learning algorithm receives a labeled sample of m points S = ((
m from the source domain, that is x 1 , . . . , x m are drawn i.i.d. according to Q and
We denote by Q the empirical distribution corresponding to x 1 , . . . , x m . Unlike the standard supervised learning setting, the test points are drawn from the target domain, which is based on a different input distribution P and possibly different labeling function f P . The learner is additionally provided with an unlabeled sample T of size n drawn i.i.d. according to the target distribution P , with n typically substantially larger than m. We denote by P the empirical distribution corresponding to T .
We consider a loss function L : Y × Y → R + that is convex with respect to its first argument. In particular L may be the squared loss commonly used in regression. For any two functions h, h : X → Y and any distribution D over X , we denote by L D (h, h ) the expected loss of h(x) and h (x):
The domain adaptation problem consists of selecting a hypothesis h out of a hypothesis set H with a small expected loss according to the target distribution P , L P (h, f P ). The sample bias correction problem can be viewed as a special instance of the adaptation problem where the labeling functions f P and f Q coincide and where the support of Q is included in that of P : supp(Q) ⊆ supp(P ) ⊆ X .
Discrepancy
A key question for adaptation is a measure of the difference between the distributions Q and P . As pointed out in [20] , a general-purpose measure such as the L 1 distance is not helpful in this context since the L 1 distance can be large even in some rather favorable situations for adaptation. Furthermore, this distance cannot be accurately estimated from finite samples and ignores the loss function. Instead, the discrepancy provides a measure of the dissimilarity of two distributions that is specifically tailored to adaptation and is defined based on the loss function and the hypothesis set used.
Observe that for a fixed hypothesis h ∈ H, the quantity of interest in adaptation is the difference of expected losses
A natural measure of the difference between distributions in this context is thus one based on the supremum of this quantity over all h ∈ H. The target hypothesis f P is unknown and could match any hypothesis h . This leads to the following definition [20] .
Definition 1 Given a hypothesis set H and loss function L, the discrepancy disc between two distributions P and Q over X is defined by:
The discrepancy is by definition symmetric and verifies the triangle inequality for any loss function L. But, in general, it does not define a distance since we may have disc(P, Q) = 0 for P = Q. We will prove, however, that for a large family of kernel-based hypothesis set, it does verify all the axioms of a distance.
Note that for a loss function bounded by M , the discrepancy disc(P, Q) can be upper bounded in terms of the L 1 distance L 1 (P, Q). Indeed, if P and Q are absolutely continuous with density functions p and q, then,
This shows that the discrepancy is a finer measure than the L 1 distance. Another important advantage of the discrepancy is that it can be accurately estimated from a finite sample of size m drawn from Q and a finite sample of size n drawn from P when the loss is bounded and the empirical Rademacher complexity of the family
for a sample of size m, which holds in particular when L H has a finite pseudo-dimension [20] .
Theoretical Analysis
In what follows, we consider the case where the hypothesis set H is a subset of the reproducing kernel Hilbert space (RKHS) H associated to a positive definite symmetric (PDS) kernel K: H = {h ∈ H : h K ≤ Λ}, where · K denotes the norm defined by the inner product on H and Λ ≥ 0. We shall assume that there exists r > 0 such that K(x, x) ≤ r 2 for all x ∈ X . By the reproducing property, for any h ∈ H and x ∈ X , h(x) = h, K(x, ·) K , thus this implies that |h(x)| ≤ h K K(x, x) ≤ Λr.
Discrepancy with universal kernels
We first prove that for a universal kernel K and the squared loss the discrepancy defines a distance. Let C(X ) denote the set of all continuous functions mapping X to R. We shall assume that X is a compact set, thus the functions in C(X ) are also bounded. A PDS kernel K over X × X is said to be universal if it is continuous and if the RKHS H it induces is dense in C(X ) for the norm infinity · ∞ . Universal kernels include familiar kernels such as Gaussian kernels [33] , perhaps one of the most widely used kernels in applications: for any fixed σ > 0, the kernel function
For any fixed α > 0, the so-called infinite polynomial kernel defined for any compact set X ⊂ {x ∈ R N : x 2 < 1} by f be any non-negative function in C(X ), then √ f is well defined and is in C(X ), thus, [14] [proof of lemma 9.3.2]). This concludes the proof.
2
The proof of the theorem can be straightforwardly extended to the case of other L p losses with p > 1. In later sections, we will present several guarantees based on the notion of discrepancy and define an algorithm seeking a minimal discrepancy. The theorem shows that if we could find a source distribution Q that would reduce to zero the discrepancy in the case of a universal kernel such as the familiar Gaussian kernels, then that distribution would in fact match the target distribution P . In the absence of that guarantee, even with a zero discrepancy in general adaptation may not be successful (see [2] for simple examples of this situation).
General guarantees for kernel-based regularization algorithms
We now present pointwise loss guarantees in domain adaptation for a broad class of kernel-based regularization algorithms, which also demonstrate the key role played by the discrepancy in adaptation and suggest the benefits of minimizing that quantity. These algorithms are defined by the minimization over H of an objective function of the following form:
where λ > 0 is a regularization parameter and
This family of algorithms includes support vector machines (SVMs) [9] , support vector regression (SVR) [36] , kernel ridge regression (KRR) [31] , and many other algorithms.
We will assume that the loss function L is µ-admissible for some µ > 0: that is, it is convex with respect to its first argument and for all x ∈ X and y, y ∈ Y and h, h ∈ H, it verifies the following Lipschitz-type conditions:
[Note that this is a weaker requirement than the µ-Lipschitzness of the loss L with respect to its two arguments. µ-admissible losses include the hinge loss and all L q losses with q ≥ 1, in particular the squared loss, when the hypothesis set and the set of output labels are bounded. Indeed, assume that L q (h(x), y) ≤ M for all (x, y) ∈ X × Y and h ∈ H. Since the function x → x q is q-Lipschitz for x ∈ [0, 1], we can write
The Lipschitz property with respect to the second argument can be shown in a similar way.
Here, in the case of the kernel-based regularized algorithms just described, we set the parameter Λ defining the hypothesis set
}. This does not impose any additional constraint to the minimization (4) as shown by the following lemma.
Lemma 1
Let h ∈ H a be a solution of the minimization (4) for some training sample S, then h satisfies the inequality h K ≤ µr λ . Proof. Since 0 is an element of H, the value of the objective function for the minimizer h is upper bounded by the one for 0:
By the µ-admissibility of the loss, we can then write
Comparing the left-and right-hand side expressions shows that
The labeling functions f P and f Q may not coincide on supp( Q) or supp( P ). But, for adaptation to be possible, the difference between the labels received for the training points and their target values should be assumed to be small, even if the input space distributions P and Q are very close. In the following theorem, we measure the magnitude of the difference between the source and target labeling functions by the following coefficient η H (f P , f Q ):
Note that if the target function f P is in H, then, by definition of
Similarly, if f Q is in H, then we have
The proof of the following theorem as well as that of other theorems presented in this section are given in the appendix.
Theorem 2 (General pointwise bound) Let L be a µ-admissible loss. Define h as the hypothesis returned by the kernel-based regularization algorithm (4) when minimizing F ( P ,f P ) and h the one returned when minimizing F ( Q,f Q ) . Then, for all x ∈ X and y ∈ Y, the following inequality holds:
where
The theorem gives a strong guarantee on the pointwise difference of the loss between the hypothesis h returned by the algorithm when training on the source domain and the hypothesis h returned when training on a sample drawn from the target distribution in terms of the empirical discrepancy disc( P , Q). 2 The results holds for all µ-admissible losses and has a simpler form than a previous result we presented in [20] .
The theorem shows the key role played by the empirical discrepancy disc( P , Q) in this context when η H (f P , f Q )
1. When the so-called covariate-shift assumption holds, the labeling functions f P and f Q coincide. This assumption holds in a variety of scenarios such as that of sample bias correction. Note that when that assumption
, that is the bound of the theorem only depends on the empirical discrepancy. In the following section, we present a finer guarantee and analysis in the special case of the squared loss.
Guarantees for kernel ridge regression
In this section, we consider the special case of the squared loss defined by L(y, y ) = (y − y)
2 for all (y, y ) ∈ Y 2 , for which the kernel-based regularization algorithm described in the previous section coincides with kernel ridge regression (KRR) [31] .
As in the previous section, we will present a pointwise loss guarantee for KRR. But, here, the result will be expressed in terms of disc( P , Q) and a term δ H (f P , f Q ) finer that η H (f P , f Q ) and defined by
is similar to the empirical discrepancy in the sense that it is also based on the difference of the expectations of the same quantity with respect to P and Q. We will use the term weighted feature discrepancy to refer to δ H (f P , f Q ) since it measures the discrepancy between the expectation of Φ K weighted by the difference of the labeling functions.
Theorem 3 (General pointwise bound for the squared loss) Let L be the squared loss and assume that for all (x, y) ∈ X ×Y, L(h(x), y) ≤ M and K(x, x) ≤ r 2 for some M > 0 and r > 0. Let h be the hypothesis returned by KRR when minimizing F ( P ,f P ) and h the one returned when minimizing F ( Q,f Q ) . Then, for all x ∈ X and y ∈ Y,
The main advantage of this result is its expression in terms of
is defined as a difference, it admits the satisfying property of vanishing for P = Q, which does not hold for η H (f P , f Q ).
Other benefits of this bound become more clear when the covariate-shift assumption holds. In that case, we can denote by f the shared labeling function:
In the next section, we give an upper bound on δ H (f, f ) and show in particular that δ H (f, f ) = 0 when KRR is used with Gaussian kernels as in many applications in practice and when the labeling function f verifies some conditions. The bound of the theorem then reduces to the simpler expression:
for all (x, y) ∈ X × Y.
We also give a bound in terms of δ H on the difference of common aggregate measures of the performance of h and h , which gives a simpler guarantee on the difference of root mean square errors (RMSE). In particular, this bound, does not depend on M .
Theorem 4 (Bound on RMSEs)
Assume that L is bounded and that for all x ∈ X , K(x, x) ≤ r 2 for some r > 0. Let h be the hypothesis returned by KRR when minimizing F ( P ,f P ) and h the one returned when minimizing F ( Q,f Q ) . Then, the following holds:
The proofs of both of these theorems are given in the Appendix.
Analysis of weighted feature discrepancy
Here, we analyze in more detail the term δ H (f ) in terms of d p (f, H), the distance of f to the hypothesis set H for the norm · p , p ≥ 1:
and the L q distance between the distributions P and Q, L q ( P , Q). For any set A ⊆ X , let f |A denote the restriction of f to A and similarly h |A the restriction of h ∈ H to A. Then, we define more generally
Proposition 1 Assume that for all x ∈ X , K(x, x) ≤ r 2 for some r > 0. Let A denote the union of the supports of P and Q. Then, for any p, q > 1, with
Proof. We can rewrite δ H (f ) and upper bound it as follows:
Thus, by Hölder's inequality, we can write
which concludes the proof. 2
Thus, when f |A is in the closure of H |A for · p , then d p (f |A , H |A ) = 0 and thus δ H (f ) = 0, regardless of the distributions P and Q. In particular, if the kernel K is universal, for example if K is a Gaussian kernel, then H |A is dense in the family of functions with finite support A (see [33] [proposition 5]), thus d ∞ (f |A , H |A ) = 0 and δ H (f ) = 0. Note that this does not require the labeling function f to be continuous. Of course, since H is a subset of the full Hilbert space H with function norms bounded by Λ, in general we may not have δ H (f ) = 0, but this may hold if Λ is sufficiently large. More generally, if f |A is -close to the family of hypotheses in H restricted to A for · ∞ , then, in view of the result of the proposition, we have δ H (f ) ≤ 2r , that is δ H (f ) ≤ 2 for a normalized kernel such as Gaussian kernel since r = 1.
Discrepancy minimization (DM) adaptation algorithm
, in particular when these terms vanish as in some scenarios already discussed, the guarantees presented in the previous section depend only on the empirical discrepancy disc( P , Q). This suggests seeking to minimize the empirical discrepancy by selecting an empirical distribution q * , among the family Q of all distributions with a support included in that of Q [20] :
Using q * instead of Q amounts to reweighting the loss on each training point. This forms the basis of our discrepancy minimization (DM) adaptation algorithm which consists of two stages:
(i) first, computing q * ; (ii) then, modifying (4) using q * as follows:
and finding a minimizing hypothesis h.
The minimization of F (q * ,f Q ) is no more difficult than that of F ( Q,f Q ) . It leads to a convex optimization problem similar to the one corresponding to F ( Q,f Q ) and can be solved in the same way. In fact, most software tools available for solving the optimization problem for F ( Q,f Q ) also provide the interface for solving the optimization problem F ( q,f Q ) with an arbitrary empirical distribution q ∈ Q.
In particular, for the squared loss, the objective can be reduced to a form similar to that of KRR and shown to admit a closed-form solution both in the primal and the dual as in the case of KRR. Indeed, let Φ K be a feature mapping associated to the kernel K, a hypothesis h is then of the form x → w · Φ(x) for some w ∈ R N . Observe then that the empirical error term can be rewritten as follows
Thus, in the following section, we focus on the first stage of our algorithm and study in detail the optimization problem (15) . We will show that in the case of the squared loss it can be formulated as a semi-definite programming problem, including when using kernels.
Optimization Problems
Let X be a subset of R N , N > 1. We denote by S Q the support of Q, by S P the support of P , and by S their union supp( Q) ∪ supp( P ), with |S Q | = m ≤ m and |S P | = n ≤ n. The unique elements of S Q are denoted by x 1 , . . . , x m and those of S P by x m+1 , . . . , x q , with q = m + n. For a vector z ∈ R m , we denote by z i its ith coordinate. We also denote by ∆ m the simplex in R m :
Discrepancy minimization in feature space
We showed in [20] that the problem of minimizing the empirical discrepancy for the squared loss and the hypothesis space H = {x → w x : w ≤ Λ} of bounded linear functions can be cast as the following convex optimization problem:
where M(z) ∈ S N is a symmetric matrix that is an affine function of z:
The optimal value of the objective function is the minimal empirical discrepancy. The minimal discrepancy distribution q * is given by q
)}, the problem can be rewritten equivalently as the following semi-definite programming (SDP) problem:
subject to
This problem can be solved in polynomial time using interior point methods. As shown by [27] [pp.234-235], the time complexity for each iteration of the algorithm is in our notation :
. This time complexity as well as its space complexity, which is in O ((m + N ) 2 ), make such algorithms impractical for relatively large or realistic machine learning problems. The unconstrained version of this problem, that is one where z is not constrained to be in the simplex, has also been extensively studied in a number of optimization publications, in particular [28] .
Discrepancy minimization with kernels
Here, we prove that the results of the previous section can be generalized to the case of high-dimensional feature spaces defined implicitly by a PDS kernel K. We denote by K = [K(x i , x j )] ij ∈ R q×q the kernel matrix associated to K for the full sample S = S Q ∪ S P and for any z ∈ R m by D(z) the diagonal matrix
Theorem 5 For any Q and P , the problem of determining the discrepancy minimizing distribution q * for the squared loss L 2 and the hypothesis set H can be cast as an SDP of the same form as (17) but that depends only on the Gram matrix of the kernel K:
and
, and for i ≥ 1, D i is the diagonal matrix of the ith unit vector.
Proof. Let Φ : X → F be a feature mapping associated to K, with dim(F) = N . Let q = m + n. The problem of finding the optimal distribution q * is equivalent to solving min
where the matrix M(z) is defined by
whose columns are the vectors Φ(x 1 ), . . . , Φ(x m+n ). Then, observe that M(z) can be rewritten as M(z) = ΦD(z)Φ . It is known that for any two matrices A ∈ R N ×q and B ∈ R q×N , AB and BA have the same eigenvalues. Thus, matrices M(z) = (ΦD(z))Φ and Φ (ΦD(z)) = KD(z) have the same eigenvalues. KD(z) is not a symmetric matrix. To ensure that we obtain an SDP of the same form as (17) minimizing the spectral norm of a symmetric matrix, we can instead consider the matrix M (z) = K 1/2 D(z)K 1/2 , which, by the same argument as above has the same eigenvalues as KD(z) and therefore M(z). In particular, M (z) and M(z) have the same maximum and minimum eigenvalues, thus,
Thus, the discrepancy minimization problem can be formulated in both the original input space and in the RKHS defined by a PDS kernel K as an SDP of the same form. In the next section, we present a specific study of this SDP and use results from smooth convex optimization as well as specific characteristics of the SDP considered in our case to derive an efficient and practical adaptation algorithm.
6 Optimization solution
Solution based on smooth approximation
This section presents an algorithm for solving the discrepancy minimization problem using the smooth approximation technique of Nesterov [25] . A general algorithm was given by Nesterov [23] to solve convex optimization problems of the form minimize z∈C F (z),
where C is a closed convex set and F admits a Lipschitz continuous gradient over C in time O(1/ √ ), which was later proven to be optimal for this class of problems. The pseudocode of the algorithm is given in Figure 1 . Here, T C (u) ∈ C denotes for any u ∈ C, an element of
2 (the specific choice of the minimizing v is arbitrary for a given u). d denotes a proxfunction for C, that is d is a continuous and strongly convex function over C with respect to the norm · with convexity parameter σ > 0 and d(u 0 ) = 0 where u 0 = argmin u∈C d(u). The following convergence guarantee was given for this algorithm [25] .
Theorem 6 Let z * be an optimal solution for problem (22) and let v k be defined as in Algorithm 1, then for any [26] . This can be done by finding a uniform -approximation of F by a smooth convex function G with Lipschitz-continuous gradient. This is the technique we consider in the following. Recall the general form of the discrepancy minimization SDP in the feature space:
where z ∈ R m+1 and where the matrices
We further assume in the following that the matrices M i are linearly independent since the problem can be reduced to that case straightforwardly. The symmetric matrix
is then PDS and we will be using the norm x → Jx, x = x J on R m+1 .
A difficulty in solving this SDP is that the function F : z → M(z) 2 is not differentiable since eigenvalues are not differentiable functions at points where they coalesce, which, by the nature of the minimization, is likely to be the case precisely at the optimum. Instead, we can seek a smooth approximation of that function. One natural candidate to approximate function F 2 is the function z → M(z) 2 F . However, the Frobenius norm can lead to a very coarse approximation of the spectral norm. As suggested by Nesterov [26] , the function
p , where p ≥ 1 is an integer, can be used to give a smooth approximation of 1 2 
Thus, if we choose r as the maximum rank, r = max z∈C rank(M(z)) ≤ max{N,
This leads to a smooth approximation algorithm for solving the SDP (23) u − u 0 2 J with convexity parameter σ = 1 leads to the algorithm whose pseudocode is given in Figure 2 , after some minor simplifications. The following theorem guarantees that its maximum number of iterations to achieve a relative accuracy of is in O( √ r log r/ ).
Theorem 7 Let r = max z∈C rank(M(z)). For any > 0, Algorithm 2 solves the SDP (23) with relative accuracy in at most 4 (1 + )r log r/ iterations using the objective function G p with p ∈ [q 0 , 2q 0 ), where q 0 = (1 + )(log r)/ .
Proof. The proof follows directly [25] and is given in Appendix D for completeness. 2
The first step of the algorithm consists of computing the vector u 0 by solving the simple QP of line 1. Note that u 0 is the minimizer of z → M(z) 2 F since, for any z ∈ C, the following identity holds:
We now discuss in detail how to efficiently compute the steps of each iteration of the algorithm in the case of our discrepancy minimization problems. Each iteration of the algorithm requires solving two simple QPs (lines 3 and 4). To do so, the computation of the gradient ∇G p (M(u k )) is needed. This will therefore represent the main computational cost at each iteration other than solving the QPs already mentioned since, clearly, the sum
∇G p (M(u i )) u required at line 4 can be computed in constant time from its value at the previous iteration. Since for any
, using the linearity of the trace operator, the ith coordinate of the gradient is given by
for all i ∈ [0, m]. Thus, the computation of the gradient can be reduced to that of the matrices M 2p−1 (z) and M 2p (z). When the dimension of the feature space N is not too large, both M 2p−1 (z) and M 2p (z) can be computed via O(log p) matrix multiplications using the binary decomposition method to compute the powers of a matrix [7] . Since each matrix multiplication takes O(N 3 ), the total computational cost for determining the gradient is then in O((log p)N 3 ). The cubic-time matrix multiplication can be replaced by more favorable complexity terms of the form O(N 2+α ), with α = .376.
Alternatively, for large values of N , that is N (m + n), in view of Theorem 5, we can instead solve the kernelized version of the problem. Since it is formulated as the same SDP, the same smooth optimization technique can be applied. Instead of M(z), we need to consider the matrix
Thus, by the property of the trace operator,
The other term appearing in the expression of the gradient can be computed as follows:
for any i ∈ [1, m] . Observe that multiplying a matrix A by D i is equivalent to zeroing all of its columns but the ith one, therefore Tr[AD i ] = A ii . In view of that,
Therefore, the diagonal of the matrix K[D(z)K] 2p−1 provides all these terms. Thus, in view of (26) and (27) , the gradient given by (25) can be computed directly from the (2p)th and (2p − 1)th powers of the matrix D(z)K. The iterated powers of this matrix,
, can be both computed using a binary decomposition in time O((log p)(m + n) 3 ). This is a significantly more efficient computational cost per iteration for N (m + n). It is also substantially more favorable than the iteration cost for solving the SDP using interior-point methods
. Furthermore, the space complexity of the algorithm is only in O((m + n)
2 ).
The analysis of the time and space complexity just presented assumed a standard method for the computation of the powers of a matrix, such as the binary decomposition method [7] . However, the matrices we consider here admit a special structure since they are given as a linear combination of rank-one matrices. It is likely that a faster computational method taking advantage of the structure would be possible with even less space requirements. That could significantly reduce the computational time and space requirements of each step of our algorithm, thereby resulting in a substantially more efficient overall optimization solution. 
Projected subgradient update
(u, λ) ← (max-eigenvector(M(z)), λ max (M(z))) (u , λ ) ← (min-eigenvector(M(z)), λ min (M(z))) if (|λ| > |λ |) then g ← [0, u M 1 u, . . . , u M m u] else g ← [0, −u M 1 u , . . . , −u M m u ] end if z ← z − η g for i ← 1 to m do z i ← max(z i , 0) end for a ← m i=1 z i for i ← 1 to m do z i ← z i /a end for
Comparison with the projected-subgradient method
Here, we briefly discuss an alternative optimization technique and compare it with the smooth optimization method we used.
An alternative technique for solving the optimization problem (23) consists of using the standard projected-subgradient method. The objective function F : z → M(z) 2 of problem (23) is not differentiable but it admits a subdifferential at any point (see for example [19] for the gradient computation).
The projected-subgradient method consists of iteratively taking a step in the direction of a negative subgradient at the current tentative solution, followed by a projection on the convex set defined by the constraints. The objective value is not guaranteed to decrease at each step, thus, the method also requires keeping track of the smallest objective value among the iterative values found.
The subgradient of F at any point z can be computed in terms of the eigenvectors of M(z) for its maximum or minimum eigenvalue. Since any subgradient of function F can be used, one can select for its computation an arbitrary maximum (or minimum) eigenvector of matrix M(z), which can be computed in O(N 2 ) [15] . Let u be the current eigenvector corresponding to the maximum eigenvalue of M(z), then Figure 3 describes the main update rule of the algorithm for a step size η > 0.
Besides from the O(N 2 ) algorithm for the computation of the maximum eigenvector the projected subgradient update is relatively simple to implement. The known complexity result for the number of iterations for the subgradient methods is O(1/ 2 ), (see for example [24] ). This O(1/ 2 ) dependence can be very slow, as is well known in optimization, and it is also typically what is experienced in practice. Since matrices M i are simple outer product matrices, each term u M i u can be computed in O(N ), but the recomputation of M(z) after each update of z takes O(mN 2 ). Therefore, the computational cost of each step of the algorithm, including the computation of the maximum eigenvector and the subgradient and that of M(z), is in O(mN 2 ). Thus, the overall complexity of the algorithm is in O(mN 2 / 2 ). In comparison, the overall time complexity of our algorithm is O([(log p)N 2+α + mN 2 ]/ ), with α = .376. For (log p)N α > m, for the regime of ≤ m/[(log p)N α ], the complexity of our algorithm is more favorable, while that of the projected subgradient algorithm is more favorable in the opposite case. For (log p)N α ≤ m, the complexity of our algorithm is more favorable by a factor of O(1/ ).
Experiments
We report the results of extensive experiments both with artificial data sets and real-world adaptation data sets.
Our first set of experiments in sentiment analysis demonstrate the effectiveness of the DM algorithm in domain adaptation when using kernel ridge regression and the efficiency of our optimization algorithm. Our results show that the adaptation algorithm presented is practical even for relatively large data sets and for highdimensional feature spaces. We describe in detail these experiments and report our results.
We also report the results of extensive experiments with the DM algorithm in the scenario of sample bias correction and a comparison with three sample bias correction algorithms applicable in regression: KMM and KLIEP, which are shown to be state-of-the-art through the extensive and thorough analysis and experimentation presented in [35] , and the two-stage version of the procedure of Bickel et al. [3] (Two-Stage). This study provides the first comparative analysis of the DM algorithm in terms of regression error for the problem of sample bias correction in regression.
Artificial data sets -domain adaptation
Our first set of experiments served to test the efficiency and effectiveness of our algorithm and is carried out on artificial data. For these experiments, the source input distribution was a mixture of N Gaussians with width σ = 1 randomly centered in [−1 ; 1] N , while the target input distribution is a single randomly placed Gaussian in [−1 ; 1] N , also with width σ = 1. The source distribution was constructed to have 20% of its distribution mass from this single target Gaussian distribution to ensure closeness of the source and target distributions, a condition needed for adaptation to be possible.
The labeling function used was defined as the sum of the absolute values of the input vector's components and was the same for the source and target distribution:
The learning algorithm used was weighted kernel ridge regression (wKRR) with a Gaussian kernel with σ = N and a small ridge λ ≈ 0.015, chosen to provide the best performance of the oracle setting when training on the target distribution. In the cost function for wKRR the loss on each training point was reweighted using the solution of the discrepancy minimization given by the kernelized version of Algorithm 2.
In our experiments, we varied the dimension N of the input space x ∈ R N , N ∈ {32, 64, 128, 256} as well as the number of labeled points m from the source distribution and the number of unlabeled points n from the target distribution. Both m and n were kept in the range from 100 to 2,000 points.
The plots of Figure 4 correspond to m = 200 and n = 200. They show the performance of our adaptation algorithm as a function of the number of iterations of Algorithm 2. The performance values were obtained by determining the value of the smooth approximation function
p after each iteration of Algorithm 2 and by re-running wKRR to monitor the progress of the root mean squared error (RMSE). The value p of the smooth approximation was kept fixed at p = 16 as numerous experiments demonstrated that the iterative powers of the matrices involved converged quickly in just a few steps. The plots show mean values over 50 runs for the same parameter settings. For reference, we also display the performance obtained by training on the unweighted source distribution (naive, in blue) and by training on labeled sample of the same size as the training set but sampled from the target distribution (oracle, in green).
All of these plots demonstrate the benefits of Algorithm 2 with the RMSE improving significantly over the naive solution. The optimization quickly reaches a good solution and continues to improve, albeit slowly, from there. As expected, as the value of G p decreases, so does the value of the RMSE. Note that, since the mixtures of Gaussians are randomly generated, the tasks used for illustration are not equally hard and the values obtained cannot be easily compared.
Real-world data sets -domain adaptation
For our experiments with real-world data sets, we used the multi-domain sentiment dataset (version 1.0) of Blitzer et al. [4] . This data set has been used in several publications [5, 13, 20] , but despite the ordinal nature of the star labeling of the data, it has always been treated as a classification task, and not as a regression task which is the focus of this work. We are not aware of any other adaptation datasets that can be applied to the regression task.
To make the data conform with the regression setting discussed in the previous sections, we first convert the discrete labels to regression values by fitting all the data for each of the four tasks books, dvd, elec, kitchen with a Gaussian kernel ridge regression with a relatively small width σ = 1 using as features the normalized counts (mean zero, variance one) of the top 5,000 unigrams and bigrams, as measured across all four tasks. These regression values are used as target values for all subsequent modeling.
We then define 12 adaptation problems for each pair of distinct tasks (task, task ), where task and task are in {books, dvd, elec, kitchen}. For each of these problems, the source empirical distribution is a mixture defined by 500 labeled points from task and 200 from task . This is intended to make the source and target distributions reasonably close, a condition for the theory developed in this paper, but the algorithm receives of course no information about this definition of the source distribution. The target distribution is defined by another set of points all from task . Figures 5 and 6 show the performance of the algorithm on the 12 adaptation tasks between distinct domains plotted as a function of the amount of unlabeled data received from the target domain. The optimal performance obtained by training purely on the same amount of labeled data from the target domain is also indicated in each case. The input features are again the normalized counts of the top 5,000 unigrams and bigrams, as measured across all four tasks, and for modeling we use kernel ridge regression with the Gaussian kernel of the same width σ = 1. This setup guarantees that the target labeling function is in the hypothesis space, a condition matching one of the settings analyzed in our theoretical study. The results are mean values obtained from 9-fold cross validation and we plot mean values ± one standard deviation. The value of the ridge parameter λ is chosen as the one that gives the best performance when training and testing on the same domain. As can be seen from the figure, adaptation improves, as expected, with increasing amounts of data. One can also observe that not all data sets are equally beneficial for adaptation. The kitchen task primarily discusses electronic gadgets for kitchen use, and hence the kitchen and elec data sets adapt well to each other, an observation also made by Blitzer et al. [4] .
Our results on the adaptation tasks are also summarized in Table 1 . The row name indicates the source domain and the column name the target domain. For brevity, we only list the results for adaptation with 1,000 unlabeled points from the target domain. In this table, we also provide for reference the results from training purely with labeled data from the source or target domain. We are not aware of any other adaptation algorithms for the regression tasks with which we can compare our performance results. Algorithm 2 requires solving several QPs to compute u 0 and u k+1 , k ≥ 0. Since u k+1 ∈ R m+1 , the cost of these computations only depends on the size of the labeled sample m, which is relatively small. Figure 7 displays average run times obtained for m + n in the range 500 to 10,000. All experiments were carried out on a single processor of an Intel Zeon 2.67GHz CPU with 12GB of memory. The algorithm was implemented in R and made use of the quadprog optimization package. As can be seen from the figure, the run times scale cubically in the sample size, reaching roughly 10s for m + n = 1,000.
The dominant cost of each iteration of Algorithm 2 is the computation of the gradient ∇G p (M(u k )), as already pointed out in Section 6. The iterated power method provides a cost per iteration of O((log p)(m + n)
3 ), and thus depends on the combined size of the labeled and unlabeled data. Figure 7 shows typical timing results obtained for different samples sizes in the range m+n = 500 to m+n = 10,000 for p = 16, which empirically was observed to guarantee convergence. For a sample size of m+n = 2,000 the time is about 80 seconds. In contrast, even one of the most efficient SDP solvers publicly available, SeDuMi, cannot solve our discrepancy minimization SDPs for more than a few hundred points in the kernelized version. In our experiments, SeDuMi 3 simply failed for set sizes larger than m + n = 750! In Figure 7 , typical run times for Algorithm 2 with 5 iterations (blue) and 20 iterations (green) are compared to run times for solving the SDP problem using SeDuMi (red). 
Artificial data sets -sample bias correction
Our sample bias correction experiments with synthetic data served first to illustrate the properties of the algorithms compared. We borrowed our example from [35] . It is a one-dimensional toy problem of learning the function f :
, where N (·, µ, σ) is a normal distribution with mean value µ and variance σ 2 , see Figure 8 (left). A second purpose of our experiment was to verify that our implementations and results match those of the KLIEP paper [35] . The labeled points are corrupted with random Gaussian noise with zero mean value and variance 1/4
2 . For learning we drew m = 200 points from Q and n = 100 points from P . In addition, we drew a test set of size 1,000 points from P used only for evaluation.
The feature space used for matching the distributions was modeled by Gaussians as in [35] . Note that since we used a Gaussian kernel, as discussed in Section 3 we may have δ H (f ) = 0 depending on the value of Λ and the magnitude of the labels defined by f . The KLIEP algorithm admits a selection criterion J for choosing the optimal width of the Gaussian. The plot of that criterion as measured over ten independent runs is given in Figure 8 The left panel shows a plot reporting run times measured empirically (mean ± one standard deviation) for the QP optimization and the computation of ∇G p as a function of the sample size (log-log scale). The right panel compares the total time taken by Algorithm 2 to compute an approximate solution using 5 iterations (blue) and the optimization solution using 20 iterations (green), to the one taken by SeDuMi in red (log-log scale).
In accordance with [35] we found an optimal value of σ ≈ 0.2 using J. Figure 9 provides examples of how the four algorithms, KMM, KLIEP, DM, and Two-Stage fit the empirical distribution P for different values of σ. Note that the distributions Q and P are the same in all plots, the only change in the plots is the width of the Gaussians used for modeling the data and the algorithm used.
Indeed, σ = 0.2 is the value for which KLIEP best matches P (Figure 9 , middleleft panel). For larger values of σ KLIEP tends towards the uniform distribution. This is also concluded in [35] and our plots are very similar to those provided in this reference. Both KMM and DM appear to produce better matches to P for all values of σ, though for σ = 0.2 the resulting distributions are somewhat smoother. Two-Stage appears to be producing matches slightly better than KLIEP.
Following the DM learning algorithm, the target function was learned using the same Gaussian width σ = 0.2 as the one used for matching the distributions. The value of the ridge was estimated by 10-fold cross-validation on Q to λ = 0.01. Figure 8 (c) illustrates the performance on the test set of the algorithms for these parameter settings. The solid lines correspond to mean values over 10 runs. Standard deviations are of the order 0.1. As baselines, we include two comparisons. 'Uniform' corresponds to no re-weighting of Q. That is, we simply train on Q and use the resulting model to predict on the test set. 'Optimal' corresponds to the hypothetical scenario where a labeled set from P of the same size as Q would have been available for training. In this example, DM outperforms both KLIEP, Two-Stage, and KMM. It is interesting to observe how the performance of the DM algorithm improves with the number of iterations used in the minimization of the discrepancy as a function of √ G, where G is the smooth objective function minimized by Cortes et al. [8] to determine q * . The plot on the right-hand side shows how √ G decreases with the number of iterations to determine q * . We found that typically after about 30 rounds, the changes in √ G were minimal. 
Real-world data sets -sample bias correction
We also compared the performance of DM with KMM, KLIEP and Two-Stage on a large set of regression datasets from the DELVE repository. demonstrated that the smooth approximation for (15) provided an efficient iterative algorithm capable of training an order of magnitude more examples than previously possible. However, the performance of the algorithm in terms of accuracy was only tested for adaptation problems and it was not compared to other state-of-the-art algorithms.
For all these datasets, we created biased samples by a procedure similar to that of the KLIEP paper. We rescaled each feature to the interval [0, 1]. Thus, each input vector x was in [0, 1] d where d is the dimension of the input space. We randomly chose a labeled sample (x k , y k ) from the pool of samples and accepted it with probability Pr[x k ] = min(1, 4(x k (c))
2 ), where x k (c) is the c-th coordinate of x k and c is randomly determined but fixed in each trial of the experiments. We repeated this procedure until we accepted m = 200 target samples for Q. From the rest we uniformly chose n = 200 test samples for P . Excluding both the training and test points already selected, we finally uniformly chose 1,000 samples on which the final performance was evaluated.
Each experiment was repeated ten times and we report mean values plus standard deviations. The results are summarized in Figure 10 . The name of the dataset is indicated beneath each figure. All values are scaled so the mean value of Uniform is 1. KMM does not admit a principled cross-validation technique but KLIEP uses the likelihood function J to determine the Gaussian width [34] . Thus, to favor the KLIEP algorithm, we first used the parameters derived from J for all algorithms (KLIEP, KMM, Two-Stage, and DM). However, in our experiments, that choice of parameters led to results very similar to those obtained by cross-validation on the training set. The use of the KLIEP measure, J, also proved problematic in practice as the optimal value for σ was sometimes found to be at the extreme values of either very small or very wide Gaussians. Also, note that the theory presented in Section 3 suggests a principled method for selecting the best parameter σ for DM based on the quantity L Q (h, f ) + 4r[disc( P , Q)(M/λ)] 1/2 following Theorem 3 in the case where δ H (f ) = 0, and similarly by using Theorem 4. Selecting σ based on this criterion further favors DM in the experimental comparisons and we do not include these results here.
For all experiments the maximum weight of KMM was capped at B = 1,000. For the Two-Stage algorithm, we picked the best performance obtained from a grid search over a wide range of values for the regularization parameter, 1/2σ
We also carried out a number of experiments with a different bias technique, that oversamples "easy-to-learn". This situation is what we often face in applications: the most useful examples are more rare in the biased sample. For each data set, we first split the data into a training set U and test set T . We extracted 200 points from T defining the empirical distribution P . To define the training sample Q , we sampled 200 points from U with a bias method that we now describe. To locate the "easy-to-learn" examples we sampled 200 points from T and trained a KRR model h on that sample. The prediction on a sample in U , h(x), is used to form its sample probability p(x) ∝ 1 (h(x)−y) 4 . This sampling strategy favors examples with small residual errors.
The results of four experiments with this biasing scheme are summarized in Figure 11 . As can be seen from Figure 10 and 11, DM outperforms KMM with statistical significance on a number of the datasets and otherwise matches its performance. KLIEP performs very similarly to Uniform. This in fact is not surprising. As stated by the authors (see footnote 10 in [34] ), KLIEP admits no advantage over Uniform when all the training examples are used. However, the authors do not prescribe a technique or justification for selecting a subset of the examples.
Conclusion
We presented several new theoretical guarantees for domain adaptation in regression and proved that the empirical discrepancy minimization can be cast as an SDP when using kernels. We gave an efficient algorithm for solving that SDP by exploiting techniques from smooth optimization and specific characteristics of these SDPs in our adaptation case. Our adaptation algorithm is shown to scale to larger data sets than what could be afforded using the best existing software for solving such SDPs. Altogether, our results form a complete set of results for domain adaptation in regression when using kernel-based regularization algorithms, including theoretical guarantees, an efficient algorithmic solution, and extensive empirical results.
Our results suggest that the discrepancy plays a critical role in adaptation. The minimum discrepancy value found by our algorithm can be used as a rejection criterion for some domain adaptation problems since for relatively large values of this quantity, our theoretical pointwise loss guarantees become weaker. This corresponds to significantly more challenging adaptation tasks for which there may not be an effective learning solution, at least one based on the family of kernel-based regularization algorithms.
Finally, the notion of discrepancy and its extensions similarly play a critical role in the analysis of learning with drifting distributions [22] , a scenario that is closely related to those of domain adaption and sample bias correction.
bound can be analyzed in terms of the discrepancy and η H (f P , f Q ). Finally, we use µ-admissibility to related the difference of loss to the norm of the difference of hypotheses.
Proof. The proof makes use of a generalized Bregman divergence, which we first introduce. For a convex function F : H → R, we denote by ∂F (h) the subgradient of F at h:
coincides with ∇F (h) when F is differentiable at h. Note that at a point h where F is minimal, 0 is an element of ∂F (h). Furthermore, the subgradient is additive, that is, for two convex function F 1 and
For any h ∈ H, fix δF (h) to be an (arbitrary) element of ∂F (h). For any such choice of δF , we can define the generalized Bregman divergence associated to F by:
Note that by definition of the subgradient,
Since N is differentiable, δN (h) = ∇N (h) for all h ∈ H, and δN and thus B N are uniquely defined. To make the definition of the Bregman divergences for F ( Q,f Q ) and R ( Q,f Q ) compatible so that
Furthermore, we choose δF ( Q,f Q ) (h) to be 0 for any point h where F ( Q,f Q ) is minimal and let δF ( Q,f Q ) (h) be an arbitrary element of ∂F ( Q,f Q ) (h) for all other hs. We proceed in a similar way to define the Bregman divergences for F ( P ,f P ) and R ( P ,f P ) so that B F
Since the generalized Bregman divergence is non-negative and since B F
By definition of h and h as minimizers and our choice of the subgradients, δF ( P ,f P ) (h ) = 0 and δF ( Q,f Q ) (h) = 0, thus, this inequality can be rewritten as follows:
Now, rewriting this inequality in terms of the expected losses gives:
Let h 0 be an arbitrary element of H. The right-hand side can be decomposed as follows in terms of h 0 :
By the µ-admissibility of the loss, the following inequalities hold:
Since h 0 is in H, the other terms can be bounded in terms of the discrepancy:
Thus,
Since the inequality holds for all h 0 , we can write
That is 2λ h − h 2 K ≤ 2disc( P , Q) + 2µη H (f P , f Q ). (A.3) By the reproducing property, for any x ∈ X , (h − h)(x) = h − h, K(x, ·) , thus, for any x ∈ X and y ∈ Y, L(h (x), y) − L(h(x), y) ≤ µ|h (x) − h(x)| ≤ µr h − h K . Upper bounding the right-hand side using (A.3) directly yields the statement (9) . 2
Note that the same proof can be used to derive a bound on the difference of the expected losses of the two hypotheses by using the following steps:
The resulting upper bound only differs from that of the theorem by the expectation term E x∼P K(x, x) versus max x K(x, x). For a fixed kernel K, these are both constant terms and cannot be minimized.
B Proof of Theorem 3
Proof. We can proceed as in the proof of Theorem 2 and use inequality A.2. Thus, for any h 0 ∈ H, we can write:
Now, by definition of the squared loss, we can write:
Taking the difference of these two equalities yields
Similarly, we obtain:
Since h 0 is in H, by definition of the discrepancy, the following holds:
Thus, we have 2λ h − h 2 K ≤ 2 disc( P , Q) + 2∆, where
By the reproducing property, the identity h(x) − h (x) = h − h , K(x, ·) K holds for any x ∈ X . In view of that, ∆ can be expressed and bounded as follows:
Since the inequality holds for all h 0 ∈ H, we can write ∆ ≤ h − h K δ H (f P , f Q ). Thus, we can write
Solving the second-order inequality for h − h K yields the inequality
For any (x, y) ∈ X ×Y, using the definition of the squared loss and the reproducing property, we can write
Upper bounding h − h K using (B.1) yields the statement of theorem. 2
C Proof of Theorem 4
Proof. The proof of the theorem is similar to that of Theorem 2 modulo the use of inequality (B.2): instead of bounding |L(h (x), y) − L(h(x), y)| for all (x, y) ∈ X × Y, here, we seek to upper bound L P (h , f ) − L P (h, f ). Our analysis is based on the following:
The first factor in the right-hand side, h − h ∞ , can be bounded by r h − h K since, by the reproducing property, for all x ∈ X , (h − h)(x) = h − h, K(x, ·) . The second factor can be bounded as follows using Jensen's inequality:
Thus, (C.1) becomes
Dividing both sides by
Using (B.1) to upper bound h − h K as in the proof of Theorem 2 concludes the proof. 2
D Proof of Theorem 7
Proof. Let M * 2 be the optimum of the SDP (23), G p (M * ) that of the SDP with F replaced with its smooth approximation G p , and z * ∈ C a solution of that SDP with relative accuracy . Then, for p ≥ (1+ ) log r , in view of (24), z * is a solution of the original SDP (23) with relative accuracy :
≤ r .
Choosing p such that 2p < 4 (1+ ) log r gives
≤ 16r(1 + ) log r (k + 1)(k + 2) .
Setting the right-hand side to > 0, gives the following maximum number of iterations to achieve a relative accuracy of using Algorithm 2: k * = (16r(1 + ) log r)/ 2 = 4 (1 + )r log r/ .
This concludes the proof. 2
