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APPROXIMATIONS OF TILTING MODULES
PETER FIEBIG
Abstract. For any subset Θ of the natural numbers and any dominant weight
λ we construct an indecomposable module SΘ(λ) with maximal weight λ for
the quantum group UZp , where Zp is a quantum version of the p-adic integers.
For Θ = ∅ we obtain the Weyl module, for Θ = N we obtain the indecompos-
able tilting module. Each SΘ(λ) admits a Weyl filtration, and for l ∈ Θ the
character of SΘ(λ) equals the character of an (in general decomposable) tilting
module for the quantum group at a primitive pl-th root of unity.
1. Introduction
Let R be a root system and p > 2 a prime number with p 6= 3 if R has a
component of type G2. Set Z = Z[v, v
−1] and let U be the quantum group
over Z associated with R (with divided powers). For any Z -algebra A we set
UA := U ⊗Z A . Let Zp be the localization of Z = Z[v, v
−1] at the kernel of the
homomorphism Z[v]→ Fp that sends v to 1. For l ≥ 1 let ζpl be a primitive p
l-th
root of unity and let Kl := Q[ζpl] be the p
l-th cyclotomic field. Consider Kl as a
Zp-algebra by letting v act as multiplication with ζpl.
In this article we construct for any subset Θ of the natural numbers and any
dominant weight λ an indecomposable UZp-module SΘ(λ). This family of modules
has the following properties.
• S∅(λ) is the Weyl module with highest weight λ.
• SN(λ) is the indecomposable tilting module with highest weight λ.
• For all Θ ⊂ N, SΘ(λ) admits a Weyl filtration.
• If l ∈ Θ, then SΘ(λ)⊗Zp Kl is a tilting module for UKl.
For an algebraically closed field k of characteristic p let us consider the ho-
momorphism Zp → k that sends v to 1. Then we can specialize the modules
SΘ(λ) and obtain modules for the “quantum group” Uk. If, in addition, we re-
member the weight space decomposition, then we obtain representations SΘ(λ)
of the connected, simply connected algebraic group Gk over k with root system
R. Again, S∅(λ) is the Weyl module, SN(λ) is the indecomposable tilting module
with highest weight λ, and if l ∈ Θ, then the character of SΘ(λ) can be written
as a sum of the tilting characters of the quantum group UKl
1. So the characters
of the objects S{1,...,l}(λ) for all l ≥ 0 might be candidates for the generations
1A word of warning: SΘ(λ) might be decomposable!
1
2of tilting characters whose existence is conjectured in [LW] (cf. [L4], where the
analogous generations of simple characters are actually defined).
We construct the SΘ(λ) not directly in the category of UZp-modules, but as
X-graded spaces with operators following the ideas in [F]. A few words might be
in order to give the reader an idea about what is meant by that notion. Let A be
a unital Z -algebra that is an integral domain. Consider an X-graded A -module
M =
⊕
µ∈X Mµ endowed with operators Eα,n and Fα,n of degree +nα and −nα
for any simple root α and any n > 0 satisfying certain conditions (these are called
(X1), (X2) and (X3), cf. Section 2). These conditions are technically much easier
to deal with than the defining relations of the quantum group UA , yet they insure
that the set of operators Eα,n and Fα,n define a unique structure of an UA -module
on the graded space.
Now, the main idea of the construction of the SΘ(λ) is the following. Let M ,
Eα,n and Fα,n be as above. For any weight µ we define Mδµ =
⊕
α,nMµ+nα and
we define homomorphisms Eµ : Mµ → Mδµ and Fµ : Mδµ → Mµ by forming the
row and the column vector with entries Eα,n and Fα,n, resp. It turns out that
the torsion part of the cokernel of the inclusion Eµ(Mµ) ⊂ Mδµ is of particular
interest. We show that this torsion part is annihilated by a product of τl’s, where
by τl we denote the image in A of the p
l-cyclotomic polynomial in Z[v]. We can
define SΘ(λ) as a certain universal (or minimal) object with highest weight λ
that has the property that no τl-torsion occurs for all l ∈ Θ. The reason why we
need a “quantum deformation”, i.e. why we work with Zp instead of the p-adic
integers Zp, is the following. The evaluation Zp → Zp, v 7→ 1 maps each τl to
p, independently of l. So the notion of τl-torsion would translate into p-torsion,
independently of l, so the analogous constructions over Zp lack some important
information.
The approach in this paper to representations of quantum groups and alge-
braic groups via graded spaces with operators is of a quite microscopic nature.
Most macroscopic (or categorical) properties, such as the linkage principle, or the
existence of translation functors, are far from being visible from this viewpoint,
and they do not play any role in this article.
2. X-graded spaces with operators
Let Π ⊂ R ⊂ V be a basis of a root system in a real vector space. For α ∈ R
denote by α∨ ∈ V ∗ its coroot. Let X := {λ ∈ V | 〈λ, α∨〉 ∈ Z for all α ∈ R}
be the weight lattice, and let X+ := {λ ∈ X | 〈λ, α∨〉 ≥ 0 for all α ∈ Π} be the
monoid of dominant weights. Denote by ≤ the standard partial order on X , i.e.
µ ≤ λ if and only if λ− µ can be written as a sum of elements in Π.
Definition 2.1. (1) A subset I of X is called closed, if µ ∈ I and µ ≤ λ
imply λ ∈ I.
(2) A subset S of X is said to be locally bounded from above, if for any µ ∈ X
the set {λ ∈ S | µ ≤ λ} is finite.
32.1. Quantum (p-adic) integers. Let v be an indeterminate and set Z :=
Z[v, v−1]. For n ∈ Z and d > 0 the quantum integer [n]d ∈ Z is given by
[n]d :=
vdn − v−dn
vd − v−d
=

0, if n = 0,
vdn−d + vdn−3d + · · ·+ v−dn+d, if n > 0,
−v−dn−d − v−dn−3d − · · · − vdn+d, if n < 0.
Define [0]!d := 1 and for n ≥ 1 set [n]
!
d := [1]d · [2]d · · · [n]d. For n ∈ Z define[
n
0
]
d
:= 1 and for 1 ≤ r ≥ n set[n
r
]
d
:=
[n]d · [n− 1]d · · · [n− r + 1]d
[1]d · [2]d · · · [r]d
.
Note that under the homomorphism Z → Z of unital algebras that sends v to
1, the quantum integer [n]d is send to n for all n ∈ Z, independently of d.
2.2. Ground rings. In this article, A denotes a unital Z -algebra that is an
integral domain. We denote by K its quotient field. In some parts of this article
we need to assume that A is a local algebra. One of the main examples for us is
the following. Let p be a prime number and denote by Zp the localization of Z
at the prime ideal
p := {g ∈ Z | g(1) is divisible by p}
= ker
(
Z
v 7→1
−−→ Fp
)
,
i.e. Zp = {
f
g
∈ QuotZ | g(1) is not divisible by p}. So Zp is a local Z -algebra.
For l ∈ N we denote by τl ∈ Z[v] the p
l-th cyclotomic polynomial. Hence we
have
τ0(v) = v − 1,
τ1(v) =
vp − 1
v − 1
= vp−1 + vp−2 + · · ·+ v + 1
τl+1(v) = τl(v
p) for all l ≥ 1.
Denote by Zpl the localization of Zp at the (prime) ideal generated by τl in Zp.
Hence Zpl is a local Zp-algebra and an integral domain, its quotient field is Q(v)
and its residue field is the cyclotomic field Q[ζpl], where ζpl is a primitive p
l-th
root of unity.
In some parts of the article we need to assume that A is generic. By this we
mean the following.
Definition 2.2. We say that A is generic if for all n 6= 0 and all d > 0 the image
of the quantum integer [n]d in A is non-zero.
4Note that we have
[n]d =
vdn − v−dn
vd − v−d
= v−dn+d
v2dn − 1
v2d − 1
.
For example, Z itself and all its localizations (Zp,Zpl,Q(v), ...) are generic. We
denote by q the image of v in A . Then q is invertible, and from the above we
see that if q is not a root of unity in A , then A is generic. But note that q = 1
also leads to generic rings in the case that the characteristic of A is zero (for
example, A = Z,Q,Zp,Qp, ...). A field of positive characteristic is not generic,
and the cyclotomic fields Q[q] with q a root of unity are not generic.
The assumption that A is generic is not a huge restriction even if one is inter-
ested in the theory of tilting modules for algebraic groups in positive character-
istics or for quantum groups at roots of unity. These objects admit deformations
to the p-adic integers, or to a one-parameter deformations of cyclotomic fields,
and these rings are generic. So one can obtain information from results in the
generic cases by specializing to a non-generic case.
2.3. Graded spaces with operators. Fix a unital Z -algebra A that is an
integral domain. Let I be a closed subset of X . Let M =
⊕
µ∈I Mµ be an I-
graded A -module. We say that µ is a weight of M if Mµ 6= {0} and we denote
by W (M) ⊂ X its set of weights. For any µ ∈ I, α ∈ Π, and n > 0 let
Fµ,α,n : Mµ+nα →Mµ,
Eµ,α,n : Mµ →Mµ+nα
be A -linear homomorphisms. It is convenient to also define Eµ,α,0 = Fµ,α,0 :=
idMµ . In the following we often suppress the index “µ” in the notation of the E-
and F -maps if the source of the maps is clear from the context, but we sometimes
also write EMα,n and F
M
α,n to specify the object M on which these homomorphisms
are defined.
Now we list some conditions on the above data. Denote by A = (〈α, β∨〉)α,β∈Π
the Cartan matrix associated with the root system R. Then there exists a vector
d = (dα)α∈Π with entries in {1, 2, 3} such that (dα〈α, β
∨〉)α,β∈Π is symmetric and
such that each irreducible component of R contains some α ∈ Π with dα = 1.
Here come the first of our conditions.
(X1) The set of weights W (M) is locally bounded from above.
(X2) For all µ ∈ I, α, β ∈ Π, m,n > 0, and v ∈Mµ+nβ ,
Eα,mFβ,n(v) =
{
Fβ,nEα,m(v), if α 6= β,∑
0≤r≤min(m,n)
[
〈µ,α∨〉+m+n
r
]
dα
Fα,n−rEα,m−r(v), if α = β.
(The cautious reader may want to have a look at Section 10.2 to get an idea of
where these relations come from.)
5In order to formulate the third condition, we need some definitions. For any
µ ∈ I define
Mδµ :=
⊕
α∈Π,n>0
Mµ+nα
and let
Eµ : Mµ →Mδµ,
Fµ : Mδµ →Mµ
be the column and the row vector with entries Eµ,α,n and Fµ,α,n, resp. We some-
times write EMµ and F
M
µ in order to specify the object M on which Eµ and Fµ
act. Set
M〈µ〉,min := Eµ(imFµ),
M〈µ〉 := Eµ(Mµ).
So we have inclusions M〈µ〉,min ⊂M〈µ〉 ⊂Mδµ.
(X3) For all µ ∈ I the following holds:
(a) The restriction of Eµ : Mµ → Mδµ to imFµ ⊂ Mµ is injective and
hence induces an isomorphism imFµ
∼
−→M〈µ〉,min.
(b) The quotient M〈µ〉/M〈µ〉,min is a torsion A -module.
(c) Mµ/imFµ is a free A -module.
The following might shed some light on the assumption (X3). We define
M〈µ〉,max := {m ∈Mδµ | ξm ∈M〈µ〉,min for some ξ ∈ A , ξ 6= 0}.
So we have M〈µ〉,min ⊂ M〈µ〉,max ⊂ Mδµ. Suppose that N is a submodule of
Mδµ that contains M〈µ〉,min. The N/M〈µ〉,min is a torsion module if and only if
N ⊂M〈µ〉,max. In particular, condition (X3b) now reads M〈µ〉 ⊂M〈µ〉,max.
Lemma 2.3. Suppose that assumption (X3a) holds. Then For all µ ∈ I the
following are equivalent.
(1) Mµ = kerEµ ⊕ imFµ.
(2) M〈µ〉,min = M〈µ〉.
Proof. If (1) holds, then M〈µ〉 = Eµ(Mµ) = Eµ(imFµ) = M〈µ〉,min. Suppose
that (2) holds. For m ∈ Mµ there exists then an element m˜ ∈ imFµ such that
Eµ(m) = Eµ(m˜), hence m− m˜ ∈ kerEµ. So Mµ = kerEµ+ imFµ. But condition
(X3a) reads kerEµ ∩ imFµ = {0}. Hence Mµ = kerEµ ⊕ imFµ. 
Denote by K the quotient field of A . For an A -module N denote by NK :=
N ⊗A K the associated K -module.
Lemma 2.4. Suppose the set of weights of M is locally bounded from above.
Then condition (X3) is equivalent to the following conditions.
(1) M is a torsion free A -module.
(2) For all µ ∈ I we have (Mµ)K = (kerEµ)K ⊕ (imFµ)K .
6(3) Condition (X3c) holds.
In particular, if A = K is a field, then condition (X3) simplifies to Mµ =
kerEµ ⊕ imFµ for all µ ∈ I.
Proof. Suppose that the condition (X3) holds. If M is not torsion free, then
there exists a maximal weight µ such that Mµ is not torsion free. Since, by
(X3c), Mµ/imFµ is free, imFµ cannot be torsion free. As µ is maximal, Mδµ
is torsion free. But (X3a) implies that imFµ is isomorphic to a submodule
of Mδµ, hence must be torsion free. Now we have a contradiction. So M is
indeed torsion free. Moreover, (X3a) means kerEµ ∩ imFµ = {0}. Now let
m ∈ Mµ. Then, by (X3b), there exists an element ξ ∈ A , ξ 6= 0 and m
′ ∈ imFµ
such that ξEµ(m) = Eµ(m
′). So ξm − m′ is contained in the kernel of Eµ
and we deduce (Mµ)K = (kerEµ)K + (imFµ)K . The last two results say that
(Mµ)K = (kerEµ)K ⊕ (imFµ)K . Hence (1), (2) and (3) are satisfied.
Now assume that (1), (2) and (3) hold. As M is torsion free we can view
it as a subspace in MK . Hence (Mµ)K = (kerEµ)K ⊕ (imFµ)K implies that
Eµ|imFµ is injective, i.e. (X3a). It also implies that Eµ(imFµ)K = Eµ(Mµ)K , i.e.
(M〈µ〉,min)K = (M〈µ〉)K . Hence the cokernel of the inclusion M〈µ〉,min ⊂ M〈µ〉 is a
torsion module, so (X3b) holds. That (X3c) holds is the assumption (3). 
2.4. The category X . Let I be a closed subset of X .
Definition 2.5. The category XA ,I is defined as follows. Objects are I-graded A -
modulesM =
⊕
µ∈I Mµ endowed with A -linear homomorphisms Fµ,α,n : Mµ+nα →
Mµ and Eµ,α,n : Mµ → Mµ+nα for all µ ∈ I, α ∈ Π and n > 0 such that condi-
tions (X1)–(X3) are satisfied. A morphism f : M → N in XA ,I is a collection of
A -linear homomorphisms fµ : Mµ → Nµ for all µ ∈ I such that the diagrams
Mµ+nα
fµ+nα //
FMα,n

Nµ+nα
FNα,n

Mµ
fµ // Nµ
Mµ+nα
fµ+nα // Nµ+nα
Mµ
EMα,n
OO
fµ+nα // Nµ
ENα,n
OO
commute for all µ ∈ I, α ∈ Π and n > 0.
If the ground ring is determined from the context, we write XI instead of XA ,I .
We also write X or XA for the “global” category XA ,X .
Remark 2.6. If M and N are objects in XI and f = {fµ : Mµ → Nµ}µ∈I is a
collection of homomorphisms, then we denote for all µ ∈ I by fδµ : Mδµ → Nδµ
the diagonal matrix with entries fµ+nα. Then f is a morphism in XI if and only
if for all µ ∈ I the diagrams
Mδµ
FMµ

fδµ // Nδµ
FNµ

Mµ
fµ // Nµ
Mδµ
fδµ // Nδµ
Mµ
EMµ
OO
fµ // Nµ
ENµ
OO
7commute.
2.5. Extending morphisms, I. Let I ′ ⊂ I be closed subsets of X and let
M be an object in XI . We define MI′ :=
⊕
µ∈I′ Mµ and endow it with the
homomorphisms Eµ,α,n and Fµ,α,n for all µ ∈ I
′. Then one easily checks that
the properties (X1), (X2) and (X3) are preserved, so this defines an object MI′
in XI′. For a morphism f : M → N we obtain a morphism fI′ : MI′ → NI′ by
restriction, and this yields a functor
(·)I′ : XI → XI′
that we call a restriction functor.
The following proposition is a cornerstone of the approach outlined in this
article. Its proof is not difficult, but lengthy. Let I ′ be a closed subset of X and
suppose that µ 6∈ I ′ is such that I := I ′ ∪ {µ} is also closed.
Proposition 2.7. Let M and N be objects in XI , and let f
′ : MI′ → NI′ be a
morphism in XI′.
(1) There exists a unique A -linear homomorphism f˜µ : imF
M
µ → Nµ such
that the diagrams
Mδµ
FMµ

f ′δµ // Nδµ
FNµ

imFMµ
f˜µ // Nµ
Mδµ
f ′δµ // Nδµ
imFMµ
EMµ
OO
f˜µ // Nµ
ENµ
OO
commute.
(2) The following are equivalent.
(a) There exists a morphism f : M → N in XI such that fI′ = f
′.
(b) The homomorphism f ′δµ : Mδµ → Nδµ maps M〈µ〉 into N〈µ〉.
Proof. First we prove part (1). Set M̂µ :=
⊕
α∈Π,n>0Mµ+nβ and denote by
F̂β,n : Mµ+nβ → M̂µ the embedding of the corresponding direct summand. Define
F̂µ : Mδµ → M̂µ as the row vector with entries F̂β,n
2. For α ∈ Π, m > 0 define
an A -linear map Êα,m : M̂µ → Mµ+mα by additive extension of the following
formulas. For β ∈ Π, n > 0 and v ∈Mµ+nβ set
Êα,mF̂β,n(v) :=
{
Fβ,nEα,m(v), if α 6= β,∑
0≤r≤min(m,n)
[
〈µ,α∨〉+n+m
r
]
dα
Fα,n−rEα,m−r(v), if α = β.
Let Êµ : M̂µ →Mδµ be the column vector with entries Êα,m.
2The author is aware of the fact that this looks rather silly. There is a tautological identi-
fication Mδµ = M̂µ that identifies F̂µ with the identity. However, Mδµ and M̂µ will play very
different roles in the following.
8Now define φ : M̂µ → Mµ as the row vector with entries Fα,n. Obviously, the
diagram
Mδµ
F̂µ
}}④④
④④
④④
④④ Fµ
!!❈
❈❈
❈❈
❈❈
❈
M̂µ
φ // Mµ
commutes. As the Êα,m- and F̂β,n-maps satisfy the same commutation relations
as the Eα,m- and Fβ,n-maps by (X2), also the diagram
Mδµ
M̂µ
φ //
Êµ
==④④④④④④④④
Mµ
Eµ
aa❈❈❈❈❈❈❈❈
commutes. As F̂µ is surjective, we have imφ = imFµ. As Eµ is injective when re-
stricted to imFµ, we deduce that kerφ = ker Êµ, hence φ induces an isomorphism
M̂µ/ ker Êµ ∼= imFµ.
Now let f̂µ : M̂µ → Nµ be the row vector with entries F
N
n,β ◦ f
′
µ+nβ : Mµ+nβ →
Nµ+nβ → Nµ. Then it is obvious that the diagram
Mδµ
F̂µ

f ′
δµ // Nδµ
FNµ

M̂µ
f̂µ // Nµ
commutes. Again, as the Ê- and F̂ -maps satisfy the same commutation relations
as the E- and F -maps, also the diagram
Mδµ
f ′δµ // Nδµ
M̂µ
Êµ
OO
f̂µ // Nµ
ENµ
OO
commutes. As F̂µ is surjective, the image of f̂µ is contained in imF
N
µ ⊂ Nµ.
As ENµ is injective when restricted to imF
N
µ , we deduce that f̂µ factors over the
kernel of Êµ. But, as we have seen above, this is the kernel of φ. We hence
obtain an induced homomorphism f˜µ : imF
M
µ
∼= M̂µ/ kerφ → Nµ such that the
diagrams
Mδµ
FMµ

f ′δµ // Nδµ
FNµ

imFMµ
f˜µ // Nµ
Mδµ
f ′δµ // Nδµ
imFMµ
EMµ
OO
f˜µ // Nµ
ENµ
OO
9commute. This shows the existence part of (1). The uniqueness is clear, as
FMµ : Mδµ → imF
M
µ is surjective.
Now we show part (2). Assume that property (a) holds, i.e. there exists a
homomorphism f : M → N that restricts to f ′. Then the diagram
Mδµ
f ′δµ=fδµ // Nδµ
Mµ
EMµ
OO
fµ // Nµ
ENµ
OO
commutes and hence f ′δµ mapsM〈µ〉 = E
M
µ (Mµ) into N〈µ〉 = E
N
µ (Nµ), so property
(b) holds.
Now assume property (b) holds. We now need to construct an A -linear map
fµ : Mµ → Nµ such that the diagrams
(1)
Mδµ
FMµ

f ′δµ // Nδµ
FNµ

Mµ
fµ // Nµ
Mδµ
f ′δµ // Nδµ
Mµ
EMµ
OO
fµ // Nµ
ENµ
OO
commute. By part (1), there exists a homomorphism f˜µ : imF
M
µ → Nµ such that
the diagrams
Mδµ
FMµ

f ′δµ // Nδµ
FNµ

imFMµ
f˜µ // Nµ
Mδµ
f ′δµ // Nδµ
imFMµ
EMµ
OO
f˜µ // Nµ
ENµ
OO
commute. By assumption, the quotient Mµ/imF
M
µ is a free A -module. We
can hence fix a decomposition Mµ = imF
M
µ ⊕D with a free A -module D. We
now construct a homomorphism f̂µ : D → Nµ in such a way that fµ := (f˜µ, f̂µ)
serves our purpose. Note that no matter how we define f̂µ, we will always have
fµ ◦ F
M
µ = F
N
µ ◦ f
′
δµ
(cf. the left diagram in (1)). So the only property that f̂µ
has to satisfy is that the diagram
Mδµ
f ′δµ // Nδµ
D
EMµ |D
OO
f̂µ // Nµ
ENµ
OO
commutes. Since we assume that f ′δµ(E
M
µ (Mµ)) is contained in the image of
ENµ : Nµ → Nδµ, this also holds for f
′
δµ(E
M
µ (D)). As D is free, it is projective as
an A -module. So f̂µ indeed exists. 
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Remark 2.8. In part (2) of the lemma above, the extension f of f ′ is in general
not unique. In the notation of the proof of part (2), the A -linear homomorphism
f̂µ is in general not unique, nor is the decomposition Mµ = imF
M
µ ⊕D.
3. Soft objects
Let R, X , A ,. . . be as in the previous section. Let I be a closed subset of X
and M be an object in XI . Recall that for any µ ∈ I we have inclusions
M〈µ〉,min ⊂M〈µ〉 ⊂ M〈µ〉,max ⊂Mδµ.
It is convenient to give the two extreme cases a name.
Definition 3.1. M is called
(1) soft, if for all µ ∈ I we have M〈µ〉,min = M〈µ〉,
(2) saturated, if for all µ ∈ I we have M〈µ〉 = M〈µ〉,max.
3.1. Extending morphisms, II. The following result might explain the words
soft and saturated in the above context.
Lemma 3.2. Let I ′ ⊂ I be closed subsets of X. LetM and N be objects in XI and
suppose that for each µ ∈ X we either have M〈µ〉 = M〈µ〉,min or N〈µ〉 = N〈µ〉,max.
Then the functorial map
HomXI (M,N)→ HomXI′ (MI′ , NI′)
is surjective.
Proof. As the sets of weights of M and N are locally bounded from above, we
can use an inductive argument and assume that I = I ′ ∪ {µ} for some µ 6∈ I ′.
So let f ′ : MI′ → NI′ be a morphism in XI′. By Proposition 2.7, there exists a
(unique) f˜µ : imF
M
µ → Nµ such that the diagrams
Mδµ
FMµ

f ′
δµ // Nδµ
FNµ

imFMµ
f˜µ // Nµ
Mδµ
f ′
δµ // Nδµ
imFMµ
EMµ
OO
f˜µ // Nµ
ENµ
OO
commute. This implies that f ′δµ maps M〈µ〉,min into N〈µ〉,min and M〈µ〉,max into
N〈µ〉,max. As M〈µ〉,min = M〈µ〉 or N〈µ〉 = N〈µ〉,max, f
′
δµ maps M〈µ〉 into N〈µ〉, so the
condition (2b) in Proposition 2.7 is satisfied. Hence there exists an extension
f : M → N of f ′. 
3.2. Extending objects (the soft case). Let I ′ ⊂ I be a closed subsets of X .
Lemma 3.3. Let M ′ be an object in XI′.
(1) There exists an up to isomorphism unique object M in XI with the fol-
lowing properties.
(a) There is an isomorphism MI′ ∼= M
′.
11
(b) For all objects N in XI the functorial homomorphism
HomXI (M,N)→ HomXI′ (MI′ , NI′)
is an isomorphism.
(2) For the object M characterized in part (1) we have M〈µ〉,min = M〈µ〉 for
all µ ∈ I \ I ′.
Proof. Note that the uniqueness statement follows from properties (1a) and (1b).
Hence we only need to show the existence of M . This we do by giving an explicit
constrution. First, we set Mν = M
′
ν , E
M
ν,α,n = E
M ′
ν,α,n and F
M
ν,α,n = F
M ′
ν,α,n for all
ν ∈ I ′, α ∈ Π and n > 0 in order to make sure that (1a) is satisfied. Now let S be
the set of all µ ∈ I \ I ′ that have the property that there exists no λ with µ < λ
such that M ′λ 6= {0}. For all µ ∈ S we set Mµ = 0, E
M
µ,α,n = 0 and F
M
µ,α,n = 0.
Now note that the set I \ (I ′ ∪ S) is locally bounded from above. We can now
proceed by induction and assume that I \ (I ′ ∪ S) = {µ} for some µ ∈ I.
We can already define Mδµ :=
⊕
α∈Π,n>0Mµ+nα. For the construction of Mµ
and Eµ,α,n and Fµ,α,n we follow the ideas outlined in the proof of Proposition 2.7.
So in a first step we set M̂µ :=
⊕
β∈Π,n>0Mµ+nβ and denote by F̂β,n : Mµ+nβ →
M̂µ the canonical injection of a direct summand. We let F̂µ : Mδµ → M̂µ be
the row vector with entries F̂β,n. For α ∈ Π, m > 0 define an A -linear map
Êα,m : M̂µ →Mµ+mα by additive extension of the following formulas. For β ∈ Π,
n > 0 and v ∈Mµ+nβ set
Êα,mF̂β,n(v) :=
{
Fβ,nEα,m(v), if α 6= β,∑
0≤r≤min(m,n)
[
〈µ,α∨〉+n+m
r
]
Fα,n−rEα,m−r(v), if α = β.
We denote by Êµ : M̂µ → Mδµ the column vector with entries Êα,n. Now define
Mµ := M̂µ/ ker Êµ, and denote by Eµ : Mµ → Mδµ and Fµ : Mδµ → Mµ the
homomorphisms induced by Êµ and F̂µ, resp. Denote by Eµ,α,n : Mµ → Mµ+nα
and by Fµ,α,n : Mµ+nα → Mµ the entries of the row vector Eµ and the column
vector Fµ, resp. We now claim that the above data yields an object in XI . Clearly,
property (X1) is satisfied. Also, the commutation relations between the E- and
F -maps follow from the resp. relations satisfied byM ′ and the construction of Eµ
and Fµ. Hence (X2) is satisfied as well. The properties (X3) are satisfied for all
weights ν with ν 6= µ, as they are satisfied for M ′. For the weight µ, however, we
have kerEµ = {0}, hence (X3a) is satisfied, and Mµ = imFµ, so M〈µ〉 = M〈µ〉,min,
which imply (X3b) and (X3c).
It remains to show that the object M satisfies the properties (1) and (2).
Part (1a) is clear from the construction, as is part (2). Part (1b) follows from
Mµ = imFµ and part (1) of Proposition 2.7. 
3.3. The category of soft objects. We can now classify all soft objects in X .
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Proposition 3.4. (1) For all λ ∈ X there exists an up to isomorphism
unique object S(λ) in X with the following properties.
(a) S(λ)λ is free of rank 1 and S(λ)µ 6= {0} implies µ ≤ λ.
(b) S(λ) is indecomposable and soft.
Moreover, the objects S(λ) characterized in (1) have the following properties.
(2) We have EndX (S(λ)) = A · id.
(3) Let S be a soft object in XA . Then there is an index set J and some
elements λi ∈ X for i ∈ J such that S ∼=
⊕
i∈J S(λi).
We sometimes write SA (λ) for S(λ) if we want to specify the ground ring.
Proof. We start with proving that there exists an object S(λ) satisfying the prop-
erties (1a) and (1b) as well as (2). We then show that (3) holds with this particular
set of objects S(λ), which then implies the remaining uniqueness statement in
(1). So set Iλ := X \ {< λ} = {µ ∈ X | µ 6< λ}. This is a closed subset of X
that contains λ as a minimal element. Define S ′ =
⊕
µ∈Iλ
S ′µ by setting S
′
λ = A
and S ′µ = {0} for µ ∈ Iλ \ {λ}. For any µ ∈ Iλ, α ∈ Π, n > 0 either S
′
µ = 0 or
S ′µ+nα = 0, and so the maps Fµ,α,n and Eµ,α,n are the zero morphisms. Then S
′
is an object in XIλ.
We now employ Lemma 3.3 and deduce that there exists an object S(λ) in
X such that S(λ)Iλ = S
′ (this implies property (1)) and such that for µ ∈ X ,
µ 6∈ Iλ we have S(λ)〈µ〉,min = S(λ)〈µ〉. But this identity holds also for µ ∈ Iλ by
the definition of S ′. Hence S(λ) is soft. Lemma 3.3 implies that EndX (S(λ)) ∼=
EndXIλ (S
′) = A · id, so S(λ) is indecomposable. Moreover, property (2) is
satisfied. Hence properties (1) and (2) are proven up to the uniqueness claim.
Now we prove part (3), where we assume that the S(λ) appearing in the state-
ment are the object we just constructed explicitely. So let S be a soft object,
and fix a maximal weight λ of S. Then Sλ is a free A -module by assumption
(X3c). Set Jλ := {µ ∈ X | λ ≤ µ}. The maximality of λ implies that SJλ is
isomorphic to a direct sum of copies of S(λ)Jλ. The softness of S(λ) and of S
imply, using Lemma 3.2, that there are morphisms f : S˜ → S and g : S → S˜,
where S˜ is a direct sum of copies of S(λ), such that (g ◦ f)|Jλ is the identity.
Since EndX (S(λ)) = A · id, we deduce that g ◦ f is the identity. Hence S˜ is
isomorphic to a direct summand of S. By construction, λ is not a weight of a
direct complement. From here we can continue by induction to prove (3). 
Remark 3.5. Suppose that A = K is a field. For any object M in XK we have
Mµ = imFµ ⊕ kerEµ by Lemma 2.4. It follows from Lemma 2.3 that M is soft.
Hence any object in XK is isomorphic to a direct sum of SK (λ)’s.
3.4. Base change. Let A → B be a homomorphism of unital Z -algebras that
are integral domains. Let M be an object in XA . We define MB =
⊕
µ∈X MBµ
by setting MBµ := Mµ ⊗A B. For µ ∈ X , α ∈ Π and n > 0 we then have
induced homomorphisms EMBµ,α,n = Eµ,α,n ⊗ idB : MBµ → MBµ+nα and F
MB
µ,α,n =
Fµ,α,n ⊗ idB : MBµ+nα → MBµ.
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Lemma 3.6. The object MB is contained in XB if and only if condition (X3a)
holds for MB, i.e. if and only if for all µ ∈ X the homomorphism EBµ : MBµ →
MBδµ is injective when restricted to imFBµ. In particular, if B = K is the
quotient field of A , then MK is an object in XK .
Proof. It is clear that the properties (X1) and (X2) are stable under base change.
Clearly, MB〈µ〉, MB〈µ〉,min and imF
MB
µ are obtained from M〈µ〉, MB〈µ〉,min and
imFMµ by base change. Hence (X3b) and (X3c) also hold for MB. The second
statement follows from the fact that M is torsion free as an A -module. 
Remark 3.7. In particular, if B is a flat A algebra, we obtain an object MB in
XB from any object M in XA .
Lemma 3.8. Let λ ∈ X and suppose that SA (λ)B is an object in XB. Then
SA (λ)B ∼= SB(λ).
Proof. As the condition M〈µ〉,min = M〈µ〉 is stable under base change, SA (λ)B is
a soft object in XB. Proposition 3.4 implies that it is isomorphic to a direct sum
of various SB(µ)’s. Now SA (λ) is generated by its λ-weight space
3, which is of
rank 1, and λ is maximal among the weights. Hence the same holds for SA (λ)B.
This implies that it is isomorphic to SB(λ). 
4. Representations of quantum groups
In this section we show that the category X has an interpretation in terms of
quantum group representations. Again we fix a Z -algebra A that is an integral
domain. We denote by UA the quantum group over A associated with the Cartan
matrix A = (〈α, β∨〉)α,β∈Π as it is defined in [L2, Section 1.1]. For the readers’
convenience, we repeat the definition in the appendix of this article. We denote
by e
[n]
α , f
[n]
α , kα, k
−1
α for α ∈ Π and n > 0 the generators of UA . In the following
we consider UA only as an associative, unital algebra and forget about the Hopf
algebra structure.
4.1. The category UA -modX. Note that, for now, we allow the “root of unity
case”. Hence we need to assume that the UA -modules that we study carry an
additional X-grading. This is formalized in the following definition.
Definition 4.1. An X-graded UA -module is an UA -module M that is endowed
with an X-grading M =
⊕
ν∈X Mν such that the following is satisfied.
(1) The set of weights of M , W (M) := {µ ∈ X | Mµ 6= {0}}, is locally
bounded from above.
(2) For all α ∈ Π, n > 0 and µ ∈ X , e
[n]
α (Mµ) ⊂ Mµ+nα and f
[n]
α (Mµ+nα) ⊂
Mµ.
(3) For all α ∈ Π and µ ∈ X we have kα|Mµ = v
dα〈µ,α∨〉idMµ.
3i.e., the smallest X-graded subspace of SA (λ) that contains SA (λ)λ and is stable under all
E- and F -maps, is SA (λ)
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We denote by UA -modX the category of X-graded UA -modules that has as
morphisms those UA -module homomorphisms that preserve the X-grading. Note
that if the image of v in A is not a root of unity, then the X-grading is not an
additional datum on an object in M , but determined by condition (3) above.
Note also that, by definition, the UA -modules that we consider are “of type 1”.
Let us denote by X˜A the category whose objects are X-graded A -modules M
endowed with operators Eα,n and Fα,n as in Section 2 that satisfy conditions (X1)
and (X2) (but not necessarily (X3)), and with morphisms being the X-graded
A -linear homomorphisms that commute with the E- and F -maps.
Let M be an object in UA -modX . Let us denote by Eµ,α,n : Mµ → Mµ+nα and
Fµ,α,n : Mµ+nα → Mµ the homomorphisms given by the actions of e
[n]
α and f
[n]
α ,
resp.
Lemma 4.2. The above yields a fully faithful functor
S : UA -modX → X˜A .
Proof. Let M be an object in UA -modX . Then condition (X1) follows from part
(1) in the definition of UA -modX . Condition (X2) follows from the commutation
relations between the elements eα = e
[1]
α and fβ = f
[1]
β (cf. Section 10.1) and
Lemma 10.1. Now UA is generated by the elements e
[n]
α , f
[n]
α for α ∈ Π and
n > 0, and kα, k
−1
α with α ∈ Π. As the kα, k
−1
α act diagonally on M , the functor
S is fully faithful. 
4.2. A functor from XA to UA -modX . Suppose that A = K is a field. Denote
by U+
K
, U−
K
, U0
K
the usual subalgebras of UK . Each λ ∈ X then gives rise to a
character of U0
K
(of type 1), that can be extended to a character of U0
K
U+
K
. So we
obtain an U0
K
U+
K
-module Kλ that is free of rank 1 as an K -module. We denote
by VK (λ) := UK ⊗U0
K
U+
K
Kλ induced UK -module. It carries a natural X-grading
that is determined by VK (λ)λ = K (1 ⊗ 1), and together with this grading it is
an object in UK -modX . It has a unique irreducible quotient in UK -modX that
we denote by LK (λ).
Proposition 4.3. For all λ ∈ X the object S(LK (λ)) is contained in XK . More-
over, it is isomorphic to SK (λ).
Proof. In view of Lemma 4.2 we need to check property (X3) in order to prove
the first statement. Set M = S(LK (λ)). As LK (λ) is an irreducible UK -module
of highest weight λ, we have imFµ = Mµ for all µ 6= λ, imFλ = {0}. On the
other hand, there are no non-trivial primitive vectors in LK (λ) of weight µ if
µ 6= λ. So we have kerEµ = {0} for µ 6= λ and kerEλ =Mλ. In any case we have
Mµ = kerEµ⊕ imFµ, which, by Lemma 2.4, is equivalent to the set of conditions
(X3). Hence M is an object in XK . Remark 3.5 now yields that M is isomorphic
to a direct sum of various SK (µ)’s. As S is faithful, M is indecomposable, and a
comparison of weights shows M ∼= SK (λ). 
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Now let A be an arbitrary Z -algebra that is an integral domain. We use the
above result to show that we can consider objects in X as X-graded UA -modules.
Theorem 4.4. Let M be an object in XA . Then there exists a unique structure
of an X-graded UA -module on M such that Eµ,α,n and Fµ,α,n are the action maps
of e
[n]
α on Mµ and f
[n]
α on Mµ+nα, resp., for all µ ∈ X, α ∈ Π and n > 0. From
this we obtain a fully faithful functor R : XA → UA -modX .
Proof. Note that the uniqueness statement in the claim above follows immediately
from the fact that UA is generated as an algebra by the elements e
[n]
α , f
[n]
α and kα,
k−1α for α ∈ Π and n > 0. We now prove the existence of an X-graded UA -module
structure on M with the alleged properties.
First suppose that A = K is a field. Then every object in X is isomorphic
to a direct sum of various SK (λ)’s by Remark 3.5. By inverting the statement
of Proposition 4.3 we see that any SK (λ) carries the structure of an X-graded
UK -module of the required kind (making it isomorphic to LK (λ)). So the result
holds in the case that A is a field.
Now let A be arbitrary. We denote by K its quotient field. For any object
M in XA , MK =M ⊗A K is an object in XK by Lemma 3.6. As M is a torsion
free A -module by Lemma 2.4, we can view M as an A -submodule in MK . Now
by the above, we can view MK as an object in UK -modX . As M is stable under
the maps Eα,n and Fα,n, it is stable under the action of e
[n]
α and f
[n]
α . Moreover,
it is clearly stable under the action of kα and k
−1
α . Hence it is stable under the
action of UA ⊂ UK . So there is indeed a natural UA -module structure on M ,
and the properties (1), (2) and (3) of Definition 4.1 are clearly satisfied. 
5. Weyl filtrations
For later use we provide some results on UA -modX with a particular view
towards objects that admit a Weyl filtration. Let us assume that A is generic
with quotient field K . Recall that for any λ ∈ X we denote by LK (λ) the
irreducible object in UK -modX with highest weight λ. We define ∆A (λ) as the
X-graded UA -submodule in LK (λ) generated by a non-zero element in LK (λ)λ.
Up to isomorphism, this does not depend on the choice of the element. The
following result can be found in [APW, Proposition 1.22].
Proposition 5.1. (A generic) Let λ ∈ X be dominant. Then ∆A (λ) is a free
A -module of finite rank and its character is given by Weyl’s character formula.
Remark 5.2. The representation theory of quantum groups seems to have been
mainly studied in the (most important) case of integrable representations. We
will employ some results (like the freeness of the Weyl modules ∆A (λ) over A )
that are only proven in the case of dominant λ. So we often have to restrict to
the dominant case. However, I assume that many results in the following carry
over to arbitrary highest weights.
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Let M be an object in UA -modX .
Definition 5.3. (1) We say thatM admits a Weyl filtration if there is a finite
filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M and λ1, . . . , λr ∈ X such that
Mi/Mi−1 is isomorphic to ∆A (λi) for all i = 1, . . . , r.
(2) We denote by UA -mod
∆
X the full subcategory of UA -modX that contains
all objects M that satisfy the following.
(a) M admits a Weyl filtration.
(b) The object MK = M ⊗A K is a semi-simple and integrable UK -
module, i.e. there are dominant weights λ1, . . . , λr ∈ X such that
MK ∼=
⊕r
i=1 LK (λi).
Proposition 5.4. (A generic) Let M be an object in UA -mod
∆
X . Then S(M) is
an object in XA . Moreover, for all dominant λ we have S(∆A (λ)) ∼= SA (λ).
Proof. In view of Lemma 4.2 we need to show that the property (X3) is sat-
isfied for S(M). So let µ ∈ X . As MK is semi-simple we have (Mµ)K =
(imFµ)K ⊕ (kerEµ)K . As M admits a Weyl filtration with dominant highest
weights, Proposition 5.1 implies that M is free as an A -module. By Lemma
2.4, we now only need to show that property (X3c) holds. As M admits a Weyl
filtration, we can find a filtration
{0} = M0 ⊂ M1 ⊂ · · · ⊂Mn = M
such that Mi+1/Mi is isomorphic to ∆A (µi) with dominant weights µi ∈ X .
Moreover, since Ext1UA (∆A (λ),∆A (ν)) = 0 if ν 6> λ, we can assume that there
exists an integer r such that µ < µi implies i ≤ r. It follows that imFµ = (Mr)µ ⊂
Mµ. As the quotient M/Mr admits a filtration with subquotients isomorphic
to Weyl modules with dominant highest weights, it is free as an A -module by
Proposition 5.1. In particular, its µ-weight space is free. By the above, this
identifies with Mµ/imFµ. Hence property (X3c) holds, so S(M) is an object in
XA .
For N = S(∆A (λ)) we have Nµ = imFµ for all µ 6= λ. Hence this is an
indecomposable soft object, so N ∼= SA (ν) for some ν ∈ X by Proposition 3.4.
A comparison of weights shows ν = λ. 
We now want to characterise objects that admit a Weyl filtration. Let M be
an object in UA -modX .
Lemma 5.5. (A generic) Suppose that M is finitely generated as an A -module.
Suppose that there exists some dominant λ ∈ X such that λ is the highest weight
of M , M is generated by Mλ and such that Mλ is a free A -module of finite rank
r. Then M is isomorphic to a direct sum of r copies of ∆A (λ).
Proof. The assumptions on M imply that there is a direct sum VK of copies of
VK (λ) and a surjective homomorphism fK : VK → MK that is an isomorphism
on the λ-weight space. Now LK (λ) is the only non-zero quotient of VK (λ) that
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is finite dimensional, cf. [L2, Proposition 3.2], hence fK must induce an isomor-
phism LK ∼= MK , where LK is a quotient of VK that is isomorphic to a direct
sum of r copies of LK (λ). By Proposition 5.1 the character of MK is given as
rχ(λ), where χ(λ) is the Weyl character for λ.
Now let F be the residue field of A . Then the character of MF is at least
rχ(λ), cf. Section 1.21 in [APW]. As MF is generated by its λ-weight space of
dimension r it must be at most rχ(λ). Hence its character equals rχ(λ). This
implies that M is free as an A -module, hence isomorphic to a direct sum of r
copies of ∆A (λ). 
For λ ∈ X define M[λ] as the λ-weight space in the quotient M/N(λ), where
N(λ) ⊂M denotes the UA -submodule inM that is generated by all weight spaces
Mµ such that µ 6≤ λ.
Lemma 5.6. (A generic) Suppose that M is finitely generated as an A -module
and thatM[ν] is a free A -module for all ν ∈ X. Suppose furthermore thatM[ν] 6= 0
implies that ν is dominant. Then M admits a Weyl filtration.
Proof. As each µ with M[µ] 6= 0 is dominant, there must be a minimal µ such
that M[µ] 6= 0. Let us fix such a µ. Consider N := N(µ) ⊂ M and the quotient
M ′ =M/N . Then M ′µ = M[µ]. We claim the following.
(1) N is finitely generated as an A -module and we have N[ν] ∼= M[ν] for all
ν 6= µ and N[µ] = 0.
(2) M ′ is generated, as a U−
A
-module, by its µ-weight space.
If both statements are true, then we can deduce the claim of the lemma as follows.
From (1) we can deduce, using an inductive argument, that N admits a Weyl
filtration. From (2) we deduce, using Lemma 5.5, thatM/N =M ′ admits a Weyl
filtration. Hence M admits a Weyl filtration.
So let us prove (1). By definition, N is generated by all weight spaces Nν with
ν 6≤ µ. This implies that N[ν] = 0 for all ν ≤ µ. The minimality of µ implies
M[ν] = 0 for all ν < µ. Hence it remains to show that N[ν] = M[ν] for all ν 6≤ µ.
But this is implied by Nν = Mν for all such ν.
We prove (2). If M ′ wasn’t generated by its µ-weight space, then there would
exist a weight ν < µ such that M ′[ν] 6= 0. But this would imply M[ν] 6= 0, a
contradiction to the minimality of µ. 
6. Saturated objects and tilting modules
In this section we mostly need to assume that A is a Z -algebra that is a
unital domain and a local ring. It does not need to be generic. Recall that
the soft objects in XA are characterised by the property Mµ = M〈µ〉,min for all
µ ∈ X . We study those objects in XA that lie on the opposite end of the
spectrum, i.e. that satisfy M〈µ〉 = M〈µ〉,max for all µ ∈ X (we called those objects
saturated). In analogy to the soft case we show that for all λ ∈ X there is a
unique indecomposable saturated object Smax(λ) with highest weight λ in XA ,
18
and that any saturated object is isomorphic to a direct sum of copies of various
Smax(λ)’s.
It turns out that being saturated is connected to admitting a non-degenerate
symmetric contravariant form. We will use this fact to prove that for dominant
weights λ the object Smax(λ) corresponds to the indecomposable tilting module
T (λ) in UA -modX under the functor R.
6.1. On projective covers over local rings. Let A be a local ring and M
a finitely generated A -module. A projective cover of M is a surjective homo-
morphism φ : P → M such that P is projective and such that any submodule
U ⊂ P with φ(U) = M satisfies U = P . Projective covers exist (since A is
local). They can be constructed as follows. Denote by F the residue field of A .
For an A -module N we let N = N ⊗A F be the associated F -vector space.
In the situation above, choose an isomorphism F n ∼= M . This can be lifted to
a homomorphism φ : A n → M , and Nakayama’s lemma implies that this is a
projective cover.
6.2. Extending objects (the saturated case). The following result is similar
to the one obtained in Lemma 3.3. Let I ′ ⊂ I be closed subsets of X .
Lemma 6.1. (A local) Let M ′ be an object in XI′. Then there exists an up to
isomorphism unique object M in XI with the following properties.
(1) MI′ is isomorphic to M
′.
(2) An endomorphism f : M → M in XI is an automorphism if and only if
fI′ : MI′ →MI′ is an automorphism.
(3) For all µ ∈ I \ I ′ we have M〈µ〉 =M〈µ〉,max.
Proof. The uniqueness statement follows from properties (1), (2) and (3), and
the existence of extensions of morphisms in the saturated case, cf. Lemma 3.2.
So we need to show the existence of M . We repeat the first steps in the proof of
Lemma 3.3 until we arrive at the point where we can assume that I = I ′ ∪ {µ}
for some µ 6∈ I ′. Denote by M˜ the object in XI that extends M
′ in the sense of
Lemma 3.3. If M˜ is saturated, we are done. If not, then M˜〈µ〉 ⊂ M˜〈µ〉,max is a
proper inclusion. Let γ : D → M˜〈µ〉,max/M˜〈µ〉 be a projective cover in the category
of A -modules4. Denote by γ : D → M˜〈µ〉,max a lift of γ, and consider γ as a
homomorphism from D to M˜δµ. Note that M˜δµ = M
′
δµ. Set Mµ := M˜µ ⊕D and
define FMµ,α,n := (F
M˜
µ,α,n, 0) : M
′
δµ → Mµ and E
M
µ,α,n := (E
M˜
µ,α,n, γ)
T : Mµ →M
′
δµ.
We need to show that M =Mµ ⊕M
′ together with the E- and F -maps above
is an object in XI . By construction, W (M) ⊂ W (M˜) ∪ {µ}. Hence (X1) is
satisfied. Let is show that (X2) is also satisfied. Let ν ∈ I, α, β ∈ Π, m,n > 0
and v ∈Mν+nα. We need to show that
4here we need the fact that A is a local ring.
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Eα,mFβ,n(v) =
{
Fβ,nEα,m(v), if α 6= β,∑
0≤r≤min(m,n)
[
〈ν,α∨〉+m+n
r
]
dα
Fα,n−rEα,m−r(v), if α = β.
If ν 6= µ, then this follows immediately from the fact that (X2) is satisfied for
M˜ , and in the case ν = µ it follows as EMµ,α,m coincides with E
M˜
µ,α,m on the image
of Fµ,β,n for all β. We now check the condition (X3). It is satisfied for all ν 6= µ,
as it is satisfied for M˜ . In the case ν = µ, (X3a) follows from the corresponding
condition for M˜ as the image of FMµ coincides with the image of F
M˜
µ and E
M
µ
agrees with EM˜µ on this image. By construction, M〈µ〉 = M〈µ〉,max, hence (X3b).
We have FMµ (Mδµ) = M˜µ, so the quotient Mµ/imFµ is isomorphic to D. As D
was chosen to be a projective A -module, it is free, so (X3c) holds as well.
We have now constructed an object M in XI . From the construction it is clear
that MI′ = M
′ and that M〈µ〉 = M〈µ〉,max. Let f : M → M be an endomorphism
and suppose that fI′ : MI′ → MI′ is an automorphism, i.e. fν : Mν → Mν is
an automorphism for all ν 6= µ. Now fµ must map imFµ into itself. Hence f
leaves M˜ ⊂M stable, and Lemma 3.3 implies that f |
M˜
must be an isomorphism.
As γ : D → M˜〈µ〉,max/M˜〈µ〉 is a projective cover, also the endomorphism on D
induced by fµ must be an automorphism. Hence fµ is an automorphism, and
hence so if f . 
6.3. The category of saturated objects. The following result is similar to
the corresponding result in the soft case (Proposition 3.4).
Proposition 6.2. (A local)
(1) For any λ ∈ X there exists an up to isomorphism unique object Smax(λ)
in X with the following properties.
(a) Smax(λ)λ is free of rank 1 and Smax(λ)µ 6= {0} implies µ ≤ λ.
(b) Smax(λ) is indecomposable and saturated.
(2) An endomorphism f : Smax(λ)→ Smax(λ) is an automorphism if and only
if its highest weight component fλ : Smax(λ)λ → Smax(λ)λ is an automor-
phism.
(3) Let S be a saturated object in XA . Then there exists an index set I and
λi ∈ X for all i ∈ I such that S ∼=
⊕
i∈I Smax(λi).
Again we sometimes write SA ,max(λ) instead of Smax(λ) if we want to specify
the ground ring.
Proof. As in the proof of Proposition 3.4 we define Iλ and the object S
′ in XIλ .
Denote by Smax(λ) the object in X given by extension of S
′ in the sense of Lemma
6.1. Then Smax(λ) is a saturated object in X , and it clearly satisfies the properties
(1a) in the proposition. Also from the construction and part (2) of Lemma 6.1
it follows that an endomorphism f of Smax(λ) is an automorphism if and only
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if its restriction to Smax(λ)Iλ is an automorphism, which is the case if and only
if the component fλ is an automorphism. Hence property (2) is satisfied. In
particular, Smax(λ) is indecomposable. So the properties (1a) and (1b) are all
fulfilled except the uniqueness statement. This uniqueness statement, as well as
part (3) of the proposition, are proven with arguments very similar to the ones
used for the proof of the corresponding statements in Proposition 3.4. The main
ingredient is that one can extend morphisms in the saturated case and detect
automorphisms of Smax(λ) by looking at their λ-components. 
6.4. Contravariant forms on objects in XA . Let M be an object in XA and
let b : M ×M → A be a bilinear form.
Definition 6.3. We say that b is a symmetric contravariant form on M if the
following holds.
(1) b is symmetric.
(2) b(m,n) = 0 if m ∈Mµ and n ∈Mν and µ 6= ν.
(3) For all µ ∈ X , α ∈ Π, n > 0, x ∈Mµ, y ∈Mµ+nα we have
b(Eµ,α,n(x), y) = b(x, Fµ,α,n(y)).
In order to study contravariant forms, the following quite general result will be
helpful for us. Suppose that A is local and that S and T are free A -modules of
finite rank. Let F : S → T and E : T → S be homomorphisms.
Lemma 6.4. (A local) Suppose that bS : S × S → A and bT : T × T → A are
symmetric, non-degenerate bilinear forms such that
bT (F (s), t) = bS(s, E(t))
for all s ∈ S and t ∈ T . Suppose that the inclusion iF : F (S) ⊂ T splits. Then
the inclusion iE : E(T ) ⊂ S splits as well.
Proof. We denote by O∗ = HomA (O,A ) the A -linear dual of an A -module O.
From the non-degeneracy of bS and the adjointness property it follows that kerF
coincides with the set of all s ∈ S such that bS(s, s
′) = 0 for all s′ ∈ E(T ).
Hence the composition of the inclusion E(T ) ⊂ S with the isomorphism S
∼
−→
S∗ given by bS factors over the homomorphism F
∗ : F (S)∗ → S∗. We obtain
a homomorphism φ : E(T ) → F (S)∗ with φ(E(t))(F (s)) = bS(s, E(t)) for all
s ∈ S, t ∈ T . Likewise, we obtain a homomorphism φ∨ : F (S) → E(T )∗ with
φ∨(F (s))(E(t)) = bT (F (s), t). Hence φ
∨ = φ∗.
Now consider the diagram
T
∼

E // E(T )
iE //
φ

S
∼

T ∗
i∗F // F (S)∗
F ∗ // S∗.
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As iE is injective, φ is injective. Since we assume that the inclusion F (S) ⊂ T
splits, F (S) is a free A -module and i∗F : T
∗ → F (S)∗ is surjective. Hence φ is
surjective, so it is an isomorphism. As F (S) is free, the surjective homomor-
phism S → F (S) splits, and hence F ∗ : F (S)∗ → S∗ splits. Hence the inclusion
iE : E(T )→ S splits. 
The following is our main application of the previous lemma.
Proposition 6.5. (A local) Let M be an object in XA . Suppose that there
exists a non-degenerate symmetric contravariant form on M and that M is a free
A -module. Then M is saturated.
Proof. Let b : M ×M → A be a non-degenerated symmetric contravariant form
on M . It induces symmetric, non-degenerate bilinear forms bδµ and bµ on the
(free) A -modules Mδµ and on Mµ, resp., with
bµ(Fµ(v), w) = bδµ(v, Eµ(w))
for all v ∈ Mδµ and w ∈ Mµ. Moreover, since M is an object in XA , the
quotient Mµ/Fµ(Mδµ) is a free A -module. Hence the inclusion F (Mδµ) ⊂ Mµ
splits. Hence we can apply Lemma 6.4 and deduce that M〈µ〉 = Eµ(Mµ) ⊂ Mδµ
splits. As Mδµ is a free A -module, so is each direct summand. In particular,
Mδµ/M〈µ〉 is free and hence torsion free. It follows that M〈µ〉,max ⊂ M〈µ〉, hence
M〈µ〉,max = M〈µ〉. 
6.5. Tilting modules. There exists an antiautomorphism τ of order 2 on UA
that maps eα to fα and kα to kα. The contravariant dual of an object M in
UA -modX is given by dM =
⊕
ν∈X M
∗
ν ⊂ M
∗ as an X-graded A -module with
the action of UA twisted by the antiautomorphism τ . A homomorphismM → dM
is the same as an A -bilinear form b : M ×M → A that satisfies
• b(x.m, n) = b(m, τ(x).n) for all x ∈ UA , m,n ∈M .
• b(m,n) = 0 if m ∈Mµ, n ∈Mν and µ 6= ν.
Such a form is called a contravariant form on M .
For a dominant weight λ ∈ X we denote by T (λ) = TA (λ) the indecomposable
tilting module for UA associated with the weight λ (we assume that A is local).
Lemma 6.6. (A local) Suppose that 2 is invertible in A . Then there exists a
symmetric, non-degenerate contravariant form on T (λ).
Proof. Each tilting module is selfdual with respect to the contravariant duality.
There exists hence a non-degenerate contravariant bilinear form b′ on T (λ). We
set b := b′ + t.b′, where t.b′ is obtained from b′ by switching the places of the
arguments. So b is now a symmetric contravariant bilinear form. As the highest
weight space T (λ)λ is a free A -module of rank 1 and as 2 is invertible in A ,
we deduce that the restriction of b to T (λ)λ is non-degenerate. So b induces a
homomorphism T (λ) → dT (λ) ∼= T (λ) that is an isomorphism on the λ-weight
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space. But then this homomorphism must be an isomorphism. So b is non-
degenerate. 
Proposition 6.7. (A generic and local) Let λ be a dominant element in X.
Then S(T (λ)) = Smax(λ) and hence R(Smax(λ)) = T (λ).
Proof. As T (λ) admits a Weyl filtration with subquotients having dominant high-
est weights, it is an object in UA -mod
∆
X . So we can apply Proposition 5.4 and
deduce that T := S(T (λ)) is contained in XA . By Lemma 6.6 there exists a
symmetric, non-degenerate contravariant bilinear form on T (λ). Such a bilin-
ear form induces a non-degenerate symmetric contravariant bilinear form on T .
Proposition 6.5 implies that T is saturated. As it is indecomposable, Proposition
6.2 implies that we have T ∼= Smax(µ) for some µ. As λ is the maximal weight of
T (λ), we have µ = λ. 
7. Approximations
Now let p 6= 2 be a prime number and assume, in addition, that p 6= 3 if R has
a component of type G2. We defined in Section 2.2 the local Z -algebra Zp and
for any l ≥ 0 the pl-th cyclotomic polynomial τl ∈ Zp. In this section we assume
that A is an Zp-algebra that is generic and an integral domain. Recall that if
A is generic, then the image of τl in A is non-zero.
Let I be a closed subset of X and M an object in XA ,I . Recall the inclu-
sions M〈µ〉,min ⊂ M〈µ〉 ⊂ M〈µ〉,max. Recall also that, by definition, the quotient
M〈µ〉,max/M〈µ〉,min is a torsion A -module. Let Θ be a subset of N. For any µ ∈ I
we define
M〈µ〉,Θ :=
{
m ∈M〈µ〉,max
∣∣∣∣ τl1 · · · τlrm ∈ M〈µ〉,minfor some r ≥ 0, l1, . . . , lr ∈ Θ
}
.
For subsets Θ′ ⊂ Θ of N we then have
M〈µ〉,min = M〈µ〉,∅ ⊂M〈µ〉,Θ′ ⊂M〈µ〉,Θ ⊂M〈µ〉,N ⊂M〈µ〉,max.
(For the objects that are most relevant for us we will show thatM〈µ〉,N =M〈µ〉,max,
cf. Lemma 8.5.)
Definition 7.1. (A generic) An object M in XI is called
(1) Θ-saturated, if M〈µ〉,Θ ⊂M〈µ〉 for all µ ∈ I,
(2) Θ-soft, if M〈µ〉 ⊂M〈µ〉,Θ for all µ ∈ I,
(3) Θ-standard, if M〈µ〉 = M〈µ〉,Θ for all µ ∈ I.
Hence all objects are ∅-saturated, and an object is soft if and only if it is ∅-soft
if and only if it is ∅-standard.
Let A → B be a flat homomorphism of Zp-algebras. For M ∈ XI,A we have
constructed an object MB in Section 3.4. By Remark 3.7 it is an object in XI,B.
Lemma 7.2. (A generic) Suppose that M is a Θ-standard object in XA . Then
MB is a Θ-standard object in XB.
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Proof. Let µ ∈ X . ThenMBδµ = Mδµ⊗A B andMB〈µ〉,min = E
MB
µ (F
MB
µ (MBδµ)) =
EMµ (F
M
µ (Mδµ)) ⊗A B = M〈µ〉,min ⊗A B. It follows that MB〈µ〉,Θ = M〈µ〉,Θ ⊗A
B. Moreover, MB〈µ〉 = M〈µ〉 ⊗A B. Hence M〈µ〉 = M〈µ〉,Θ implies MB〈µ〉 =
MB〈µ〉,Θ. 
The next result generalizes Lemma 3.2. The arguments for its proof are quite
analogous.
Lemma 7.3. (A generic) Let I ′ ⊂ I be closed subsets of X and M,N objects in
XI . Suppose that M is Θ-soft and N is Θ-saturated for some Θ ⊂ N. Then the
functorial map
HomX (M,N)→ HomXI (MI′ , NI′)
is surjective.
Proof. Again it is sufficient to consider the case I = I ′ ∪{µ} for some µ 6∈ I ′. By
Proposition 2.7 there exists a (unique) f˜µ : imF
M
µ → Nµ such that the diagrams
Mδµ
FMµ

f ′δµ // Nδµ
FNµ

imFMµ
f˜µ // Nµ
Mδµ
f ′δµ // Nδµ
imFMµ
EMµ
OO
f˜µ // Nµ
ENµ
OO
commute. This implies that fδµ maps E
M
µ (M〈µ〉,min) into E
N
µ (N〈µ〉,min), and hence
it maps EMµ (M〈µ〉,max) into E
N
µ (N〈µ〉,max). So it maps E
M
µ (M〈µ〉,Θ) into E
N
µ (N〈µ〉,Θ).
AsM〈µ〉 ⊂M〈µ〉,Θ, asM is Θ-soft, and N〈µ〉,Θ ⊂ N〈µ〉 as N is Θ-saturated, we have
EMµ (M〈µ〉) ⊂ E
N
µ (N〈µ〉) Hence the condition in Proposition 2.7, (2b), is satisfied.
Hence there exists an extension f : M → N of f ′. 
7.1. Extending objects (the Θ-saturated case). Let I ′ ⊂ I be closed subsets
of X , and Θ ⊂ N.
Lemma 7.4. (A local and generic) Let M ′ be an object in XI′. Then there exists
an up to isomorphism unique object M in XI with the following properties.
(1) MI′ is isomorphic to M
′.
(2) An endomorphism f : M → M in XI is an automorphism if and only if
fI′ : MI′ →MI′ is an automorphism.
(3) M〈µ〉 = M〈µ〉,Θ.
Proof. The following proof is a variation of the proof of Lemma 6.1. Again,
uniqueness follows from properties (1), (2) and (3) and the extension result in
Lemma 7.3. As in the proof of Lemma 6.1 we can assume that I = I ′ ∪ {µ} for
some µ ∈ X \ I ′. Denote by M˜ the object in XI that extends M
′ in the sense
of Lemma 3.3. Then M˜〈µ〉 = M˜〈µ〉,min. Consider the quotient A -module Q :=
M˜〈µ〉,Θ/M˜〈µ〉,min and let γ : D → Q be a projective cover in the category of A -
modules. Denote by γ : D → M˜〈µ〉,Θ a lift of γ, and consider γ as a homomorphism
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from D to M˜δµ. We now define M as follows. Set Mν := M˜ν for all ν ∈ I
′,
EMν,α,n := E
M˜
ν,α,n and F
M
ν,α,n := F
M˜
ν,α,n. Set Mµ := M˜µ ⊕ D and define F
M
µ,α,n :=
(F M˜µ,α,n, 0)
T : Mδµ = M˜δµ →Mµ and E
M
µ,α,n := (E
M˜
µ,α,n, γ) : Mµ →Mµ = M˜µ.
We now show that M =
⊕
ν∈I Mµ together with the E- and F -maps above is
an object in XI . Condition (X1) is clearly satisfied. We now show that (X2) is
also satisfied. Let ν ∈ I, α 6= β, m,n > 0 and v ∈Mν+nα. We need to show that
Eα,mFβ,n(v) =
{
Fβ,nEα,m(v), if α 6= β∑
0≤r≤min(m,n)
[
〈ν,α∨〉+m+n
r
]
dα
Fα,n−rEα,m−r(v), if α = β.
If ν 6= µ, then this follows immediately from the fact that (X2) is satisfied for
M˜ , and in the case ν = µ it follows as EMµ,α,n coincides with E
M˜
µ,α,n on the image
of Fµ,β,m for all β and m > 0. We now check the condition (X3). It is satisfied
for all ν 6= µ, as it is satisfied for M˜ . In the case ν = µ, (X3a) follows from the
corresponding condition for M˜ as the image of FMµ coincides with the image of F
M˜
µ
and EMµ agrees with E
M˜
µ on this image. By construction M〈µ〉,min = M˜〈µ〉,min and
Mδµ = M˜δµ, hence M〈µ〉,max = M˜〈µ〉,max. But M〈µ〉 = M˜〈µ〉,Θ ⊂ M˜〈µ〉,max, so the
inclusion M〈µ〉,min ⊂ M〈µ〉 has a torsion cokernel. Finally, we have imF
M
µ = M˜µ,
so the quotientMµ/imF
M
µ is isomorphic toD. AsD was chosen to be a projective
A -module, it is free.
We have now constructed an object M in XI . We check that it has the proper-
ties (1), (2) and (3). Clearly, MI′ = M˜I′ ∼= M
′ so (1) is satisfied. From the con-
struction it is clear that M〈µ〉 = M˜〈µ〉,Θ = M〈µ〉,Θ, hence (3). Now let f : M →M
be an endomorphism and suppose that fI′ : MI′ → MI′ is an automorphism, i.e.
fν : Mν → Mν is an automorphism for all ν 6= µ. Then fδµ : Mδµ → Mδµ is an
automorphism, and hence the restriction of fµ|imFµ : imFµ → imFµ is an auto-
morphism. Hence fδµ|M〈µ〉,Θ : M〈µ〉,Θ → M〈µ〉,Θ is an automorphism. We obtain
an induced automorphism of the quotient Q defined earlier in this proof. As
γ : D → Q is a projective cover, also the restriction of fµ to D ⊂Mµ must be an
automorphism. Hence fµ is an automorphism, and hence so is f . 
7.2. The category of Θ-standard objects.
Proposition 7.5. (A local and generic)
(1) For any λ ∈ X there exists an up to isomorphism unique object SΘ(λ) in
X with the following properties.
(a) SΘ(λ)λ is free of rank 1 and SΘ(λ)µ 6= {0} implies µ ≤ λ.
(b) SΘ(λ) is indecomposable and Θ-standard.
(2) An endomorphism f : SΘ(λ) → SΘ(λ) is an automorphism if and only if
its restriction fλ : SΘ(λ)λ → SΘ(λ)λ is an automorphism.
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(3) Let S be a Θ-standard object in XA . Then there exists an index set I and
λi ∈ X for all i ∈ I such that S ∼=
⊕
i∈I SΘ(λi).
Proof. Let Iλ and S
′ ∈ XIλ be as in Proposition 3.4 and let SΘ(λ) be the extension
of S ′ in X in the sense of Lemma 7.4. By construction, it is a Θ-standard
object. Also from the construction and part (2) of Lemma 7.4 it follows that
an endomorphism f of SΘ(λ) is an automorphism if and only if its restriction
to Iλ is an automorphism, which is the case if and only if the component fλ
is an automorphism. It follows that SΘ(λ) is indecomposable. The uniquness
statement and part (2) of the Proposition are proven using arguments similar to
the ones used in Proposition 3.4 (using the extension result in Lemma 7.3 instead
of Lemma 3.2). 
8. The relevance of cyclotomic polynomials
Let p 6= 2 be a prime number and assume p 6= 3 is R contains a component of
type G2, We fix a generic, local Zp-algebra A . Let λ be a dominant weight. In
this section we show that SN(λ) = Smax(λ), i.e. that SN(λ) is already saturated.
We also show that for an arbitrary subset Θ of N, the object SΘ(λ) (λ dominant)
admits an S-filtration, i.e. a finite filtration with subquotients isomorphic to
various S(µ)’s.
8.1. S-filtrations. One complication that we have to deal with when talking
about filtrations is that in general the quotient of an object by a subobject in X
is not an object in X again. Let M be an object in XA .
Definition 8.1. (1) We say that M admits an S-filtration, if there is a finite
filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂Mr = M such that the following holds.
(a) Each Mi is an X-graded subspace in M stable under all homomor-
phisms Eµ,α,n and Fµ,α,n for µ ∈ X , α ∈ Π and n > 0.
(b) For all i = 1, . . . , r, the quotient Mi/Mi−1 together with the induced
grading and the induced E- and F -homomorphisms, is an object in
XA .
(c) For all i = 1, . . . , r, there is an isomorphism Mi/Mi−1 ∼= SA (µi) for
some µi ∈ X .
(2) We say that M admits an S-filtration with dominant highest weights if it
admits an S-filtration and the µi appearing in (c) are dominant for all
i = 1, . . . , r.
It is possible that any object in XA admits an S-filtration. In the following we
use the representation theory of quantum groups to prove that the objects that
are generated by dominant weight spaces admit S-filtrations.
Definition 8.2. We say that an object M in X is generated by dominant weight
spaces if the smallest X-graded A -submodule of M that contains all dominant
weight spaces and is stable under all E- and F -maps, equals M .
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We denote by X dom the full subcategory of X that contains all objects that are
generated by dominant weight spaces.
Lemma 8.3. (A generic) Let M be an object in X dom. Then the following holds.
(1) M is finitely supported, i.e. W (M) is a finite set.
(2) M admits an S-filtration with dominant highest weights.
Proof. Note that the objectMK obtained by base change fromM , is contained in
XK , by Lemma 3.6, and is generated by dominant weight spaces as well. Hence
R(MK ) is isomorphic to a direct sum of various LK (λ) with λ dominant. Each of
these LK (λ) is finite dimensional, hence finitely supported. As X
+ = {µ ∈ X |
0 ≤ µ}, the condition that W (M) is locally bounded implies that W (M)∩X+ is
finite. It follows that MK , and hence M , is finitely supported, so (1). In order
to prove (2), let us consider M as a module over UA . As M[λ] is a free A -module
for all λ, we deduce that M admits a Weyl filtration by Lemma 5.6 . But this is
the same as an S-filtration, hence (2). By definition of X dom, M[λ] 6= 0 implies
that λ is dominant. 
8.2. Torsion and cyclotomic polynomials. The next two results show that
for objects generated by dominant weight spaces, the torsion modules that we
are interested in are already annihilated by a product of cyclotomic polynomials.
Let A → B be a homomorphism of unital Z -algebras. For any object M in
XA we construct the object MB by base change as in Section 3.4. The following
result strengthens Remark 3.7 in the case that M is an object in X dom
A
, but
A → B is not necessarily flat.
Lemma 8.4. (A generic) Suppose that M is an object in X dom
A
. Suppose that B
is generic as well. Then the for all µ ∈ X, the restriction of the homomorphism
EMBµ : MB,µ → MB,δµ to imF
MB
µ is injective. In particular, MB is an object in
XB.
Proof. By Lemma 8.3, M admits an S-filtration with dominant highest weights.
In order to prove the first statement, it is hence enough to consider the case
M = SA (λ) with λ dominant. Denote by K
′ the quotient field of B. It is
generic as well, and we deduce ∆A (λ)K ′ ∼= ∆K ′(λ) since the characters agree
(cf. Proposition 5.1). Hence ∆A (λ)K ′ has no non-trivial primitive vectors of
weight µ if µ 6= λ. It follows that ∆A (λ)B does not have non-trivial primitive
vectors of weight µ 6= λ. Since (SA (λ)) = ∆A (λ), we deduce the first statement.
The second follows from Lemma 3.6. 
Lemma 8.5. (A generic) Suppose that M is an object in X dom. Then M〈µ〉,N =
M〈µ〉,max for all µ ∈ X.
Proof. Let µ be an arbitrary weight of M , and let m ∈ Mδµ and ξ ∈ A be such
that the following holds.
(1) ξ is irreducible.
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(2) ξm ∈M〈µ〉,min, but m 6∈M〈µ〉,min.
Now consider the Z -algebra B := A /ξA . As ξ is irreducible, B is an integral
domain. As ξm ∈ M〈µ〉,min, there exists an element m˜ ∈ F
M
µ (Mδµ) such that
EMµ (m˜) = ξm. As E
M
µ is injective when restricted to F
M
µ (Mδµ) and as m 6∈
M〈µ〉,min, m˜ is not divisible by ξ in A . The image m˜
′ of m˜ in (Mµ)B is hence
non-zero. But since EMµ (m˜) is divisible by ξ, we have E
MB
µ (m˜
′) = 0. As m˜′
is contained in the image of FMBµ , we deduce that E
MB
µ is not injective when
restricted to this image. Now Lemma 8.4 implies that B is not generic. This
means that ξ must be a cyclotomic polynomial (up to multiplication with an
invertible element). 
8.3. Standard objects in X dom. Now we assume that A is both local and
generic. The next main result is that for a dominant weight λ and Θ ⊂ N, the
object SΘ(λ) is contained in X
dom. We denote by F the residue field of A . For
an A -moduleM we denote byM := M⊗A F the corresponding F -vector space,
and for an A -linear homomorphism f : M → N we denote by f : M → N the
induced F -linear homomorphism.
Lemma 8.6. (A local and generic) Let M be an object in X dom. Suppose that
µ ∈ X is such that M〈µ〉,min 6= M〈µ〉,max. Then µ is dominant.
Proof. First we show thatM〈µ〉,min 6=M〈µ〉,max implies that the restriction imF
M
µ →
M δµ of E
M
µ is not injective. If it was injective, then Eµ : imFµ → Mδµ would
have a torsion free cokernel, which implies M〈µ〉,min = imFµ = M〈µ〉,max, a con-
tradiction. By Lemma 8.3, M admits an S-filtration. Hence there must be some
dominant λ such that the restriction imF
SA (λ)
µ → M δµ is not injective. We now
consider SA (λ) as a UF -module. It is finite dimensional, and it has a non-trivial
primitive vector of weight µ. But this implies that µ is dominant. 
Proposition 8.7. (A local and generic) Let λ be a dominant weight and Θ ⊂ N.
Then SΘ(λ) is an object in X
dom.
Proof. Denote by M ⊂ SΘ(λ) the smallest E- and F -stable X-graded subspace
of SΘ(λ) that contained SΘ(λ)µ for all dominant weights µ. If M 6= SΘ(λ), then
there exists a weight µ which is not dominant such that Mµ 6= SΘ(λ)µ. If we
take a maximal µ with this property, we deduce that SΘ(λ)δµ = Mδµ and hence
imFMµ = imF
SΘ(λ)
µ . From this we obtain M〈µ〉,min = SΘ(λ)〈µ〉,min. But from
Lemma 8.6 and the fact that µ is not dominant we deduce that SΘ(λ)〈µ〉,min =
SΘ(λ)〈µ〉,max, so the construction of SΘ(λ) implies SΘ(λ)µ = imF
SΘ(λ)
µ . As we
have seen above, this equals imFMµ , hence Mµ = SΘ(λ)µ which contradicts our
choice of µ. 
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9. Conclusion
In this section we collect the most important results that we have obtained so
far. We let p be a prime number and assume p 6= 2. In the case that R contains
a component of type G2 we assume p 6= 2, 3. For A = Zp, λ ∈ X and Θ ⊂ N
we have constructed objects SΘ(λ) that we can view as representations of the
quantum group UZp .
Theorem 9.1. (A = Zp) Suppose that λ is dominant. Then the following holds.
(1) For all Θ ⊂ N, SΘ(λ) admits a Weyl filtration with dominant highest
weights.
(2) As a Zp-module, SΘ(λ) is free of finite rank.
(3) S∅(λ) is isomorphic to the Weyl module with highest weight λ.
(4) SN(λ) is isomorphic to the indecomposable tilting module with highest
weight λ.
(5) If l ∈ Θ, then SΘ(λ)⊗Zp Zpl is a tilting module for UZpl .
Proof. Proposition 8.7 shows that SΘ(λ) is an object in X
dom for all Θ ⊂ N, so
we can apply Lemma 8.3 to prove (1). As each Weyl module is a free module over
Zp, (1) implies (2). Claim (3) is proven in Proposition 5.4. Claim (4) follows
from Lemma 8.5 and Proposition 6.7. Lemma 7.2 implies that SΘ(λ) ⊗Zp Zpl
is a Θ-standard object in XZpl , hence isomorphic to a direct sum of copies of
various SZplΘ(ν)’s. As ZΘ(λ) is generated by dominant highest weight spaces,
so is ZΘ(λ)⊗Zp Zpl . Hence all occuring highest weights ν are dominant. As all
cyclotomic polynomials τk with k 6= l are invertible in Zpl, we have SZplΘ(ν) =
SZplN(ν), and hence all these objects are saturated, i.e. tilting modules. Hence
(5). 
10. Appendix: On quantum groups
In this section we provide Lusztig’s definition of the quantum group UA over
a Z -algebra A , and a well-known computational result for its generators.
10.1. The definition of UA . Denote by Q = Q(v) the quotient field of Z . Let
UQ be the quantum group associated with the Cartan matrix A = (aα,β)α,β∈Π
with aαβ = 〈α, β
∨〉 as defined in [L2, Section 1.1]. It is defined as the the Q-
algebra generated by the symbols eα, fα, kα, k
−1
α (α ∈ Π) with relations
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kαkβ = kβkα
kαk
−1
α = 1 = k
−1
α kα
kαeβ = v
dαaαβeβkα
kαfβ = v
dαaαβfβkα
[eα, fβ] = 0 if α 6= β
[eα, fα] =
kα − k
−1
α
vdα − v−dα
0 =
∑
r+s=1−aαβ
(−1)s
[
1− aαβ
s
]
dα
erαeβe
s
α for α 6= β
0 =
∑
r+s=1−aαβ
(−1)s
[
1− aαβ
s
]
dα
f rαfβf
s
α for α 6= β.
(Recall that d = (dα)α∈Π is the vector with entries in {1, 2, 3} such that (dα〈α, β
∨〉)α,β∈Π
is symmetric.) Denote by UZ the Z -subalgebra in UQ that is generated by the
elements e
[n]
α := enα/[n]
!
dα
, f
[n]
α := fnα/[n]
!
dα
, kα, k
−1
α for α ∈ Π, n > 0. For any
Z -algebra A we set UA := UZ ⊗Z A .
10.2. Commutation relations. Let A be a unital Z -algebra. We consider the
following situation. Let M =
⊕
l∈ZMl be a Z-graded A -module. Let e, f : M →
M be A -linear endomorphisms of degree +2 and −2, resp. Suppose that there is
some d > 0 such that for all l ∈ Z we have (ef−fe)|Ml = [l]d · idMl =
vdl−v−dl
vd−v−d
idMl.
Lemma 10.1. For all m,n > 0 and l ∈ Z we have
emfn|Ml+2n =
∑
0≤r≤min(m,n)
[m]!d[n]
!
d
[m− r]!d[n− r]
!
d
[
l +m+ n
r
]
d
fn−rem−r|Ml+2n .
Proof. For better readability we omit the subscript d for all the quantum numbers
in this proof. We first prove this in the case m = 1. Then the claim reads
efn(v) = fne(v) + [n][l + 1 + n]fn−1(v)
for all v ∈ Ml+2n. For n = 1 this is the assumed commutation relation between
the operators e and f . So suppose the claim holds for some n. Let v ∈Ml+2(n+1).
Then
efn+1(v) = (efn)f(v)
= fnef(v) + [n][l + 1 + n]fn(v) (as f(v) ∈ Ml+2n)
= fn+1e(v) + [l + 2(n+ 1)]fn(v) + [n][l + 1 + n]fn(v)
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and the claim boils down to showing that
[l + 2n + 2] + [n][l + 1 + n] = [n+ 1][l + n+ 2]
which follows from Lemma 10.2 (set a = n+ 1, b = n+ l+ 2, c = 1). So we have
proven the claim in the case m = 1 and arbitrary n > 0.
Now we fix n and prove (2) by induction on m. For m = 1 this is settled
already. So suppose the above equation holds for some m. Let v ∈ Ml+2n. We
calculate, using the induction hypothesis and setting ζ := l +m+ n,
em+1fn(v) = e(emfn)(v)
= e(
∑
0≤r≤min(m,n)
[m]![n]!
[m− r]![n− r]!
[
ζ
r
]
fn−rem−r(v))
=
∑
0≤r≤min(m,n)
[m]![n]!
[m− r]![n− r]!
[
ζ
r
]
efn−rem−r(v).
Now fix, for a moment, the number r. Set wr := e
m−r(v). This is an element in
Ml+2(n+m−r). Then the already proven case m = 1 yields
efn−r(wr) = f
n−re(wr) + [n− r][l + 2m+ 1 + (n− r)]f
n−r−1(wr)
= fn−re(wr) + [n− r][ζ +m− r + 1]f
n−r−1(wr).
We obtain em+1fn(v) =
∑
0≤s≤min(m+1,n) csf
n−sem+1−s(v) with
cs =
[m]![n]!
[m− s]![n− s]!
[
ζ
s
]
+
+
[m]![n]![n − (s− 1)][ζ +m− (s− 1) + 1]
[m− (s− 1)]![n− (s− 1)]!
[
ζ
s− 1
]
for 0 ≤ s ≤ min(m,n) and, if n ≤ m+ 1,
cm+1 =
[m]![n]![n −m][ζ + 1]
[n−m]!
[
ζ
m
]
=
[m+ 1]![n]!
[n− (m+ 1)]!
[
ζ + 1
m+ 1
]
.
Hence this equals the coefficient of fn−m+1 on the left hand side of the equation
that we want to prove.
We now fix s with 0 ≤ s ≤ min(m,n) and write cs =
[m]![n]!
[m−s]![n−s]!
ds with
ds =
[
ζ
s
]
+
[n− (s− 1)][ζ +m− s + 2]
[m− s+ 1][n− s+ 1]
[
ζ
s− 1
]
=
[
ζ
s
]
+
[ζ +m− s+ 2]
[m− s+ 1]
[
ζ
s− 1
]
.
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Now the claim is equivalent to showing that cs =
[m+1]![n]!
[m+1−s]![n−s]!
[
ζ+1
s
]
or ds =
[m+1]
[m−s+1]
[
ζ+1
s
]
, i.e.[
ζ
s
]
+
[ζ +m− s+ 2]
[m− s+ 1]
[
ζ
s− 1
]
=
[m+ 1]
[m− s+ 1]
[
ζ + 1
s
]
or
[m− s+ 1]
[
ζ
s
]
+ [ζ +m− s+ 2]
[
ζ
s− 1
]
= [m+ 1]
[
ζ + 1
s
]
which follows from Lemma 10.2 (a = m+ 1, b = ζ + 1, c = s). 
Lemma 10.2. Let a, b, c ∈ Z and d > 0. Then we have
[a]d
[
b
c
]
d
= [a− c]d
[
b− 1
c
]
d
+ [a+ b− c]d
[
b− 1
c− 1
]
d
.
Proof. Again, for ease of notation we leave out the subscript d. We multiply both
sides with [c]! and arrive at the equivalent equation
[a][b] · · · [b− c+ 1] = [a− c][b− 1] · · · [b− c] + [a + b− c][c][b− 1] · · · [b− c+ 1].
Both sides are divisible by [b− 1] · · · [b− c+ 1], hence the above follows from the
equation
[a][b] = [a− c][b− c] + [a + b− c][c].
We set w = vd. Multiplying this equation by (w−w−1)2 we obtain the equivalent
equation
(wa−w−a)(wb−w−b) = (wa−c−w−(a−c))(wb−c−w−(b−c))+(wa+b−c−w−(a+b−c))(wc−w−c)
The right hand side is
wa+b−2c − wa−b − w−a+b + w−a−b+2c + wa+b − wa+b−2c − w−a−b+2c + w−a−b,
which simplifies to −wa−b − w−a+b + wa+b + w−a−b. A short computation shows
that this equals the left hand side. 
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