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SUMMARY
Large-scale intelligent systems constitute an important category within the
systems of systems field. Such systems cover a vast range of applications. Vehicles
(aircraft, naval vessels, spacecraft, etc.), networked systems (electric grid, fluid net-
works, wireless networks, etc.), hybrid systems (composed of dissimilar entities with
a common goal) are some examples among a multitude of applications.
However, there exists no standard process for the design of such systems. It is
a common practice within the intelligent systems field to design the physical system
first, without paying attention to the intelligent behavior requirement. Once the
physical system is in the detailed design phase (and in some cases after the detailed
design is finalized), the intelligent control architecture design starts. This means
that the current state of the art is a serial design process, which confines the control
architecture design space. The serial design process also results in the design of a
control architecture that is limited in performance by the physical system design.
This research presents a design methodology focusing on distributed control archi-
tectures while concurrently considering the systems design process in the conceptual
design phase.
The methodology is enabled by two major drivers. The first driver relates to the
interaction between the physical system and the control architecture. It introduces a
hybrid design process, based on the infusion of the control architecture and conceptual
system design processes. The control architecture design approach is analyzed and
broken down into its elementary components. The resulting control architecture
design process is laid side by side with a general complex systems conceptual design
process. Points of information exchange between the two processes are identified.
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The result is an internal design loop involving both the control architecture and the
physical system.
A suite of analyses that can be used to evaluate the matching between the physical
system and the control architecture over the design loop is proposed. The analyses
rely on having a behavioral dynamic model of the system. A detailed model is not
needed; what is important is modeling the general behavior of the system and the
interaction between the physical system and the control architecture. The suite com-
prises four categories of analyses: 1) reachability analysis, 2) stability analysis, 3)
inverse dynamics analysis, and 4) capability potential analysis. In addition, actuator
and sensor placement is addressed on case by case basis.
The second major driver exclusively relates to the control architecture. It is
directed towards developing a control architecture meta-model that standardizes the
representation of control architectures. Control architectures are selected by making
three main decisions: control configuration, control method, and controller parameter
selection. It is shown that the first two decisions may be addressed in the conceptual
design phase. However it is essential that a standard classification of controllers is
used to span the design space of configurations and methods.
The standard controller classification approach in the literature does not support
such task. Control architectures are assembled in a novel classification or taxonomy
tree. Hence, the standard representation of a wide range of control architecture
frameworks is feasible. Software metrics can be applied to the control architecture
meta-model, enabling consistent and fair comparisons of different architectures.
The hybrid design process is applied to the problem of designing a ”‘two degrees
of freedom mechanism”’. Two physical designs are proposed and evaluated from a
control architecture perspective. The analyses suite is used to compare both designs,
shedding light on the interaction between the mechanism and the control architecture.
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Four control architectures are proposed and represented using the standard meta-
model. Two software metrics are evaluated for the different architectures and weighed
against the qualitative properties of each.
A large-scale system representing several networks on a naval vessel is used to
demonstrate the control architecture design methodology. The system is composed of
three main networks: an electric network, a fluid network, and a thermal network. The
objective of the control architecture is to maintain cooling fluids to six service loads.
Each service load has its own compact heat exchanger. The analysis suite is used
in conjunction with the control architecture meta-model to obtain more information
about the behavior of the system and the complexity of the control architecture. This
information is shown to be valuable in later stages of the design at which the control




Engineering systems are becoming larger, more complex, and more interdependent
with other systems. A large-scale complex system may consist of multiple, highly
coupled networks, from different disciplines. Together with the increase in complex-
ity, systems are required to be more intelligent, possessing a control architecture that
can drive the system during normal operation, avoid failure when faults occur, and
gracefully degrade while maintaining a minimum capability after damage. To accom-
plish such capabilities, a control architecture has to be designed and matched to the
physical large-scale system.
The objective of this research endeavor is to present a methodology for such a
design process. The methodology has to answer several design questions:
• Which control or intelligence architecture works better?
• How is it applied to the system? Is it based on a functional decomposition of
the system or a spatial decomposition?
• What are the components in the architecture and how do they interact?
As demonstrated by the example in Figure 1, a large-scale complex system consists of
three different networks: thermal, fluid, and electrical. Thus the questions that im-
pose themselves here are: What is a suitable control architecture that can be applied
to the system such that certain capabilities are achieved? How is this architecture
structured, is it centralized, distributed, hierarchical? Is there a difference in capa-
bility, or more importantly, are all architectures feasible?














Figure 1: Control Architecture Selection
design practices are presented, followed by the implications of the intelligence require-
ment on complex systems design. Afterwards, the intelligent systems design practice
is explained in detail, together with some of its challenging issues. In addition, an
analogy between software engineering and intelligent systems control architectures is
then drawn, and finally, a summary of the motivation behind this research is given.
1.1 Problem Statement
Given the major task of designing a prospective large-scale complex intelligent system,
such that the system is still in the conceptual design phase, propose and implement
a methodology by which this task can be accomplished. The methodology has to
include all the tests, analyses, tools, assumptions, and evaluation metrics that are
needed for intelligent system design. It is important that this methodology is set in a
process form, so as to be clear on what steps to take to fulfill the design process task.
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As explained later, intelligent systems are designed in serial process. For example,
the physical system is designed first, followed by the design of the control or intel-
ligence architecture. The methodology that is required in this dissertation should
assume that the physical system’s design is not complete. Hence, a concurrent de-
sign methodology of the physical system and the control architecture is sought in
this research. Note that the control architecture refers to all the control algorithms,
the control components (including actuators and sensors), the controllers on different
levels, and the communication between them. The physical system, on the other
hand, is everything else in the system including all the hardware, networks, layout,
and structure.
1.2 Proposed Method
The methodology is a list of tools that are employed to accomplish a certain task.
It lays the foundation for developing a practical design process of intelligent large-
scale systems. Figure 2 depicts the intelligent systems design process presented in this
research. It is assumed that the physical system is still in the conceptual design phase.
Hence, there exists no prototype for the system nor is the complete emergent behavior
of the system known. It only assumes that the general behavioral characteristics of
the system can be understood and investigated through the solution of the system’s
dynamic equations. Another assumption is that the physical system’s constraints,
that either originate from the systems inherent physical characteristics or from the
operational limits, are documented and fully comprehended.
The entry point to the process is the characteristics system’s behavior and con-
straints. Analysis of the required functionality of the system is combined with its
behavior and constraints in the context of the control architecture. The result of this
step is a proposed control architecture structure or configuration. The structure of





















Feasibility, Capability and Evaluation Analyses 
peration
Figure 2: Proposed Intelligent Systems General Design Process
their layout, and information exchanged among them. At this point, several control
architectures can accomplish the required functionality of the system.
Since modern control architectures are heavily based on software implemented al-
gorithms, computation issues becomes a very influential factor in control architecture
design. The limitations on computation together with the proposed control struc-
ture are used in the selection of feasible control algorithm. The control algorithm or
method is the general computational approach that the control architecture employs.
For example, the control method may conduct full optimization, or simple feedback;
it may use a model predictive control approach or a neural network learning approach.
The control architecture structure and the control architecture algorithm, coupled
with the system’s constraints on operation, are used in feasibility analyses of their
combined physical system / control architecture proposed design. It is a necessity
to evaluate whether this combination is feasible or not. Another set of analyses
are directed towards the capability potential of the proposed system: how well the
system can perform and the limits on its performance. The third key set of analyses
that needs to be conducted in the design proposed process is the evaluation analyses
set. This analyses set is more focused on evaluation and comparison of different
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combinations of physical systems / control architectures. Feasibility, capability, and
evaluation analyses need not to be mutually exclusive. Some experiments conducted
on different intelligent systems can produce information on any of the above three.
1.3 Intelligent Systems Design Methodology Drivers
The target design methodology is a hybrid between the intelligent control architec-
tures design methodologies and standard physical systems design methodologies with
all its variations. It is directed towards large-scale systems. The development of an
intelligent system design methodology is driven by two main drivers, as shown in
Figure 3. The first driver relates to the interaction between the physical system of
the control architecture while the second focuses on a consistent control architecture














Figure 3: Intelligent Systems Design Methodology Drivers
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It is not necessary that the all information is obtained at this level of conceptual
design. There are many loose ends that can only be tied in the detailed design
phase. However, the more information acquired in the conceptual design phase, the
more likely that future problems can be avoided in later steps of the design process.
The more complex, less traditional, highly emergent a system is, the less detailed
information is determined using this methodology.
1.3.1 Physical System / Control Architecture Interaction
The first driver is the need to identify, investigate, and assess the interaction between
the physical system and the control architecture. The effect of the physical system
on the control architecture structure and feasible algorithms, such as the satisfac-
tion of system’s requirements, has to be determined. For example, a system with a
survivability requirement excludes centralized control architectures from the feasible
ones available for this system. In addition, the performance limits that the control
architecture places on the physical system have to be roughly established. As an
example, the particular choice of actuators in a control architecture dictates a certain
accuracy of the physical system. If more accuracy is acquired, either the physical
system configuration needs to be modified or the control architecture actuators have
to be substituted with more accurate ones.
Figure 4 presents a breakdown of the first intelligent system’s design methodology
driver. A hybrid design process between standard system design processes and control
system design process is developed by merging the two types of processes. This is
done by the identification of the points of information exchange between the two
processes, leading to the satisfaction of the first research objective.
A control system functional decomposition as well as a physical system functional
and spatial decomposition are necessary in investigating the interaction between the
6






























• Effect of physical system on the CA choice of structure and algorithm
L  h  CA   h  h l '  b l• imitations t e sets on t e p ysica system s capa i ities
Figure 4: First Research Driver Task Breakdown
physical system and control architecture. This leads to the development of an intel-
ligent system architecture analysis suite that is applicable in the conceptual design
phase. The analysis suite may contain any type of analysis of which four are proposed
in this research, namely: reachability, inverse dynamics, stability, and performance
capability analyses.
The two products from this group of tasks are the hybrid physical system / con-
trol architecture design process and the intelligent system architecture analysis suite.
Both products provide valuable information about the effect of the physical system
on the control architecture and limitations that the control architecture places on the
system’s capability, old into conceptual design phase.
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1.3.2 Control Architecture Consistent Comparison Framework
The second driver is developing a consistent comparison framework for control ar-
chitectures. Control architectures are seldom compared based on their structure or
algorithm. They are usually compared based on the final performance of the system
when the control architecture is applied to. Although this might produce many prob-
lems as discussed later, it works well for traditional types of systems and for systems
that do not require intelligence to be one of the inherent properties. The reason is
that the control architecture design is addressed after the physical system design is
almost finalized. Hence, a proper control architecture can be built for the physi-
cal system, either for the hardware or a simulation model representation. However,
the need here is for an intelligent systems design methodology that is applicable in
the conceptual design phase. Therefore, a control architecture consistent comparison
framework is needed, such that it applies to control architectures beyond evaluating
their performance on the physical systems. The main assumption behind this driver
is that control engineers, during the detailed design phase, can successfully design
and implement a well-chosen control architecture (chosen in the conceptual design
phase) to achieve the required system performance. The breakdown of the second
methodology driver is shown in Figure 5.
The control architecture consistent comparison driver has two main thrusts. The
first thrust is developing a standard representation framework applicable to control
architectures. However, developing such a framework requires the investigation of
how control systems are classified. It will be shown that control systems are classified
in a way that does not facilitate standard representation. Instead, a novel taxonomy
or classification of control systems is proposed and is taken as a basis for a control ar-
chitecture metamodel. Basically, the metamodel abstracts the concepts, components,
structure, and algorithms of the control architecture into a standard representation
8
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Figure 5: Second Research Driver Task Breakdown
that is applicable across different control architectures. The control architecture con-
figuration and methods are distinguished into their own metamodels as part of the
main control architecture metamodel.
The second thrust is developing a common basis of evaluation applicable to control
architectures. Currently, the only basis of comparison of controllers is based on
traditional system performance measures, such as rise time, steady-state error, ...etc.
Traditional measures require the physical system to be designed, which is not the case
here. An analogy is made between control architectures and software architectures,
enabled by model-based engineering practices. The result is the applicability of many
software metrics to control architectures.
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The three products from this research driver column: the control architecture
structure metamodel, the control architecture algorithm metamodel, and the utiliza-
tion software metrics for control architecture evaluation provides the designer with
more knowledge during the conceptual design phase. An evaluation or assessment
of how well the control architecture is designed as well as a common framework to
present and compare competing control architectures for the same system are both
examples of such knowledge.
1.4 Basic Concepts
1.4.1 Large Scale System of Systems
A large-scale system is defined as a system that can be decomposed into subsystems,
such that each subsystem is self-contained but cannot function independently [71],
[73]. Large-scale systems can also be defined as systems whose output information
can be distributed. They are ever increasing in components, interconnections, and
modes of operation.
A System of systems is a large scale concurrent and distributed system composed
of complex systems (see [33], [70], and [81]). It all or the majority of these five
characteristics are: operational independence, managerial independence, geographic
distribution, emergent behavior, and evolutionary development [115]. A System of
systems can be described as a method of pursuing development, integration, inter-
operability, and optimization of systems to enhance performance in future battlefield
scenarios [104].
1.4.2 Complex Emergent Systems
Emergent Systems are systems in which a large number of simple components, mem-
ber entities, and member processes or agents interact in a given environment so as to
collectively produce more complex behavior patterns. Emergent behavior occurs in
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systems due to interdependency (or interconnectivity). This emergent complex be-
havior usually cannot be predicted from the consideration of the simple logic inherent
to the member agents. Due to the large number of agents, the number of interde-
pendency connections among these agents increases combinatorilly, resulting in an
unmanageable set of possible behavior patterns. Yet, the interdependency among
the agents need to be considerable and effective. Weak or negligible interdependency
does not produce an emergent system. A good example of an emergent system is a
colony of ants or a school of fish.
According to an emergent perspective, intelligence emerges from the connections
between neurons. From this perspective, it is not necessary to propose a “soul” to
account for the fact that brains can be intelligent, even though the individual neurons
of which they are made are not.
1.4.3 Intelligent Systems
A collection of software modules that work co-operatively and intelligently towards
achieving a common goal defines an intelligent system [92]. Intelligence of such a sys-
tem is defined as the mechanism that can generate the most advantageous behavior
and improves its ability to act effectively and choose wisely between alternative be-
haviors for achieving the defined goal [92]. Each module or, as is generally termed, a
sub-system contributes its share of work towards achieving this goal. Intelligent sys-
tems are not built to work in isolation, but are expected to work - autonomously and
cooperatively - to adapt themselves to their rapidly changing environment, without
the need for repeating a time-consuming learning cycle [123].
1.4.4 Relevant Complex Systems Dissertation Scope
The focus of this dissertation is to address the concurrent design of complex systems
and control architectures in the conceptual design phase. Control architectures are
addressed from a systems engineer’s structure and configuration perspective, rather
11
than a controls engineer controller design perspective.Conceptual design is a descrip-
tion of how a new product will work and meet its performance requirements. By the
end of the conceptual design phase, the design team should be able to answer the
following:
• What the system looks like and how is the system configured
• Which components are present in the system
• Means by which these components interact and exchange information
• How much (roughly) the system will cost
• How does the chosen system design excel over other discarded designs
• How does the system accomplish its intended function
• What are the limitations on the system’s performance
The concurrent control architecture and physical system conceptual design proves to
be a daunting task, since the above information is needed for a controller that controls
a system that does not exist yet. The methods developed in this research does not
require the full knowledge of the physical system. As a matter of fact, it assumes that
only the general behavior of the system (together with its constraints) are known, in
one form or another.
Such a research objective cannot be accomplished unless simulation based engi-
neering is utilized, which enables the designer to build a “behavioral model” of the
physical system. Mass or energy transfer complex systems are systems whose behav-
ior characteristics is well known. Dynamics, inverse dynamics, or approximate models
of any kind can be built for such systems. However, not all large-scale complex sys-
tems can be designed using the methods presented later. There are two main types
of systems that cannot be used in conjuction with the the concurrent methodology.
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Since the methodology relies on behavioral models, the first type of systems that
cannot be addressed are systems whose behavior is not fully characterized, extremely
stochastic, or not well understood. In addition, the constraints on the physical system
have to be fully defined. Also, signal transfer complex systems such as cell phone
wireless networks, or queuing systems, or social networks, or medical applications,
all have a very different dynamics representation forms that cannot be used with the
current methods.
1.5 Complex System Design Practice
Complex systems can be broadly classified in different ways, one of which is classifica-
tion into two main categories: preexisting and brand-new complex systems. Preexist-
ing complex systems are current updated, extended or modified in any way. They also
include systems that have been previously designed and partially implemented. Com-
plex systems that have not been built yet, but have existing implemented identical (or
close to identical) instances also fall in this category. On the other hand, brand-new
complex systems explore uncharted domain. Usually most of the system within this
domain are revolutionary systems without prior design and implementation history
of their integrated setup. As with many other system of systems concepts, there is
no sharp line that divides both categories. Instead, a gray area exists where some
researchers regard particular systems as preexisting and others as brand new.
The design of complex systems is usually done in several steps. Major subsys-
tems are designed first, independently, then loosely integrated together to form the
complex system backbone. The gaps between the subsystems are then bridged with
appropriate software, hardware, or other smaller subsystems. This is pretty straight
forward when it comes to clearly defined preexisting complex systems. Brand new
complex systems introduce the additional challenges of determining what subsystems
need to be included in the whole integrated final product, how they interact, and how
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they accomplish the overall function(s). The additional requirement layer of system
intelligence does not help solve the matter, but adds several degrees of freedom to
the design process.
Therefore, for both complex system categories, integration of subsystems is not
the issue as much as whether this collection of integrated subsystem accomplish the
required overall system objectives. The literature describes how this can be deter-
mined using methods from Model based engineering and such, but almost all methods
boil down to: design representation, modeling and simulation.
The implications of the intelligence requirement on complex systems are briefly
discussed next. This will be followed with a detail break down of the the three major
building blocks of the design process (representation, modeling and simulation), and
how these three building blocks affect the final outcome of the process.
1.6 Implication of the Intelligence Requirement on Com-
plex Systems
The system intelligence requirement complicates the issue even more. Intelligence is a
loosely defined requirement. In fact, autonomous behavior does not necessarily mean
intelligence. Also, a system can achieve the intelligence requirement only through
the integration, interaction and interdependency of several components and/or ap-
proaches and/or algorithms. As an example, the presence of high speed computational
resources (such as advanced computers or servers) on a ship does not necessarily lead
to an intelligent naval vessel design. Neither does the deployment of sophisticated
algorithms on these computational resources without an adequate communication
network. It is the interaction between the integrated complex system’s components
(the ship’s components in this case) that achieve the intelligence requirement.
Hence, an intelligent system cannot be evaluated, and not even ensured, simply
by making sure its components function properly as designed. In fact, there is no
guarantee that these components or subsystems will not work against each other
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bringing the system down. And since there are nearly unlimited possibilities of how
such a system can be put together (resulting in a spectrum of designs), then exploring
the full design space is a tedious task. Therefore developing a systematic approach
to the process of design space exploration is needed for intelligent complex systems.
Although systems engineering literature is rich with developmental task descrip-
tion, a review of the current state of the art for “intelligent” systems design reveals an
extreme lack of specific design methodologies [64]. This further plagued by the fact
that many systems that have the intelligence requirement are large scale systems.
1.7 Intelligent Systems Design Practices
Intelligent systems have been designed since computing resources became more avail-
able, together with the advent of techniques such as fuzzy logic, neural networks, ex-
pert systems and genetic algorithms. However, no standard process exists by which
intelligent systems can be designed. Every artificial intelligence algorithm used in
intelligent systems has its own ad hoc design process, and almost always requires a
physical system to be designed. For example in your network type artificial intelli-
gence is designed after the physical system is designed so that data from the physical
system can be used in training a neural network. Neural network training is well
understood process in the literature; design of the physical system that the neural
network controls is also a standard process; but the designing both the neural network
and a physical system is seldom addressed in any literature.
Figure 6 shows the general approach of control architecture design, including
intelligent architectures. The physical system is designed first using standard system
of systems design processes. System design starts with problem decomposition and
requirements definition, after which the conceptual design loop starts. Once the
physical system concept has been reached, the conceptual design is finalized. The
process repeats for the preliminary design and the detailed design faces until a final
15
physical system design is reached.
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Figure 6: Intelligent Systems Design Process
The control architecture design starts after the physical system design is over. In
fact, in many cases the control architecture is addressed even after the physical system
is already in its manufacturing phase. Controller of specific subsystem is specifically
designed to control this subsystems assuming no interaction with other subsystems.
The set of controllers for all subsystems are then “stitched” together in one control
architecture. The configuration of the control architecture (the components, the
interconnection structure, and their functionality of each component) is such that it
satisfies the controllers designed earlier. control methods within the controller where
already chosen prior to the controller design.
This method works well for large-scale autonomous systems. Automatic con-
trollers are designed for the subsystems as mentioned, then connected. In some cases
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intermediate controllers are added to ensure or improved stability or performance.
Minimizing interactions and interdependencies between subsystems helps design bet-
ter controllers. Also, such systems are well understood, and have been designed
numerous times.
However, the systems under consideration are required to be intelligent systems.
This means that intelligence is an inherent property of the required systems. The
current state of the art in systems design does not allow for intelligence architectures
to be taken into consideration during the conceptual design phase. It does not make
sense to design an intelligent system by designing the physical system first, followed
by designing the intelligence as an add-on. There is no guarantee that the system can
function optimally with its will intelligence potential if the intelligence is an add-on.
Control architecture design has three main elements (which will be discussed in
more detail later in this dissertation): control configuration, control method and
controller, as shown in Figure 7. The control configuration describes the components
in the architecture, their functionality and their connectivity. The control method
describes the mathematical algorithms used within these components. The controller
is the actual parameters that are used by the control method, and the numerical
implementation of it. Most of time and the resources are spent in the controller
design, not in the configuration choice or the control method selection.
1.7.1 Modeling
A model is a simplified representation of a real physical system that may or may not
be implemented. It facilitates the understanding of the behavior of the system, its
properties and its boundaries. In some cases, models can be thought of as mathe-
matical abstractions of the physical system (e.g. models of dynamic systems), while
in other cases, models are a qualitative description of a system’s behavior (e.g. cre-
ation and evolution models, business models). The scope of this research falls under
17
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Figure 7: Current Control Architecture De ign Efforts
mathematical models of intelligent complex systems such that the systems are always
represented by a set of mathematical / logical relationships among its components.
Modeling is an important enabler in complex systems design throughout all levels
of the design cycle. Hence, the way the designer builds, validates, and uses a complex
system’s model affects the final design outcome. Models are not created the same way,
there are no standard processes for their validation. Even when assuming one model
for a particular system, various designers might utilize them differently. This leads to
the immediate conclusion that solely relying on a specific model to defend a certain
design decision might be unwise. Engineering sense, experience, professional practices,
and procedures are among other factors that can help void such shortcomings.
Yet no designer undermines the value of a well built and adequately employed
18
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Figure 8: Challenges of Intelligent Systems Design
model in reaching a final design product. Issues related to the model scope, focus,
assumptions, simplifications, limitation of tools and scalability need not to be over-
looked. The breakdown of these issues is not a standard one; several other points
of view may exist. For example, model focus and scope may be merged while tool
limitations can be broken further into subcategories. The current research will adopt
the afore mentioned issues’ classification because it allows for better understanding
of future introduced concepts. Many designers instinctively consider and assess these
issues when comparing results from dissimilar models, but not necessarily in a sys-
tematic process. To better explain these issues, an example of an intelligent complex
system of systems, namely an intelligent electric ship model, will be used as a clarifi-
cation.
1.7.1.1 Model Scope
Model scope is the extents of the model. It is what a model of the physical system
bounded by the problem statement under consideration. The model scope simply
refers to ”what the designer needs to model so as to reach a design decision”.
For example, a model can be built to study the behavior and performance of the
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electric network on a ship. The DC electric network on a naval vessel can be divided
into zones such that each zone is supplied by two buses. Some designers might design
each zone independently while others prefer designing the whole system. This decision
affects the model scope, will the model represent a single zone, or will it model the
behavior of all zones, or both? As another example, a model that represents the
electric power flow on the electric network is substantially dissimilar to another that
models the DC (or AC) dynamics.
1.7.1.2 Model Focus
Model focus is slightly different from model scope. While the scope identifies “what
is being modeled and within which limits”, model focus refers to “what output(s)
needs to be considered”. Note that although scope and focus are two distinct issues,
there is no clear cut on where the scope concept ends and the focus begins. Model
focus is more concerned with the final requirements from the model.
Building on the previous electric ship network example, a model can be focused on
tracing the power consumption across the ship’ different subsystems. Another model
may focus on exploring the transitional dynamic behavior and stability of the electric
network These two model focus approaches result in two very different models. In
other cases, a single model can focus on and cover different design team requirements.
Also, it might be the case that the design team decides on several points which the
model focuses on. This is a part of the design team’s tasks: “what to model and
within which limits, and type of results needed”.
Note that model scope and model focus greatly affect other issues such as tool
limitations and model scalability.
Also, note that depending on the design team’s decision regarding model focus
and scope (and other issues as will be shown later), a final model (or several models)
are built. If several design teams are competing, with each producing a final model
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(or several models) resulting in different conceptual designs, the project manager has
to decide on which design is more suitable (optimal or “wins”). And here is where
the main problem lies: the project manager chooses a design based on comparing the
results from different models, not fully taking into consideration that the models have
different focuses, scopes,...etc. Results are simply not “fully comparable”.
1.7.1.3 Modeling Assumptions and Simplifications
As an example, a model representing the electric network on a ship might have the
simplification of steady state dynamics rather than modeling the transition dynamics.
A certain design chosen based on a simple model might not be adequate for off design
ranges at which the simplification assumptions do not hold.
1.7.1.4 Interactions Among Subsystems
Subsystem interdependency contributes to the complexity and partial unpredictabil-
ity of emergent behavior. When it comes to modeling, interdependency is the highly
coupled relations set (e.g. equations, logical rules, ...etc.) that governs the behav-
ior of the system. Interdependency can be among major subsystems or in between
components in the same subsystem. The degree of coupling between the relations
determines the degree of interdependence across various levels. Less coupled relation
sets can be grouped in different subsystems or sub-models to simplify the modeling,
simulation, and validation tasks. On the other hand, if highly coupled relations are
overlooked (or ignored), the model can produce erroneous or misleading results. A
decision during the modeling task regarding the level of interdependency modeling
greatly affects the validity and usability of these final results.
As an example, assume that the electric network discussed earlier contains a sub-
stantial number of heat producing loads, such that their performance is temperature
dependent. In addition, assume a cooling network layer separate from electric net-
work layer. The electric loads are cooled by the cooling network, and the pumps in
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the cooling network are run by power delivered over the electric network. Hence, the
electric and cooling networks are highly interdependent, such that a major fault in
either will result in a cascading failure in the other. Some design teams or model-
ing teams might choose to approximate this interdependency with proper functions,
with other models, with historic data, or by some other means, while some other
teams might choose to neglect this interdependency all together. Assumptions and
simplifications clear documentation is of ultimate importance to the project manager
because it helps compare different designs.
1.7.1.5 Tool Limitations
Modeling tools are diverse and span a wide range of applications and research do-
mains. The category of modeling tools more relevant to this section is software and
programming languages. Some tools are better than others in modeling certain com-
plex systems, and considerably vary in their level of sophistication, detail, accuracy,
ease of use, and export/import capabilities. The choice of the modeling tool is cru-
cial in accomplishing the model scope and focus objectives and in maintaining an
appropriate level of detail so as to produce valid results. Limitations of certain tools
may result in areas in the design space not being explored, or off design points not
properly investigated.
Tool limitations also cover technical capabilities offered by the tool, such as flex-
ibility of input/output, state access, integration, and compatibility with other tools,
stand alone execution, batch execution, flexibility and learning curve, library support
among other factors. Yet most of these limitations have less impact on the decision
made by the design team/manager.
1.7.2 Simulation
Simulation is the manipulation of the model so as to generate data describing how
the physical system behaves in reality. Simulation (ideally) compresses real time.
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Simulation enables designers study the behavior, performance, limitations, emergent
behavior, and interdependency of a particular system (and its embedded subsystems)
without having to build it. Running a simulation requires three major components:
a model, inputs, and outputs. Inputs are better referred to as scenarios while outputs
are usually a subset of the data pool within the simulation. Issues with modeling
were discussed earlier, so this section is concerned with the other two.
1.7.2.1 Scenario Modeling
The choice of the inputs to the model and how these inputs vary are crucial factors in
studying the behavior of the system. Inputs are better referred to as scenarios because
they comprise, but not limited to, time dependent input data, system’s parameters
settings, time history of the system’s states, and in some cases, external disturbances
affecting the system.
Guidelines for scenario modeling are found either explicitly or implicitly within
the complex system’s definition and requirements documents. Yet these guidelines are
usually very broad, and allow for wide variations among different modelers and system
designers. In addition, some designers, according to their discretion, might choose
to emphasize specific scenarios while ignoring others. This leads to the fact that
comparison of simulation results from different teams or based on different models is
a partially inconsistent comparison.
1.7.2.2 Scenario Assumptions
The usefulness of the level of detail of scenarios greatly depends on the level of so-
phistication of the models used in simulation. An elaborate scenario render itself an
overkill if the model used in design is over simplified. Along the other extreme, a
scenario that is over simplified might not push the model enough to produce reli-
able design data. For example, a scenario that only takes into consideration specific
discrete system states might be useless in studying the effects of transition between
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these states on the system. This becomes a profound and complex design problem
when transitional states might lead to system instability. AC Electric networks are a
common example.
Again, similar to scenario modeling, scenario assumptions are generally not con-
sistent among teams or competing designs and may result in unfair comparisons or
less informed decisions.
1.7.2.3 Data Handling and Logging
As a common example, if a model is received in the form of a compiled library or
stand alone application, with access to only the inputs and outputs specified by the
model builder, there is no way to track particular states within the system because
they count as internal variables in a compiled code. Object based modeling tools offer
a better choice when it comes to exploring the internal states of a model. Yet, these
capabilities come with a computational overhead.
Another issue with data logging is the amount of data generated. Even with having
the capability of recording large amounts of data, extracting useful information from
this data set is a challenge. In addition, some computational setups cannot handle
large amounts of data. Also, if several models are run simultaneously, a proper form
of data sharing and synchronization among those models need to be put in place.
Both data handling and data logging offer a challenge to the design team in
comparing different designs.
1.7.2.4 Results Presentation
Typically, design teams will present their best result sets. Malpractice is not assumed
in this context, but usually weaknesses in a certain design are not on top of the priority
list of the items to be presented. It is usually up to the project manager or reviewer
to point those out, either by requesting more information or by inference from results
presented. In other cases, by requesting a more rigorous scenario modeling resulting
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in a wider scope of results.
1.7.3 Design for Capability
A Measurement is a physical quantity directly obtained from a sensor, or indirectly
from a sub model, that represents a physical state in the complex system. Tem-
perature, rotational speed, pressure ...etc. are common quantities. A particular
component might be designed to withstand a certain physical quantity (or more) but
seldom is a subsystem designed based on these lower level states.
Measurements aggregate to form Metrics, either through mathematical relation-
ships, lookup tables, historic data or some other means. Metrics calculation brings
meaning to a group of measurements from a systems engineering and design perspec-
tive. For example, an aircraft velocity vector may be calculated from a combination
of GPS data, inertial navigation system data, aerodynamic data and the aircraft dy-
namic computer model’s results, resulting in the metric of aircraft true air speed,
or relative wind. Although metrics are important in complex systems design pro-
cess, most are not explicitly specified in the top level system requirements. In the
conceptual design phase, very little is known about their specifics.
On the other hand, complex system’s Performance is usually part of the top level
design requirements. For instance, a performance requirement on a military aircraft
might be simultaneously engaged in targets in a specified flight condition, with an x
probability of surviving the engagement. In this case, performance is not a measured
physical quantity, nor is it a metric aggregation of measurements. It is a collection
of metrics that describe how the system’s top level requirements are accomplished.
Engineering systems are typically designed based on performance requirements.
Capability is the ability to undergo a specific action, course of action, or to be
affected by a certain treatment. The required increase in capability for intelligent
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systems results in larger more complex systems, with more components, interconnec-
tions, and modes of operation [9]. Capability-based design and acquisition is a fairly
new branch in systems engineering. The U.S. Armed Forces doctrine states that it is
basing its military goals on system capability [5]. The U.S. Department of Defense
as well is pushing forward more capable systems in its vision for 2020 (see [126] and
[56]), followed by publishing the DoDAF standard [40].
Intelligent complex systems are more concerned with capabilities and performance
criteria rather than specific metrics. For example, a military vehicle may be designed
for lethality or survivability (capabilities), and the amount of fire power it can deliver
(performance). A naval vessel might be required to support littoral navy operations,
but how can a designer assess such a capability? And even if a standard definition
is set and agreed upon, what does this capability mean in terms of specific system
design parameters?
This imposes a challenge to researchers since capability metrics are defined arbi-
trarily. Hence, depending on one’s mathematical definition of a certain capability, a
system can satisfy this capability’s design requirement and be accepted while another
might not. Changing the mathematical definition of such capability can result in
changing this result. Note that there is no sharp distinction between capability and
performance, a gray region exists.
1.8 Software Engineering - Control / Decision Making Ar-
chitecture Relationship
In general, software projects have a high risk, and in a way, unpredictable outcomes
[44]. A NIST (National Institute of Standards and Technology) study in 2002 that
found software errors cost the U.S. economy $59.5 billion annually [136]. Also, the re-
port states that 80% of the money spent on software development goes into correcting
defects. Software is provided to customers with a high level of errors [136].
Control architectures have long been based on software platforms. For example
26
the software enabled control developed on an open control platform in [120] is applied
to unmanned air vehicles. A hierarchical control structure approach is used, such that
mission planning and situation awareness are on the highest level while flight control is
at the lowest level. The control architecture was implemented on an actual hardware
platform as described in [74].
The fact that control and decision making of complex systems relies heavily on
software architectures complicates the matter even more. Users of these complex
systems cannot tolerate such error levels. For instance, a user may accept an update to
his personal computer’s operating system because of a defect in the API architecture.
But the navy will definitely not accept a defect in it. damage control software-side
architecture on a multi-billion dollar naval vessel. The higher the investment and the
risk to human life, in addition to the increased complexity of a system, make users
less tolerable to errors. Hence, standard software engineering design practices cannot
be directly used in the design of complex systems. Extra steps have to be taken to
ensure an adequate optimal design.
1.9 Motivation
The bottom line: if there are multiple ways of representing a certain design, if models
differ widely, if simulation is an art in itself, if there are no standard definitions
of top level capabilities, how can the project manager have enough confidence in a
certain design as compared to another? This problem is amplified when considering
intelligent large scale complex systems.
The reasons for this can be summed as follows:
1. Design of the control and decision making architecture always start close to
the end of the physical system’s design cycle. Control and decision making
architectures are designed almost always after the detailed physical system‘s
design is finalized and all the parameters are set. Sometime, this takes place
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between the completion of building the physical system and the beginning of
the testing and accreditation (if any). In fact, the only factor that keeps system
owners (such as the navy in the ship example) from conducting full scale system
wide tests is that the control and decision making architecture is at the heart
of an intelligent complex system. Therefore, the question is: How can the a
subsystem vital to the existence of it parent system get the lower priority in its
design cycle, receiving a follower status rather than the influence of a design
driver?
2. Control systems design steps are not standardized
3. No standard process exists for the design of distributed intelligent complex
systems. However, there exist several complex system design processes and
methodologies, but none is specific to the complex system type. Decision making
architectures and control systems have no standardized design processes. Only
experience based or general rules of thumb define the design procedures of such
systems.
4. Controllers are not classified in a way that enables rigorous exploration of the
control architecture design space.
5. Control architectures have no standard representation framework to enable con-
sistent comparison of different designs.
The solution to this problem is simple: Consider the intelligent system control
architecture concurrently with the physical system architecture during the conceptual
design phase.
The issues discussed earlier with modeling simulation capability and design the
presentation are essential to intelligent systems. However, these issues tend to hinder
many of the intelligent design processes that are being developed. The lack of stan-
dardization, the multiple definitions of the same concept, the multitude of standards
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applicable to different disciplines, the diversity of standards regarding modeling prac-
tices in terms of scope focus and assumptions, all help drive intelligent system design
processes towards an ad hoc path.
In addition to the above issues, intelligent architectures are not addressed until the
controlled physical system is completely designed. The lack of a standard process and
a standard representation framework leads to the fact that many designers produce
various architectures based on different physical systems with representations relying
on incompatible standards, producing dissimilar results.
Hence the need for a standard process for intelligent control architectures design is
obvious. If this standard process is included in the physical system’s conceptual design
phase, adopting common design tools, and extending current design paradigms to
concurrently address intelligence capabilities as little as physical system requirements,
then a more consistent intelligent system can be built.
There will be two main thrusts included in this research. The first proposes a
hybrid design process that addresses the concurrent conceptual physical system design
and the control architecture design. The second thrust relies on the development of
a control architecture metamodel, enabling the standardization of representation and
analysis among various architectures.
1.10 Need for Intelligent Large-Scale Systems
As engineering systems increase in scale and complexity, requiring the achievement of
multiple, and in many cases contradicting, capabilities, traditional design processes
fall short.
Large-scale systems as the number of integrated subsystems rises,
There are many engineering fields in need for intelligent systems design.
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1.10.1 The Smart Grid
The electric grid has often been referred to as the greatest, most complex machine
ever built, consisting of a host of component types, many subnetworks, multiple
subsystems, all operating interdependently. In actuality, the electric grid is (or used
to be in the near past) mostly built of mechanical systems and components, save some
modest use of sensors, electronic communication with almost no electronic control.
Within the past 25 years, many utilities companies have started modernizing their
electric grids with the use of intelligent sensors, communications and computational
capabilities [57].
Motivation – Smart Electric Grid
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Figure 9: The Smart Grid [89]
The collective use of intelligent sensors, together with computational equipment
running intelligent algorithms, in addition to advanced two-way communications on
multiple levels, are referred to as the smart grid. One of the main defining features
of the smart grid is the ability to use subsystem (or micro grid) feedback to contin-
ually adjust grid parameters for optimal performance through sending back control
commands to different grid equipment. Other important smart grid defining features
include: the ability to integrate, optimally manage distributed energy sources (tra-
ditional as well as renewable generation and storage), improvement of the current
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electricity infrastructure with regards to smart metering, and improved automation
at both control centers and substations levels [6].
The vision for the future of the smart grid is presented in a report by the U.S.
Department of Energy. It envisions a smart grid that: self-heals, motivates and em-
powers consumers, resists attacks, provides power quality suitable for modern needs,
accommodates all storage and generation options, enables the integration of markets,
and operates efficiently while optimizing assets [96].
However, these characteristics require a control and automation architecture, that
does not only manage the electric network on the grid level, but also facilitates the
distributed control of various member microgrids. Electric utilities are going to have
to expand monitoring and control throughout their distribution grids all the way to
the customers side using smart meters [37]. The U.S. Department of Energy vision
clearly states [96]:
“These seven characteristics describe a vision for the Modern Grid that is generally
more resilient and distributed, more intelligent, more controllable and better protected
than todays grid.”
The key enabler for the smart grid is the intelligence, not only on a central level,
but in the distributed sense. A standard control architecture for the smart grid (or
even a process do design one) is not yet available. However, there are initiatives
for the intelligent grid such as the Integrated Energy and Communications Systems
Architecture of the Electric Power Research Institute (EPRI), more commonly known
as the Intelligrid. EPRI issued a technical report [68] documenting the methods utility
companies use to integrate emerging technologies in the smart grid. Open standards
is emphasized as a way of integration, in addition to systems engineering methods
approach. Use cases are extensively employed in the analyses methods presented, in
which the role of an intelligent control architecture is evident. Hence, the intelligent
control architecture is an inherent self defining feature of the smart grid.
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1.10.2 Next Generation Naval Vessels
The primary aim of the design of a ship board electric power system is survivabil-
ity and continuity (reliability) of the electrical power supply. This task has to be
accomplished in almost all scenarios a naval vessel faces. The vision for the next
generation naval vessels is to: “Produce affordable power solutions for future surface
combatants, submarines, expeditionary warfare ships, combat logistic ships, maritime
prepositioning force ships, and support vessels.”[46]
The Next Generation Integrated Power System (NGIPS) is an enterprise approach
to develop and provide smaller, more affordable, and simpler power systems for all
Navy ships with more capabilities. NGIPS is both a business and technical approach
to define standards and interfaces and efficiently use installed electric power. The
NGIPS technical approach utilizes common elements such as Zonal Electrical Dis-
tribution Systems (ZEDS), power conversion modules, and electric power control
modules as enablers along an evolutionary development path [49].
Two of the major electric power system’s architecture components are the Zonal
Electric Distribution Subsystem (ZEDS) and the Power CONtrol subsystem (PCON)
[51], [48]. The ZEDS may contain a controllable bus transfer module which receives
commands from the control architecture to switch power supply to certain loads.
It may also contain an automatic bus control module which has the same function
but acts autonomously using its embedded algorithms without commands from the
control architecture. Hence, the ZEDS requires a control architecture of some kind,
either embedded within the zone or an over arching architecture across all zones.
The PCON counts as the over arching control architecture. It consists of all the
software necessary to coordinate the behavior of other modules, such that all the
naval vessel capabilities are achieved during normal operation, maintaining quality of
service during faults [50] and ensure survival during system wide failures [47].
However, the control architecture function extends beyond the power system. It
32
also encompasses other ship systems, such as the cooling system, combat system, fire
suppression system, environmental system, . . . etc.. Moreover, the modern view of
naval vessels is that each is a player in what is referred to as “distributed networked
forces” [31], i.e. a team of different military assets set on accomplishing one objective.
The control architecture has to communicate and coordinate with other control archi-
tectures of other players, and execute its part of the overall system of systems plan.
Therefore, the next generation naval vessel is another type of a large scale system




2.1 Control System Principles
Autonomous systems function with minimal external inputs. These systems are set
for a desired final performance and should reach this performance setting (or close
to it) within a specified time limit. A generic autonomous control system is shown
in Figure 10. The free running uncontrolled system (referred to as the plant) is the
physical system itself. For example, a plant can represent a simple DC motor, or it
can represent a naval ship. What is important is that this plant has to produce a flow
of energy (or mass), money, information or any other desirable quantity. Almost all
plants have a nonlinear nature to their behavior. Yet, in many cases, this nonlinear
behavior can be overlooked if the designers focus on an operation window rather than
a full spectrum of operation.
The controller is the part that regulates the flow of energy (or mass), money,
information or any other desirable quantity [27]. A controller can be a physical
entity, such as a circuit of resistors and capacitors that regulate the voltage to a DC








Figure 10: Generic Autonomous System
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subsystems on a naval ship. A controller requires an external plant set point (i.e. a
required final state or performance of the plant) and is responsible for driving the
plant to this final state. Controllers vary in structure and complexity. Controller
design is based in the area of Controls Theory. Extensive research exists in this area.
Some controllers receive signals representing the desired plant operation set point
r(t) and manipulate this signal producing a control input u(t) to the plant. This is
referred to as open loop control because signals (or states) flow in one direction from
the user input to the controller to the plant. In many cases, open loop control is
not enough to adequately drive a plant to a certain required final state, or even to
stabilize a plant. Closed loop control has to be used, instead. In closed loop control
several output states (y(t)) of the plant are fed back, pass through a sensor model to
produce different outputs ym(t), which in turn is used to calculate the discrepancy
between the required final states and the feedback states (e(t)). Closed loop control
is a necessary in controlling inherently unstable systems such as missiles.
The first objective of a control system is to achieve and maintain closed loop
stability. The second objective, if any, is to achieve the required final states and
performance. Controllers, similar to plants, can either be linear or non linear. The
former set of controllers has well established and well tested design and analysis
methods, usually rely on pole / zero placement techniques. The latter, however,
is more difficult to achieve, specially if the plant is also nonlinear. Usually design
methods for nonlinear plants / controllers are based on the Aleksandr Lyapunov
theory. Controller design complexity can range between the simplest PID control to
very sophisticated software optimized control techniques.
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2.2 Control Architecture Configuration
Simply stated, the Control Configuration is the arrangement, connectivity and func-
tionality of all control architecture components. Control components include sub-
controllers, actuators, sensors and communication links. The arrangement of compo-
nents refers to the logical links between these components. In some cases, logical links
coincide with physical (spatial) links, but not necessarily. The components connectiv-
ity identifies the data, signals, or information exchanged between components. The
functionality of each component needs to be defined for a proper control architecture
configuration specification. Functionality is what task the component accomplishes,
but not necessarily how it does it.
2.2.1 Centralized Control
Centralized control refers to the presence on one controller that controls all the plant
independent variables by processing all the sensor signals and issuing all the actuator
commands. Centralized control is common in small scale systems and linear systems.
Centralized control has several advantages. It is simple to design if the system gov-
erning equations are known, or if a system simulation engine exists. All interactions
between independent system variables are taken into consideration when designing
the controller. Most of the centralized controller design approaches for linear systems
are well understood and documented in the literature. However, as the size of the
system gets larger and as the level of interdependence between system states increase,
centralized controllers become harder to design. In addition, no matter how reliable
a centralized controller is, it remains as a single vulnerability for complete system




Hierarchical control configuration, as the name implies, relies on a set of independent
controllers arranged in a hierarchy. This is possible if the physical system of systems
can be characterized by a finite set of subsystems with clear and unchanging interface
between them. Each controller can be separately designed and optimized [72], hence
reducing the complexity of controller design process. Optimizing the performance
of the whole system requires all controllers to be designed and interactions modeled
accurately. Several issues need to be addressed in hierarchical control design, such
as data transmission between sub-controllers [65], data latency, and data consistency
among others. An example of hierarchical control is shown in Figure 11.
Figure 11: Hierarchical Control Configuration [72]
2.2.3 Decentralized Control
Decentralized control configurations are possible when the collection of all input and
output variables in a system can be grouped in distinct subsets. A local controller
performs local control action on each subset of variables, so as to control its local
domain. In general, the less the coupling (shared inputs/outputs) between local sub-
controller, the easier it is to design the system. Instability regions can be avoided
easier since they usually originate from couple variables. Decentralized control is well
suited for large scale systems and system of systems. There are several texts that
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tackle decentralized control, such as [129] which has a more rigorous mathematical
approach. The paper [14] presents an overview of decentralized control, decentral-
ization (as related to information structure), decomposition of subsystems (such as
disjoint, overlapping or hierarchical subsystems), and robustness. Communication is
a key concept in decentralized control since stability and performance of the system
rely on the communication channels carrying the overlapping variables [13]. Regu-
latory controllers may be placed between subsystems’ controllers to ensure stability
(see Figure 12). Decentralized control, as treated in this dissertation, requires that
no central sub-controller communicates with all other sub-controllers, such that all
sub-controllers are treated on the same level. However, inter-communication between
controllers is allowed.
Figure 12: Decentralized Control Configuration [118]
2.2.4 Distributed Control
Distributed control configuration is the intermediate concept between hierarchical,
centralized, and decentralized control configurations. The controller components are
distributed throughout the system, either functionally or spatially, but not embed-
ded in the same module. Although counter intuitive, centralized control can be of a
distributed control type control. An example is given in [29], in which the control ar-
chitecture is distributed among four layers (digital, analog, network communication,
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and device interface), but all layers are controlling the same process. The paper [18]
shows how distributed control can be of a hierarchical type. It outlines a hierarchical
control architecture for improving sensor management for distributed military surveil-
lance operations. Distributed control suffers from the same issues as hierarchical and
decentralized control, namely the profound effect of communication functions on the
overall control architecture performance.
Figure 13: Distributed Control Configuration [29]
2.3 Control Architecture Methods
Control Methods refer to the the type of mathematical algorithms used to process
the measured signals from sensors, process the received human input (or other higher
level controller input), evaluate them, and compute a control action to be passed
to actuators or to other controllers. There exists no comprehensive list of control
methods. However, some of the more common methods in industry are presented next.
It is important to note that, sometimes, there is no clear distinction between different
methods. For instance, cooperative control, network control, distributed control and
multi-agent control are related and overlapping control techniques [125]. In addition,
control methods and control configurations are highly correlated in the literature.
Distributed control configuration is sometimes treated as a control method. Model
Predictive Control has distributed and centralized versions; among many examples.
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However, it is the intention of this dissertation to introduce the conceptual difference
between the control architecture configurations and control architecture methods.
2.3.1 Classical and Gain Control Methods
The simplest control method is the multiplication of a feedback signal by a constant
number (a gain). Sometimes, this is extended to the derivative and integral of the
feedback signal, hence Proportional Integral Differential (PID) control. Other meth-
ods, such as adaptive control, changes the gains depending on the range of operation
of the control variables or system states. Linear Quadratic Control (LQR) is similar
to proportional control in structure but differ in how the gain is calculated. The gain
is computed to optimize a linear quadratic equation which has depends on the sys-
tem states. All control configurations can include this type of control method. With
classical methods, no intelligence is involved.
2.3.2 Model Predictive Control
Model predictive controls aims at optimizing forecasts of process or system behavior
over the manipulatable inputs [107]. This is accomplished by including a software
model of the system in the controller. The controller, using the software system
model, attempts at changing the inputs to produce desired or optimal system re-
sponse. Once a set of inputs are calculated, they are applied to the real system. An
accurate, but not necessarily perfect, model is essential for model predictive control
[108]. Similar to classical control, model predictive control can be applied within all
control configurations, making it one of the more commonly used control methods.
Decentralized control, distributed control, hierarchical control for coordination and
for multilayer systems, and coordinated (cooperative) control are all addressed in
[118], in a model predictive control method context.
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2.3.3 Cooperative Control
Cooperative control method assumes that a system can be decomposed into a set of
subsystems or agents with a common goal, such that the agents all work together “in
cooperation” to achieve this goal. Cooperative control can be applied to multi-agent
sensor networks [141], in which several sensors track targets and share information,
as well as in [34]. Other applications include speed control and damage avoidance
for several agents [58], distributed cooperating agents search a range with obstacle
avoidance [106], vehicle formations [102] and [109] among other applications. Stability
of cooperative control architectures has also been a subject of research, such as in [98].
Cooperative control can be categorized, as presented by [110], into leader-follower,
behavioral, virtual structure/leader, and others.
2.3.4 Network Control
A network control system is a control system that includes network path on one or
more of its feedback or feedforward paths. The main concerns with network control
systems are latency and network bandwidth. Both can result in instability of the
whole system.
2.4 System Stability
When it comes to complex system controls, there are two major trends that tend to
undermine the well established principles of design and stability of controllers [134].
The first trend is the almost blind trust of control systems specially with open loop
unstable physical systems. As the physical system becomes more complex with mul-
titude of components and increasing interdependency between these components, the
sense of stability becomes less obvious. Adding this to the fact that many physical
subsystems around us are open loop unstable, this trend gets more profound and
with potentially dire and dangerous consequences. The second trend is the loss of
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the ”control and decision making physical sense” to the emphasis on abstract math-
ematical constructs or models with many underlying assumptions. An example of










Z = {z|n(z) = 0, Re(z) ≥ 0} (3)
Z = {p|d(p) = 0, Re(p) ≥ 0} (4)
Then the system is stable if and only if
s(s) <∞ ∀ Re(s) ≥ 0 (5)
s(z) = 1 ∀ z ∈ Z (6)
s(p) = 0 ∀ p ∈ P (7)
The above mathematical model is widely accepted by the control community, yet,
it applies to the design of the control system of the SAAB Gripen JAS-39 airplane,
which crashed on landing in 1989 in one of its first test flights. The point is, some-
times, elaborate mathematical models can cloak the inherent dangers of the open loop
system, and designers are deceived by these models into thinking that their design is
safe. As another example, the same theorem applies to the Chernobyl nuclear Plant
disaster in 1986 [134].
The current stability tests, as borrowed from the rich and diverse control systems
theory realm, require the physical system to be designed beforehand, hence all its
parameters are available. This is a very restrictive assumption when it comes to
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conceptual design and is one of the main reasons why controllers are not designed
until the physical system is in its final design phases.
Three facts remain important when it comes to unstable systems [134]: 1)Open
loop unstable systems are more difficult to control compared to open loop stable sys-
tems. For example, even with one of the simplest system configurations, a regular
pendulum is far easier to stabilize and control than an inverted pendulum. 2)Con-
trollers for unstable systems are operationally critical. 3)Closed loop systems with
unstable components are only locally stable.
However, it is possible to identify stability issues, in a general sense, during the
conceptual design phase. This is accomplished, not through detailed mathematical
analysis of the system governing equations, but rather through inspecting system
characteristics. The system’s behavior revealed through simulation of a well chosen
set of scenarios (refer to Section 2.5), together with a study of the system’s operational
and inherent constraints, characterize the stability properties of the system. Hence,
such an approach will be adopted in this research.
2.5 Simulation and Modeling Concepts
Dynamic systems are systems that are governed by fixed rules (usually represented
by ordinary or partial differential equations, or difference equations), and in which
points (states) in the system propagate in time based on these fixed rules. Dynamic
systems vary from a simple pendulum, to a fluid flow in a fluid network, to a fleet
of ships at see, and even to a logistics battlefield management system. These fixed
rules that govern a dynamic system are referred to as the system’s set of equations.
Solving these equations results in the time trajectories of the system’s variables and
parameters, referred to as the system states.
The set of equations that govern the system can have several types. The most
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Figure 14: Model and Simulation Environment
common type for simple systems is a set of simultaneous continuous ordinary differen-
tial equations. There are many ways of solving a set of ordinary differential equations
. Unfortunately, most systems exhibit varying degrees of nonlinear behavior, hence
a set of nonlinear equations. Nonlinear differential equations have very limited ana-
lytical methods of solution. Hence, most complex systems’ design methods rely on
numerical techniques to solve the set of equations. The system’s set of governing
equations are not necessarily comprised of nonlinear equations, hybrid systems are
systems having a nonlinear subset of equations in addition a subset of discrete dif-
ference equations. In the general case, there is no closed form solution to a hybrid
system’s state trajectories. Therefore, simulation-based engineering is an important
enabler in complex systems design.
2.5.1 Simulation Based Engineering
“Simulation refers to the application of computational models to the study and predic-
tion of physical events or the behavior of engineered systems” [100]. Simulation-based
engineering together with advanced computational science are essential in presenting
solutions to complex problems [19]. Analytical methods are, at many times, almost
futile when it comes to large scale intelligent systems. There is no other way to design
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an intelligence architecture but to use well designed and adequate software models
in conjunction with realistic scenarios, hence simulation based engineering science.
This discipline is strongly emerging as the main enabler in complex multidisciplinary
systems design [100]. Simulation-based engineering combines traditional engineer-
ing disciplines, a such as electrical,mechanical, civil, chemical, aerospace, nuclear,
biomedical, . . . etc. with the computer science, mathematics. Simulation based engi-
neering starts with studying the actual design problem definition and requirements
(Figure 14). Simulation models are then created to appropriately represent the sys-
tem to be designed in terms of accuracy and scale. Results from applying multiple
scenarios to the software model are used to evaluate design options.
2.5.2 Model Driven Engineering
Software researchers and developers created many computer languages over the past
years, raising the level of abstraction. For example, programming in C/C++ screens
the programmer from machine code; using Unix shielded the users from program-
ming the hardware directly. However, the abstraction is almost always within the
computational domain (computer languages), not within the problem space (physical
system to be designed) [119]. Model-driven engineering aims at moving the focus to-
wards domain specific modeling approaches. The result is that the simulation model
becomes the central design tool, test-bed, and evaluation platform. Many modeling
tools are currently being used at an increasing rate, including UML, AADL, Simulink,
Matrixx, LabVeiw among others. All such tools rely on the basic concept of modern
driven engineering. Model based design is more accepted in the fields of software
systems and control engineering [99], i.e the fields most relevant to this dissertation.
The object Management Group [60] develops integration standards for a wide range
of technologies, one of which is model driven architectures. [10] presents the model
driven architecture (Figure 15) as four layers. The focus of this research is the M1
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Figure 15: Traditional Modeling Infrastructure [10]
layer, i.e. the user concepts layer. This will be done through meta models.
2.5.3 Metamodels
Matamodeling is the analysis, construction, and development of the frames, rules,
constraints, models, and theories applicable and useful for modeling a predefined
class of problems. It is an essential foundation for model driven development. A
metamodel is a precise definition of the constructs and rules needed for creating
semantic models [2]. Metamodels heavily rely on abstraction of layers, components
and even concepts.
Software computational modeling is one of the first steps in simulation based en-
gineering design. There are several approaches to modeling dynamic systems, and
not all are adequate for design. The software model should be able to satisfy several
requirements including adequate accuracy, speed of execution, capturing required
behavior to be studied, and in some cases scalability. The following modeling ap-
proaches represent different concepts in designing software models, and satisfy the
afore mentioned requirements. Yet, they are not necessarily mutually exclusive. For
example, a behavioral model could also be classified as a dynamic mode. Models used
in the current presented research satisfy the following modeling concepts although on
different levels of the design cycle.
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2.5.4 Behavioral Models
Behavioral modeling is a modeling approach that results in a model which reproduces
the real behavior of a system under consideration. There has to be a one to one
relationship between the original system states and the simulated states. Usually,
behavioral models are built for a specific degree of accuracy. For example, a model
built to track the transient behavior on a fluid network will be very different from
another that models the steady state operation. Behavior modeling is more concerned
with the mapping of inputs (from scenarios) to outputs (states of the system) and less
with how this mapping mathematically takes place. It is essential though to properly
represent the physics to produce correct simulation results [150]. Hence, a behavior
model can be as simple as a lookup table of such mappings or a neural network, or
as complicated as solving a set or partial differential equations.
2.5.5 Forward Dynamic Models
Forward dynamics models are models that map generalized forces to system states.
For example, in the field of kinetics, a forward dynamic model will take the forces and
moments applied to a group of rigid bodies as inputs, and produce the motion states
of individual members as outputs, hence the term forward dynamics. This is not
limited to kinetic systems, but can be extended to all dynamic systems. Another way
of viewing this approach is the actuators’ system effects on the sensors’ measurements.
2.5.6 Inverse Dynamics Models
Inverse dynamics is opposite to forward dynamics. It simply answers the questions
of what generalized forces are needed to produce the required states. Building on
the previous kinetics example, inverse dynamics asks for the torques and forces that
result in a prescribed motion of a group of rigid bodies. Inverse dynamics play a more
important role in conceptual design, more than the role of forward dynamic systems.
The reasons are two fold. Behavioral models (essential to conceptual design) are
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easier implemented through inverse dynamics models. The second reason is that
during conceptual design, the known inputs are the required behavior states of the
system, and the unknowns are the what external generalized forces are needed to
reach this behavior, hence inverse dynamics.
2.5.7 Dissertation Modeling and Simulation Approach
As mentioned before, simulation-based engineering combines a multitude of engineer-
ing disciplines as well as computer and software modeling practices. Model driven
engineering is one of such practices, that may use a meta-modeling approach to repre-
sent complex systems. Although originally developed for software, the same approach
is intended to be used in the current research. Complex large scale physical systems,
in conjuction with the proposed control architectures, are abstracted from a problem




3.1 Decentralized and Distributed Control Architectures
3.1.1 Centralized vs. Distributed Control
“Put all your eggs in one basket and then watch that basket.” - Mark Twain
The research effort presented in [15] and [16] focuses on distributed control of air-
craft propulsion systems. In the process, the research presents a comparison between
the pros and cons of centralized and decentralized control architectures. Centralized
control architectures are simpler to program since all the information and algorithms
are in one place. This may result in simpler software configuration. In addition,
the control architecture components, with the exception of actuators and sensors, are
co-located, making protection against the elements easier. Needless to say, central-
ized control methods are widely studied and applied. This makes centralized control
architecture a very viable option for many design cases.
However, centralized controllers are generally not scalable. Adding a subsystem to
an existing system and including its control in the control architecture almost always
results in redesigning the full centralized controller. Also, centralized systems are
limited by the number of input/output connections. Their components are usually
expensive.
On the other hand, decentralized control architectures have several appealing
characteristics. These include, but not limited to:
• Modular, enabling integration of subsystems.
• Flexible, using heterogeneous components.
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• Scalable, such that they scale up/down as the system is upgraded.
• Better ability to locate and isolate faults.
In spite of the stated features, distributed control architectures need all aspects
of the system (software and hardware) to support distribution. Designing distributed
architectures requires better tools, more skills and sophisticated design methodolo-
gies. Bandwidth constraints on the communication network may limit the controller
performance. Coordination controllers are often needed in between subsystem con-
trollers to ensure stability and performance.
3.2 Intelligent Control
Intelligent control is an enhancement of tradition and controlled to include the ability
to sense and decent about the environment with incomplete and in exact a priority
knowledge, and executes commands and controls in an adaptivity, flexible and ro-
bust way. Intelligent control is intersection of the feast of artificial intelligence and
automatic control (traditional control) [137].
Intelligent controlled methods are kept classified in the following categories[137]:
• Model-based Methods assume the knowledge of a mathematical model of the
system under control. Intelligent control is realized using learning, estimation,
and adaptation of algorithms [11].
• Knowledge-based intelligent Methods enjoy symbolic (nonnumerical or linguis-
tic) knowledge and models of the system under control. They are structured
like expert systems, they include infusions engines or the knowledge base.
• Neural Network Control Methods rely on your networks. They require training
using realistic data.
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• Fuzzy Logic Control Methods are sometimes referred to as linguistic controllers.
They rely on simple intuitive if-then rules without the need for a mathematically




















Figure 16: Intelligent Control Domain
Intelligent control has numerous published research applications. A four layer in-
telligent control architecture for Unmanned Aerial Vehicles (UAV) is presented in [24].
The first and lowest level layer is the inner loop control layer which directly interacts
with the UAV’s sensors and actuators. One level higher is the project origination may
which is responsible to fit a feasible trajectory through desired waypoints. The third
layer is the path planning layer which generates the waypoints. The last and topmost
layer is the autonomous decision-making layer. It makes mission level decisions and
assesses available control authority after failures. The multi-layer control architec-
ture is shown in Figure 17. Even though the control architecture is composed of four
layers it counts as a centralized controller since older control layers are present in the
same location. Yet, it is always possible to build intelligent controllers for distributed
systems.
The research efforts presented in [18] describes an intelligent control architecture
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Figure 17: Structure of a UAV Hierarchical Controller (courtesy of Scientific Sys-
tems Company, Inc.)[24]
for a tactical sensor management used in distributed military surveillance operations.
The architecture has three levels: sensor, platform, and group.
3.2.1 Supervisory Control
Supervisory control is a branch in controls engineering that encompasses concepts
from both controls and artificial intelligence [117]. It is more focused on the high level
decision making in knowledge base modules and inference engines. Such decisions are
then propagated and transformed to lower level control actions executed by local
controllers.
The heart of intelligent control is the knowledge base, which focuses on the prob-
lem solving tasks of a specific application. Knowledge can be represented in the
form of graphs, objects, if-then rules, neural networks, computer models, . . . . The
if-then rules technique is most often used in intelligent control. Conventional control
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differs from intelligent control in that the latter separates between problem-solving
knowledge, the inference engine and the algorithms used [144].
Supervisory control systems are very much suited for large scale complex systems
that are required to operate as a certain level of intelligent autonomy. Of notable
application to supervisory control is the research conducted at the Naval Research
Laboratory for ship damage control [149], presented next as a sample application.
3.2.2 Supervisory Control Architecture Example - Ship Damage Control
The Supervisory Control System for Ship Damage Control is described in this sec-
tion [149]. The objective of the supervisory ship damage control architecture is to
automate the decision making task for damage control management of fire, smoke,
flooding pipe rupture, and stability aboard a naval ship. It assumes the availabil-
ity of intelligent sensors and actuators, with a level of autonomy higher than what
was commonly the case in 2001. This is not a restricting assumption since ship de-
sign, construction, testing, and deployment programs take in excess of 10 years. The
main research was directed towards studying knowledge based expert systems, ma-
chine learning in noisy environments, and assessment of supervisory human-computer
interfaces.
It is composed of four subsystems: The first is the human / ship interface subsys-
tem which includes GUI interfaces to the ship’s supervisory control, scenario specifi-
cation, sensors, and actuators among other functions. The physical ship simulation
subsystem is the second subsystem in the control architecture. It is responsible of
modeling and simulation of damage to the ship. The third subsystem is the total ship
representation subsystem which contains the knowledge base about the ship. The last
subsystem is the intelligent reasoning subsystem. Its task is to conduct non-numerical
reasoning needed of supervisory control.
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Figure 18: Functional Overview of Supervisory Ship Damage Control
Architecture[148]
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A functional overview of the supervisory control architecture is shown in Fig-
ure 18. It is more of a centralized, layered architecture, such that all control decisions
(qualitative and quantitative) are made in one central location. However, this task is
accomplished through layers within the architecture. The architecture encompasses
several types of modules. A supervisory interface module that interfaces with the
human user; smart sensors module (where all sensors are grouped); smart actuators
module (where all actuators are also grouped); learning modules; predictive module;
crisis recognition module (which functions more like post sensor processing or infer-
ence engines); and finally a casualty response system (which is responsible of making
the actual control decisions).
Intelligent reasoning subsystem is addressed in [59]. It is required that the sub-
system performs data acquisition, casualty detection, classification, and casualty re-
sponse functions. In addition, the control architecture has to: enable situation aware-
ness, manage limited resources, initiate preemptive actions to prevent damage, and
finally conduct and monitor damage control actions in case of casualty. Situation
awareness experiments are performed on the ship simulation / control architecture
and presented in [140].
All intelligent control systems, and supervisory control systems included, heav-
ily rely on software modules. Ship damage control is no exception. It is primarily
composed of four main software modules performing the functions of intelligent rea-
soning and critiquing learning, graphic visualization, human computer interface, and
simulation with scenario generation [62].
The human machine interface is described in [30] emphasizing the role of human
users in supervisory control architectures. The subsystem is designed to present rel-
evant situational awareness information as well as pass commands to the supervisory
controller.
A separate effort of this research project is dedicated to scenario modeling and
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generation. Multiple simulations using a wide range of scenarios can be run and
result saved to a database [127]. This effort also corresponds to part of the control
architecture.
3.2.3 Agent-Based Control
Multi-agent systems are built on intelligent agents. Multi-agent systems posses are
proactive, reactive, and posses social properties. Agents interact in multi-agent sys-
tems to accomplish the systems task. Multi-agent systems are not necessarily used
for controls but span wide variety of fields.
Multi-agent systems can be used both for system control and system monitoring.
A multi-agent control architecture can help in solving distributed control problems
using cooperative methods as well as negotiate control methods [76], [80], [75], [61].
In addition, multi-agent systems can provide adequate monitoring and asset manage-
ment by diagnostics and protection against faults [66], [90].
A Multi-Agent System based Intelligent Control System is described in [64] to
control a large-scale steam power plant. This research paper proposes a single agents
architecture design (shown in Figure 19) which acts as the main building block for
the control architecture. Although generic, this agent is developed with the appli-
cation problem - control of a large scale power plant - in mind. The agent has a
perception and an effector modules to act and react with the external environment,
i.e. the power plant. In between those modules, lies the decision making module. It
compares the sensed data (through the perception module) to predefined scenarios,
and determines an objective and, consequently, picks a plan of action. The objective
is communicated to other agents to ensure it is the best course of action to achieve
a general system goal. Hence, a plan to achieve the objective is chosen, and conse-
quently, an algorithm to execute the plan, which is then effected to the environment.
Note the four main components: the decision making, the perception, effector, and
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communication modules.
Figure 19: Single Agent Architecture [64]
Figure 20 shows an organization for the multi-agent system as the basis of the
intelligent control architecture [64]. The low level intelligent agents perform the local
control or local objective achievement tasks. It is not clear from this research, but
it seems that the low level agents are directly associated with hardware components.
They communicate with each other and with higher levels. The middle level layer
contain agents that either act as mediators between low and high level agents, or
monitor the performance of low level agents, or both. They seem more like func-
tional agents rather than associated with specific subsystems. The high level agents
are responsible for overall task delegation, or top level courses of action. Since the
high level agents are task based, then they are organized in a functional hierarchy
(each agent performing a certain high level task), rather than a component or local
subsystem hierarchy.
3.2.4 Artificial Intelligence
Artificial intelligence is the automation of activities that we associate with human
thinking, activities such as decision making, problem solving and learning [17]. It
is the art of creating machines that perform functions that require intelligence when
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Figure 20: Multi-Agent System Architecture [64]
performed by people [82], things at which, at the moment, people are better [111].
Artificial intelligence relies on intelligent agents (an entity or module that perceives
its environment and takes appropriate actions), such that these agents take the best
possible action in a given situation [114].
Artificial intelligence can be implemented using several methods. Artificial neural
networks, fuzzy systems or fuzzy logic, evolutionary computing, and swarm intel-
ligence are among some. The fuzzy systems method is very appealing since it is
intuitive and requires no mathematical models.
The application of artificial intelligence in control architectures lies mainly in
decision making. A localization method for mobile robots is given in [97]. A robust
method is proposed that uses ceiling landmarks, through a vision system, to localize
mobile robots. The robot looks up towards the ceiling, acquires a series of images,
detect ceiling features from this images, hence locating its current position and making
decisions of translation and rotation to reach a required final position.
3.2.5 Resource Allocation
These software modules enable the autonomous, emergent, and learning behavior
generation in intelligent systems. [123] uses a supervisory control architecture in
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addition to resource allocation techniques for intelligent behavior generation.
3.3 Network Control
A major concern for the networked control architecture of a large-scale system is
the complexity due to the number of components and their interaction patterns and
communication delays [64]
3.4 Model-Based Architecture Representation
Currently, model-based approaches to representation of different system designs are
widespread and successful. Model based design has different methodologies [69]. One
such methodology is platform based design [28]. The platform acts as an abstraction
layer that can hide underneath several practical implementations (designs) geared
towards different applications. Platform-based design is a half-way process where
successive practical application of specifications meet with abstractions of potential
designs [43]. Another methodology in model based design is actor based design [?].
Actors are concurrent components that communicate through ports and interact ac-
cording to a common patterns of interaction. Primarily, actor oriented design allows
designers to specify interaction between components separately from the definition of
component behavior [84]. Actor oriented design in software engineering is analogous
with agent-based design in systems engineering. A Simulink R© model implementation
is a clear example of an actor based methodology.
3.4.1 Unified Modeling Language (UML)
UML provides a way of graphically depicting software structure. It can be extended
to depict organizational architectures and similar applications. One of the main
advantages of UML is the ability to tackle complex structures making it easier on
practitioners to address the design problems of such structures. Nevertheless, UML
cannot fully define relationships between components or diagrams [44].
59
Table 1: Basic Comparison of UML and AADL [44]
UML AADL
Origin Diagrams tradition Language tradition
Purpose Depict functional structures Define runtime behavior
Representation Diagrams; graphic Textual and graphic
Verification — Automated Analysis




3.4.2 Architecture Analysis and Design Language (AADL)
Unlike UML, AADL has its roots in a computer language tradition rather than a
graphical interface. It was developed as a programming language to represent software
architectures in a text form. More importantly, it allows for the formal definition of
the syntax and semantics. Yet, AADL gives the software designer the option to
graphically depict the system [44]. By having its basis in computer languages, AADL
architecture representations (even if presented graphically) avoids ambiguity. This
is another advantage over UML. A summary of the basic comparison between UML
and AADL is adapted from [44] and presented in Table 1.
It is worth mentioning that AADL can handle automated analysis for verification.
This means AADL models can be executed, producing results relevant to the system
verification, i.e. the system represented by the AADL model. UML only provides a
functional breakdown with no real automated verification capability.
3.4.3 Domain Specific Modeling Languages (DSML) Semantics
Domain specific modeling languages are used describe systems using domain spe-
cific abstractions in the form of abstract system models. They are also used in the
structural analysis of such models [69]. (Note: this does not necessarily refer to the
structures realm as in frames or beams, but to the broader perspective of how com-
ponents within a system are connected and built, and how they interact and affect
each other). DSML were first developed within the software design arena.
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3.5 The Reference Control System
The RCS reference model is used as a basis for control architectures in various con-
trol applications. A submarine maneuvering system demonstration of the RCS is
presented in [67]. Figure 21 depicts a simplified submarine maneuvering control ar-
chitecture. Several observations are clear from the figure.
1. The control architecture is hierarchical. High level controllers function as top
level decision modules. For example, the “Course” controller request a sub-
marine heading while the “Maneuver” controller computes the details of the
submarine trajectory. Mid level controllers use the higher level commands to
compute general subsystem actions. For example, the “Propulsion” controller
determines the amount of power required. Information flows to the lower level
control which decides on specific control commands to actuators, such as a
commanded shaft speed issued by the “Turbine” controller to the gas turbine.
2. Controllers can communicate with other controllers, and not necessarily with
physical components. A controller can communicate with a parent controller
and several child controllers. In addition, controllers can communicate with
others on the same level.
3. The control architecture is layered, with each layer issuing specific system level
decisions within its scope.
4. The controllers are distributed based on a functional hierarchy on the top levels
(maneuver, propulsion, depth, helm). On lower levels, controllers are specific
to local components (gas turbine, main ballast, sail plane, stem plane, rudder),































Figure 21: Simplified Submarine Maneuvering System [67]
3.6 Case Study: The F-16 Flight Control System
This section is based on the AIAA professional study series case study presented in
[32]. The objective is to draw some conclusions about control architecture design,
and how the physical system affects the control architecture structure and modules.
In addition, this section gives insight on the control architecture design process for
complex systems.
The F-16 is a light weight fighter and had been an extremely successful aircraft
along the years, serving since 1974. Its design is based on its predecessor: the YF-16
prototype. All the physical systems of the F-16 are either copied or modified YF-16
systems, with the exception of the fly-by-wire flight control system discussed later.
The fact is that all aircraft systems went through the conceptual and the preliminary
design cycles before the control architecture design was tackled. The YF-16 systems
design was slightly modified in the detail design level of the F-16. For example, the
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fuselage was extended by about 10 inches.
The YF-16 flight control architecture was more on the conventional side, with me-
chanical linkage between the pilot commands and the control surfaces. The F-16 con-
trol architecture, represented by the fly-by-wire flight control system, was completely
designed from scratch, replacing the YF-16 conventional system. It is important that
this was done based on the - already designed - YF-16 physical design.
The next section presents the fly-by-wire control system, together with its ad-
vantages over the conventional system. Also, the thought process driving the design
tasks are outlined. Important characteristics of the fly-by-wire system are the multi-
ple redundancy of its components and the online manipulation of pilot inputs to keep
the aircraft within its safe flight envelope. Both characteristics are discussed later in
the context of control architectures.
3.6.1 The F-16 Fly-By-Wire System
The fly-by-wire control system is one major feature that distinguishes the F-16 from
its predecessor the YF-16. Initially, a case for a complete fly-by-wire control system
could not be made. General Dynamics attempted at maximizing maneuverability.
This was accomplished by a variable wing camber, so as to maximize the lift to drag
ratio. A leading edge flap is programmed as a function of angle of attack and Mach
number while a trailing edge flaperon position varies as a function of Mach number
and landing gear position. A control architecture set these aerodynamic surfaces’
angles depending on the mission phase. This requirement was in favor of a fly-by-
wire control system as compared to a fully mechanical system.
General Dynamics had developed F-111 with a triple redundant, large authority
stability, and command augmentation system. Hence, the company was uniquely
qualified to develop a fly-by-wire control system. Almost all the significant issues of
the fly-by-wire had already been addressed in the F-111 program. For the small size
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of a lightweight fighter, the F-16, a fly-by-wire control system could not show a weight
advantage over a mechanical system. The reason is that the added components of
the electric power system (independent power sources, batteries, etc.) increase the
overall weight of the system. In addition, the fly-by-wire control system did not show
an advantage in cost since it adds complexity to the system due to the redundancy
requirements.
Aerodynamic instability and control engineers finally settled the debate between
the fly-by-wire control system and a mechanical system. The F-16 took advantage
of the relaxed static stability concept (in which the aircraft is slightly unstable in
the longitudinal direction) to improve its maneuverability and performance. This
requires constantly adjusting flight controls by the pilot to maintain static stability,
which is impractical, or an automated controller that does the same task without
pilot intervention. Such concept is referred to as the stability augmentation system
and can only be accomplished through a highly reliable electrical control system.
Hence, one of the main factors that tipped the scale in favor of the fly-by-wire system
was the relaxed static stability requirement. The pilot’s command signal can now be
augmented with the stability system command signals with no penalty. A mechanical
system is incapable of such function; hence, the mechanical linkage between the pilot
and the aerodynamic control surfaces is not needed.
In addition, the F-16 is a highly maneuverable aircraft. The pilot might fly the
fighter into unstable regions within the flight envelope. Stall, spin, as well as undesired
aircraft attitude behavior are some of the flight incidents that need to be avoided. The
major benefit of fly-by-wire is the ability to tailor the system’s characteristics at each
point in the aircraft’s flight envelope [55]. The introduction of digital computers allows
more complex algorithms to be implemented; however, the F-16 relies on an analog
system. The fly-by-wire control system has several benefits, such as care free handling,
optimized handling qualities, aircraft agility, aircraft performance, thrust vectoring
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utilization, lower drag due to optimized trim settings, and aircraft reconfiguration
[55]. The subject of constraints on pilot inputs or control signals is discussed in more
details in a later section.
Hence, the aircraft design requirements drove the aircraft physical systems design
as well as the control architecture concept. A mechanical flight control system could
not have satisfied the design requirements, neither on the stability level nor on the
performance level. Yet, this result was reached after the aircraft systems were de-
signed, manufactured, and tested on the YF-16. It is important to emphasize that
the state of the art design practices treated the control architecture design (the fly-
by-wire flight control system) as a “post design task” (after the YF-16 was designed)
even though the control architecture is a main system requirement.
A simplified schematic of the fly-by-wire flight control system is shown in Fig-
ure 22. The original F-16 fly-by-wire architecture has no specific structure; all con-
trollers and sub controllers are connected on the same level. There is no hierarchy, nor
supervisory control nodes. In fact, centralized control is used on the F-16. However,
close examination of the architecture yields the perspective presented in Figure 22.
The controllers are categorized into three types: controllers applied to overall aircraft
functions, miscellaneous controllers, and controllers directly linked to actuators.
The pitch, roll, and yaw are the first type of controllers, each controlling a specific
mode of aircraft attitude. The pitch controller is the most complex since the aircraft
is unstable in the longitudinal direction. The roll controller passes the commanded
roll rate to the yaw controller in order to coordinate turns, especially at high angles
of attack.
The second type of controllers are more of the coordination controllers. The gun
compensation controller makes sure the aircraft keeps its attitude during firing the
gun; hence, it sends control signals to the roll and yaw controllers. The trailing


















Figure 22: The F-16 Fly-by-wire Flight Control System [32]
turning) during landing. The aileron rudder interconnection controller makes sure the
aircraft’s performance is safe and acceptable during high angle of attack maneuvers.
Note that in the absence of a fly-by-wire system (a mechanical or hydraulic system
instead), the pilot is responsible for carrying out these tasks. The fly-by-wire enables
the aircraft’s care free handling.
Controllers linked directly to the actuators constitute the third type. Since the
flaperons act as flaps, ailerons, and air brakes, they have the most complex structure,
receiving inputs from the roll controller and the flaps controller. They also initiate
correction signals to the aileron rudder interconnection controller and to the tail plane
controllers.
The F-16 control architecture has no standard structure. It seems that all control
tasks are listed, a controller designed for each, receiving appropriate inputs from
other controllers, followed by connecting all controllers in one architecture. No formal
functional, or spatial, decomposition is set in place. This results in a very limited
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control architecture scalability and upgradability potential. The only modifications
that can be applied to the control architecture are tweaking the controller gains
or changing the ranges on signal limiters. Adding a controller for an additional
subsystem most likely involves redesigning the full control architecture.
3.6.2 Redundancy Study
Redundancy is a term used in failure tolerant systems to indicate the level of pro-
tection against failure. The level of redundancy (or protection against failure) is
determined by the number of similar failures that can take place within the system
without loss in capability. For example, a two-fail operational system can sustain two
consecutive similar failures while maintaining its main capability. Fail safe systems,
on the other hand, suffer degradation (in capability) on failure, without preventing
safe operation.
For the F-16 case, it was found that redundancy comes at a cost beyond monetary
cost. Although redundancy reduces the chance of catastrophic system failure (the
aircraft not returning safely to base), it decreases reliability resulting in an increase
in the probability of mission aborts.
The F-16 fly-by-wire system redundancy ranges from none to quadruple, while
the failure protection varies between none and two-fail operative/fail-safe. Figure 23
shows the redundancy and failure protection levels on the F-16.
Note that the control architecture is not applicable to all modes of faults/failures.
For example, if one component fails in a triple redundancy subsystem (or branch,
component, etc.), the control architecture reconfigures the system maintaining the
same capability. Failure of two components, however, switches the control architec-
ture to the fail-safe mode, i.e. from maintaining capability to degradation of service
ensuring pilot/system safe return. No control architecture is designed to “do it all”.

































































































































































































































































































































operation has to be abandoned for another specific to abnormal conditions.
3.6.2.1 Signal Data Branches Redundancy
Each component receives control signals from a selector module connected to the four
F-16 electronic data branches. The choice between different branches is made using
a predefined algorithm. During normal operation, the selection is made between
branches A, B, and C, such that the algebraically middle signal is selected, while
branch D is held in standby mode. If one branch fails, it is replaced by branch D, and
selection is as before. In case two failures take place, the branch carrying the middle
value is chosen until the failed branch is identified, and then the branch with the
smaller signal absolute value is selected. If three branches fail, the fourth is selected
(after the failed ones are identified). The algorithm is hardware implemented using
analog and logic circuitry (which was referred to as “modern” in the 1970s).
The algorithm is designed based on previous experience with the F111 in the 1960s.
However, no other algorithms were tested. This is understandable since testing new
algorithms (in the 1970s) means risking a F-16 prototypes and pilots lives, together
with substantial increase in cost. However, computational resources and simulation
approaches have come a long way since. The preselection of control architecture algo-
rithms need not to be the case nowadays. In addition, algorithms can be implemented
using software enabled control techniques, making swapping of algorithms an easier
and more feasible task than what was available in the 1970s.
3.6.2.2 Electric Power Redundancy
The fly-by-wire of the F-16 must have a redundant source of power that can provide
uninterrupted power with at least the same reliability as the control system. Hence,
the F-16 was designed with three main power sources: the engine, the emergency
power unit, and the batteries. Further redundancy was achieved by adding another
generator in the emergency power unit and with multiple batteries.
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However, the part of the control architecture responsible for switching between
power sources was a significant problem with the electrical system. The design was
heavily biased towards a fail operative battery operation, to the extent that main-
tenance ground crews would cause batteries to be engaged during normal ground
operations. Many pre-flight self-tests found the batteries completely drained, result-
ing in delayed the flights.
Modifications to the electric system control architecture eliminated this problem.
Yet, this was done after the F-16 was manufactured, and the problem became persis-
tent. Software enabled engineering design, simulation, and proper architecture rep-
resentation can detect such problems early in the conceptual design phase, resulting
in considerable resource savings.
3.6.3 Performance Limits and Constraints
The F-16 fly-by-wire control system objective is to truly achieve ”eyes out of the
cockpit” maneuvering in combat arena. This means that the pilot should be less
concerned with the instruments and more with flying the aircraft, thereby achieving
maximum combat effectiveness. Hence, it was a necessity that the control architecture
constrains pilot inputs (and the corresponding aircraft states) to within safe limits of
operation.
3.6.3.1 Angle of Attack / Load Factor Limits
The F-16 was designed to handle 9g limit normal load factor throughout the operating
envelope. However, the F-16 had a tendency for the to nose rise at the termination
of a high angle of attack rolling maneuver. The F-16 angle of attack versus the load
factor limits is shown in Figure 24. It shows that the maximum effect of the roll rate
input is a 4 degrees decrease in the allowed command angle of attack during rolls.
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Figure 24: The F-16 Angle of Attack / Load Factor Limiter [32]
3.6.3.2 High Angle of Attack / Rolling Coordination
The F-16 is capable of well coordinated rolling maneuvers at maximum angle of attack
without pilot coordination, using only lateral control. This function is accomplished
using: an aileron-rudder interconnection module and a roll rate to rudder cross feed.
The aileron-rudder interconnection scheduled is shown in Figure 25 for low Mach
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Figure 25: The F-16 Aileron Rudder Interconnect [32]
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3.6.3.3 Roll Rate Limiter
The F-16 has a requirement to be able to perform maximum command rolling ma-
neuvers at load factors from 0 to 0.8 normal load factor, at air speeds above 100
knots, through 360 degrees. Analysis as well as flight testing showed that departures
could occur above approximately 20 degrees of angle of attack. The simple solution
of reduction of the allowed roll rate command as a function of angle of attack yielded
unsatisfactory results. Another approach was to reduce the maximum roll rate com-
mand as a function of impact pressure, which worked, but also resulted in penalizing
the high angle of attack roll performance.
The solution was to add a function that uses the impact pressure, angle of attack,
and the horizontal tail position, with appropriate weights on each, to calculate the
maximum roll rate command. This is another module that had to be added to the
control architecture.
3.6.3.4 Rudder Fadeout
At sideslip angles of approximately greater than 10 degrees, the F-16 exhibits direc-
tional instability. The rudder power available for the F-16 is sufficient to drive it into
the unstable region. In order to always operate in the stable region, the rudder au-
thority available to the pilot was reduced as a function of angle of attack. To allow the
pilot to make rudder assisted the rolls, the rudder fadeout schedule was furthermore
defined to include a roll rate function. The final schedule is shown in Figure 26.
3.6.3.5 Yaw Rate Limiter
Wind tunnel tests of the 1/25 scale F-16 model showed that it might exhibit a fast
flat spin mode from which recoveries might be unacceptable. The F-16 enters the
region of unacceptable recovery at the spin rates greater than 0.35 revolutions per
second. Hence, a yaw rate limiter was developed. The way it was implemented was
to replace the normal commands to the ailerons and rudder with anti spin commands
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Figure 26: The F-16 Rudder Fadeout [32]
outside the acceptable boundaries of operation. The yaw rate limiter is activated at
angle attacks higher than 29 degrees, at which the normal commands to the ailerons
and rudder are replaced with commands proportional to the yaw rate.
This means that certain logic has to be implemented in the control architecture as
well as the limiting constraints described in this section and previous sections. The
control architecture in the F-16 case is mainly built of analog and logic components.
Modern control architectures are heavily based in software engineering, hence more
complicated logic, rules, and intelligence can be embedded more easily.
3.7 General Observations
The various literature search resulted in several observations. The observations are
categorized in three main categories. The first relates to the design of intelligent
systems. The second addresses the structure of cultural architectures, i.e. the com-
ponents, their connectivity, and their arrangement. The third category relates to the
standards by which control architectures are represented.
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3.7.1 Intelligent Systems Design
• In many cases it is clear that the control architecture is designed in an ad hoc
fashion. Components are just put together to achieve a specific functionality
after the physical system is already designed. There is a huge void of control
architecture design processes and methods in the literature. The only standard
design approach is for traditional control systems. But as far as intelligent
controlled architectures are concerned, no method or process exists that sys-
tematically takes a physical system and transforms it into an intelligent system
by adding an intelligence architecture.
• All control architectures studied are designed for a particular physical system.
Their physical system parameters, configuration (or structure), components,
connectivity, and function are always given. Hence the physical system is be-
yond the conceptual design phase in its design cycle.
3.7.2 Control Architecture Structure
• Some intelligence control methods required inference engines; some require a
software model of the physical system; others require a database. However, all
intelligent control architectures require a decision-making module. The decision-
making module is implemented using different algorithms, depending on the
application, the function and the control architecture overall structure.
• Control architectures are found in layers, with the three layer structure being
the most common. The top-level layer usually functions as the decision-making
layer, generating general decisions and policies for the whole physical system.
The mid-level layer takes the top level decisions and translates them into general
actions that subsystems need to take. The lower-level layer directly interacts
with the hardware.
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• Almost the only intelligent control architectures are distributed.
• All intelligent control architectures are based on software.
• All distributed control architectures have separate communication modules.
• Control architecture structure built of nodes, which represent sub-controllers.
• Since many control architectures are layered architectures, communication be-
tween nodes takes place both across layers and within the same layer.
• The hierarchical control structure is a very common control architecture used
with many physical systems.
• Distributed control architecture is also a common occurrence. However, due to
limitations on stability, it is less common than the hierarchical control architec-
ture.
• There has been several systems that combine hierarchical structure and dis-
tributed structure in one hybrid control architecture.
3.7.3 Control Architecture Standards
• Control architectures have no standard form of representation in the literature.
Some attempts at this effort are AADL and UML. However, AADL is more
concerned with the computing hardware or processors and with communica-
tion, and less concerned with the function of each module within the control
architecture.
• There is a huge overlap between control methods. For example, operative con-
trol can be agent-based or intelligent. Agent-based control can be fuzzy, dis-
tributed, or hierarchical; distributed control can be supervisory control. No
clear distinction is being made between what the control architecture does, how
it is structured, how it accomplishes its function, and what algorithms it uses.
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• It seems like there is a multidimensional continuum of control methods and
control architecture structures.
• Attempts at standardization are almost always developed within a specific dis-
cipline or domain. A standard representation of a general control architecture




INTELLIGENT SYSTEMS DESIGN METHODOLOGY
4.1 Traditional Systems Design Process Methodology
The system of systems design process has several variations across the literature, refer
to examples in [147], [103], [78] and [116]. The scope of systems and engineering design
range from manufactured products development [45] to software and information
systems development [83] to industrial systems [139] among other areas.
All system design methods share common steps. Differences among the processes
are usually domain specific although few basic differences exist. However, there does
not exist a standard process for the design of advanced concept systems, such as
emergent system, resilient systems, and distributed intelligence systems . . . etc. A
representative general design process is shown in Figure 27. The process applies
to the physical system design, not to the intelligence / control / decision making
architecture design.
In brief, the process starts with the problem definition step which results in the
problem statement, benchmarking against current state of the art, identifying the con-
strains, and considering conceptual trade offs. The next step is defining the objective
and success criteria that render a particular design superior to another. The tests or
experimentation plan should be proposed at this step. Note that these two steps are
not standard. Some designer rename and rearrange them and their components in
the form of problem requirements and system analysis. Regardless of the approach,
the output from these steps is what is important at this point: the definition of the
system, its requirements, its criteria of success and how it compares to state of the
art.
77




























































Output:  Physical system’s general architectural configuration, components, 
components’ functionality, components’ connectivity, network properties, … etc.
bassem.nairouz@asdl.gatech.edu10
*Dieter, G., Engineering Design: A Materials and Processing Approach. McGraw-Hill Science/Engineering/Math, 2000 
Figure 27: Typical Conceptual Design Steps
Concept synthesis foll ws. It is putting tog ther a concept solution for the phys-
ical systems. Automated or manual concept synthesis can be employed to generate
alternatives. The system is decomposed functionally or spatially. The architecture
has to be defined for the candidate concept. A morphological matrix helps collect the
alternatives and rule out some of the immediately obvious and infeasible ones.
The concept is then modeled. All modeling practices apply at this step (refer to
Section 1.7.1). The simulation environment is also set up at this step. The model
and simulation environment together present the main enabler for concept analysis.
4.2 Traditional Control System Design Steps
Control systems design is not a standard process. Yet, from a practical perspective,
almost all control engineers will cross several given milestones before a controller is
realized. A traditional (and general) process is presented in this context gathered
from the common control systems practices but should not be taken as the standard
process. Some control engineers will choose to overlook some steps or add others.
However, there are several items in this traditional process that are common among
any control system design exercise, namely the input to the process and the output
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from the process. The process input is the physical system to be controlled. The
process output is the controller architecture which can be summed up in the control
structure, the control technique and the controller itself.
The traditional process starts with the physical system. Almost all control and
intelligence design methods rely on an existing system, either on paper as in detailed
design, or a physically realized manufactured system. For example, a control archi-
tecture is designed for a naval ship after the ship has been designed, and in some
cases, built. Note such an input implies that all the physical system’s architecture
and configuration decisions have already been finalized. In fact, traditional controller
design requires all the physical system’s parameters be be set, finalized, and depend-
ing on the control technique, may only allow a prescribed limited variance in these
parameters.
The first task a control engineer addresses in the design process is modeling. Al-
though a wide variety of modeling approaches are available, the control designer will
usually use continuous time models dynamic systems. Decision making systems can
use discrete models, agent based models, or some other approach. Modeling involves
mathematically representing the physical system, applying any simplification assump-
tions, and above all, the task of linearization. There are no controller design methods
for nonlinear systems except in certain restrictive design cases. Therefore, usually
control engineers will linearize the system by applying linearization assumptions and
choosing one (or more) operating point(s). Limits of validity of the system model
should also be determined.
Once the software model is realized, analysis is performed. The control objectives
are determined, i.e. what is being controlled. Also, although the model was linearized
earlier, the implications of this simplification on the behavior of the model, and how
it represents the real physical system, should be studied. Constraints of operation
are either concluded or set at this point, which allows for a reachability study.
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Next decisions regarding the control configuration are made. The structure of
the controller is set at this point. This step is the core of the control and decision
making architecture. It is to be emphasized here that because the physical system’s
design is finalized (or almost finalized), the control engineer has very limited freedom
in his choice of the control or intelligence structure. The reason is that certain phys-
ical system’s configurations dictate the control structure. The control inputs for the
physical system have to be chosen, and so does the locations and types of sensors and
actuators. Other components in the control architecture are also chosen and their
functionality and behavior are clearly specified. Intelligent systems require a commu-
nication network (and in some cases a distributed data storage). Hence, latency and
connectivity issues need to be resolved too. Example of controller configurations in-
clude, but not limited to, hierarchical control, distributed control, centralized control
. . . etc.
The controller technique step follows. The general control objective implementa-
tion method is the main output from this step. It is at this step that the controller
class, subclass, and family is set, as given in Section 5.2.1. If any optimization is
required, the optimized states have to be decided upon, together with the numerical
algorithm used for execution. It is to be noted that similar to the previous step, there
is not much freedom in choosing among a wide spectrum of controller techniques or
methods. The reasons are that the physical system is already designed and set, and
the control configuration is also set from the previous step. Another important reason
is that control engineers usually specialize in one or two controller classes (refer to
Section 5.2.1), hence there is an underlying bias in the choice of a particular control
technique over another by a specific designer. This is in addition to the fact that
different models and simulation results cannot be directly compared.
So far, the control engineer spent considerable effort building a simplified enough








































































































































































































































































































































































































































































































































































































time was spent on choosing the actual control configuration, nor on the control tech-
nique. These were just picked either from experience or from what the physical system
dictates. The next three steps are referred to in control engineering literature as con-
troller design. Controller design is one of the most addressed topics in the discipline.
It is here where the control engineer will spend most of his work in the controller
design loop.
Firstly, the controller type is chosen. This refers to how the calculations will
be done, and what specific performance criteria or final objectives are implemented.
Specific parameters for the controller are proposed, so as to perform two main tasks:
maintain stability and achieve performance metrics, all within the range of the opera-
tion of the system. This controller is then implemented in software model simulation,
or applied to the mathematical model to check for constraints, performance, and sta-
bility. If the results are not acceptable, another iteration should be performed, and
this continues in a design loop until acceptable controller performance is reached.
The output of this step is an actual controller that can be directly implemented on a
physical system.
It is to be noted and stressed here that the controller design loop only involves
choosing “numerical values” for the controller, based on a picked control configuration
and technique. The design loop does not include the more system wide influencing
tasks of control configuration and method (technique).
The final step in traditional control system design is the implementation of the
controller of the physical system. This includes resolving all hardware issues, software
issues, networks, limits of operation, maintenance plans, upgrades, and scalability
potential, and so on.
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4.3 The Controller Design’s Three Basic Decisions
There are three basic decisions a control engineer will have to make during the design
of any control system, regardless of intelligence, namely: the control configuration,
the control method, and finally the controller parameters. This section describes each
and its implications on the design process of intelligent emergent systems.
4.3.1 Control Configuration or Structure
Control structure, sometimes referred to as control architecture, is the top level de-
cision. It answers questions related to how the control/intelligence/decision making
subsystem is setup. Three main topics are addressed by the configuration or ar-
chitecture, namely the components included in the system, their connectivity, and
arrangement or hierarchy.
A full definition of the components found in the control architecture is essential
in defining the configuration. The component’s type, function, behavior, inputs, and
outputs are all included in the component definition, together with the location and
replication of the component.
Currently, the state of the art in control systems design is to simply presuppose or
pick the control configuration, basing this decision on experience and on the physical
system configuration (refer to Section 5.2.1). The fact that control architectures are
tackled after the physical system design is done allows for this practice. In case of
intelligent emergent systems that have no precedence, the current practice will not
be feasible since the physical system is still in the conceptual design phase. It is
proposed that the control configuration be accomplished through functional break-
down analyses, spatial breakdown analyses, or any other method borrowed from the



























































































































































































































































































































































































































































































































































































4.3.2 Control Method or Technique
The control method is the approach the control architecture (as implemented in the
control structure) will use, so as to calculate a suitable control law. For example, a
control method might be the optimization of a certain objective function of states
and inputs (such as in optimal control), or another control method might be based
in artificial intelligence through rule-based control. Control methods correspond to
classes, subclasses and families in Table 2. The choice of the control method is affected
by the required accuracy and the computational constraints.
Similar to control configuration, the control method is chosen from experience.
Usually, no analysis is done to substantiate the choice of a control method over
another. In many cases, if the physical system’s design is finalized and the control
configuration is chosen, very limited choices remain for the control method. In fact,
the choice of the control method and control configuration are highly coupled to the
extent that some control engineers will not address them as two distinct decisions.
The emphasis here is that no systematic process exists for evaluating different
control configurations and methods against each other. At best, these are chosen
based on experience. The existence of the physical system in the final design phase
greatly limits the control configuration and methods’ feasible choices.
4.3.3 Controller
Once the control configuration and control method are chosen, and the physical sys-
tem’s design is finalized, control engineers will spend most of their effort choosing
numeric values for the control architecture’s parameters (e.g. gains, sampling time,
. . . etc). Mathematical representation of the controller is fully defined at this stage,
and full dynamic simulations with higher fidelity models are possible. The control
engineer design loop starts at this stage and ends with the decision of what partic-
ular values in the controller to use. Refer to Section 4.2. Sophisticated numerical
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techniques exist for a full spectrum of controller types.
Note that the traditional controller design cycle covers only the choice of numerical
values for the controller parameters. The design cycle assumes a presupposed control
configuration and method.
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Note: Different variations of the above control system exist, but they all share the same principleFigure 30: Feedback Control System with Thr e Basic Decisions
The feedback control system discussed in Section 2.1 is revisited here. Figure 30
shows the same plant / controller pair. As before, the sensor measures the plant’s
output, and passes this measurement through the feedback path to the control system.
The control system then compares the required final system state with measurements
from the sensor and issues a command action to the actuator, which in turn drives
the plant.
Figure 30 also shows how the three control basic decisions are implemented in
practice. The control configuration is the choice of actuators, sensors, feedback states,
commanded control signals, plant controlled states, and finally the comparison criteria
with the external required state. This is shown by the red line.
The control method is the orange frame around the controller. It represents
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the algorithm the used to process the feedback signals and the external inputs, and
compute an appropriate control command signal.
The controller is represented by the blue box. It is here where the parameters
needed to define the control method are set. The traditional control design practices
concentrate most of the efforts, time, and computational resources on computing the
controller parameters, i.e. the numbers that go inside this box.
4.5 Hypothesis I: Intelligent Systems Design Methodology
Hypothesis I: Integrating a selection of steps from the Standard Control System De-
sign Methodology early on, in the design cycle,and during the conceptual design phase
of the Standard Systems Design Methodology enables:
Hypothesis I.a: More knowledge about the final control / decision making archi-
tecture and configuration to be learned by the end of the conceptual design phase
Hypothesis I.b: Insight into the limits on controller / decision making architecture
and configuration and limits on performance in the final design.
Hypothesis I.c: Recommendations to the overall physical system design from an
intelligence / control / decision making architecture perspective.
4.6 Distributed Intelligence Systems Proposed Design Method-
ology
The main objective behind developing a new design methodology (specific to dis-
tributed intelligence emergent systems) is to bring the intelligence or control archi-
tecture design upstream within the conceptual design phase. Section 4.1 introduced
one of many variations on the conceptual design process. Section 4.2 presented a
general all encompassing process for control architecture design, even though this full
process is seldom used. The task in this section is combining both design processes
into one hybrid distributed intelligence system design process. The idea is that rel-
evant steps are included from both processes while exchanging key information at
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predefined milestones.
The hybrid design process reveals information in three major areas:
• The effect of the control architecture on the physical system layout, configura-
tion and components.
• The constraints which the physical system imposes on the control architecture
with respect to performance and capability.
• Potential improvements in the matched pair of control architecture and physical
system designs.
Starting with the conceptual design process (see Figure 31), the problem definition
and objective definition steps are done for the overall system; physical system and
control architecture. The design process temporarily splits into two paths at this
point.
On one path, the physical system’s conceptual design is proposed or synthesized,
then modeled. Behavioral or inverse dynamics models are used at this stage. Along
a second path, the physical system is further analyzed from a control architecture
perspective and based on the earlier problem and objective definition. The physical
system concept alternative is set at this point with enough top level details that
enables the partial initial choice of a control architecture.
Next, the control architecture is addressed. The control configuration is proposed,
followed by a control method. Appropriate analyses of both of these steps are done
as shown in Section 4.2. A control architecture design loop is defined here, such that
the output is a compatible pair of a control configuration choice and a control method
choice. Note that this is not a fully defined control architecture (the actual controller
design remains), but for the purposes of this section, the pair of control configuration
and method will be referred to as such.
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The control architecture choice is fedback to the systems design process. A concept
analysis is done parallel to a control architecture analysis. In fact, this analysis is done
on the same software behavioral model, which contains a layer defining the distributed
intelligence (embodied in the control architecture choice) and other layers defining the
rest of the physical system. This hybrid step is referred to as the feasibility and initial
evaluation step. It will be covered in details in the following section.
If the model analysis yields unacceptable results, another iteration along the in-
terconnecting design loop is done. It is possible to go one step lower and go through
one or more iteration along the control architecture design loop. The output of the
design process, so far, is one conceptual design alternative that is either acceptable
or unacceptable based on some criteria.
The outer most loop is the conceptual design loop. It is the loop that spans the
extents of the design space and produces different feasible design alternatives. The
above steps are repeated for a different conceptual design alternative proposed or
synthesized in the concept synthesis step.
Eventually, several feasible design alternatives are handed to the final concept se-
lection step. This involves final evaluation of design alternatives based on capabilities
of the overall system, as well as other criteria.
Note that the design methodology involved three loops:
1. Internal control architecture loop. Output is one control architecture alterna-
tive.
2. Mid concept analysis and feasibility loop. Output is a feasible design alternative
compatible with the chosen control architecture.
3. Top concept generation loop. Output is a set of feasible designs with varying


















































































































































































































































































































































































































































































































































































































4.7 Feasibility and Initial Assessment
The generation of a conceptual design does not mean that this design is feasible. This
section proposes a feasibility and initial assessment approach for intelligent systems.
The feasibility analysis heavily depends on simulation based engineering. A model
of the physical system is built, such that the behavior is modeled as accurately as
possible. It is not important whether this model is a detailed dynamics focused model
or a less accurate large scale model. It depends on the application and the type of
information required. What’s important is that it models the “behavior” of the system
in a way that captures state interdependency, emergent behavior, vulnerabilities,
constraints, i.e. the inherent system characteristics, characteristics that cannot be
predicted with mathematical analysis alone. Therefore behavioral, inverse dynamics
models are most suitable for this application.
Initial assessment also relies on the computer model. However, the information
sought is different. Initial assessment of a feasible control architecture aims at de-
termining the level (qualitatively or quantitatively) of satisfaction of system require-
ments. For example, how well can the control architecture / physical system combi-
nation able to achieve the system design requirements.
The function of the control architecture is to drive the system within the design re-
quirements range, using a finite resources, avoiding any instabilities, and maintaining
a standard level of capability. It accomplishes this function by processing inputs from
a sensor network and applying control commands to an actuator network. The control
architecture combined with the physical architecture form the system architecture.
Hence there are four main functions any control architecture needs to carryout on
the system architecture. Four different analyses are proposed, one in place of each
function.
Figure 32 outlines the integrated design methodology, i.e.the control architecture
and the physical system design process. It starts by taking the potential system
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architecture as its input. System spatial and functional requirements are considered
first. For example, will all the subsystems fit in the available assigned space for the
overall system, and / or will the system weight be acceptable? This step is a feasibility
step, meaning it is a pass / no pass step.
The second step is composed of four analyses conducted on the potential architec-
ture corresponding to the control architecture functions discussed earlier. The four
analyses exchange information with the two last steps, namely the actuator placement
and sensor placement. Actuator and sensors positions are either handed over from
the potential architecture definition or proposed within these two steps. If proposed,
the actuator and sensor architecture has to be compatible with the potential design.
The four analyses attempt at answering the following design questions:
1. Can the system reach the required states or capabilities? → State Reachability
2. What is required of the actuators, such that the system reaches its required
final states? → Inverse Dynamics
3. Along the path to the final states, will the system become unstable? Can it be
stabilized? → Stability Requirements
4. Along the path to the final states, will the system perform adequately? → Ca-
pability Potential
The system has to be represented by a physics based behavioral model for con-
ducting any of the above analyses. The more detailed and accurate the behavioral
model is, the more information delivered by these analyses. Moreover, not all analyses
can be conducted for all types of systems, and not all analyses present the same level
of information accuracy for the same system. The exception is the state reachability
analysis which can be (and needs to be) conducted for any physical system.































































































































































































































4.7.1 State Reachability Analysis
State reachability analysis aims at defining the range of the physical system states. In
other words, the goal behind conducting this analysis is to study the extent of “how
far the system can go”. The concentration here is on the more desirable states, or
states that define the performance of the system, and not on the full system’s state
set. For example, in a fluid network, if the objective of the network is to deliver a
certain amount of flow to a service, then the desirable state is the mass (or volumetric)
flow rate. Pressure is another computed state. Although it is essential for the proper
system simulation, it is not one of the states that define the main system function.
There are several drivers that influence the system’s reachability. The first is the
physical system configuration, i.e. the system’s components, their function, setup and
behavior. The system’s layout, or the structural arrangement of the system compo-
nents - topology , is another reachability driver. Finally, the components connectivity
and information exchanged on the connection links count as the final driver.
Reachability is influenced by two main factors:
1. The capacity of control authority the control architecture can deliver: The
control architecture actuator network should have enough resources (routed
along the physical system’s components) and deliver enough driving forces to
change and adequately manipulate the system’s states. An example of this is
an aileron system on an aircraft wing. If the required design criteria is that
the aileron deflects at x 0/s, the aileron actuator component has to be supplied
by enough resources (hydraulic pressure or electrical current or . . . ) to move
the aileron at this speed. Moreover, the control architecture has to able to
maintain the deflection speed at maximum loading conditions, i.e. providing
enough control authority.
2. The physical limitations of the system: If the physical system cannot make
94
it to the final required state because of inherent constraints , then it does not
matter how well a control architecture is designed. It will not be able to achieve
the system requirements. Building on the previous aileron example, consider a
required maximum aileron deflection of y0. If the aileron mechanism is limited
to less than y0, then there is no control system that is capable of achieving the
design requirement. The control architecture is always limited by the potential
in the physical system.
State reachability, unlike the following three analyses, is always performed in
systems design, regardless whether the system has a control architecture or not. In
some cases, it is referred to as “trajectory study” [12]. In fact, it is one of the main
tasks in the traditional design process. The next three analyses are more related to
the control architecture and its relationship to the physical system.
4.7.2 Inverse Dynamics Analysis
Many systems can be represented by a set of mathematical / logical equations, which
describe the system states. For most engineering systems, the set of equations require
generalized forces as their inputs and produce state trajectories as outputs. For
instance, a force acting on a mass results in a certain velocity and acceleration of the
mass. The force counts as the input to the governing equations set, which is solved
for velocity and acceleration. This solution is referred to as the forward dynamics
solution of system equations.
Inverse dynamics analysis is, as the name implies, the solution of the inverse
problem. If a prescribed velocity and acceleration profiles are required from the
above mass, inverse dynamics analysis attempts at calculating the driving force. This
type of analysis is very popular in the area of robotics and biomechanics. One of the
earliest works on inverse dynamics was in [3], where the problem of the control of a
flexible link was solved.
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The main assumption required to solve inverse dynamics problems is that tran-
sients do not affect the solution. In other words, transients are ignored. For many
systems, specially systems with higher time constants such as mechanical systems,
this is not a drastic assumption. A quasi-equilibrium is assumed at every time step
within a simulation run, hence balance equations (energy, force, . . . ) can be solved
for generalized forces.
Inverse dynamics analysis is considered a very effective tool in sizing systems.
Building on the example described in Section 4.7.1, given an external aerodynamic
moment on an electrically driven aileron, and for a prescribed aileron deflection, the
analysis calculates the required motor torque, and in turn the electric system power
demand.
Another major output of the inverse dynamics analysis is the generalized resultant
forces, or the impact of the states change on the system. The prescribed motion of
the above aileron is caused by the motor torque, which together with the aileron and
mechanism, are attached to the aircraft wing. The resultant forces and moments that
the aileron system exerts on the wing can be calculated as well as the driving forces.
4.7.3 Stability Requirements Analysis
Traditionally, stability is addressed through rigorous mathematical analyses to the
equation set of dynamic systems. Accurate stability ranges are identified and sta-
bilizing controllers are designed. Dynamics systems are, many times, linearized to
be suitable for wide variety of stability analyses methods. Since stability is greatly
affected by system parameters, such analyses is usually conducted after the physical
system is designed.
But addressing stability in the conceptual design phase is not as straightforward
since the system’s parameters are not set yet. Hence, accurate stability properties
are not available at this stage. However, there is much information about stability
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that can be inferred about the system in the conceptual design phase. This is the
objective of the the stability requirements analysis.
Similar to state reachability and inverse dynamics, stability analysis relies on the
system behavioral model. In addition to the model, it is also necessary to have
an elementary mathematical (or logical) representation of the system. Simulation
scenarios that stimulate system states to change within their domain limits span the
full range of operation of the system while the mathematical representation helps
the designer understand the the system’s behavior within the full range. The output
of the stability analysis is not necessarily an accurate identification of the systems’s
stability limits, but it is a general understanding of the stability properties of the
system.
Another output of the stability analysis is more related to the constraints and
operational limits. Constraints arise from different sources, such as the system inher-
ent characteristics, actuator power, mathematical model of the control architecture,
among others. Physical constraints resulting from the system’s properties, architec-
ture, components or connectivity are the objective of stability analysis in this context.
The control architecture has to conform to these constraints during operation while
either avoiding instability regions or stabilizing the system within such regions.
Note that the definition of stability analysis, as defined in this section, is different
from traditional stability methods employed in the field of control systems. While
traditional stability aims at stabilizing a previously designed physical system, the
current analysis tries to qualitatively describe instability regions and quantify the
systems’s physical constraints. The fact remains that traditional stability cannot be
accurately addressed until the final systems parameters are set in place.
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4.7.4 Capability Potential Analysis
System capability is usually defined as part of the systems requirements in the early
design phase. Section 1.7.3 outlines the basic concept of capability and capability
based design. The mathematical definition of a system capability depends on the
performance metrics (also may be defined in the system’s requirements). The system
behavioral model, if properly designed and implemented, can predict many of the
system’s performance metrics enabling the calculation of required system capabilities.
The key enabler for the capability potential analysis is the computer simulation
model. Modeling and simulation environments have been previously used for capa-
bility assessment of acquisition and life cycle management in defense systems (for
example [138], [93], [132], [1] and [146]) and in concurrent engineering (see [88]).
However, it is the assertion in this dissertation that modeling and simulation can also
be used to assess the capabilities of dynamic large scale systems.
Some capabilities, such as effectiveness or survivability, require numerous number
of simulation runs with different scenarios. System performance metrics are calcu-
lated for each run. The collective set of simulation results is used to predict the
required capability. Also, note that not all capabilities can be predicted. Capabilities
depending on system’s state transients require more than a behavioral model (de-
tailed dynamics model are usually required). Hence, the outlined analyses will not
be possible unless such detailed model exists.
4.8 Summary
The objective of this section was to find a hybrid design process that includes both
the physical system design and the control architecture design in the conceptual
design phase. The traditional systems design process was outlined and explained.
In addition, a typical control design process was outlined in full detail. Analysis of
this process showed that there are three control architecture decisions, which were
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identified as control configuration, control method, and controller.
Further discussion showed that the first two decisions can be included in the
conceptual design phase, namely the control configuration and control method. A
hybrid design process was created by merging the aforementioned design processes,
such that critical information is exchanged at specific milestones. This resulted in
several design loops that involved the control architecture as well as the physical
system.
To assess the feasibility of a control architecture / physical system pair (and
hence break the loop by proposing a design), four different analyses were developed.
All four analyses affect the actuator and sensor networks. The four analyses were
State Reachability (what the system can do), Inverse Dynamics (how much resources
it costs), Stability (regions of stability and constraints) and finally the Capability
Potential (how good of a system it is).
Hence, all tools were set in place for addressing the control architecture and the
physical system designs, coupled, in the conceptual design phase.
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CHAPTER V
INTELLIGENCE AND CONTROL ARCHITECTURE
METAMODEL
5.1 Introduction
Architecture is the conceptual description of the structure and behavior of a system.
Focusing on intelligence architectures, it is necessary and sufficient to set the struc-
ture/configuration and method/technique of a specific design to completely define the
concept.
However, representation of architectures (structure and behavior) is not a standard
process. There has been many attempts at standardization for specific domains [36]
[91]), such as the Unified Modeling Language (UML) in the field if object oriented
software engineering [23], Department of Defense Architecture Framework (DODAF)
[101], and others. No architecture modeling language exists for intelligent systems.
Architecture is described by defining three basic concepts [87]:
1. Decomposition: what components are included in the system
2. Interface conformance: each component in the architecture must conform to its
interface rules. This includes behavior constraints
3. Communication integrity: system components only interact per the rules spec-
ified by the architecture.
This chapter presents a novel approach to representing architecture concepts of
intelligent systems. The focus on intelligent systems does not keep the proposed
approach from being applicable to large scale emergent systems, and to autonomous
systems.
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The novel approach presented therein decomposes the intelligence architectural
concept into two main members: the configuration or structure and the method or
technique. This is in accordance with the novel control systems taxonomy presented
in section 5.2.1. Intelligence or control configuration is covered in section 5.6 while
the control methods representation is covered in section 5.7.
5.2 Control Systems Taxonomy
Taxonomy is the science, practice, principles or techniques of systematic classification
within a given domain. Although it is a term primarily used within the realm of biol-
ogy, its meaning or significance applies to any domain encompassing components that
share similar and dissimilar traits, or in domains which rely on a hierarchical repre-
sentation of their structure. Controls Engineering is not an exception. Controllers
can be classified into groups and subgroups based on certain criteria, discussed later,
that cover the controller design field.
System of systems design involves the systematic exploration of a given design
space and the evaluation of a multitude of design alternatives. A specific design
concept is chosen after many designs are compared. To generate such a pool of designs
(out of which one is chosen), the designer has to have a method of parametrically
representing these designs, and needs to explore different concepts which usually are
very dissimilar. The task of generation of design alternatives can only be accomplished
if a proper classification of system components is employed, and such components are
placed in predefined organizational tree structures. Controller structure (or in a more
general sense: Control and Decision Making Architecture) is an inherent component in
Intelligent Systems. Hence, a systematic classification and categorization (taxonomy)
of controllers is an essential enabler for intelligent systems design. Unfortunately, the
traditional controller taxonomy does not help much.
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Table 2: Typical Controller Matrix of Alternatives Based on a Traditional Taxonomy
of Controllers
Controller Class Controller Subclass Controller Family
Simple Control Proportional Integral Derivative -
Adaptive Control Gain Scheduling Stability Optimized
Gradient Optimized
Model Reference Adaptive Parametric
Nonparametric
Model Identification Adaptive -




Robust Control H∞ Loop Shaping -
H2 Minimization -
Stochastic Control Linear Quadratic Gaussian -
Robust Control Techniques -
Intelligent Control Neural Networks Rule Based
Bayesian Optimized
Fuzzy Logic Artificial Intelligence
Genetic Algorithms . . .
Agent Based
Hierarchical Control Networked Control Centralized
Decentralized
102
5.2.1 Traditional Control Systems Taxonomy
Traditionally, control systems are mainly viewed and categorized from two perspec-
tives: the less common overall control structure perspective, and the more common
the low level controller perspective. Yet, the current published literature does not
present much detail on either perspectives. In fact, because of how controllers (and
control systems in general) are designed, this subject seems less important for control
engineers. Reasons for the sparse research on this subject are suggested in a later
section. The subject of this section is to span different approaches on the taxonomy
of control systems.
Controllers receive more attention, research, analysis, design and testing than the
overall structure of the control system configuration. Controllers are classified based
on the computational techniques they employ to produce a control command signal
(which is applied to the actuators in the plant). How the controller “computes” and
“behaves” is the main classification criteria, followed by less important criteria of how
the controller (or the control system as a whole) is structured or interacts with the
plant.
Surprisingly, the subject of controllers classification is hardly addressed in pub-
lished literature. It is limited to classification approaches based on the numerical
algorithm of the lower level controller, or to a top level control architecture
Table 2 presents a proposed taxonomy gathered from the literature, and based on
the essence of the science of control systems: concentration on the controller compu-
tational algorithm. It can be regarded as an equivalent to a Matrix of Alternatives
in system design terms, applied to controllers. Note that entries in table 2 by no
means present a comprehensive set of controllers, it is a representative breakdown of
the most common controller types used in current engineering systems. Parallel to
the field of biology, controllers are grouped into classes, and further broken down into
subclasses and families.
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The first family of controllers is the simple control family. It has this name because
no processing of the feedback signal takes place, the system state is only multiplied by
a gain, its derivative by another gain and its integral by a third gain, and is fed back
to calculate the error. All gains are constant real numbers, and are chosen to satisfy
certain performance criteria. No feedback control system can take a form simpler
than this.
Adaptive control, on the other hand, uses different values for the gains, depending
on the system’s surrounding conditions. Details on how to design an adaptive control
system is beyond the scope of this text. However, an example helps introduce the
idea behind this controller class. In a conventional aircraft, the gain on the channel
corresponding to a complex pole in one flight condition, can be changed (in value)
if this pole changes location during another flight condition. This allows for better
overall system performance. The gain can have different preset values as in Gain
Scheduling or on line calculation as in the Model Reference or Model Identification
subclasses. The gain scheduling subclass can have a stability optimized set of gains
or a gradient optimized set. The model reference subclass may employ parametric
or a non parametric model. Hence, the objective of the controller class is to have a
set of different gains to improve piecewise system performance, each subclass uses a
different setup for the gain calculation, while each family within the subclass uses a
different numerical approach to calculate these gains.
Optimal control is based on finding a control law (a set of gains) for a particular
system such that a set of optimality conditions or constraints are satisfied. The
optimal control problem contains a cost function, to be minimized, that is a function
of the system states and control variables.
Robust control is focused on the uncertainty associated with the system; un-
certainty in the system’s model, in its inputs, in the applied disturbances. The
uncertainty is prescribed and bounded within a compact set, and the objective of
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the robust controller is to achieve stability and acceptable performance within this
uncertain system domain.
Stochastic control assumes noise (with known probability distribution) on any of
the measured states, and tries to find an optimal controller that minimizes a cost
function in the presence of noise. Note that optimal control, robust control, adaptive
control and simple control all have very similar structures from a configuration point
of view; they all feedback states or their derivatives, and multiply them by gains.
Intelligent control does not necessarily solve matrix differential equations, nor
other advanced computational methods to reach a control action (or control law).
Most intelligent control subclasses use some sort of logic embedded in software mod-
ules to achieve a certain control action. Data used by these software modules can be
obtained on line during real-time operation of the system, or off line using methods
such as training and fine tuning, or both ways.
Hierarchical control deals more with the controller configuration, and how the
control law propagates down the hierarchy from the top level overall system to lower
level component controllers.
5.2.2 Inadequacy for Conceptual Design Phase
The difference between adaptive control and simple control is in how the gain is cal-
culated. The simple control class has a constant gain calculated off line (during the
controller design phase) to satisfy certain performance criteria. The adaptive con-
trol class substitutes the single gain with a set (continuous or discretized) of gains
to satisfy a set of performance criteria in different system conditions. Hence from
a controller design perspective, these classes are very different. On the other hand,
both controllers will take the system state as their instantaneous input, multiply this
state by a real number, calculate the error by comparing to the desired state, and
based on this error apply a control input to the actuator. Therefore both controller
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classes have the same architecture or configuration from a systems design perspec-
tive. Another example is given with the intelligent control class. From a systems
engineer, a genetic algorithm using a set of states is different from another algorithm
using a different set. The two different algorithms might have different software and
hardware requirements, might have different physical limitations or constraints. On
the other hand, the control engineer only sees a piece of computer software that runs
on specific hardware, requiring certain inputs. What the system engineer vies as very
dissimilar subsystems are viewed as similar subsystems by the control engineer. Akin
arguments can be made for the other pairs of control classes according to table 2.
This is the first major issue with such a taxonomy; a taxonomy based on the com-
putational algorithm used by the controller. Controllers a dissimilar according to a
control engineer, but similar according to a systems engineer, and vice versa.
Researchers, control engineers and scientists might agree or disagree with some
components of this classification. For instance some might argue that model predictive
control can be a class on its own due to its popularity (model predictive controllers and
proportional integral derivative controllers are by far the most common controllers
used in engineering). This is a very valid argument, but if this is the case, where
does optimal control fall? It cannot be a subclass to model predictive control because
model predictive control uses optimization techniques in calculation of gains. Model
reference control is very similar to model predictive control, so does it fall under
its class? But it is by definition an adaptive control technique which has little to
do with model predictive control. It is clear that classification of controllers in a
taxonomy based on the controller computational algorithm results is overlapping areas
of applicability of controllers. As another example, some control engineers will choose
to have robust control as a subclass to stochastic control, while others might see
the opposite. Or that stochastic control is in fact optimal control used with noise.
Network control is not necessarily hierarchical and can be completely distributed
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within a flat configuration. On the other hand, model predictive control can be
distributed over a network, or setup in a hierarchical configuration, or existing as a
one central overall system controller.
The disagreement emphasizes the point of this section: there is no general consen-
sus on how controllers are classified. This is the second major problem that hinders
the usage of such a taxonomy (or any similar one) in distributed intelligent emergent
systems’ design. It prohibits the spanning of the control architecture design space
during conceptual design.
The major reason why this is the case in the control society realm is that con-
trollers are designed for an already finalized (or almost finalized) plant design. Very
little change in the plant structure is allowed, parameters are set, and in some cases,
the physical plant is already in the fabrication phase. This is beyond the the con-
ceptual design phase presented in this dissertation. The plant structure or hierarchy
dictates the control configuration, which (coupled with the control engineers’ expe-
rience) in turn results in very limited choices, if any, for control methods. So not
much improvement can be accomplished regarding the intelligent architecture. For
most complex systems, this does not present a major issue. Yet, for the intelligent
large scale systems under consideration, the intelligence attribute is inherent to the
system’s requirements and system’s structure. Hence it cannot be put aside for later
design, i.e. after the system is built.
The designer needs to pay more attention to the intelligence structure early on in
the conceptual design phase. Hence the intelligence attribute or requirement should
be considered from a structural point of view. Computing control law parameters
(such as gains) or any numeric specific system definition parameters should be left to
later design phases. In fact, these tasks should be avoided in the conceptual design
phase, or else, the essential step of design space exploration will be substantially
compromised, locking the designer within very limited intelligence architecture design
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choices. The third major problem with using the current controller taxonomy is that
it overlooks the intelligence architecture structure and concentrates more on how to
compute control laws. Therefore it renders itself unuseful in the conceptual design
phase of intelligent emergent systems.
As an interim summary, the three main issues that arise from using the current
controller taxonomy are: 1) it allows for structurally similar controller classes to be
different entries in the taxonomy, 2) in other cases different controller classes overlap
and finally 3) it does not take the controller structure into consideration.
5.2.3 Novel Control Systems Taxonomy Approach
Rather than treat control architecture classification from two traditional perspectives,
namely: mathematical approach regarding the controller and an arbitrary approach
referring to the way control systems courses are arranged in educational institutions,
control architectures taxonomy ought to be considered in the systems engineering
context. Since, the overall motivation behind this research is to include control ar-
chitecture design consideration in the conceptual design phase, it makes more sense
to classify control architectures based on the anticipated decisions made during this
phase.
Section 4.3 outlined the three main decisions a control engineer needs to make
when designing a control architecture. These decisions are made regardless of the
current design phase, but usually enter the design process at or after the detailed
design phase (refer to Section 1.9). However, the hypothesis is that not all control
design decisions need to wait for a detailed physical system design. The control
configuration and the control method can be defined, in a general sense if not in
detail, in the conceptual design phase.
The current control architecture design tradition highly couples the control con-
figuration and control method concepts (Figure 29). This is in part due to how the
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What Decisions Can Be Included in the Conceptual Design?






























9Figure 33: Three Major Control Architecture Decisions in Conceptual Design
traditional control systems taxonomy is arranged, frequently mixing between the two
concepts. The first step in developing a novel taxonomy is to decouple (or at least
relax the hard coupling) of these two concepts. Hence making it possible to treat
each independently.
First, It will be assume that any control configurations can accommodate all con-
trol methods, and any control method can be implemented in all configurations. As
an example, consider a hierarchical control configuration. PID and model predictive
control methods can be implemented in such a configuration. Of course there are ex-
ceptions to this assumption arising from two different sources: 1) control architectures
unsuitable for particular physical systems, and 2) control methods requiring specific
control configurations. For instance, decentralized control of highly coupled subsys-
tems is nearly impossible. Also, network control methods and centralized control
configuration are by definition incompatible.
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Novel Control Architecture Taxonomy
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Figure 34: Novel Control Configuration Taxonomy
5.2.4 Novel Control Configurations Taxonomy
Next, the control configuration is examined from a structural or topological point of
view. A control configuration taxonomy is proposed in Figure 34. The centralized
control configuration is mutually exclusive to any dispersed control configuration, and
stands alone in its own class. There can be no reduction in topology for centralized
control because, by definition, it is composed of one controller. Centralized control
configurations encompassing distributed control (refer to Section 2.2.4 and Figure 13)
are assumed to be a special case, but do not stand in its own subclass or family.
Hierarchical configurations are ones with sub-controller multi-levels, and stands in
its own subclass. It can exist in its pure form, or can be a simple tree (forming a family
of the hierarchical subclass). Another family under the hierarchical configuration is
distributed configurations, in which controllers on lower levels can have direct cross
communication without reference to the parent sub-controller.
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The next member in the dispersed configuration class is the flat control configu-
ration subclass. It is characterized by having all controllers on the same level, with
no controllers having a higher authority level, hence “flat”. The flat subclass has
two families. The single dimension family is one in which all sub-controllers are con-
nected in a single one dimensional chain topology. Sub-controllers in the grid family
are arranged in a two- (or n-) dimensional grid. Note that with the flat subclass,
some sub-controllers can be designated as boundary nodes, at which a control signal
terminates and is not relayed to the next sub-controller.
The ring subclass is similar to the flat subclass, with the only difference that a sig-
nal can be relayed between sub-controllers such that it ends where it originated. Ring
control configurations can be a single ring, or multiple rings arranged in a sequen-
tial, intersecting, concentric or general fashion. The hybrid subclass is any control
configuration that contains elements from more than one other control configuration
subclass.
Note that the aforementioned taxonomy is not necessarily comprehensive, i.e. it
does not span all control configurations or topologies in the current practice. Never-
theless, it is the proposition of the author that such a taxonomy is sufficient in covering
most commonly used control architectures. Moreover, the novel control configuration
taxonomy is easily expanded to other subclasses, if need arises.
5.2.5 Novel Control Methods Taxonomy
Instead of the topological approach adopted for control configuration classification,
control methods are classified on an internal structural basis in addition to function
accomplishment basis. All control methods (and/or sub-controllers) aim at driving
the physical system to a final state, by considering the current state and the required
final objective, and changing the control signals to the physical system. However,
different types of control methods achieve this goal using a variety of pathways. The
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proposed control methods taxonomy is based on the mechanisms these pathways are
implemented such that the controller accomplishes its function.
The first member of control methods is the simple subclass. It includes classical
control techniques such as PID control. LQR control is similar in internal structure as
PID control, but differ in how the controller parameters are calculate off line. Hence
it is considered as another family within the simple control subclass. Other variations
on PID or LQR control can extend the simple subclass to to new families.
Optimized control methods form a second subclass. They are characterized by
solving an optimization equation on line, i.e. in real time or during the controller
execution not during the controller design. For example, model predictive control
calculated a set of inputs to drive the system along a certain trajectory by minimizing
a function, and this is done in line. Model predictive control and optimal control,
among others, are families of the optimized subclass.
The intelligent subclass encompasses all methods with an internal structure that
allows for some sort of higher level decision making or provide an internal learning
mechanism. Also, it may encompass all control methods with embedded inference
engines within sub-controllers. This subclass is very diverse, and includes the families
of all artificial intelligence algorithms, all fuzzy control algorithms and neural network
control.
Another subclass in the control methods class is agent based control. This sub-
class and its members are characterized by independent sub-controllers in the form
of self contained software entities, that interact to achieve the control architecture
objective. Both the intelligent subclass and the agent based subclass are software
based. However, the agent based subclass differs from the intelligent subclass in the
software structure since the former relies on agent interactions, while the latter is
built on modules exchanging information.
Network control systems are classified in a separate subclass, since extra controller
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components are required for communication issues handling. Properties of communi-
cation networks in control systems, such latency, throughput and bandwidth, affect
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Figure 35: Novel Control Method Taxonomy
5.3 Control Architectures Meta-model
Metomodeling can be defined as the assembly or construction of a set of “concepts”
within a specific domain of science or engineering. “Concepts” may refer to things,
objects, procedures, or functions. A meta model is a level of abstraction higher than
a library of objects abstraction, which in turn is another level higher of an actual
model. Examples of metamodels are UML and SysML. The metamodel sets the rules
and standards to build object libraries which are used to build models.
A control architecture can be realized in different ways. The most straight forward
is to design the actual control system, set all its parameters, deploy it on the physical
system, test it and confirm its functionality with respect to system requirements.
This means that the physical system has to have been designed and manufactured, far
from being in the conceptual design phase. Since the main objective is to address the
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control architecture in the system conceptual design phase, the traditional approach
The current state of the art is to wait on the sy
5.4 Physical Subsystems vs. Control Framework Decompo-
sition
To avoid confusion, it is necessary to point out the difference between physical sys-
tem and intelligence framework decomposition. The physical system, as discussed
Chapter 1, is the actual system that the designers are trying to add intelligence to.
Decomposition of this physical system follows system design practices and is based
in functional decomposition or spatial decomposition. The current traditional intel-
ligent system design practices dictates that the decomposition of the physical system
is done independently from the intelligence architecture design. This results in the
intelligence system being designed after the physical system’s design is finalized, as
discussed earlier.
The new design methodology presented in Section 4.6 allows for the intelligence
or control subsystem and the physical subsystem to be concurrently designed. Cer-
tain information are is exchanged at pre-specified design steps, including the system
decomposition.
Initially, the physical system decomposition is done first without considering the
intelligence architecture. Next, information about the system is used to analyze
the intelligence architecture through a separate decomposition. The broken down
intelligence architecture resulting from the second decomposition is used to update
the original system decomposition. This continues in an iterative process until a
satisfactory design is reached.
The physical system decomposition and the intelligence architecture decomposi-
tion are two separate but dependent tasks. These two tasks result in two different
decompositions, one for the physical system and another for the intelligence architec-
ture.
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5.5 Intelligent Systems Features - Revisited
The proposed control architecture metamodel has to enable the following concepts:
1. Scalability is defined as the ability of the system to handle more tasks, or the
ability of the system to enlarge in size or complexity [21]. In terms of control
architecture, scalability is defined in the context of increasing the control archi-
tecture components (controllers, actuators, sensors, communication modules,
processors,etc.), on different levels of the hierarchy, to handle more subsystems.
In general, scalability is difficult to quantify and define even though it is fre-
quently referred to in software systems [52]. There has been numerous attempts
at presenting a rigorous definition of scalability, such as [22], [131] and [26]. ”An
architecture is scalable with respect to an IT profile and a range of desired ca-
pacities if it has a viable set of instantiation s over that range. Viable taken
to mean with a linear (or sub-linear) increase in physical resource usage as
capacity increases . . .” [26]
Definition given by [131] is more appropriate for control architecture: ”Scalabil-
ity is the ability of a system to continue to meet its response time or throughput
objectives as the demand for the software functions increases.” [131] The control
architecture is scalable if it is flexible enough to increase in size so as to handle
more modules, while achieving its original design capability. In addition, scala-
bility can be defined in terms of speedup. That is the increase in performance
if the control architecture is extended with additional processor modules while
the physical system remains unchanged.
2. Modularity is a software paradigm that stresses on the separation of the func-
tionality of a program into independent, interchangeable modules. Each module
contains everything necessary to execute only one aspect of the desired func-
tionality. The collection of all modules may be placed in a single container,
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such as a library or framework. A computer program, or in our case: a software
based control architecture, is an assembly of some / all of the modules within
a library. Modularity is essential in building complex applications [135].
The proposed metamodel has to be able to represent control architectures in
the form of independent self contained modules that have a clearly defined
function and interface. This provides the means for reusability of components.
More importantly, the standardized representation also enables the consistent
comparison between control architectures on a component (or sub-component)
level. In addtion, the metamodel facilitate the modeling of modular networks
(modules connected over a network such as their interface is optimized) in which
supervised and unsupervised learning functions can be conducted on different
parts of the network [130].
5.6 Proposed Control Configuration Metamodel
The control architecture configuration, sometimes referred to as the control architec-
ture structure, is defined by the its included components, their interface standards
and the properties of the interconnecting network. Due to current control systems de-
sign practices, control configuration is confused with control methods (such as agent
based control). Control methods, on the other hand, refer to the algorithm that
the control architecture will adopt to accomplish its required function. For example:
distributed model predictive control is a control architecture which uses the model
predictive control algorithms, but has a distributed structure.
In other cases, control configuration, control method and the actual controller
are all put in one package and designed as one single entity in the overall complex
system. This is acceptable with simple systems, or with more traditional well studied
systems. In most cases, control system designers will conduct minimal studies on
both the control configuration and method, while spend most of the design effort on
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synthesizing the controller. Distributed intelligence emergent system pose a challenge
for this approach.
It is not sufficient to simply state that the control configuration is distributed,
decentralized or hierarchical. These are all indications of the overall structure of the
control architecture is set. Detailed information is needed for a complete conceptual
design specification.
To enable consistent quantitative and qualitative comparison of different control
architectures, a standard framework for representation has to exist. There are two
types of standard frameworks that are used in the literature. The first is standard
architecture languages such as UML (section 3.4.1) or AADL (section 3.4.2). UML
is too generic and is not specific to control systems. AADL is more suitable to
control systems, yet it does not present guidelines to represent standard well known
architectures. Although they can be used for control configuration representation,
control methods are not directly supported.
The second type of frameworks are ones developed for particular physical system,
keeping in mind a system specific control hierarchy. For example the real time control
systems (RCS) by James Albus [7] and [8], or supervisory control [94]. It is worth
mentioning that the former presents a generalized framework that is applicable to a
wide varieties of physical systems, and stands as a significant step towards abstraction.
The problem with such frameworks is that they do not present an sufficient level of
abstraction, making most of them specific to particular control methods.
Hence, there is a need for an abstract representation framework, that is suitable
for control architecture representation, and provides guidelines for standard control
frameworks. In addition, it should allow for the representation of standard control
methods. This section presents a proposed architecture framework that is used to
represent two standard control configurations. The proposed architecture is graphical,
with an AADL backbone. Section 5.7 presents a proposed abstract control method
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representation.
5.6.1 Spatial Federation Framework
The first abstract control configuration framework to be presented is based on a
spatial decomposition of both the physical system and the control architecture. Note
that spatial decomposition is part of the conceptual design process is readily available
at this point in design. It does not involve extra steps to be taken.
The components included in the control architecture have a one to one correspon-
dence to the spatial zones within the physical system. The graphical representation
of this approach is presented in figure 36. The components are arranged in a hierar-
chy that is customized to the physical system under consideration. There are several
levels of control, hence can represent control architecture including top level intelli-
gence or decision making and lower level hardware control. Lower level distributed
intelligence can be modeled too using this abstract framework.
The control within a zone is further broken down based on function. For exam-
ple a zone might have three subsystems, with a sub-controller for each subsystem.
An internal control hierarchy can be present within the zone to coordinate these
controllers.
However, not all intelligence architectures are hierarchical. The proposed spa-
tial federation can represent flat architectures, by canceling all the controllers on
the higher hierarchy, and retaining the inter-zonal coordinating controllers. In fact
this particular abstraction can be used to model a control architecture that is a hy-
brid between architecture and flat architectures. Note that inter-zonal coordinating
controllers are not necessarily in between spatially adjacent zones.
The graphical representation helps set the components and their connectivity. It
does not define the interface nor the functionality of the components. This task is
accomplished using the AADL representation of the framework. AADL representation
118
ial Federation Framework
Zone 1 Zone 2
bassem.nairouz
Zone 3 Zone 4
@asdl.gatech.edu
Figure 36: Spatial Federation Framework
is still an ongoing task and results are not shown therein.
5.6.2 Functional Federation Framework
The functional federation framework is similar to the spatial federation framework,
although it is based on a functional decomposition. The conceptual design process will
almost always have functional decomposition data as a result of system requirements
analysis and hence this proposed framework requires no extra steps in the design
process. It is shown in figure 37.
It is worth noting that a functional decomposition is more common among current
control architectures of complex system. The reason being that subsystem controllers
are designed by subsystem domain experts, then the set of controllers are integrated
into one control architecture.
5.7 Proposed Abstract Control Method
The second step in standardizing intelligence architectures is to address the control
methods. As discussed in Section 5.2.1, the current state of the art control taxon-
omy mainly relies on the computational algorithms used to calculate the control law.
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Figure 37: Functional Federation Framework
problems, abstraction should be used to bypass the computational algorithms and
concentrate more on the control method structure, as explained in Section 5.2.3.
All control methods share similar components, in addition to method specific com-
ponents. In fact, some control methods are structurally identical, and only differ in
their computation algorithm. As far as a systems engineer is concerned during con-
ceptual design (or even a control engineer participating on the team at this level), the
structure of the controller counts more than the details of the computation. Hence, it
is possible and beneficial to abstract control or intelligence methods into a generalized
structure that standardizes control methods representation and manipulation. Sev-
eral general control architectures are present int he literature, such as the Real-time
Control System presented in [7], but are do not accommodate for different control
methods. A higher level of abstraction is needed to accomplish this task.
Figure 38 shows a proposed structure for an abstract control node or module
based on a functional decomposition. Note that this representation is developed
for the a general control method not for a specific computational approach. For
example, this architecture is able to represent a PID controller as well as a MPC


























































Figure 38: Proposed Generalized Control Node
hence common basis for comparison and evaluation.
5.7.1 Essential Modules
The control node has two main groups of inputs/outputs. The first is the interface
to the physical plant through which the node receives measurements, and applies
commands or control laws. The second is the interface with other nodes through
the communication network. At least one of these two sets of interfaces need to be
present for the control node not to be isolated. In some cases, only an interface to
the plant is needed as is with the case of centralized control. In other cases, only the
interface with other nodes is needed as with the case of hierarchical control.
Similar to all control architectures, there has to be a module that conveys the
external commands of how the final system state should be to the actual controller.
This is represented by the External Interface module. It is processes the external
required state in the form of a command. The simplest form of this module is a unity
gain which means that the external input is directly the required state. Other forms
can be simple settings to the controller, or transformations from high level user inputs
to specific numerical values applied to the control node.
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The second basic module is the Sensor Data Acquisition module. It’s responsibility
is linking to the physical system or plant to acquire measurement data, and process
these measurements. Sensor models should be included in this module. For example,
a temperature sensor might have some transitional dynamics or a can be modeled as
a simple gain.
The third and last basic module is the Command Generation Module. It processes
data from the sensor acquisition module and external interface module to generate
a control law that is applied to the plant. A simple proportional controller method
is represented as a simple gain in this module. Higher order controllers can also be
included in this module. The actuator models or dynamics (such as an electric motor)
are also part of this module.
The external interface, sensor data acquisition and command generation mod-
ules are basic and essential to any control system, and hence are essential to any
intelligence architecture. An intelligence architecture has be able to receive external
commands, have situational awareness in the form of meaningful data and process
both to generate a suitable form of action.
5.7.2 Non Essential Modules
In many cases, some direct measurements are missing through the sensors. Hence,
some control methods employ an Inference Engine just after the sensor data to esti-
mate the required missing states. Inference algorithms vary considerably, but all use
the available sensor data as their main input. Measured data and inferred states are
used to extract meaningful information in the Knowledge Extraction module. This
module can include all forms of regression, data mining or similar methods.
Several control methods, such as model predictive control and model based control,
require a software model of the physical plant to enable their optimization algorithms.
Other control algorithm might require the plant model to estimate current system
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states, avoid failure states and plan for future system setting to result in a required
performance. This function is accomplished by the Plant Model. It links to all the
previous modules as needed.
Intelligence architectures require learning mechanisms in some cases. This func-
tion is modeled in the Learning Module. It can be based in neural networks, Bayesian
networks or any similar algorithm. It receives input from the the knowledge extrac-
tion module, the sensors module and the current control decision. It produces output
that is used to generate future control decisions.
The core of intelligence is modeled in the Decision Making module. This mod-
ule can represent any within the full spectrum of intelligence approaches from rule
based fuzzy control to evolutionary artificial intelligence methods. It receives the in-
formation from the knowledge extraction and up stream modules, taking the external
interface commands into consideration, and processes these signals to determine an
appropriate course of action. It then applies its output to the command generation
module to generate a control law command signal(s) to the plant, and to the learning
module to aid in better future decision making.
Connections through missing modules from a certain control method are simply
short circuited. For example, all modules but the basic three disappear from simple
PID control. Adaptive control requires the extra decision making module to choose
between the different sets of gains that are applied to the command generation.
This node stands as a single control entity in the whole intelligence architecture.
It is possible that it is the only control entity such as in centralized simple intelli-
gence architecture. Yet it is primarily developed for large scale intelligent systems
that are usually characterized by distributed, decentralized, or hierarchical architec-
tures. Hence the generalized control node is able to link to a communication network
through three different modules. The Communication to Peer module handles com-
munication to similar nodes on the same level of hierarchy. The Communication to
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Upper Level module handles communication up the intelligence hierarchy while the
the Communication to Lower Level module handles communication down the intel-
ligence hierarchy. Decisions regarding which information is sent to which destination
are handled by the Knowledge Sharing Decisions module. The communication mod-
ules’ arrangement enables this general node structure to be a member of a multi level
intelligence architecture, together with flat distributed architectures.
A subset of all information exchanged within the node can be stored in a central
repository or database. This is represented by the Memeory module. It receives
information from the knowledge sharing decision module, from the plant software
model and from the sensor data. It can be a fully shared database or can partially
share specific information with certain modules. Although it might be required for
certain control methods or intelligence architecture, it does not affect the evaluation
of different architectures against each other.
The proposed node architecture provides a standard method of representing the
following information about the intelligence architecture.
1. The component modules present in a single node
2. The computational complexity and structural complexity of each component
within the node
3. The connectivity of the components within the single node
4. The data requirements on the inter-components connections within the node
This enables a common basis of comparison of different control/intelligence archi-
tectures from different designs. Hence evaluation of these architectures is consistent.
5.8 Hypothesis II.b
The generic architecture building blocks or components are capable of representing
different classes of common control methods
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Figure 39: PID Control Method Representation
The general abstraction of the control node presented in section 5.7 can be used
in realizing the structure of different control methods. All modules not applicable to
a the control method under consideration are ignored and any connections passing
through are short circuited.
5.8.1 Experiment II.b.1 - PID Control
PID control is the simplest control method available with feedback control systems. It
relies on acquiring some measurements from the plant, combining these measurements
with external inputs then multiplying the measurement (and possibly its derivatives
and integral) by a constant gain. The output is applied to the actuators connected to
the physical plant. All other modules are not required. Note that the three essential
modules corresponding to the three basic functions cannot be ignored. The result is
shown in figure 39.
5.8.2 Experiment II.b.2 - Intelligent Decentralized PID / Adaptive Con-
trol
This non standard control method is a hybrid between a PID controller applied to
part of the plant and an adaptive controller applied to the rest of the plant. Both
controllers constitute the lower level of the intelligence hierarchy, and are connected to
a top level intelligent controller that employs rule based methods. The representation
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Figure 40: PID/Adaptive Intelligent Hierarchical Control Method Representation
is shown in figure 40.
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CHAPTER VI
BENCHMARK PROBLEM: MECHANISM CONTROL
ARCHITECTURE
6.1 Controlled Robotic Mechanism Design Approach
Robotic manipulators or mechanisms are an integral part of many large scale systems.
Often such systems employ sophisticated control layers to coordinate the different
components in it, making the control architecture an essential subsystem, and a ma-
jor player in the system capability. However, such systems are almost always designed
by first addressing the physical system design (actuators, links, hinges, ...etc.), final-
izing the physical system design (dimensions, actuators, material, ...etc.), eventually
followed by a detail design of the control architecture and its components. The ob-
jective of this demonstration is to show that the two step design as described above
is not always necessary. In fact, the two step design approach may result in a subop-
timal system. On the other hand, a comprehensive design approach of the both the
physical mechanism components and the control architecture elements results in more
information available to the designer. It is important to note that minimal resources
are spent thus far to reach an optimal design.
The design exercise goal is two fold: to demonstrate the difference between the
traditional design approach and the alternate approach of considering the control ar-
chitecture in the conceptual design, and to show that proposed design suite provides
more information about the control architecture early on in the design cycle. In reach-
ing these goals, the effect of the physical system design on the control architecture
choice will be explored. In addition, the effect of the control architecture structure
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on the overall capability and performance limits of the full system will be quanti-
fied. Finally, the ramification of degradation of system (physical system and control
architecture) components is also compare across different control architectures.
6.1.0.1 Design Problem Statement
It is required to design a manipulating robotic mechanism that is able to move from
an initial point A to a final point B in the vertical plane. This should be accom-
plished within a certain accuracy, speed and for a pre-stated range of motion. The
mechanism tip should be able to move on a path that follows a user set trajectory.
The mechanism should be able to handle specific loads. It is preferred that the
mechanism design be as light as possible, and does not occupy a large space. This
particular problem has several features that render it particularly attractive for the
demonstration of the control architecture design and evaluation suite. Firstly, it is a
common design problem in the area of robotics. It has been addressed in numerous
texts such as [95],[122] or [128]. The actual physical system options of this problem
are established, extensively studied and well understood. Secondly, the kinematic and
kinetic equation systems of most manipulating mechanism configurations are either
easy to derive, or published in the literature. Many of these equation systems have
an analytical solution. Thirdly, the design problem can be approached at different
levels of fidelity. Computer simulation models can be built for such a physical system
at different levels of fidelity, ranging from a lower fidelity large scale models treat-
ing components as single simulation units to highly accurate models representing the
internal states of various system components. Lastly, although a manipulator mecha-
nism can have as many degrees of freedom (as required), allowing for a host of various
control architectures associated with the physical design. This means that different
control architectures can be designed, studied, compared and evaluated. Although
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that this system is a small scale system (relatively easy system to design), the follow-
ing analysis will not make use of this feature. The system is treated as a large scale
system with no assumptions made regarding its complexity and size. Also, the focus
will be more on the control architecture design suite, and less on the physical design
of the system.
6.1.1 Traditional Approach
The actual design process of the physical system is beyond the scope of this disserta-
tion. Emphasis is more on the relationship between the control architecture and the
physical system, and on the This refers to the structures, material, detailed mechan-
ical design manufacturing processes, . . . etc. It is assumed that two physical system
concepts are proposed by the design team. Both, theoretically, achieve all the design
requirements as stated above. The two proposed systems are shown in Figure 41
and Figure 42, which are described in the following sections. If a traditional design
process approach is followed, one of the two systems will be chosen based on several
selection criteria, including but not limited to, cost, capability, reliability among oth-
ers. However no attention will be given to the control architecture selection criteria.
This will be addressed after a particular physical system design option is chosen. For
example if design A (Figure 41) is selected, a packaged solution of matching control
architecture and method is put in place (without real design space exploration of the
control architecture). A centralized control architecture is a straight forward design
solution and if possible, is preferred by most control engineers. This is accompanied
by a control method such as PID control. This is followed by the calculation of con-
troller parameters (such as the gains in a PID control method), in which most of the
controller design effort is spent.
It is to be noted that the relatively straight forward choice of a control architec-
ture for such system is only possible because of the inherent physical system lack of
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complexity, originating from small scale. This feature - the small scale resulting in
reduced complexity - does not hold when the system increases in scale or complexity.
For example, if the above proposed mechanism design problem is exchanged with a
naval vessel design problem, control architecture design may not be as straightfor-
ward. Therefore, for the rest of the analysis, the information inferred from the small
system scale feature should not, and will not be used in any conclusions.
The traditional approach fails to detect several issues with the design as will
be shown. In fact, most of the constraints on the control architecture and method
are set by the initial choice of the physical system, before the control architecture is
addressed. The control architecture design suite analysis below call attention to these
constraints.
6.1.2 Physical Design A - Four Link Design
The first proposed physical design consists of four links joined by rotational friction-
less joints. Two of the links are connected to inertial points, forming a closed-loop
mechanism. this mechanism contains four rigid bodies and five joints. Each rigid
body can be represented by three equations of motion, therefore the whole mecha-
nism can be modeled with 12 equations of motion. Each joint has three associated
constraints, giving a total of ten the constraints. Hence, the number of degrees of
freedom of the system is equal to 12 equations minus 10 constraints resulting in 2 de-
grees of freedom. This is sufficient to move the mechanism tip from an initial to a final
point in the two dimensional vertical plane. A diagram depicting this design option is
shown in Figure 41. The kinematic equations this configuration are described in [39]
while [42] presents a detailed design approach for such a configuration. Reference [?]
presents a variation of the four bar mechanism. The governing kinematic equations













Figure 41: Design A Diagram - Four Link Mechanism
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Any closed loop mechanism is associated with a set of different constraints. These
constraints introduce another level of complexity on the control architecture. the
control system has to make sure that the trajectory of the mechanism does not violate
these constraints. Hence a separate module for processing the constraints should be
implemented in the control architecture. This in turn increases the computational
requirements of this control architecture. The constraints are given by:
L1 cos θ1 + L3 cos θ3 − L2 cos θ2 − L4 cos θ4 = L1
L1 sin θ1 + L3 sin θ3 − L2 sin θ2 − L4 sin θ4 = 0
(10)
As a simplification, the two outer bars are assumed to have the same length, so
do the inner upper bars. Note that the initial position of the the two outer bars is
vertical.
6.1.3 Physical Design B - Two Link Design
The second proposed physical design option is shown in Figure 42. It consists of
two bars joined by a frictionless rotational joint. The bottom bar is connected to an
inertial point. This configuration is very common in the area of robotics and has been
used multiple times in many applications [12]. The research paper [79] attempts at








Figure 42: Design B Diagram - Two Link Mechanism
to the one considered in this section. The mechanism has two rigid bodies with
three equations describing the motion of each, and two joints associated with two
constraints. Hence Design B has 2 the degrees of freedom, similar to Design A. The
equations of motion are relatively straight forward and are given by:
x = R1 cos θ1 +R2 cos θ2 (11)
y = R1 sin θ1 +R2 sin θ2 (12)
The two bar design differs drastically from the four bar design. While the closed
loop four bar design has inherent constraints that restricts the motion (by restricting
the range of values of the two independent variables), the two bar design is constraint
free. Both independent variables describing its motion have no kinematic constraints
that limit their ranges. This fact is very useful in controller design, because a con-
troller does not have to take the any constraints into consideration.
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6.2 Control Architecture Analysis Suite
The main goals behind applying the analysis suite to control architectures are twofold:
exploring the limitations that the physical system imposes on the control architecture
design, and identifying the effects of the control architecture on the physical system
performance. The four main analyses presented in Chapter 4 are discussed in the
current section.
6.2.1 State Reachability Analysis
Reachability analysis aims at defining the limits of operation of the system, i.e., how
far can the system go. this is simple to understand when it comes to mechanisms.
The kinematics equations for design any and design be are known and presented in
the earlier analysis. These equations where to put in a Matlab computer program to
check the expense of mechanism operation. The computer code is given in Appendix
A. The range of each mechanism is shown in Figures 43 and 44, together with the
nominal configuration of each mechanism. Note that both figures are drawn to the
same scale.
6.2.2 Inverse Dynamics Analysis
The objective of this analysis exercise is to determine the required resources to operate
either mechanism. For such a design problem, the required resources are the amount
off electric power supply to the mortal moving the links. In addition, the electric
motors’ torques and their resultant torques are also calculated.
To conduct the inverse dynamics analysis, a path is assumed such that each mech-
anism is required to move along that path. The path schematic is given in Figure
45. It consists on five segments (six way points). The segments are as follows: from
top left to top middle, from top middle to bottom middle, from bottom middle to
top right, from top right to top middle, and back to top left. The path spans the
extents design A’s reachable limits, and is chosen so as to have a fair comparison
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Figure 43: Design A Nominal Configuration - Reachability
with design B. Note that design B is capable of reaching a wider range of points, yet
since the objective of is to compare both designs, then a common required path needs
to be implemented on both mechanisms. In addition, the mechanism is required to
maintain its position for one second at each of four internal waypoints.
Two separate inverse dynamics models are built for both the mechanism designs.
The SimMechanics Simulink toolbox is used, since it provides much functionality and
enables the programmer to concentrate more on the physics of the problem rather
than the mathematical formulation.
The simulation model for design A is shown in Figure 46. The path way points
are transformed into their corresponding angles on the two sidebars. These angles
are used as inputs to the model rather than using the way points themselves. this
technique avoids building a separate controller module. Inverse dynamics assumes
that controllers are ideal. Also, the model assumes no control in between the way
points. Only the error in between the current point and that is the destination way
point is used to drive the mechanism. Ideally a control layer that controls the path
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Figure 44: Design B Nominal Configuration - Reachability
in addition to the final points should be used.
Figure 46 shows the top level representation of design A. At this level, the model
processes the inputs and gathers the outputs. The actual inverse dynamics are mod-
eled one level deeper and are shown in figure 47. The mass and physical properties of
the mechanism are inputed in this level. It is important to note that SimMechanics
models the actual actual components of the mechanism using a physical representa-
tion, not merely using mathematical constructs. This allows the modeling of dynam-
ical systems a more physics focused approach rather than a mathematical approach.
The simulation model for design B is shown in Figure 48. Similar to the design
A model, the design B inverse dynamics model is built using SimMechanics. The top
level model in Figure 48 manipulates the inputs and outputs. Figure 49 shows the
internal dynamics of the two bar mechanism.
Inverse dynamics, in mechanisms context, is calculating the forces and torques
that can drive a given motion profile. The motion profile is defined by calculating






Figure 45: Mechanisms A & B Required Path
placed in between the bar masses in the design A and design B models (see Figures
47 and 49). Constraints are placed on the joints such that they only rotate around
a single axis (the z-axis in this case, since the mechanisms are planar). Each joint is
connected to a “joint actuator” which commands a joint rotation angle. The angle,
the angular velocity, reaction force and torque, and the driving torque in each joint
(which is equal to the motor torque) are measured.
The two actuators (electric motors) driving the joints are assumed to have a
maximum speed of 10 o/sec and a maximum acceleration of 20 o/sec2. The electric
motor is assumed to accelerate with maximum acceleration to reach its maximum
speed, maintain this maximum speed until a different commanded angle is received,
at which time it decelerates or accelerates depending on the value of the angle, again
to reach its maximum speed.
A simple model of the motor is given by
T = i ·Kt (13)














































































































































































































































































































































































































































































































































































































































































Figure 49: Design B Inverse Dynamics Model - Internal Structure
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where
T : Electric motor torque
P : Electric motor power consumption
i : Electric motor current
v : Electric motor voltage
Kt : Electric motor torque constant




P dt = v/Kt
∫
T dt = C
∫
T dt (15)
where C is a constant with appropriate units. The last equation assumes a perfectly
efficient electric motor.
Each motor is assumed to have a weight of 4 lbs. In case of design A, the motor
weight does not affect any results since both motors are mounted on the the two
bottom hinges. For design B, one of the motors is mounted at the bottom hinge,
while the other is mounted on the lower bar to drive the at the upper hinge. This
puts an additional load on the bottom motor since it has to carry the weight of the
whole mechanism in addition to the other motor.
Next, a measure of performance and another for efficient operation of each mech-
anism is discussed.
6.2.2.1 Inverse Dynamics - Performance
One of the measures of mechanisms performance can be taken as the time to complete
the preprogrammed path. Both mechanisms are required to complete the path shown

































































Figure 50: Design A Inverse Dynamics Analysis - Performance - State History
Design A’s (the four bar design) states trajectory is shown in Figure 50. The
motors are mounted on the two outer bars, hence driving θ1 and θ2. It is clear from
the plot that there are time periods during which one of the two angles is constant,
while the other is moving to reach its next way point. The bar angles plots are
smooth, and the angles seem to move from one way point to another without much
jitter. Similarly, the tip position coordinates, x and y, have smooth trajectories. Note
that the mechanism ends where it starts, at way point 1. Note that the angles as well
as the point coordinates remain within Design A’s reachable range.
Figure 51 shows the x and y coordinates plotted on Cartesian axes. The thick line
defines the path, while the thin lines define the mechanism’s tip coordinates. Arrows
show the tip’s direction of motion. The actual path tries to closely follow the required
one, but never crosses it due to imposing the reachability constraint.
The total time it takes Design A to complete the path is a little less than 11 sec-
onds.
Observing Figure 52, the case with Design B is different. It does not have any

































































Figure 51: Design A Inverse Dynamics Analysis - Performance - Path
of values. On the other hand, θ1 does not, and remains constant for much of the
simulation time on between way points. θ1 and φ4 (or θ2) are completely decoupled.
The coordinates of mechanism tip, x and y, are also plotted in Figure 52. They both
take a larger range of values if compared to design A’s tip coordinates. In other
words, design B is moving unnecessarily “all over the place”. This is also clear in
Figure 53.
It takes design B about 16 seconds to complete the required path. It is well
noting that imposing a simple state value (angles values) constraints on the motion
of design A resulted in an improved performance. On the other hand, since design B
was left unconstrained, the mechanism angles were free to take any values resulting
in degraded performance.
In addition, if the mechanism is required to move along a given path (not only
to satisfy way points), the control architecture has to take into account the state
interdependency of design A. This adds another level of complexity to the control
method, beyond the simplicity of the state value constraints. Imposing the same

































































Figure 52: Design B Inverse Dynamics Analysis - Performance - State History
architecture does not need to consider any interdependency constraints among states
since they do not exist.
6.2.2.2 Inverse Dynamics - Efficient Operation
Design A has the two motors mounted on the two outer bars, while design B has the
two motors mounted to the bottom and top bars, such that the bottom bar carries
its weight. Figure 54 shows the electric motor torques.
The bottom two torque curves correspond to design A. Both torques change over
a large range of values. They are (almost) equal when the mechanism is moving
along the second segment, i.e. from top to bottom along the path’s line of symmetry.
Notice the spikes in the torque curve occurring at instants when the bar angular is
changing.
Considering design B, the torque on the upper motor remains within a narrow
range, the reason being that the upper bar is close to horizontal over most of the
path. The torque on the lower motor is always greater then the upper motor’s torque.

































































Figure 53: Design B Inverse Dynamics Analysis - Performance - Path
Design A has two points of contact with the inertial frame, hence reliving the torques
considerably.
Using Equation 15, the electric torques are integrated to compute the energy
consumption. The results are shown in Table 3. The advantage of design A over B
is obvious: design A consumes more than 6 times less energy than design B. In fact,
Motor 1, the motor mounted to the inertial frame in both designs, needs 10 times
less energy if design A is used. As far as the control architecture is concerned, this
translates into less power needed for actuators, smaller more maintainable actuators,
higher reliability, less cost among other advantages.
Table 3: Mechanisms A & B Energy Consumption
Design A Design B
Motor 1 27.5 C 297.6 C
Motor 2 34.6 C 104.2 C
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Figure 54: Design A & B Inverse Dynamics Analysis - Efficient Operation
6.2.3 Stability Requirements Analysis
Due to gravity, both mechanisms will collapse if the motors do not apply a holding
torque. Both mechanisms need an energized actuator system to remain stable.
Design B is a non linear mechanism, since two independent states, θ1 and θ2,
are needed to fully define the system are found in non linear system equation (the
sine and cosine functions). Nevertheless using the small angles approximation, the
equations can be linearized. This drastically simplifies controller design. Even if the
non linear equations are used, the lack of constraints common to both states allows
for the design of two separate and independent controllers.
Design A is a non linear design. However, its degree of nonlinearity is higher than
design B’s. The two independent states, θ1 and θ2 (or any other two states), have
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common constraints given by:
L1 cos θ1 + L3 cos θ3 − L2 cos θ2 − L4 cos θ4 = L1 (16)
L1 sin θ1 + L3 sin θ3 − L2 sin θ2 − L4 sin θ4 = 0 (17)
Any control architecture has to solve these non linear constraints so as to com-
pute a control command. This adds a separate computation module to the control
architecture, which requires proper integration and validation within the architecture.
Although difficult, this problem is solvable. Several methods have been introduced in
the literature for this specific problem, such as [41] which presents a method for the
synthesis of similar mechanisms and [35] which outlines an analysis approach using
the system transfer function Jacoby matrix. Such problem is non existent in the
design B mechanism.
The effect of the above constraints go further. It is always easier to design a con-
troller for system in which a positive (or negative) controller command signal results
in a positive (or negative) change in one independent system state, consistently over
the full range of the state. However, the ideal case is not always realizable. Provisions
in the controller make sure that the proper control command sign is calculated based
on the current state, or else the controller will drive the system unstable. Design A
has solve the above constraints, simultaneously making sure that the angle between
the two top bars, φ5, is between 0
0 and 1800, φ3 is less than 180
0, and φ4 is less than
1800.
As far as design B is concerned, all what needs to be checked is that φ2 is less than
1800, a very simple condition if compared to design A’s conditions and constraints.
Another effect of the above constraints is that θ1 and θ2 cannot take any arbitrary
values. They are restricted by a feasible range, out of which the mechanism becomes
unrealizable or the mathematical equations have no solution. The range of values is
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(approximately) given by:
θ1 ∈ [65, 93] (18)
θ2 ∈ [87, 115] (19)
The above constraints are shown in Figure 55
0 0
1 293 , 87θ = θ =
0 0
1 265 , 115θ = θ =
0 0
4 3180 ( 180 )φ > φ >
Figure 55: Design A Constraints
The angle restrictions make any controller type (even the simplest such as PID
controllers) a non linear controller. The control architecture has to to have imple-
mented modules that avoid infeasible regions. Design B has no such problems, since
the two states are not connected in one constraint. In fact, any value for θ1 can be
accompanied by any value for θ2.
Based on the above stability analysis, designing a control architecture for design
A is more difficult since the controller: 1) it requires extra computation modules to
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resolve the non linear constraints; 2) another module to compute the appropriate
sign for the controller command; and finally 3) needs to make sure the system states
(angle) remain within the correct operating range. Design B has no instability regions,
together with one simple constraint, enabling a straightforward control architecture
design.
6.2.4 Capability Potential Analysis
The capability potential analysis aims at exploring the limits of the control architec-
ture / physical system capabilities. Since the main function of the mechanism is to
manipulate an object, moving it from an initial position to a final position. Then
it would be assumed in this context that the system capability is equivalent to that
accuracy of the tip point position.
In accuracy and defined in tip point position takes place when there is an error
in one (or both) of the actuator motor position. Sensor degradation might occur
resulting in the same inaccuracies. another source with an accuracy might be the
usage of lower-cost/lower quality actuators that are not as accurate. The study of
the capability potential explores if it is possible to use degraded sensors, lower-cost
actuators, or a controller with a steady-state.
The study is conducted over the full range of motion of both mechanisms. Since
the mechanism states are the same states as the motor angle, an error is introduced
on each state in both directions. This represents an error in the motor angle or an
error in the sensor measurement. Since the mechanism has two states, then the total
number of of cases to be checked is eight different combinations of error. The nominal
case is computed to result in nine cases in total. The introduced motor angle error is
0.01o.
The final coordinates of the tip point is calculated for each combination of motor
angel error. The distance between this point and the nominal point is computed for
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all the cases. The error is defined as the maximum of all errors at this point.
Figure 56 shows the error in tip point position for design A. For the upper half
of the motion range, the error is less than 7E-4 units of length. In fact, the accuracy
increases the closer we get to the upper boundary of the motion range. The lower half
experiences a faster deterioration in the system capability as defined by the error. The
error ranges from about 1E-4 to about 17E-4 units of length which is a large interval.
Design B’s capability potential is shown in Figure 57. Note that Figure 56 and
Figure 57 are drawn to the same scale. Design B experiences an almost uniform error
of about 7E-4 units of length, higher than the average error in design A. However
the error in design B has a very interesting property: it is uniform. This makes the
control architecture performance very much predictable and robust.
6.2.5 Actuator Placement
So for two actuators were introduced in the analysis, one electric motor driving each
free system state. other options might include using electric motors mounted on lead
screws to rotate the bars, hence moving the position of the tip point. Yet this option,
although using different kinematics, boils down to the properties of electric motor.
Hence, it is a similar option.
Another alternative, in regards to design A, is to use a motor mounted to the
bottom bar on the inertial frame (as with the previous analyses), and another motor
mounted on the same bar at the other end. However this does not improve the design
since it adds another layer of complexity resulting from the necessity of solution for
the internal states. Also, all constraints need to be reformulated in terms of the new
independent states. Therefore the current arrangement of actuators is optimal.
It is important to note that different mechanisms with different configurations can
























Figure 56: Design A Capability Potential - Accuracy




















Figure 57: Design B Capability Potential - Accuracy
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6.2.6 Interim Summary
The focus of this section is the design interactions between the control architecture
(with no architecture specification) and the physical system. The control architecture
places some capability restrictions on the physical system. Vice versa, the physical
system imposes limitations on what the control architecture can do, and how it is
structured. However no information was given on the control configuration or on
control methods. The next section addresses the details of the control architecture.
6.3 Control Architecture Metamodel Description
The previous section addresses how the physical system and the control architecture
affect one another, without exploring the different options available for the control
architecture. The control architecture is completely defined by the choice of a control
configuration, a control method and setting the controller parameters. It was shown
in Chapter 4 that more information about the control configuration and method can
be acquired during the conceptual design phase, specially along the lines of different
architecture designs. This is subject of the current section.
Four different control architecture configurations are considered, namely: the Cen-
tralized, Hierarchical, Distributed and Decentralized architectures. These architec-
tures span the landscape of control configurations from having all the control in one
location (centralized), to having a central controller remotely driving local controllers
(hierarchical), followed by a group of local controllers that communicate with no a
high level central controller (distributed), and finally a group of completely isolated
local controllers.
Local controllers (linked to an actuator or sensor) as well as higher level controllers
(not linked to an actuator or sensor) are represented as nodes in the control configu-
ration. The internal structure of each node is also presented, hence control methods
can also be compare and evaluated.
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All control architectures are going to be considered with both designs: A and B.
Arguments regarding the feasibility and performance of these architectures are also
presented. For all control architectures:
1. It is assumed that the physical system has two actuators: two motors mounted
to the two side bars of design A and two motors mounted to the two bars of
design B. No other actuator types are considered.
2. It is assumed that the physical system has two sensors. Two sensor alternatives
are explored:
a) All architectures / physical systems have two sensors, each measuring one of
the mechanism bar’s angle. These sensors might be embedded in the electric
motor or an attached gearbox.
b) In case of centralized control only, a tip point position sensor (measuring the
(x, y) coordinates of the tip point) is also considered. For the hierarchical,
distributed and decentralized architecture, arguments will be presented to
show that such a sensor type is not possible or not desirable.
3. The actuator and sensor associated with the same bar are connected to the
same local controller.
4. No communication loss, nor communication bandwidth limitations exist.
5. Every control node (local or higher level controller) is embedded on one proces-
sor, with multiple running processes if needed.
6. The simplest control method is assumed in each node such that the controller
embedded controller is able to accomplish its function.
7. Two mechanism use cases will be considered; a main use case and an extended
one. The main use case is to move the tip point from an arbitrary initial location
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to a required final location. The extended use case is to do the same, but along
a predefined path, such that the tip point trajectory follows that path as close
as possible.
The analogy between control architectures and software is exploited. The control
architecture metamodel allows for control configurations, as well as control meth-
ods, to be treated as connected software modules. Hence, evaluating many software
metrics on the control architecture metamodel is possible. Two software metrics are
calculated:
1. Amdahls’ Law measures the maximum expected speed up in a computer program
as a result of using multiple processors in parallel. This is possible because
every controller may be embedded on single processor, remotely communicating
with another controller on a different processor. This is a classical parallel
programming problem. Amdahls Law is explained in Appendix B.
2. Cyclomatic Complexity measures the amount of decision logic in a source code
function or piece of software [145]. The more decisions that need to be made
within a computer program, the more complex it is. The cyclomatic complexity
metric is applied twice. First, it is computed for the control configuration
applied the full physical system. Next, the complexity of the the internal node
structure is calculated for each node in the control configuration. Cyclomatic
complexity is covered in Appendix C.
6.4 Mechanism Control Architecture Metamodel
6.4.1 Centralized Control Architecture
The centralized control architecture, as its name implies, consists of a single multi
input multi output controller. It receives sensor measurements of the two indepen-
dent states, processes the measurements, compares them to the external input, and
produces two commands to the two electric motors.
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Centralized control architectures are very common in simple engineering applica-
tions. As the number of independent states increase, and a number of constraints on
the states increase and become more complex, centralized control does not seem like




































































Figure 60: Centralized Control Architecture - Configuration Complexity
6.4.1.1 Configuration Feasibility
Figure 58 shows the block diagram for the centralized control architecture. The block
diagram applies to both design A and design B. The controller takes a required point
as its input and compares this point to the feedback from the sensors. The controller
outputs are to commanded angles to the electric motors. it has to have a embedded
function to transform the required tip point coordinates to a pair of angles that define
the two sidebar orientation. This function would almost be referred to as F (x, y). In
case of design A, such a function is mathematically complex, yet is realizable using the
equations presented earlier. However, design B has a simple relationship that describe
the relationship between a required final point and bar orientation. Hence design A
has a more complex, computationally intensive centralized controller as compared to
design B.
The feedback signal, as shown in figure 55, has two sensors. The two sensors
measure the x and y coordinates of the tip point, and feed them back. The centralized
control is feasible because the controller function can compare an acquired point with
an actual point. The error can then be transformed to two commanded angles. This
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Figure 61: Centralized Control Architecture - Node Complexity
feedback method has the advantage of directly measuring the error in the mechanism
output since its main function is to accurately move the tip point scratch that to a
required location.
Another feedback method, discussed in later architectures, is to use the bar angles
on the feedback loop. Most electrical motors have embedded sensors that measure
the motor angle, speed, acceleration. The bar angle can be computed from the motor
angle using the mechanism’s kin m tic relationships. However, this means that an
extra module has to be embedded in F (x, y) such that it transforms the feed back
angles to a point on the plane and compare it with a required point, or different
transformation to change the required point to bar angles and directly compare them
with the feedback signals.
Considering the mechanism extended use case (following a predefined path), the
controller function F (x, y) can be modified to accomplish this task. This increases
the internal complexity of the centralized control architecture node. The extended
use case is feasible for both design A and B, although it is more computationally
intensive in design A’s case.
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6.4.1.2 Amdahl’s Law - Speedup
The block diagram in Figure 58 is redrawn using the meta-model representation
discussed in section 5.6. The result is shown in Figure 59. Since centralized controller
has two independent control channels, one for each motor. It is assumed that each
channel has an independent process. Also, since the controller architecture has one
single controller (the centralized controller), then it can be assumed that there are no
other operations taking place on the processor associated with this controller. Hence
the speed up S is be given by
S =
1




(1− 0) + 0
2
= 1
Centralized control counts as the nominal case because, by definition, it contains
only one processor. The speedup is expected to be 1 for this reason. This is true for
both design A and design B.
6.4.1.3 Control Configuration Cyclomatic Complexity
Figure 60 shows the metamodel representation and the node representation of the
centralized control architecture for clarity. It is basically composed of a single node,
with zero edges and one output (the node itself). Hence the cyclomatic complexity
of the centralized control architecture configuration is given by
M = E −N + 2P = 0− 1 + 2× 1 = 1
The centralized control configuration complexity counts as the baseline complexity of
all other control configurations.
6.4.1.4 Control Node Cyclomatic Complexity
Next, the cyclomatic complexity of the node structure is addressed. This refers to the
modules within the node that were discussed in Section 5.7 (see Figure 38). Figure
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61 shows the internal node structure for the centralized controller. It consists of an
external interface receiving the required final point from the user, a processing and
decision making module that receives the user input and feedback signals and issues
commands to the actuators. It has five edges, six internal modules and two outputs.
Hence, the cyclomatic complexity of the node is given by
M = E −N + 2P = 5− 6 + 2× 2 = 3
This is true for both design A and design B, since they both have the same node
structure.
6.4.2 Hierarchical Control Architecture
The hierarchical control architecture consists of one high level controller and two low
level controllers. The high level layer takes a required final point and transforms
it into two commanded angles to the local bar controllers. Each local controller
receives a commanded angle, compares it to the actual bar angle, and issues actuator
commands accordingly. The feedback loop is local to the low level (local) controller.
Layered hierarchical control architectures are very common in large scale engineer-
ing applications. The top layers are usually associated with system level decisions
or course of action. Mid level layers may take the system wide course of action and
translates it into specific commands that lower level layers may understand. The
lower level layers ensure the fulfillment of these commands. Low level layers report
local status (but not necessary system states) to mid level controllers which in turn
report subsystem’s status to high level controllers.
6.4.2.1 Configuration Feasibility
The hierarchical control architecture block diagram is shown Figure 62. It applies
to both design A and design B. The high level controller takes required final point

































Figure 62: Hierarchical Control Architecture Block Diagram
architecture. It transforms the final point coordinated into a a pair of final bar angles.
The low level controllers ensure that these final angles are achieved by the bars. The
feedback is local, i.e. the bar angle is fed back to the low level controller.
Feeding back the (x, y) coordinates of the finest tip point is not a feasible option for
both design A and B because of two reasons. The first reason is that each controller
is local, hence it only has access to the local state. The (x, y) coordinates are not
available for the two local controllers in design A since both controllers are associated
with the motors on the sidebars, and the tip point sensor is between the two top bars.
Similarly for design be, the sensor is located on the top bar, hence its output is only
available for the top bar motor. Another reason is that even if the sensor measurement
was available for both local controllers, each local controller should have the function
F (x, y) to compute the current bar angle. This has to be done within both local
controllers, hence adding two extra modules with a additional computational expense.

































Figure 63: Hierarchical Control Architecture Configuration
control. The reason is as follows.: An extra module, a higher level one, is added to the
current hierarchical control architecture as it stands now. Hence no reprogramming
of any of the control modules is necessary. The function of this higher level module is
to transform the required path into a group of points that are applied to the current
a high level control, which in turn transforms those into angle commands to the local
controllers. Again, this is applicable to both design A and design B.
The advantage of hierarchical control lies in the local controllers. In this case a
local controller is a very simple controller that uses the most straight forward methods.
For example, at simple PID control works perfect for both designs with no need for
any intelligence at the local level. This simplifies the controller design considerably,
because the intelligence can be designed independently from the hardware control.
Also, in design A’s case, the local controllers do not have to compute the solutions
for the constraints. These are handled in the top-level control. the disadvantage of
hierarchical control is that it needs a communication network and a communication















Figure 64: Hierarchical Control Architecture - Configuration Complexity
6.4.2.2 Amdahl’s Law - Speedup
The block diagram in Figure 62 is redrawn using the meta-model representation
discussed in section 5.6. The result is shown in Figure 63. The hierarchical control
architecture has three independent control channels, one for each local controller with
the associated motor, and another for link from the high level controller to the local
controllers. It is assumed that each channel has an independent process. Also, since
the control architecture has three controllers (one high level and two local), then it
can be assumed that the control architecture has three processors. In addition, it can
be assumed that two out of the three processes can be parallelized. Hence the speed
up S is be given by
S =
1











The speedup for hierarchical control is almost twice that of centralized control.
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Figure 65: Hierarchical Control Architecture - Node Complexity
In other words, the control architecture will theoretically run twice as fast. This is
true for both design A and design B.
6.4.2.3 Control Configuration Cyclomatic Complexity
Figure 64 shows the metamodel representation and the node representation of the
hierarchical control architecture. It has three nodes, as explained previously, with
two edges and two outputs (the two actuators). Hence the cyclomatic complexity of
the hierarchical control architecture configuration is given by
M = E −N + 2P = 2− 3 + 2× 2 = 3
The hierarchical control configuration complexity is three times as much as the cen-
tralized control configuration. However, it is still well within a manageable range.
6.4.2.4 Control Node Cyclomatic Complexity
Next, the cyclomatic complexity of the node structure is addressed. This refers to
the modules within the node that were discussed in Section 5.7. Figure 65 shows
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the internal node structure for the high level controller, and the two low level local
controllers. The high level controller consists of an external interface receiving the
required final point from the user, a processing and decision making module that
receives the user input and feedback signals and makes system wide decisions. The
decisions are then handed over to the knowledge sharing module, which decides on the
destination of each piece of information. Finally, the communication module places
the information on the network. The high-level controller has five edges, four modules
and one output, hence the cyclomatic complexity of the high level controller is given
by
M = E −N + 2P = 5− 4 + 2× 1 = 3
Similarly the low-level controller has a communication module, a knowledge shar-
ing module and a processing module. In addition, it has two modules associated with
actuator in the sensor. Therefore, it has seven edges, six nodes, and two outputs.
Hence the cyclomatic complexity of the low-level controller is given by
M = E −N + 2P = 5− 4 + 2× 1 = 5
It is important to note that there are two lower-level controllers. This means that
the cyclomatic complexity of 5 is per controller, not the overall complexity of both.
It is still within the manageable range.
6.4.3 Distributed Control Architecture
The distributed control architecture consists two local controllers, each associated
with one of the electric motors. Unlike the hierarchical control architecture, the
distributed control architecture does not have a high level control. Instead, it has a
coordinating controller in between the two local controllers, whose function is to make
sure that necessary information is passed between them. The coordinating controller
does not make system wide decisions, nor command a course of action. The required
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point is passed to both local controllers. Each controller then transforms required
point to a commanded bar angle, and ensures that the bar it controls rotates to this
angle. As is the case with hierarchical control, the feedback loop is local to each local
controller.
Distributed control is very common in loosely connected large-scale systems. Some-
times it is necessary that the coordinating controller chooses the appropriate states





































Figure 66: Distributed Control Architecture Block Diagram
6.4.3.1 Configuration Feasibility
The distributed control architecture block diagram is shown Figure 66. Each local
controller takes the required final point as its input. It has a similar role to F (x, y)
discussed in the centralized controller architecture. It transforms the final point













































Figure 68: Distributed Control Architecture - Configuration Complexity
the bar it controls. The feedback is local, i.e. the bar angle is fed back to the low
level controller. The two local controllers exchange the current bar angle through
the coordinating control. In addition, the coordinating controller might have the
responsibility of restricting the motion of either of the local controllers.
The position feedback of the point coordinates (x, y) does not work for similar
reasons to the ones discussed in hierarchical control.
Design A has kinematics constraints that restricts the ranges of the bar angles.



































Figure 69: Distributed Control Architecture - Node Complexity
the mechanism may go out of bounds, or get into a deadlock. Therefore a coordi-
nating controller is necessity to ensure the proper operation. the extended use case
of following a certain path is also possible by changing the modules within the local
controllers, and upgrading the coordinating control. However, this involves a higher
degree of complexity. Due to the sub performance of design A in this configuration,
it will not be considered for distributed control.
Design B is more graceful than design A. Since there are no constraints that include
both the independent states of the mechanism, then each state can be controlled
independently, without knowledge of the other state. This works for the main use
case only, although this may result in a higher energy consumption as is shown in
the inverse dynamics analysis. A coordinating controller in this case functions as a
limiter on the states to save energy. As far as the extended use case is concerned,
it is also feasibly using the coordinating control. Hence the role of the coordinating
controller is to enhance the system performance, not to ensure that the system is
feasibly as with design A. The coordinating controller will not be considered in the
assessment of design B.
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6.4.3.2 Amdahl’s Law - Speedup
The block diagram in Figure 66 is redrawn using the meta-model representation
discussed in section 5.6. The result is shown in Figure 67. The distributed control
architecture has two independent control channels, one for each local controller with
the associated motor. It is assumed that each channel has an independent process.
Also, since the control architecture has two controllers, then it can be assumed that
the control architecture has two processors. In addition, it can be assumed that one
out of the two processes can be parallelized. Hence the speed up S is be given by
S =
1











The theoretical speedup for distributed control is not much improvement over
centralized control. It is halfway between centralized and hierarchical control archi-
tectures.
6.4.3.3 Control Configuration Cyclomatic Complexity
Figure 68 shows the metamodel representation and the node representation of the
distributed control architecture. It has three nodes, as explained previously, with two
edges and two outputs (the two actuators). Hence the cyclomatic complexity of the
distributed control architecture configuration is given by
M = E −N + 2P = 2− 3 + 2× 2 = 3
The distributed control configuration complexity is three times as much as the cen-
tralized control configuration and equal to hierarchical control architecture. However
if the coordinating control is not considered, then the Cyclomatic complexity would
be
M = E −N + 2P = 1− 2 + 2× 2 = 3
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which is the same result as before.
6.4.3.4 Control Node Cyclomatic Complexity
Next, the cyclomatic complexity of the node structure is calculated. This refers to
the modules within the node that were discussed in Section 5.7. Figure 69 shows
the internal node structure for the local controllers, and the coordinating controller.
The coordinating controller consists of a knowledge sharing module which decides
on the information shared between nodes. The two communication modules place
the information on the network. The coordinating controller has four edges, three
modules and two outputs, hence its cyclomatic complexity is given by
M = E −N + 2P = 4− 3 + 2× 2 = 5
Similarly the local controller has a communication module, a knowledge sharing
module and a processing module. In addition, it has two modules associated with
actuator and the sensor. Therefore, it has seven edges, six nodes, and two outputs.
Hence the cyclomatic complexity of the low-level controller is given by
M = E −N + 2P = 5− 4 + 2× 1 = 5
It is important to note that there are two local controllers. This means that the
cyclomatic complexity of 5 is per controller, not the overall complexity of both. It is
still within the manageable range.
6.4.4 Decentralized Control Architecture
The decentralized control architecture consists of two local controllers with no com-
munication between them. Each local controller works in isolation driving part of
the system, in this case one of the twp bars. The required point is passed to both
local controllers. Each controller then transforms required point to a commanded bar
angle, and ensures that the bar it controls rotates to this angle. The feedback loop is
local to each local controller.
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Figure 71: Decentralized Control Architecture Configuration
6.4.4.1 Configuration Feasibility
The decentralized control architecture block diagram is shown Figure 70. Each local
controller takes the required final point as its input. It has a similar role to F (x, y)
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Figure 73: Decentralized Control Architecture - Node Complexity
coordinated into a a pair of final bar angles, but only uses the relevant one to drive
the bar it controls. The feedback is local, i.e. the bar angle is fed back to the low
level controller. There is no communication among the two local controllers.
The position feedback of the point coordinates (x, y) does not work for similar
reasons to the ones discussed in hierarchical control.
Design A cannot be controlled using a decentralized control architecture, for the
same reasons presented in the distributed control architecture discussion.
Design B has decoupled states with no constraints binding them. Each state
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can be controlled independently, without knowledge of the other state. Hence the
decentralized control is possible for the main use case as well as the extended use
case.
6.4.4.2 Amdahl’s Law - Speedup
The block diagram in Figure 70 is redrawn using the meta-model representation
discussed in section 5.6. The result is shown in Figure 71. The decentralized control
architecture has two independent control channels, one for each local controller with
the associated motor. It is assumed that each channel has an independent process.
Also, since the control architecture has two controllers, then it can be assumed that
the control architecture has two processors. In addition, it can be assumed both
processes can be parallelized. Hence the speed up S is be given by
S =
1











which is slightly more than hierarchical control.
6.4.4.3 Control Configuration Cyclomatic Complexity
Figure 72 shows the metamodel representation and the node representation of the
distributed control architecture. It has two nodes, as explained previously, with no
edges and two outputs (the two actuators). Hence the cyclomatic complexity of the
decentralized control architecture configuration is given by
M = E −N + 2P = 0− 2 + 2× 2 = 2
which is slightly less than hierarchical control.
6.4.4.4 Control Node Cyclomatic Complexity
The cyclomatic complexity of the node structure is calculated. Figure 73 shows the
internal node structure for the two local controllers. Each has a processing module,
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two modules associated with actuator and the sensor, and the external interface.
Therefore, it has three edges, four nodes, and one output. Hence the cyclomatic
complexity of the local controller is given by
M = E −N + 2P = 3− 4 + 2× 1 = 1
This is the least cyclomatic complexity thus far.
6.5 Control Architecture Demonstration
So far, two main tasks were addressed: the interaction between the physical system
and the control architecture has been presented in section 6.2, followed by the control
architecture metamodel representation in section 6.3. The analysis suite, as well as
the metamodel representation shed some light on how the control architecture should
look like in terms of structure, and applicable methods. A demonstration of an
arbitrary selected control architecture is presented in this section to further extend
the conclusions drawn from the two previous tasks.
The objective of the mechanism is to move the tip point from an initial location
to a final location. An additional requirement is to move the point and along a pre-
specified path. The control architecture can be implemented in one of two ways. The
first option is using a hierarchical control architecture, such that the top-level control
node decides on the path points, while lower-level control nodes drive the actuators.
the second option is using centralized control, in which all the decisions regarding
attacks as well as driving the hardware are made within a single control node.
The centralized control architecture is arbitrarily chosen for design B as a plat-
form to perform further studies. There are two reasons for this choice. Firstly, it
is assumed that the control engineer can design a hierarchical control architecture
that is comparable in performance to a centralized control architecture. The sec-
ond reason relates to the inherent need of hierarchical control for a communication
network. Although this might be important for such analyses, it is not as effective
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when it comes to the special case system that we use for this demonstration. The
system is all mechanical, and all its components are co-located in the same vicinity.
Therefore the time constant for such a system is orders of magnitude higher than the
time constant for the electric and communication networks. As the communication
network does not affect the outcome much. The centralized control architecture is
chosen so that networking effects are decoupled from the system performance.
It is worth noting that for a large-scale, spatially distributed (over a large geo-
graphic area) system networking effects become profound and cannot be neglected.
Also, bandwidth may become a concern. Nonetheless, this is not the case for the
mechanism under consideration.
6.5.1 Controller Design Overview
The input to the centralized controller is a list of waypoints that the mechanism is it
required to go through. The outputs are two commanded torques to the two electric
motors driving the two bars. The controller chooses the first waypoint, compares it
to the mechanism’s current position, and based on the difference between the two
coordinates, computes a control signal that represents the commanded torque to the
motor. Since there are two motors, the controller has to compute a torque for each.
Each torque is calculated using a simple PID controller on a separate channel. Once
the mechanism reaches the waypoint, a signal is sent back to the controller to switch
to the next waypoint in the list.
The controller has four main modules. The first module is the sub-controller which
is responsible for comparing the current position with the commanded waypoint, and
switching to the next one on the list once the current mechanism position reaches
the commanded waypoint (within a tolerance of 0.01). It is implemented using an s-
function in Matlab (see appendix A). The second module takes the current waypoint























Figure 74: Centralized Control Architecture Implementation
kinematics equations. This module is implemented using a Simulink block diagram.
the third and fourth modules are the two PID controllers, each taking the commanded
angle as an input and computes the commanded torque to the motor. the PID
controller proportional, integral, differential gains are 20, 10, and 4 respectively. The
Simulink block diagram is shown in Figure 74.
6.5.2 Controller Operation - Sensitivity Analysis
To analyze the controller operational, it is assumed that the mechanism moves around
a predefined path. The path is in the form of a square, therefore has four waypoints.
The mechanism’s initial position places the tip point outside the square. Hence it
has to move to the first waypoint to get on the path. The square path is well within
the reachability of the mechanism. Also, the above analysis showed that the error
is almost uniform making the error in any of the waypoints equal for all practical
purposes.
In the first simulation, the mechanism is commanded to move around the square
path, divided into four segments. Each segment is a defined by an initial and a final
waypoint. The controller computes the error between the current location and re-
quired final waypoint along the path segment, and chooses the appropriate command
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torque signal. Note that the path is not controlled in between the two waypoints
defining the path segment; the controller takes into consideration the segment’s final
waypoint only.













Figure 75: Trajectory - Segment Defined by Two Boundary Waypoints
Figure 75 shows the mechanism trajectory and the nominal path. The path way-
points are numbered from 1 to 5 (with waypoints 1 and 5 being the same). The
mechanism trajectory starts from its initial position, moves to the first waypoint,
then to point 2, followed by waypoint 3, then 4, and finally back to 1. The trajectory
is unconstrained in between the waypoints, as is the case in the control architecture
analyses suite discussed earlier. The mechanism undergoes an unconstrained trajec-
tory between the segment boundary waypoints, with no apparent pattern. The four
segments of the path have a different structures. For example, segment 1-2 is more
or less straight, while segment 2-3 has a loop. In spite of being an advantage when
compared to the earlier mechanism A, the lack of coupling between the independent
mechanism states results in this almost sporadic behavior. There is no guarantee
where the mechanism is going to be in between waypoints, unless simulations are run
178
priori. This result verifies the inverse dynamics conclusion obtained earlier.

































Figure 76: Bar Angles - Segment Defined by Two Boundary Waypoints
The error tolerance of the position vector is arbitrary set at 0.01 ft. The controller
assesses the position error by computing the difference between the current tip point
position vector and the waypoint position vector. Figure 77 shows the position error
at each point along the path. As soon as the controller detects that the error is less
than the tolerance limits, it assumes that the mechanism reached the sought waypoint
and it moves to the next one on the list. It uses this error measurement as a basis to
compute the torque commands to the motors. The error is maximum at the beginning
of each path segment, resulting in a higher torque command, which in turn initially
drives the mechanism faster. The higher torque command is the main reason why
the mechanism completes the path in about 5 seconds. Note the four error peaks
corresponding to the four waypoints.
Considering the two boundary waypoints is an acceptable approach only if the
designer cares less about the intermediate mechanism behavior. However, this is not
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Figure 77: Position Vector Error - Segment Defined by Two Boundary Waypoints
the case in general. Such mechanisms are usually required to avoid obstacles during
motion or move on a certain path, not merely move between the initial and final
points. An alternate approach is to add intermediate or internal waypoints along
each path segment. Figure 78 shows the resulting mechanism tip point trajectory if
four internal waypoints are added to each path segment, amounting to a total of 20
waypoints along the path. The trajectory better follows the path (if compared to the
previous case) because the controller drives the system from on internal waypoint to
another. The mechanism has the same almost sopradic behavior in between internal
waypoints, so it remains “in the vicinity” of the path rather than “on the path”.
Note that the same PID controller is used, together with the same tolerance limits,
and the same path boundary waypoints.
The internal waypoints are more clear in Figure 79. The commanded angles are
changed based on the current waypoint, and the motor controller tries to drive the
motors to this angle. The actual bar angles follow the commanded angles well enough
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Figure 78: Trajectory - Segment Defined by Four Internal Waypoints
to put the mechanism in the vicinity of the path. With the exception of the mechanism
initial condition, the error in Figure 80 hardly goes over 0.2 ft (since the waypoints
are now closer). This results in motor commanded torques of low magnitudes, driving
the mechanism slower than before. The mechanism completes the required path in
about 15 seconds, three times as much as the previous case.
The number of internal waypoints is increased to nine, bringing the total number
of waypoints to 40. Figure 81 plots the mechanism’s tip point trajectory for this case.
The trajectory closely follows the path on some segments but deviates to its vicinity
on other segments.
A pattern is now starting to emerge. The further the path segment from the
origin, the better the trajectory follows the segment. Also, the intuitive result that if
the path segment abruptly changes direction, the trajectory is more likely to locally
diverge off the path (as in waypoint 2 and 4). The control engineer, during the
detailed design phase, might consider adding more waypoints the closer the path gets
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Figure 79: Bar Angles - Segment Defined by Four Internal Waypoints
to the origin, or in segments with abrupt path changes.
Figure 82 presents another important deduction. The angle control on the lower
bar motor is more accurate than the one on the upper bar motor. This implies two
results. First, the upper bar controller design has to be more stringent, i.e. faster
with less steady state error. Using the same controller for the upper and lower bars is
not a good design decision. In fact, an independent PID controller for the upper bar
may be abandoned for a more sophisticated controller type. Second, the PID control
method for the lower bar is sufficient to satisfy the design requirements.
As with previous cases, the lower error, shown in Figure 83, results in a lower
magnitude torque. The error hardly goes over 0.1 ft. The mechanism is slower than
before, completing the path in about 18 seconds. Therefore, designing a fast and
accurate mechanism are two conflicting design requirements.
Figures 84, 85 and 86 show the results for 19 internal waypoints on each path
segment. This amounts to a total of 80 waypoints along the path. The mechanism
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Figure 80: Position Vector Error - Segment Defined by Four Internal Waypoints
closely follows the path for almost all its trajectory. The error hardly goes over 0.05 ft.
However, it takes the mechanism about 22 seconds to complete the path.
The control architecture demonstration provided more detail on the control ar-
chitecture design, and the possible trade offs. Increasing the number of waypoints,
or alternately increasing the controller sampling, results in a more accurate system,
but slows down the performance. The two conflicting design requirements drive the
system towards a compromise.
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Figure 81: Trajectory - Segment Defined by Nine Internal Waypoints

































Figure 82: Bar Angles - Segment Defined by Nine Internal Waypoints
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Figure 83: Position Vector Error - Segment Defined by Nine Internal Waypoints













Figure 84: Trajectory - Segment Defined by Nineteen Internal Waypoints
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Figure 85: Bar Angles - Segment Defined by Nineteen Internal Waypoints



























Figure 86: Position Vector Error - Segment Defined by Nineteen Internal Waypoints
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CHAPTER VII
APPLICATION: CONTROL ARCHITECTURE DESIGN
OF A MULTI-NETWORK COMPLEX SYSTEM
7.1 Introduction
Next generation naval ship design and operation comprises and increased demand for
affordability, ship ship survivability and mission effectiveness [4] [86]. The Office of
Naval Research proposed an Integrated Engineering Plant concept to as a solution
to achieve such design requirements [53]. A naval ship is composed of a collection
of highly complex interdependent systems, including electrical systems, propulsion
systems, thermal systems, fluid systems and weapon systems among others. The in-
tegrated engineering plant concept challenges the traditional walls separating various
subsystems, and attempts at removal of these barriers such that ship subsystems can
share resources, information management systems and be unified in an integrated
control architecture [142].
Nevertheless, traditional design methodologies, in which the ship hull is designed,
followed by the independent design of different subsystems, and eventually leading to
the design of one integrated control architecture, is rendered ineffective for such re-
quirements. The Integrated Reconfigurable Intelligent Systems(IRIS) is an initiative
proposed by the Aerospace Systems Design Laboratory at the Georgia Institute of
Technology as a solution to the Integrated Engineering Plant problem to satisfy the
requirements of the next generation naval ship [85]. One of the three major features
of the IRIS solution is intelligence, which is effective across the whole system of sys-
tems. This intelligent control architecture enables the sharing and reassignment of
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resources, the mission phase specific system reconfiguration, the raised level of sur-
vivability, the maintaining of the ship capability (or slight degradation thereof) under
adverse conditions and a more optimal performance of the overall ship systems.
The control architecture analysis suite described in this research is applied to an
IRIS like system. The objective is to determine an appropriate level of automation at
each level of the IRIS subsystems, how the subsystem intelligent controllers interact,
and their hierarchical distribution. As explained in Section 2.5, analytical methods
fall short when tackling large scale complex systems. A simulation based engineering
approach is in order, through utilizing behavioral models.
7.1.1 Behavioral model
A representative scaled down ship model is given in [112]. The model is further de-
scribed in more detail in [133], which extends the model as a test bed for different
control systems. The simulation testbed has been utilized in several research endeav-
ors such as [121] which attempts at using information theory in controller design. The
research presented in [113] explores the system’s ability to reconfigure its resource de-
livery network using the same test bed. Two major ship subsystems are modeled in
the test bed, namely a fluid network and the associated DC electric network, in ad-
dition to the necessary simulation engine drivers. Simulink (with embedded Matlab
functions) was primarily used to program the two main networks. No communication
network was modeled, however extensibility accommodations (in terms of necessary
component states and physical properties) are available for adding a communication
system.
The test bed∗ is utilized as a basis for building an extended Framework for Control
Architecture Testing and Evaluation (FCATE). A thermal system is modeled and
∗The author would like to thank Dr. Frank Ferrese, Naval Surface Warfare Center, Carderock
Division, for providing the Control System Testbed [133] simulation model, and allowing its use for
the purpose of this research. The testbed was developed by Nathan Rolander among others at Johns
Hopkins University.
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added to the basic framework. Modifications are applied to the electric network such
that it models the behavior of the components rather than the transient state values.
FCATE is used to test several control architectures targeted at reconfiguring the
system in case of failure of some of its components. Several control architectures are
implemented, tested and compared.
7.2 System Behavioral Model Description
7.2.1 Fluid Network
The chilled water cooling network is shown in Figure 87, which has most of the char-
acteristics of a naval ship chilled water distribution system [133]. The fluid network is
supplied by four plants (pumps), designated with “P”, that supply pressurized chilled
water flow to six service loads, designated with “S”. Cooling the service loads is the
main function of the chilled water system. Chilled water flows from the plants along
supply lines (internal loop in Figure 87) to the service loads, and back on return lines
(outer loop). Flow meters are placed along several branches of the return, designated
with “F”. Certain parts of the fluid network can be isolated such that chilled water
supply can be rerouted along alternate routes. This is accomplished through setting
the appropriate state of different valves in the system (opened or closed). Valves are
designated with “V”.
The fluid network has four connected zones. These zones coincide with the electric
zones described in Section 7.2.2. Each zone is separated from the adjacent zone by
two isolation valves (shown with a textured background in Figure 87), one on the
supply line and another on the return line. Not all zones are connected to each other:
a cyclic connectivity is implemented. Zone 1 is connected to Zone 2 and Zone 3, but
not to Zone 4; Zone 2 is connected to Zone 1 and Zone 4, but not to Zone 3, and
so on. The isolation valves are controlled by the zone controller, and are energized




























































































































































isolation valve pair and request the adjacent zone to do the same with the other pair
of valves. For example if Zone 1 is to be isolated, Zone 1 has to close V01 and V02
(which are controlled and energized by Zone 1), and Zone 3 has to close V07 and
V08.
Figure 88 depicts a schematic of the fluid network plant. Each plant consists
of pump, two valves to isolate the pump, a pressure gauge to monitor the pump
pressure and a flow meter to measure the pump volumetric flow rate. The pair of
valves are used to isolate the pump in case of failure, but not for flow control. They
are energized by the zonal electric connection. Valves consume electric energy only
when the spindle moves (i.e. when the valve either opens or closes), but not when the
valve maintains its previous state. Valve power consumption is fixed. The volumetric
flow rate is used by the control architecture as a feedback signal to assess the pump
performance. The pressure drop across the flow meter is assumed negligible. On the
other hand, the pressure gauge signal is not utilized by the control architecture, yet
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Figure 88: Fluid Network Plant
The pump is powered by an electric motor that is also energized by the zonal
electrical connection. The pump power consumption behavior is characterized by a
pressure versus current relationship shown in Figure 89. The pump operates at the
set pressure of 1405 KPa (20 psi), which can be externally adjusted. It is assumed
191
that the pump has an embedded controller that is able to maintain the pressure
setting regardless of the operating conditions. The electric power consumption is
calculated by determining the current using Figure 89, which is used in conjunction
with the electric bus potential to calculate the pump impedance (resistance). The
pump impedance and current values are propagated up the electric bus supplying the
zone. The flow meter and valves power consumption are also calculated in the same
way.






















Figure 89: Pump Electric Power Characterisitics
A schematic of the service load is shown in Figure 90. A valve controls the chilled
water flow rate entering the service. Unlike the pump isolation valves and zone
isolation valves, the service valve is not an on/off valve, but rather a flow control
valve. A simple ball valve type is chosen. Chilled water passes through the valve
to enter a compact heat exchanger cooling coil (addressed in 7.2.3) at which heat
192
transfer occurs between the hot service components high temperature and the chilled
water low temperature.
The cooling coil fluid resistance is modeled by a square orifice, such that the flow
rate through the coil is proportional to the pressure drop. The square orifice has
a preset area and discharge coefficient that cannot be changed during a simulation
run. The pressure drop is measured across the cooling coil, however it is not used by
the control architecture. A flow meter monitors the volumetric flow rate through the
service and transmits this signal to the controller. The service, valve and flow meter
are powered through the zonal electric connection. Similar to the plant components,
the service load components’ power consumption is calculated by calculating the
individual impedance of components.
The chilled water network contains six service loads. Two of the six loads are
designated as “vital loads”: they have to be maintained within operable limits to
avoid system failure. The rest of the services are designated “non-vital loads”: failure
of these loads degrades the performance of the system but does not lead to system
failure. S1, S2, S3 and S4 are non-vital loads while S5 and S6 are vital loads. Zone 1
contains S1, Zone 4 contains S4, Zone 2 contains S2 and S6 while Zone 3 contains S3
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Figure 90: Fluid Network Service (Load)
The main task of the control architecture is to ensure that the service loads’
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temperatures are always maintained within certain operable limits. The system is
designed to supply all six services during normal operation. However, in case of
damage or limited resources, the fluid network control architecture decides on which
services have higher cooling priority, route chilled water to these services, and ensure
their temperatures are within operable limits. The control architecture
7.2.2 Electric Network
The electric network represents a scaled down version of a typical ship electric system.
It serves as the main power provider for the energized valves, flow meters, pumps,
service loads, and other system components. The network is energized by two 12V
power supplies. There are two main buses on the electric network, which model the
port and starboard buses on a naval ship. The two power supplies are linked to
the two buses through four relays. This configuration enables each power supply to
provide power to one or both buses depending on the relays’ states. The high level

















PPA: Power Panel 
Assembly
Bus 1 (Port Bus)
Bus 2 (Starboard Bus)
PP1
Zone 1 Zone 2 Zone 3 Zone 4
PP2 PP3 PP4
Power Panel Assembly 01
R13R9 R14R10 R15R11 R16R12
PP5 PP6 PP7 PP8
Power Panel Assembly 02
R21R17 R22R18 R23R19 R24R20
Bus 1
Bus 2
Figure 91: Electric Network - High Level
The two buses are connected to two power panel assemblies using four relays. Each
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power panel assembly can be powered by both buses by coupling their connection
through a junction point (refer to Figure 92). A junction point takes two upstream
electric connections as inputs and outputs one electric connection to a downstream
component. The output is a function of the physical properties of the two input
electric signals. Several functions can be used to model the electric junction, such as
a balance between the two connections, the connection supplying less loads, or other.
The function can be arbitrary chosen priori to simulation. The intelligence/control
architecture can be modified to control thus function. For example, the controller
might decide to draw electric power from a specific connection that is more reliable
or with a lower importance. The current implemented function outputs the electric
signal from the bus with the higher voltage:






Diode JunctionFigure 92: Electric Junction
Both Buses are connected to two Power Panel Assemblies (PPAs) using four relays.
This relay array enables the the buses to independently (and redundantly) power the
two power panels assemblies, hence providing a fully reconfigurable electric system.
The PPAs’ details is shown in Figure 94. Each power panel assembly consists of four
Power Panels (PPs), such that each panel is linked through a junction to two relays,
and ultimately to the two buses. The junction function is given by 20, similar to
the junctions between the power supplies and buses. In total, the electric system has
195
twenty four relays.
The system has four electric zones. Each zone is energized through two power
panels, one from each power panel assembly. The relay logic is shown in Figure 93

































Figure 93: Electric Network - Relay Logic
7.2.3 Thermal System
Every service load heats up during operation, therefore requires adequate cooling.
The air surrounding the service also heats up accordingly. It is assumed that the
service temperature is the same as the air temperature (an equilibrium is reached).
Cooling the service is done indirectly by cooling the surrounding air. Chilled water
from the fluid network enters the heat exchangers and passes through a finned coil.






















































































































































































cooling coils so that it may lose heat, and back to the service. The schematic of the
compact heat exchanger is shown in Figure 95. Note that air is blown through the
duct using a fan to enter the exchanger so that the more efficient forced convection
occurs.
The thermal system consists of six compact heat exchangers, each attached to a
service load. The heat exchanger air fan is powered by the same zonal connection
that powers the service. Failure of the service does not imply failure of the exchanger,
however failure of the zonal electric connection results powering down both the service
and the heat exchanger.
The amount of heat (per unit time) a service produces is treated as an external
input to the simulation model, in the form of a schedule. Compact heat exchanger
design is usually based on the maximum amount of heat that the heat exchanger
handles. Design procedures are outlined in the literature, for example [124], for
various heat exchanger types. Other approaches to heat exchanger design are based
on a graphical approach such as in [63]. Most heat exchanger design algorithms are
industry owned, making them not readily available, hence [105] attempts at proposing
an alternative design approach. [20] presents two methods of design and analysis of
heat exchangers. The first method depends on the use of the log mean temperature
difference. For a parallel flow type heat exchanger, the heat transfer across the
exchanger can be given by:








q : Total rate of heat transfer between the cold and hot fluids
U : Overall heat transfer coefficient
A : Heat transfer surface area
∆Tlm : Log-mean temperature difference
∆T1 : Temperature difference between the two fluids at input
∆T2 : Temperature difference between the two fluids at output
Counter flow heat exchangers have similar relationships, however ∆T1 is defined
at the temperature difference between the two fluids at the “hot” fluid input, and
∆T2 is defined at the temperature difference between the two fluids at the “hot” fluid
output.
The log-mean temperature difference method is simple to use if the fluid tem-
peratures are known at the inputs, and are readily at the output (such as from an
energy balance, or know boundary conditions). If the inlet temperatures are the only
knowns, a computationally expensive iterative approach is necessary to determine the
outlet temperatures. In addition, this method is suitable for direct and counter flow
heat exchangers, but not for more complex heat exchanger types. Hence, a different
method is introduced for modeling the compact heat exchanger behavior, namely the
Number of Transfer Units (NTU) method.
The heat service simulation model is shown in Figure 96. Next, the NTU method
is discussed, followed by outline of the numerical approach to calculating the service



















Figure 95: Compact Heat Exchanger
7.2.3.1 The Effectiveness NTU Method
The NTU method is based on defining the effectiveness of the heat exchanger. This
enables the analysis of different types of heat exchangers using mathematical rela-
tions. To define the effectiveness of a heat exchanger, the maximum possible heat
transfer rate (occurring for a counter flow heat exchanger of infinite length) has to be
determined. Defining:
Cc , ṁwCPw (23)
and
Ch , ṁaCPa (24)
such that:
ṁw : Chilled water mass flow rate
ṁa : Air mass flow rate
CPw : Chilled water specific heat (assumed constant)







































Figure 96: Thermal Service Simulation Diagram
If the chilled water experiences the larger temperature change between the inlet
and outlet(as compared to the air flow), the maximum heat transfer rate, qmax can
be calculated from
Cc < Ch : qmax = Cc(Tai − Twi) (25)
If the air flow experiences the larger temperature difference, the maximum heat trans-
fer rate can be calculated from
Ch < Cc : qmax = Ch(Tai − Twi) (26)
Defining Cmin and Cmax as
Cmin , min(Cc, Ch) (27)
Cmax , max(Cc, Ch) (28)
The maximum heat transfer can be expressed in the form
qmax = Cmin(Tai − Twi) (29)
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The effectiveness of the heat exchanger, ε, is defined as the ratio of the actual





The actual heat transfer of each fluid can be calculated from their enthalpy rela-










By definition, the effectiveness has to be a value in the range 0 ≤ ε ≤ 1. If ε is
known, together with the inlet conditions of both fluids, the actual heat transfer can
be calculated from
q = εCmin (Tai − Twi) (33)
For any type of heat exchanger, it can be shown that [77]






The NTU is a dimensionless parameter that is widely used to characterize heat





The function in Equation 34 depends on the type of heat exchanger. It is assumed
that the thermal system’s heat exchangers is of the cross flow single pass type, with
both flows unmixed. Thus the heat exchanger effectiveness relationship is given by
[77]















Relationship 37 is plotted for several values of Cr in Figure 97. All heat exchanger
types (for any Cr) have approximately the same effectiveness for NTU/ 0.2. Maxi-
mum values of effectiveness is associated with Cr = 0, while minimum effectiveness is
associated with Cr = 1. Care should be taken in the case in which Cr = 0 to avoid a
division by zero. Other relationships can be given for other types of heat exchangers,
and present the same trends.































Figure 97: NTU Vs Effectiveness - Cross Flow Single Pass - Both Fluids Unmixed
To summarize the NTU method: Cc, Ch, Cmin, Cmax and Cr are calculated from
23, 24, 27, 28 and 35. NTU is then computed from 36. Either equation 37 or
Figure 97 is used to determined to the value of ε. Note that changing the analysis to
include a different heat exchanger type only requires a change in this equation. The
maximum heat transfer rate, qmax is then calculated from 29, followed by the actual
heat transfer, q, from 30. It is assumed that the heat exchanger has negligible heat
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loss to the surrounding, hence all the heat lost by the hot air is transfered to the
chilled water. The actual heat transfer is equal to
q = ṁaCPa (Tai − Tao) (38)
for the air, and
q = ṁw CPw (Two − Twi) (39)
for the chilled water. Given Twi and Tai, and using equations 38 and 39, the chilled
water output temperature, Two, and the air output temperature, Tao, are computed.
The air input temperature, Tai, is assumed to be the same as the service temperature,
Ts. The Simulink diagram for the heat exchanger model is shown in Figure 98.
7.2.3.2 Service Temperature Calculation
The air within the service load cavity is blown through a duct to flow over the chilled
water cooling coil. The air temperature falls and re-enters the service cavity to
mix with the hot temperature air resulting in an overall cooling effect. The final
temperature of the service is assumed to be equal to the average air temperature in
the cavity, Ts. A control volume is assumed within the service air cavity to conduct
thermal analysis. The energy entering the control volume (in the form of cooled
air flow and heat generated by the service) is balanced by the energy stored in the
control volume and the energy leaving the control volume (in th form of hot air), i.e.
an energy balance analysis is performed. The energy entering the control volume,
Qin, is given by











































































































































































ṁa−in : Air mass flow rate entering the service (exiting the heat exchanger)
CPa−n : Air specific heat at constant pressure
Ta−in : Air temperature entering the service (exiting the heat exchanger)
Qin : Thermal energy rate added to the service
The energy exiting in the control volume, Qout is given by
Qout = ṁa−out CPa−out Ta−out (41)
such that
ṁa−out : Air mass flow rate exiting the service (entering the heat exchanger)
CPa−out : Air specific heat at constant pressure
Ta−out : Air temperature exiting the service (entering the heat exchanger)
It is assumed that the the air temperature does not change much to cause a change
in the air specific heat constant. Hence
CPa−in = CPa−out = CPa
Also, the average temperature of the service is equal to the outlet air temperature
Ta−out, which in turn is the same as the heat exchanger input temperature, Tin. In ad-
dition, the service inlet temperature is equal to the heat exchanger exit temperature.
Therefore
Ts = Ta−out = Tai and Ta−in = Tao
It is also assumed that no compression takes place making the control volume
input and output mass flow rates, and the heat exchanger input and output air mass
flow rates equal.
ṁa−in = ṁa−out = ṁa (42)
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The stored energy in the control volume, Qstored, can be expressed as
Qstored = ρV CV a
dTa−out
dt





ρ : Air density
V : Service air cavity volume
CV a : Air specific heat at constant volume
Combining equations 40, 41 and 43 yields
Qin = Qout +Qstored




Equation 44 is integrated in time to compute a value for Ts at each time step, using
inputs from the heat exchanger from the previous time step. The above equations





















Figure 99: Service Cavity Simulation Model
7.2.3.3 Air Circulating Fan Model
A fan (mounted inside the service duct) forces the air to circulate between the service
cavity and above the water cooling coils. The fan is powered through the same power
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source providing for the service. A simple behavioral numerical model that relates
the fan load demand [Watts] to the air mass flow rate ṁa [kg
/s] is assumed. The
model is linear, but can be replaced by any off-the-shelf fan characteristics. The linear
numerical model is shown in Figure 100.






























Figure 100: Air Circulating Fan Model
7.3 Naval Vessel Control Architecture Analysis Suite
The previous section described a naval ship simplified simulation model. The model
can be categorized as a low-mid fidelity behavioral model that adequately describes
the behavior of the systems from a functional perspective. The main physics based
relationships among system states and parameters are embedded in the model.
In the current section, the analysis suite described in 4.7 is applied to the behav-
ioral model. The objective is to reveal more information on the limits imposed by
the control architecture choice on the physical system’s behavior, and the effect of
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the physical system’s design parameters on the control architecture feasible options.
This objective is accomplished by conducting four types of analyses, namely: state
reachability, inverse dynamics, stability and capability potential analyses.
However, basic controller implementation is required to explore the interaction
between the control architecture and the physical system. To limit the scale of the
design problem, it is assumed that the overall integrated system (physical and control
architecture) has two controllable inputs:
1. The cooling fluid (water) flow rate. Four pumps control the amount of cooling
fluid circulating through cooling network.
2. A compact heat exchanger is attached to each thermal service. The heat ex-
changer assembly consists of a cooling coil connected to the cooling network,
ducts, and a cooling fan circulating air between the service and the cooling coils.
The operating power to the fan is a controllable input, such that higher power
results in more air being circulated and therefore better cooling.
Therefore, a local switching controller is implemented on each thermal service.
The controller switches the cooling fan on and off based on the current service tem-
perature. The controller is a bang-bang controller, meaning that it does not command
a control action proportional in value to the service temperature feedback signal. In-
stead, it commands either an ”‘on”’ or an ”‘off”’ signal to the cooling fan. The
maximum fan power counts as a design parameter, set in the beginning of the simula-
tion. Figure 101 shows the operation of the fan controller. The controller is engaged
if service temperature rises above 315oK, and disengages when the temperature is
less than 310oK. As a final assumption, unstable system performance results if the
service temperature exceeds 320oK.
The cooling fluid pump capacity is another design parameter. Ideally, another








Figure 101: Air Circulating Fan Controller
in the context of this research is the service temperature. Hence only the behavior of
such a controller is modeled, such that the ”‘virtual pump controller”’ is responsible
for maintaining a given flow from a specific pump. The pump capacity is preset in the
beginning of the simulation and is assumed constant and maintainable throughout.
7.3.1 State Reachability
The main function of the cooling network is to maintain the thermal service tem-
perature within a certain acceptable range. The first and foremost design analysis is
to assess the level of achievement of this function. The operating conditions as well
as the physical systems and control architecture design choices together affect the
system’s final state.
Reachability analysis requires that an ideal ”‘best case”’ controller is assumed.
Therefore, the cooling fan is operated at maximum power of 10 W . Four different
cooling flow magnitudes through a service load are explored, namely 0.2, 0.6, 1.0
and 1.4 × 10−5 m3/s. Note that these are not necessarily equal to pump capacities,
since one pump can be used to supply different service loads. Figures 102, 103,
104, 105 and 106 show the time histories of the service temperature for heat loads
of 50, 100, 150, 200 and 300 W respectively. The limits for acceptable operation
(310oK ≤ Ts ≤ 315oK) and the stability limit (Ts ≤ 320oK) are also shown on the
210
figures.







































Figure 102: Service Temperature Response - 50W Heat Load
Lower heat loads (50 and 100 W ) are always manageable by the cooling system,
for all cooling flow magnitudes considered. However, extremely low cooling flow
result in a slower reduction in service temperature. In addition, for lower heat loads,
it is observed that increasing the cooling flow beyond a certain limit hardly causes
any change in the service temperature response. For example, the temperature time
history for 0.6, 1.0 and 1.4 × 10−5 m3/s cooling flows in the 50 W case are almost
identical (refer to Figure 102).
Increasing the heat load to 150 W (Figure 104) results in acceptable performance,
but only for higher cooling flows. The lowest cooling flow value of 0.2 × 10−5 m3/s
results in a constant temperature outside the acceptable limits, but less than the
stability limit. In this case, the controller is always engaged, sending an ”‘On”’ signal
to the fan to operate at maximum power, but the cooling is not enough to drive the
temperature back to within the acceptable limits. It is up to the designer to assess
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Figure 103: Service Temperature Response - 100W Heat Load







































Figure 104: Service Temperature Response - 150W Heat Load
212







































Figure 105: Service Temperature Response - 200W Heat Load







































Figure 106: Service Temperature Response - 300W Heat Load
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the acceptability of such cases.
A similar situation occurs when the heat load is increased to 200 W (Figure 105).
Higher cooling flow rates are enough to maintain a constant temperature, but not
enough to decrease it. At 300 W (Figure 106), the cooling flow, within the assumed
range, is not enough to keep the temperature within the stable limit.
It is important to reemphasize that reachability analysis was conducted assuming
the control architecture is operating at its best/maximum capacity, i.e. an air fan
power of 10 Watts. Accordingly, if any improvement in state reachability is sought,
the physical system’s design parameter choices have to be readdressed.
7.3.2 Inverse Dynamics
The second type of analysis aims at assessing the resources needed to drive the system
to its required final state. In the general case, the resources are equivalent to the gen-
eralized driving forces. However, in the case of a controller switching an air circulating
fan, the resources can be viewed in the context of the fan energy consumption.
The fan operates at a given constant power specified at the beginning of the
simulation. This power is assumed as a parameter in the inverse dynamics analysis.
The fan power ranges between 1 and 10 Watts.
The fan energy consumption is a direct integration of the fan power only if the
fan is switched on for the full duration of the simulation. However, the presence of
a hysteresis band (temperature lower and upper limits for acceptable performance)
affects the state of the fan, resulting in lower energy being consumed in some cases.
Figure 107 shows the different cases of 0.2, 0.6, 1.0 and 1.4 × 10−5 m3/s cooling
flows combined with 50, 100, 150, 200 and 300 W heat loads. As expected, the energy
consumption increases with the increase in heat load for the same cooling flow. Also,
the energy consumption decreases with the increase in cooling flow for the same heat
load. Although the curves are very close to being linear, nonlinearity occurs due to
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the controller switching the fan states. The lower the heat load, the more times the
fan switches states, hence the higher the nonlinearity.
Another observation from Figure 107 is related to how the curves for different
cooling flows are organized for a given heat load. The different curves, although
slightly nonlinear (for example the 50 W curves), collectively form an almost linear
band. Therefore, these curves can be approximated by a linear regression curve
within acceptable accuracy. This prompts a simpler controller design, which only
takes into consideration the heat load and ignores the cooling fluid magnitude in
contrast to taking both into account. The exact controller design cannot be finalized
unless the system parameters are. Nevertheless, the result that the local controller
can be a single input single output controller is an important reduction in controller
complexity.
In case of the 200 and 300 W heat loads, the fan switches to the ”‘On”’ state and
remains at this state. Hence, irrelevant of the cooling flow, the energy consumption
remains the same. Therefore all curves corresponding to different cooling flows for
the same heat load coincide, and are linear. This is a typical case where the controller
reached its saturation or maximum capacity, driving the system as hard as it can,
but the physical limitations of the system prohibits improved performance. In fact,
in case of the 300 W heat load, it cannot stabilize the system for any fan power
command and cooling flow magnitude.
Although fan switching results in nonlinear behavior, it is a desired feature since
it saves energy. Considering the maximum fan operation power of 10 W , Figure
108 shows the domain of the switching controller. Cases in which the final service
temperature at the end of the simulation is between 310oK and 315oK, and the
controller is powerful enough to drive the temperature down, generally occur for
lower heat loads and higher cooling flows. The significant result here is that a rough
estimate of the range of controller desirable operation (switching range) as related to
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Figure 107: Fan Power Vs. Energy Consumption






























Figure 108: Fan Controller Switching Cases - 10W Fan Power
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system’s operational parameters (cooling flow and heat load) is predicted. The range
is defined by the dashed line in Figure 108.
It is important to note that not all cases shown in Figure 107 are stable cases.
Also, not all cases shown in Figure 108 for Tsf > 315
oK are unstable cases. This is
the subject of the following section.
7.3.3 Stability Considerations
To simplify the analysis, the stability condition is assumed to be Ts < 320
oK for
stable operation. If the service temperature exceeds this limit, either in its steady
state value or during a temporary overshoot, the system is assumed unstable.
Note that traditional definitions of system stability (such as phase or gain margins)
do not serve the purpose of this analysis. Traditional stability metrics check if a
state becomes unbounded. However, the service temperature in our case never does.
However, it is assumed that the temperature increase beyond a certain point results in
a series of cascading failure events which eventually drives the whole system unstable.
States do become unbounded, but these states are not part of the behavioral model
presented. Therefore it suffices, in this context, to describe stability in terms of a
temperature limit.
Figure 109 presents the data in Figure 107 from a different perspective. Each
point in Figure 109 corresponds to specific system operational parameter set (heat
load, fan power, cooling flow magnitude). However, the focus of Figure 109 is on the
whether a particular parameter set results in stable (acceptable) operation. It is clear
from the figure that the unstable parameter sets (represented by red squares) form
an upper boundary on the system’s operations parameter set space. The boundary
is dominated by the heat load value and the fan operating power.
The stability boundary is more of a gray area than a sharply defined edge. Stable
and unstable operating points almost coincide in the vicinity of the boundary region.
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Figure 109: Fan Power Vs. Energy Consumption - Stability
































Figure 110: Stabilizing Fan Controller Feasibility Region - 10W Fan Power
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For example, the operation parameter set consisting of low cooling flow associated
with the 150 W heat load is very close to the any flow with higher heat load. This
presents itself as a local controller design challenge in the detailed design phase, since
the controller has to avoid a loosely defined stability boundary.
Figure 110 shows the operational parameters set for a given fan power, in this case
the maximum power of 10 W (the left edge on Figure 109). The feasibility region is
defined as the parameter sets that result in a final service temperature of less than
320oK. The less the heat load and the more the cooling flow, the more likely that the
parameter set is in the feasible stabilizing controller region. Note that this feasible
region shrinks as the fan power is decreased. Also, comparing Figures 108 and 110,
the unstable cases set is a subset of the set of cases in which the fan is always on.
7.3.4 Capability and Performance Potential
Three types of performance criteria are presented in this analysis. The first criterion
deals with the system’s desired performance, but not necessarily its stability. In the
presence of a continuous heat load, the desired service temperature behavior is that
it is maintained between 310oK and 315oK. The local controller responsibility is to
provide for this functionality. Figure 111 shows the region that satisfies the desired
performance. Note that this region is smaller than the feasibility region shown in
109, since there are cases where the steady state service temperature is less than
the stability limit of 320oK, but more than the 315oK upper limit of the desired
performance region.
The second and third performance criteria are more on the traditional control
design side, namely the rise time and settling time. To conduct this analysis, an
initial service temperature of 290oK is assumed. The local switching controller is
hard wired into continuously switching ”‘on”’ the fan, hence driving the system on a
linear path. The maximum fan power is varied between 1 W and 10 W ; the cooling
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Figure 111: Desired Performance Region - 10W Fan Power
flow is varied between 0.1 × 10−5 m3/s and 1.6 × 10−5 m3/s; while the heat load is
varied between 50 W and 200 W . Note that the cases of 250 W and 300 W heat
loads are not included since these are unstable cases.
The contour plot relating the rise time, cooling flow and fan power for the 50 W
heat load case is shown in Figure 112. Similarly, Figures 113, 114 and 115 are plotted
for the rest of the heat load cases. As the heat load decreases, the lower rise time
region expands. For example, compare the region size for a 40 seconds rise time
between the 50 W and 150 W plots.
Another important result presented in the Figures 114 and 115 is the stable re-
gions. The contour plots in both figures are chopped and only the regions with stable
performance are shown.
Figures 116, 117, 118 and 119 show the settling time results, and exhibit the same
trends as the rise time results. The best achievable performance is a 40 seconds rise
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time and an 80 seconds settling time. Since the controller is hard wired as previously
explained, then this is the best it can attain. Better performance is only possible by
improving the physical system design.
7.4 Naval Vessel Control Architecture Meta-model
The main question asked in Chapter 1 is answered in this section. Which is better:
using a control architecture that is broken down based on a spatial decomposition, or
a control architecture, structured around functional subsystems? Two architectures
would be considered here. The first is a spatial decomposition approach in which
each zone is a stand alone unit within the control architecture, such that the zone
controller controls all three subsystems.
The second considered architecture is based on a functional decomposition. There
are three main controllers in a hierarchy: a thermal system controller, a fluid network
controller, and an electric network control. This architecture is a hybrid between the
hierarchical and distributed structures.
7.4.1 Control Node Complexity
As explained in Chapter 5, a node is a sub controller within the architecture. Since
the hardware is already designed in current design problem, then there is not much the
designer can do regarding reduction of the complexity of the hardware components. In
other words, a component, such as a valve, has a pre-specified controller that cannot
be changed. The objective of this section is to present the internal node structure for
each of lower-level sub controllers that are directly associated hardware.
Cyclomatic complexity is used as a guide in the comparison of different archi-
tecture options. It should be emphasized that such a metric primarily applies to
the software domain. Hence it directly applies to the control node assessment, since




















































































































































































































































































































Figure 119: Settling Time[s] - 2000W Heat Load
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cyclomatic complexity in the context of control configuration implies slight extrapo-
lation. Nevertheless, it counts as an indicator to the control architecture’s difficulty
of implementation.
In addition to cyclomatic complexity, a qualitative description of the architectural
structural complexity is given, and is linked to the physical system’s reliability. Note
that the extraction of the information presented in this section (on the control archi-
tecture and its interaction with the physical system) does not depend on the presence
of a system’s final design.
7.4.1.1 Fluid Network Isolation Valve
The valve consists of a processing module, an external interface module, an actuator
that moves the valve stem, a sensor that measures the position of the valve stem,
and a communication module. The valve meta-model is shown in Figure 120. The
cyclomatic complexity is calculated as
M(V ) = E −N + 2P = 5− 5 + 2× 2 = 4













































Figure 120: Fluid Network Isolation Valve Metamodel
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7.4.1.2 Fluid Network Service
The service consists of a processing module, an external interface module, an actuator
that moves the valve associated with the service, a sensor that measures the service
flow rate, and a communication module. The service meta-model is shown in Figure
121. The cyclomatic complexity is computed as
M(S) = E −N + 2P = 5− 5 + 2× 2 = 4











































Figure 121: Fluid Network Service Meta odel
7.4.1.3 Fluid Network Plant
The plant consists of a processing module, an external interface module, an actuator
that moves the two pump valves and turns on the pump, a sensor that measures the
service flow rate, and a communication module. The plant meta-model is shown in
Figure 122. The cyclomatic complexity is given by
M(P ) = E −N + 2P = 5− 5 + 2× 2 = 4
It is worth noting that the plant also contains a pressure sensor. Figure 122 shows
the pressure sensor added to the node. However this does not change the cyclomatic
complexity of the node since the number of edges increases by one as well as the













































Figure 122: Fluid Network Plant Metamodel
7.4.1.4 Power Panel Ass mbly
The power panel assembly consists of a processing module, a knowledge extraction
module, the communication module, and an external i terface module. The power
panels assemblies supply the zones with electric power through individual electric
power panels. Hence each power panel assembly is assumed to have four actuators,
corresponding to the four power panels, and for sensors corresponding to the power
panel current sensors. The power panel assembly meta-model is shown in Figure 123.
The cyclomatic complexity is computed as
M(A) = E −N + 2P = 13− 12 + 2× 5 = 9
The electric system has two power panel assemblies.
7.4.1.5 Thermal System Heat Service
The thermal service consists of a processing module, an external interface module,
an actuator that drives the air circulating fan, a temperature sensor that measures
th temperature of the survice, and a communication module. The thermal service
meta-model is shown in Figure 124. The cyclomatic complexity is calculated as


























Figure 123: Electric Network Power Panel Assembly Metamodel












































Figure 124: Thermal Network Service Metamodel
7.4.2 Control Architecture Configuration
7.4.2.1 Function Federation Architecture
In this type of architecture, the system is decomposed based on functionality. A
subsystem is defined, in the context of the functional federation, a group of com-
ponents that collectively achieve a certain function. The system has three major
subsystems: The fluid network subsystem, the electric network subsystem, and the
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thermal subsystem. the objective is to put them in a control hierarchy that minimizes
complexity, allowing for better control architecture performance, testing, scalability,
and reliability.
Although it is possible to calculate the complexity of the full structure of the
control architecture, it does not provide much information. The control architecture
is not designed all at once. Usually it is designed in phases and in modules. Hence, the
complexity of individual layers within the hierarchy, i.e. the way control architectures
are designed, is what is important and provides much information on the quality of
a control architecture versus another.
Although the functional federation architecture will be shown for the three sub-
systems, more focus will be placed on the fluid network subsystem since it has more




















Figure 125: System Functional Federation Control Architecture
7.4.2.2 Electric Network Control Architecture
The electric power network has two power panel assembly controllers that link directly
to the hardware. It is assumed that power generation and electric bus routing control
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architecture are separate, and there function is to provide power for the power panels.
The electric network subsystem controller, shown in Figure 125, ensures that power
is routed from the buses to the destination hardware.
The electric power network control architecture is of the hierarchical type. The
hierarchical and distributed architectures are very similar in behavior since the electric
system has only two sub-controllers. Substituting the hierarchy with single centralized
controller increases the complexity considerably.
The cyclomatic complexity of the power assembly controller was computed to be
9. This is somewhat a high complexity, since the rule of thumb is that software
with complexity higher than 10 should be a partitioned into modules. Breaking
down the power panel assembly controller (controlling four zones) into four separate
sub controllers, each controlling one zone reduces overall complexity from nine to a
complexity of four for each sub controller. However, this increases the cyclomatic
complexity of the control hierarchy, since instead of one module, the hierarchy is now
composed of four modules.
A decision on the part of the designer needs to be made whether lower complexity
on the lower level accompanied by higher overall structural complexity is more pre-
ferred than the opposite. Usually, the higher overall complexity resulting from using
more lower-level controllers can be reduced by further breakdown in two more layers
of control. This is verified in large-scale control architectures common practices where
control systems are almost always of a multilayered nature. Hence the preference is
to you use simpler lower-level controllers with more layers in the hierarchy.
7.4.2.3 Thermal Network Control Architecture
The choice architecture for the thermal network control is a 2-layer control hierarchy.
The first layer is the subsystem control layer, the second is the zonal layer. Each zone
module controls the heat exchangers (only the thermal network components, since it
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is a functional federation) within the zone.
7.4.2.4 Fluid Network - Functional Federation Control Architecture
The fluid network architecture is part of the overall hierarchical system architecture.
Since it has more components and features than the aforementioned networks, it is
shown on separate figures. Note that the valves that are not embedded in neither
the plants nor the services are isolation valves, and are only used for reconfiguring
the network. Hence these valves have the same function and can be grouped in one
module. In addition, these valves work in pairs (one on the supply line and another
on the return line), i.e. the pair of valves open and close simultaneously. Therefore,
each pair is treated as a single control signal destination. This approach reduces the
architecture complexity considerably.
One of the more common control architectures is what is referred to in Chapter
5 as the functional federation architecture. The control architecture presented in
this section is a strict functional federation, in which all components are grouped
according to their functions, starting from the top, the system level, followed by the
subsystem level, and finally down to the hardware level. Applying this architecture
to the fluid network results in the configuration shown in Figure 126.
The fluid network control architecture is further decomposed into three subsys-
tems: 1) the plants controller, which includes all pump assemblies, their associated
valves and sensors, and 2) the services controller, together with their flow control
valves, and 3) the reconfiguration controller subsystem, which includes all the isola-
tion valves.
Functionally, the architecture makes sense; separating the resources from the con-
sumers, and both from the backup reconfiguration system. However from a practical

































Figure 126: Strict Functional Federation Control Architecture
the three control architecture subsystems:
Reconfiguration: M = 8− 9 + 2× 8 = 15
Plants: M = 4− 5 + 2× 4 = 7
Services: M = 6− 7 + 2× 6 = 11
In addition, the overall fluid network controller complexity is given by
Fluid Network (Strict): M = 3− 4 + 2× 3 = 5
A cyclomatic complexity of 5 or 7 is acceptable. In fact, any complexity less that 10
is acceptable. The higher the complexity, the harder to test the system and the more
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the system is prone to error. Even if the services complexity of 11 is accepted, the
reconfiguration subsystem complexity of 15 is an unacceptable value. However, the
fluid network higher level cyclomatic complexity is at an extremely graceful 5.
Another perspective on the controller complexity is related to the internal struc-
ture of the controller within the configuration. The reconfiguration controller has
eight pairs of valves, each with (a minimum of) two states: ”‘open”’ and ”‘close”’.
The controller has to make eight decisions for the eight valve pairs, known as the
decision set, depending on the external environment system drivers. In other words,
the controller has to choose a decision set from among a group of the order of 28
different decision sets to achieve proper reconfiguration. (Note that a few decision
sets are not realistic, such as all open, since some services are supplied by two lines,
but this does not change the order of magnitude of the decision set choices). Such a
controller is a challenging controller to design and implement.
The next step is to use the meta-model to explore different architecture options,
such that the systems with higher complexity are partitioned or redistributed.
7.4.2.5 Fluid Network - Hybrid Federation Control Architecture
Following the system’s functional decomposition into three major subsystems (ther-
mal, electrical and fluid), the architecture is further decomposed based on a spatial
decomposition. This leads to four subsystem controllers corresponding to the fluid
network zones. Each zone controller is linked to the fluid network zone components:
the plant, the service(s), and the two pairs of isolation valves. Note that only the
fluid network components here, since the architecture started with a functional de-
composition. The control architecture is shown in Figure 127.
Increasing the number of the fluid network subsystems to 4 results in an increase
in the complexity of the network. This is calculated as
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Figure 127: Hybrid Functional - Spatial Federation Control Architecture
which is not a drastic increase. As a matter of fact, a cyclomatic complexity of about
7 is more on the normal side for a software rich with features. However, the main
advantage of this architecture is evident when calculating the cyclomatic complexities
of the zone controllers
Zone 1: M = 4− 5 + 2× 4 = 7
Zone 2: M = 5− 6 + 2× 5 = 9
Zone 3: M = 5− 6 + 2× 5 = 9
Zone 4: M = 4− 5 + 2× 4 = 7
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The slight increase of the fluid network top level control layer complexity of 7 was
accompanied by a drastic decrease of the zonal control layers complexity to 7s and
9s. Designing a 9 (or a definitely 7) cyclomatic complexity piece of software to act as
the zonal controller is a very feasible task, together with testing, validation, among
other software design tasks. Unless there is another design driver that requires the
strict functional federation, the hybrid federation is a clear winner here.
The structural complexity of such a configuration can also be viewed from a con-
troller design requirement. In case of Zones 2 and 3, assuming the plant, two services,
and two configuration valve pairs have two levels of decisions each. Hence the con-
troller has to choose a decision set from among 25 decision sets (24 in case of Zones 1
and 4), definitely lower than the 28 from the previous architecture option. Designing
a controller for the hybrid configuration is less complex than one for a functional
federation configuration.
The failure of one of the zone plants results in the requirement that an adjacent
zone supplies the services in both zones. For example, if Plant 1 fails, Plant 2 in
Zone 2 supplies both Services 1 and 2. This increases the structural complexity of the
controller, since it has to choose a decision from among 27 decision choices (3 services,
4 pairs of valves). If Plant 4 in Zone 4 also fails, the decision pool increases to an order
of magnitude to 210, an unacceptable case. Hence, for the hybrid configuration to be
as feasible as it is attractive, a systems design requirement has to be placed on plant
reliability. Three plants cannot fail simultaneously, or else the control architecture
will fail. This can be achieved with proper selection of highly reliable pumps.
7.4.2.6 Fluid Network - A Variant Hybrid Federation Control Architecture
The previous hybrid control architecture is a viable and attractive design option.
However, the strict functional architecture has the advantage of logically decomposing
the system into its main functions. Observing the components on a zonal level,
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it is clear that each zone possesses the same functions as the fluid network level,
namely: the resource, the consumer, and the reconfiguration system. Therefore if the
components within the zone are grouped based on their function, and a local controller
is designed for each group, then the best of both worlds is achieved: logical / functional
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Figure 128: Variant Hybrid Functional - Spatial Federation Control Architecture
The variant hybrid architecture is shown in Figure 128. Each zone contains one
plant and one service, each having its own controller as discussed in the previous
section. On the other hand, the two valve pairs can be grouped into one local recon-
figuration subsystem with its own controller. The fluid network top level controller
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complexity is calculated as
Fluid Network (Variant): M = 4− 5 + 2× 4 = 7
exactly the same as with the hybrid architecture, since no subsystems were added to
the top level. The zonal complexity is given by
Zone 1: M = 3− 4 + 2× 3 = 5
Zone 2: M = 4− 5 + 2× 4 = 7
Zone 3: M = 4− 5 + 2× 4 = 7
Zone 4: M = 3− 4 + 2× 3 = 5
which is another reduction in the complexity as compared to the hybrid architecture;
an even better solution. Moreover, the cyclomatic complexity of the newly added
reconfiguration local subsystem is given by
Fluid Network (Variant): M = 5− 5 + 2× 2 = 4
A similar case related to the number of decisions choices a control architecture
can to choose from can be made here. Zones 1 and 4 have to choose from among
22 decisions, while Zones 2 and 3 have to choose from among 23 decisions. The
reconfiguration controller has to choose from 22 decision choices. A drastic reduction
in the controller algorithm design and implementation complexity is achieved by the
variant hybrid architecture.
However the variant hybrid architecture has a catch. The four zone’s reconfigura-
tion controllers have to operate in synchronization. Information has to be exchanged
between these controllers and taken into consideration when a decision set is chosen.
Network communication requirements increase. This is specially true in the case of
failure of one of the plants, since the two reconfiguration controllers (from the supply
and starved zones) have to coordinate their actions.
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The case of failure of one of the plants in the current architecture is similar to
the case with the previous architecture. More than 2 pumps failing results in an over
complex controller, that quickly loses its advantage over the fully functional federation
architecture.
The fact is that the more layers added, and the more large subsystems are parti-
tioned, the less cyclomatic complexity, and the less structural complexity. In addition,
it is easier and more reliable to scale up the system by adding more components (with
their controllers), or upgrade the system by swapping subsystems (with their less com-
plicated, easier to design controllers). But this comes at a price. More components
usually means less reliability, higher cost and more communication band width. This
decision is highly dependant on the particular system and discipline. Therefore, it is
beyond the scope of this dissertation. The decision is left for the designer depending




Large-scale distributed intelligent systems are starting to gain dominance in many
applications. Systems such as advanced vehicles, (aircraft, naval vessels, spacecraft,
etc.), networked systems (electric grid, fluid networks, wireless networks, etc.), hy-
brid systems (composed of dissimilar entities with a common goal) are some examples
among a multitude of system of systems. Other applications include spatially dis-
tributed systems such as the Smart Grid, or functionally distributed systems such
as network-centric taskforces. Large-scale intelligent systems are characterized by
nonlinear behavior patterns that can only be predicted through simulation based en-
gineering. In addition, the autonomy, intelligence, and reconfiguration capabilities
required by certain systems introduce obstacles, therefore adding another layer of
complexity. There is no standard way of representing control architectures. Con-
sequently, many control architectures cannot be evaluated. Variations in modeling
approaches, simulation scenarios, metrics definition, among other factors present a
challenge in the fair comparison of control architectures.
8.1 Research Objectives Review
In spite of their importance, large-scale intelligent systems are not designed using
standard processes. They do not have a well established design methodology that
addresses the system’s behavior design requirements in general, and the intelligence
requirements in particular. Large-scale intelligent systems are regarded as regular
complex systems during design, with the intelligence treated as an afterthought.
As a result, the current state of the art relies on the serial process of designing
the physical system followed by the design of the intelligent control architecture. The
240
physical system design is usually finalized (or is in the detailed design phase) before
the intelligent control architecture design is addressed. This process limits the control
architecture to a handful of choices that are based on the physical system structure.
Furthermore, the capability of the control architecture is limited by the physical
system configuration choice. The physical system might not be able to achieve the
required performance level no matter how well the control architecture is designed.
The goal of this research is to develop the necessary tools for a design method-
ology specific to large-scale intelligent systems. The design methodology has to be
applicable during the conceptual design phase, during which the physical system’s
parameters and structure are not yet finalized. During the conceptual design phase,
minimum financial investment has been made as far as the physical system is con-
cerned. It is usually represented on paper or by simulation models, while costly
hardware prototypes are seldom built.
In addition, the design methodology has to provide more information to the system
designer during the conceptual design phase, information that may alter the final
concept selection if only the physical system is considered. Typically, the design
methodology considers the system’s behavior characteristics as well as the physical
system’s constraints, in addition to the required functionality and limitations on
computation. The product of applying the design methodology is a matching physical
system and control architecture, coupled with feasibility, capability and evaluation
analyses.
To accomplish this goal, the dissertation aims at achieving two main objectives.
The first objective is the development of means (or tools) by which the interaction be-
tween the physical system and the control architecture can be studied, assessed, and
analyzed. The second objective is to develop a common framework of control archi-
tecture representation, hence enabling the fair and consistent comparison of different
architectures for the same physical system.
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8.1.1 Objective I: Interaction Between the Physical System and the Con-
trol Architecture
The interaction between the physical system and the control architecture can be fur-
ther decomposed into three sub-objectives. The first sub-objective is the interaction
within the design process tasks. The effect of the physical system on the control
architecture, as well as the best achievable performance by a control architecture on
a given physical system comprise the second and third sub-objectives respectively.
In order to achieve the first sub-objective, the research presented in this disser-
tation proposes a concurrent approach to design large-scale intelligent systems. The
physical system and the control architecture design processes are merged into a sin-
gle hybrid design process with two parallel paths. Essential information pertaining to
both the control architecture of the physical system is exchanged at specific milestones
in the hybrid design process.
Yet, control architectures have no standard design process in the literature. The
main tasks involved in designing control architectures are analyzed. In addition,
drawing similarities between control architecture design and complex system design
led to the proposition of a (semi-)standard control architecture design process. The
proposed control architecture design process as well as the standard complex system
conceptual design process forms the backbone of the hybrid intelligent systems design
process.
Three design loops are identified in the hybrid design process. The first loop is the
physical system conceptual designed loop. The second loop is the control architecture
design loop in which a matching controller structure and algorithm is found. The third
loop defines the interaction between the control architecture design and the physical
system design processes. It is the focus of this dissertation.
The second and third sub-objectives are closely related to the third design loop.
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The choice of a physical system configuration in the conceptual design phase (disre-
garding the control architecture) confines the control architecture design space to a
few choices that match the physical system. On the other hand, if a physical system is
not well designed there is not much the control architecture can do. Hence, no matter
how good the control architecture is, the overall system’s performance is limited by
the choice of the physical system.
To assess the effect of the physical system on the control architecture and vice
versa, a suite of analyses is developed. This suite has four main analyses categories.
The first is the state reachability analysis, which checks whether the system is able
to achieve the final required state or not. The second analysis category is the inverse
dynamics analysis which relies on a behavioral model. Its purpose is to assess the
required generalized forces that drive the system from its initial state to its required
final state. The third type of analysis is the stability analysis which relates to the
identification of instability regions within the system’s domain of operation. Stability
analysis can take a qualitative approach, if not enough information is available in the
conceptual design phase. The fourth and last category of analysis is the capability
potential of the system. It answers the question of how well the system can perform
during operation.
The interaction between the physical system and the control architecture is ex-
plained in Chapter 4. A demonstration problem involving the design of a two degree
of freedom mechanism is presented in Chapter 6. The analysis suite is applied to the
design of this mechanism. Results show that if the control architecture consideration
is not included early on in the conceptual design phase, there is a chance that the
designer might choose a physical system configuration that highly increases the com-
plexity of the controller. It also shows that the choice of specific control architectures
limits the performance of the system. Hence, the first objective of this research is
achieved.
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8.1.2 Objective II: Control Architecture Meta-model
Intelligent control architectures design involves three major decisions: control con-
figuration, control methods, and controller parameter selection. It is shown that the
first two decisions can be addressed in the conceptual design phase. To accomplish
this, it is necessary to analyze control architectures in categories. Presented analyses
demonstrate that the traditional classification of controllers depends on the compu-
tational technique the designer uses during controller design. It is shown that this
specification is not suitable for control architectures conceptual design. Hence, control
architectures are reclassified into a novel taxonomy based on the control architecture
configurations and methods.
A control architecture’s meta-model is developed using the novel taxonomy, em-
phasizing the distinction between control configurations and control methods. As
far as control configurations are concerned, two controlled architecture structures are
proposed: a spatial federation and a functional federation. Any control architecture
structure can be represented by one or the other or by a hybrid between both.
Controller methods are represented in the form of a generalized control node. The
modules contained within the control node act as generic placeholders for software
modules in the controllers. The choice of modules within a control node, and the
algorithms used within the control node defines the control architecture method.
The collection of control nodes in a specific structure defines the control architecture
configuration. The advantage of such approach is evident when control methods are
mixed within the same control architecture.
Henceforth, the standard representation of a wide spectrum of control architecture
frameworks is possible. Since the control architecture meta-model draws similarities
with software architectures, standard software metrics can be applied to different
control architecture meta-models. Such an approach enables consistent and fair com-
parison of control architectures applied to the same physical system.
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The mechanism design problem is addressed to demonstrate the utilization of the
control architecture meta-model. Four different control architectures spanning the
control architecture design space are successfully represented using the meta-model.
Furthermore, the evaluation of each of the control architectures using software metrics
is shown to be possible.
8.2 Methodology Limitations
The intelligent systems design methodology proposed in this dissertation has two
main elements, namely the hybrid design process with the accompanied analyses
suite, and the control architecture meta-model for both control configurations and
methods. Information is lost if a subset of the above analyses are not performed on
the system. Most of the above analyses require a behavioral simulation model of the
system, accompanied by appropriate scenarios.
Consequently, if the physical system under consideration cannot be represented by
a behavioral model, the above methodology cannot be applied. A behavioral model
requires that the characteristics of the system are known, or that the system drivers
are understood. The constraints on their system are part of its behavior, whether
these constraints come from the physical limitations or the functional limitations.
Some systems rely on their transient behavior to maintain their functionality.
Behavioral models, by definition, cannot predict transient characteristics. Hence,
systems such as power generation systems cannot be addressed by this methodology.
Also, the behavioral model requires continuous dynamics in contrast to discrete event
systems. This rules out systems that rely on connectivity more than energy or mass
transfer, such as the Internet or wireless networks.
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8.3 Summary of Contributions
8.3.1 Intelligent Systems Hybrid Design Process
• Standard controller design process. The literature contains multiple controller
design approaches with different tasks in each. The standard controller design
process integrates all tasks into a general standard design process.
• Hybrid and concurrent conceptual design methodology for intelligent large-scale
systems. The complex system design process and the control architecture design
process are merged into hybrid design process with two parallel paths.
• Main control architecture design tasks breakdown. Three main tasks (or deci-
sions) are required for control architecture design: control configuration, method,
and parameters selection. It is determined that the first two tasks are doable
in the conceptual design phase.
• Identification of information pertaining to the control architecture and poten-
tially available for the designer during the conceptual design phase, including
capability potential and constraints.
– Definition of a suite of four analyses that characterize the control archi-
tecture behavior. The analyses are reachability analysis, inverse dynamics
analysis, stability analysis, and capability potential analysis.
– Effect of physical system on control architecture design with respect to
configuration and methods.
– Limitations the control architecture places on system performance.
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8.3.2 Control Architecture Meta-model
• Control architecture configuration meta-model describes the structure of the
control architecture, its components, their functionality, and information ex-
change. Almost all control architecture configurations representation are possi-
ble using this meta-model.
– Spatial federation representation such that the control architecture is struc-
tured using a station decomposition.
– Functional federation representation in which the control architecture is
structured based on the functionality of its components.
– Hybrid federation representation which has features from both the spatial
and the functional federations.
• Controller novel taxonomy. The traditional controller classification was substi-
tuted for a proposed innovative control architecture taxonomy on two levels:
control configurations and controller methods.
• Control methods meta-model describes the control algorithms used within every
part of the control architecture.
– Generic control node meta-model is the elementary building block of the
control methods meta-model. It is a collection of connected genetic soft-
ware module’s with predefined functionality of each.
– Ability to represent any control method by manipulating the software mod-
ules within the node.
• Effective analogy between control architectures and software architecture. Since
most control architectures are built of software modules, software design metrics
can be applied to control architectures.
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8.4 Recommendations for Future Research
The dissertation presents a set of tools and analyses packaged into a design method-
ology for intelligent systems. This is a seldom addressed topic in the literature and
has only been gaining momentum recently. Most of the research is still in its infancy
phases, and this dissertation is not an exception. There are many open research prob-
lems that need to be addressed using methods from control engineering and systems
engineering.
One such problem is the automation of the concurrent hybrid design process of
intelligent systems. The iterations on the internal design that links the physical
architecture and the control architecture and design processes is currently manual.
Iterations, changing system parameters and configurations, testing new methods and
algorithms, are some tasks within this design loop. Unfortunately, they are not
automated. The design space cannot be systematically spanned. Part of the future
research should be directed towards automation of the design process.
In addition, little effort has been focused on the differences between the three
design loops. The characteristics of each design loop and its influence on the system,
whether the physical system or the control architecture, may shed a light on how to
automate the design process.
Only specific control methods have been implemented using the controller methods
meta-model. Control architectures involving control methods such as model predictive
control, neural network control, fuzzy logic control, and so on, need to be represented
by the control architecture meta-model. There is a chance that the control nodes
structure might change to accommodate different control methods.
The expansion of control architecture meta-model to accommodate more soft-
ware design metrics is another improvement. Metrics that specifically measure the
structural complexity of the control architecture configuration is an important ad-
vancement to the control architecture meta-model. Perhaps an analogy can be made
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with other engineering fields similar to the one made with software engineering.
Control architecture reconfiguration is another potential research path. Tradition-
ally, reconfigurability assessment has been limited. Although not directly applicable
to control architectures, the research presented in [38] and [54] describe a way of as-
sessing the ”‘reconfiguration ease”’ of a particular architecture using existing system’s
modularity measures. Modularity metrics are based on a design structure matrix,
which can be adopted for control architectures as well.
It will be interesting to further explore the potential synergy between the control
architecture meta-model and AADL. The control architecture meta-model is spe-
cific to controls, yet draws similarities with software architectures, while AADL is
an established meta-modeling language focusing on hardware components and the
communication among them. This presents a compelling case that AADL and the
control architecture meta-model compliment each other.
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APPENDIX A
MECHANISM DESIGN PROBLEM COMPUTER CODE
A.1 Four Link Geometry
f unc t i on [D, th1 d min , th1 d max , th2 d min , th2 d max ] = . . .
FiveLinkGeometry (R1 , R2 , R3 , R4)
D = R3 ∗ cos (30∗ pi /180) + R4 ∗ cos (30∗ pi /180) ;
b = D / 2 ;
a = s q r t (R1ˆ2−bˆ2) ;
th1 d min = 180/ p i ∗ atan ( a/b) ;
th2 d max = 180 − th1 d min ;
d = s q r t ( (R3 ∗ cos (30∗ pi /180) ) ˆ2 + R1ˆ2 ) ;
r3 = acos ( (R1ˆ2+dˆ2−R3ˆ2) / (2∗R1∗d) ) ;
eta = atan (R1/b) ;
th1 d max = 180/ pi ∗ ( eta + r3 ) ;
th2 d min = 180 − th1 d max ;
th1 d min = c e i l ( th1 d min ) ;
th1 d max = f l o o r ( th1 d max ) ;
th2 d min = c e i l ( th2 d min ) ;
th2 d max = f l o o r ( th2 d max ) ;
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end
A.2 Four Link Kinematics
f unc t i on [ phi3 d , phi4 d , th3 d , th4 d , x , y ] =
FiveLinkAngles ( th1 d , th2 d )
%D = 7 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
% D = 3 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
[D, th1 d min , th1 d max , th2 d min , th2 d max ]
=FiveLinkGeometry (R1 , R2 , R3 , R4) ;
th1 = th1 d∗ pi /180 ;
th2 = th2 d∗ pi /180 ;
M1=R2 ; M3=D; M4=R1 ; M5=R1 ; M6=Dˆ2+R2ˆ2+R1ˆ2 ;
M10=2∗D∗R2 ; M11=2∗D∗R1 ; M12=2∗R1∗R2 ;
M19=0.5∗ (Dˆ2+R2ˆ2+R4ˆ2−R3ˆ2+R1ˆ2) ;
M20=D∗R2 ; M21=D∗R1 ; M22=R1∗R2 ;
K1 = M1 + M3∗ cos ( th2 ) − M4∗ cos ( th2−th1 ) ;
K2 = s q r t ( M6 + M10∗ cos ( th2 ) − M11∗ cos ( th1 ) −
M12∗ cos ( th2−th1 ) ) ;
K3 = M19 + M20∗ cos ( th2 ) − M21∗ cos ( th1 ) − M22∗ cos ( th2−th1 ) ;
K4 = R4 ;
phi3 = acos (K1/K2) + acos (K3/K2/K4) ;
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N1=R1 ; N3=D; N4=R2 ; N5=R2 ;
N6=0.5∗ (Dˆ2+R2ˆ2−R4ˆ2+R3ˆ2+R1ˆ2) ;
N7=D∗R2 ; N8=D∗R1 ; N9=R1∗R2 ; N10=R1∗R2 ;
K5 = N1 − N3∗ cos ( th1 ) − N4∗ cos ( th2−th1 ) ;
K6 = N6 + N7∗ cos ( th2 ) − N8∗ cos ( th1 ) − N9∗ cos ( th2−th1 ) ;
K7 = R3 ;
phi4 = acos (K5/K2) + acos (K6/K2/K7) ;
phi3 d = phi3 ∗180/ p i ;
phi4 d = phi4 ∗180/ p i ;
th3 d = phi4 d+th1 d −180;
th4 d = th2 d+180−phi3 d ;
th3 = th3 d∗ pi /180 ;
x = R1∗ cos ( th1 ) + R3∗ cos ( th3 ) ;
y = R1∗ s i n ( th1 ) + R3∗ s i n ( th3 ) ;










A.3 Four Link Inverse Kinematics
f unc t i on [ th1 d , th2 d ] = FiveLinkAngles Inv (x , y )
% D = 7 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
% D = 3 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ;
[D, th1 d min , th1 d max , th2 d min , th2 d max ]
=FiveLinkGeometry (R1 , R2 , R3 , R4) ;
R13 = s q r t ( xˆ2+yˆ2) ;
r3 = acos ( (R1ˆ2+R13ˆ2−R3ˆ2) / (2∗R1∗R13) ) ;
rA = atan ( y / x ) ;
th1 d = 180/ pi ∗ ( r3+rA) ;
R24 = s q r t ( (D−x )ˆ2+yˆ2) ;
r4 = acos ( (R2ˆ2+R24ˆ2−R4ˆ2) / (2∗R2∗R24) ) ;
rB = atan ( y / (D−x ) ) ;
th2 d = 180 − 180/ p i ∗( rB+r4 ) ;
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i f ˜ i s r e a l ( th1 d ) | | ˜ i s r e a l ( th2 d )
th1 d = NaN;
th2 d = NaN;
end
i f th1 d>93 | | th1 d<65
th1 d = NaN;
th2 d = NaN;
end
i f th2 d<87 | | th2 d>115
th1 d = NaN;
th2 d = NaN;
end
end
A.4 Two Link Error Analysis
th1 d = [ ( 6 0 : 1 : 9 0 ) ] ;
th3 d = [ ( −10 :1 : 45 ) ] ;
D = 7 . 4 6 4 1 ; R1 = 4 ; R3 = 2 ;
X = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
Y = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
E X = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
E Y = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
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E = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
E R max = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
E R mean = ze ro s ( [ l ength ( th3 d ) , l ength ( th1 d ) ] ) ;
f o r i =1: l ength ( th1 d )
f o r j =1: l ength ( th3 d )
[ x nom , y nom ] = TwoBarKinemtics ( th1 d ( i ) , th3 d ( j ) ,
R1 , R3) ;
[ x 11 , y 11 ] =
TwoBarKinemtics ( th1 d ( i ) +0.01 , th3 d ( j ) , R1 , R3) ;
[ x 12 , y 12 ] =
TwoBarKinemtics ( th1 d ( i ) −0.01 , th3 d ( j ) , R1 , R3) ;
[ x 21 , y 21 ] =
TwoBarKinemtics ( th1 d ( i ) , th3 d ( j ) +0.01 , R1 , R3) ;
[ x 22 , y 22 ] =
TwoBarKinemtics ( th1 d ( i ) , th3 d ( j ) −0.01 , R1 , R3) ;
[ x 31 , y 31 ] =
TwoBarKinemtics ( th1 d ( i ) +0.01 , th3 d ( j ) +0.01 , R1 ,
R3) ;
[ x 32 , y 32 ] =
TwoBarKinemtics ( th1 d ( i ) −0.01 , th3 d ( j ) −0.01 , R1 ,
R3) ;
[ x 41 , y 41 ] =
TwoBarKinemtics ( th1 d ( i ) +0.01 , th3 d ( j ) −0.01 , R1 ,
R3) ;
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[ x 42 , y 42 ] =
TwoBarKinemtics ( th1 d ( i ) −0.01 , th3 d ( j ) +0.01 , R1 ,
R3) ;
E x = s q r t (mean ( [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
( x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ]
) ) ;
E y = s q r t (mean ( [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
( y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ]
) ) ;
E x 2 = [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
( x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ] ;
E y 2 = [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
( y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ] ;
E r = s q r t ( E x 2 + E y 2 ) ;
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E R max( j , i ) = max( E r ) ;
E R mean ( j , i ) = mean( E r ) ;
X( j , i ) = x nom ; Y( j , i ) = y nom ;
E X( j , i ) = E x ; E Y( j , i ) = E y ;
E( j , i ) = s q r t ( E xˆ2+E y ˆ2) ;
end
end
l i n e ( [ 0 , R1∗ cos ( p i /180∗60) ,
R1∗ cos ( p i /180∗60)+R3∗ cos ( p i /180∗30) ] , . . .
[ 0 , R1∗ s i n ( p i /180∗60) ,
R1∗ s i n ( p i /180∗60)+R3∗ s i n ( p i /180∗30) ] , . . .
’ Color ’ , ’ b ’ , ’ LineWidth ’ , 0 . 5 ) ;
r e c t a n g l e ( ’ Po s i t i on ’ , [ 3 .732 −1 .7 , 4.464−0.5 , 1 . 25 , 1 ] ) ;
a x i s equal
A.5 Two Link Inverse Error Analysis
% th1 d = [ ( 6 0 : 1 : 9 0 ) ] ;
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% th3 d = [ ( −10 :1 : 45 ) ] ;
c l e a r E∗ X∗ Y∗ x∗ y∗ T∗
f i g u r e (1 )
%c l f
hold on
D = 7 . 4 6 4 1 ; R1 = 4 ; R3 = 2 ;
r e c t a n g l e ( ’ Po s i t i on ’ , [D/2−1.7−4, 4.464−0.5+0.736 , 1 . 25 , 1 ] ) ;
x = [D/2−1.7 : 0 .01 : D/2−1.7+1.25 ] ;
y = [4 .464−0.5 : 0 . 0 1 : 4 . 4 6 4 + 0 . 5 ] ;
% x = [7.4/2−1.7 : 0 .005 : 7.4/2−1.7+1.25 ] ;
% y = [4 .4−0 .5 : 0 .02 : 4 . 4 + 0 . 5 ] ;
X = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
Y = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E R max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E R mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
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TH1 d = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
TH3 d = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
f o r i =1: l ength ( x )
f o r j =1: l ength ( y )
[ th1 d , th3 d ]=TwoBarKinemtics Inv ( x ( i ) , y ( j ) , R1 ,
R3) ;
X( j , i ) = x ( i ) ; Y( j , i ) = y ( j ) ;
TH1 d( j , i ) = th1 d ; TH3 d( j , i ) = th3 d ;
end
end
f o r i =1: l ength ( x )
f o r j =1: l ength ( y )
[ x nom , y nom ] =
TwoBarKinemtics (TH1 d( j , i ) ,TH3 d( j , i ) , R1 , R3) ;
[ x 11 , y 11 ] =
TwoBarKinemtics (TH1 d( j , i ) +0.01 ,TH3 d( j , i ) , R1 ,
R3) ;
[ x 12 , y 12 ] =
TwoBarKinemtics (TH1 d( j , i ) −0.01 ,TH3 d( j , i ) , R1 ,
R3) ;
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[ x 21 , y 21 ] =
TwoBarKinemtics (TH1 d( j , i ) ,TH3 d( j , i ) +0.01 , R1 ,
R3) ;
[ x 22 , y 22 ] =
TwoBarKinemtics (TH1 d( j , i ) ,TH3 d( j , i ) −0.01 , R1 ,
R3) ;
[ x 31 , y 31 ] =
TwoBarKinemtics (TH1 d( j , i ) +0.01 ,TH3 d( j , i ) +0.01 ,
R1 , R3) ;
[ x 32 , y 32 ] =
TwoBarKinemtics (TH1 d( j , i ) −0.01 ,TH3 d( j , i ) −0.01 ,
R1 , R3) ;
[ x 41 , y 41 ] =
TwoBarKinemtics (TH1 d( j , i ) +0.01 ,TH3 d( j , i ) −0.01 ,
R1 , R3) ;
[ x 42 , y 42 ] =
TwoBarKinemtics (TH1 d( j , i ) −0.01 ,TH3 d( j , i ) +0.01 ,
R1 , R3) ;
% E x = s q r t (mean ( [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
% (x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ] ) ) ;
% E y = s q r t (mean ( [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
% (y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ] ) ) ;
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E x 2 = [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
( x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ] ;
E y 2 = [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
( y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ] ;
E r = s q r t ( E x 2 + E y 2 ) ;
E x = s q r t ( E x 2 ) ;
E y = s q r t ( E y 2 ) ;
E R max( j , i ) = max( E r ) ;
E R mean ( j , i ) = mean( E r ) ;
%X( j , i ) = x nom ; Y( j , i ) = y nom ;
E X max( j , i ) = max( E x ) ;
E Y max( j , i ) = max( E y ) ;
E X mean ( j , i ) = mean( E x ) ;
E Y mean ( j , i ) = mean( E y ) ;




l i n e ( [ 0 , R1∗ cos ( p i /180∗60) ,
R1∗ cos ( p i /180∗60)+R3∗ cos ( p i /180∗30) ] − 4 , . . .
[ 0 , R1∗ s i n ( p i /180∗60) ,
R1∗ s i n ( p i /180∗60)+R3∗ s i n ( p i /180∗30) ] + 0 . 7 3 6 , . . .
’ Color ’ , ’ b ’ , ’ LineWidth ’ , 0 . 5 ) ;
s u r f (X−4,Y+0.736 ,E R max , ’ EdgeColor ’ , ’ none ’ ) ; view ( [ 0 9 0 ] ) ;
c o l o rba r ; a x i s equal ; box on ; view (0 ,90 )
%s u r f (x , y , E Y max) ; view ( [ 0 9 0 ] ) ; c o l o rba r ; a x i s equal ; box
on ; view (0 ,90 )
a x i s equal
hold o f f
Temp = isnan (E R max) ;
Coverage = 1 − sum(Temp ( : ) ==1) / l ength (E R max ( : ) )
Mean = nanmean(E R max ( : ) )
STDev = nanstd (E R max ( : ) )
A.6 Four Link Error Analysis
D = 3 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ; t h 1 d I = 90 ;
t h 2 d I = 30 ;
% Five l i n k Error Ana lys i s
th1 d = [ 6 5 : 1 : 9 3 ] ;
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th2 d = 8 7 : 1 : 1 1 5 ;
X = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
Y = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
E X = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
E Y = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
E = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
f o r i =1: l ength ( th1 d )
f o r j =1: l ength ( th2 d )
[ phi3 d , phi4 d , th3 d , th4 d , x nom , y nom ] =
FiveLinkAngles ( th1 d ( i ) , th2 d ( j ) ) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 11 , y 11 ] =
FiveLinkAngles ( th1 d ( i ) +0.01 , th2 d ( j ) ) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 12 , y 12 ] =
FiveLinkAngles ( th1 d ( i ) −0.01 , th2 d ( j ) ) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 21 , y 21 ] =
FiveLinkAngles ( th1 d ( i ) , th2 d ( j ) +0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 22 , y 22 ] =
FiveLinkAngles ( th1 d ( i ) , th2 d ( j ) −0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 31 , y 31 ] =
FiveLinkAngles ( th1 d ( i ) +0.01 , th2 d ( j ) +0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 32 , y 32 ] =
FiveLinkAngles ( th1 d ( i ) −0.01 , th2 d ( j ) −0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 41 , y 41 ] =
FiveLinkAngles ( th1 d ( i ) +0.01 , th2 d ( j ) −0.01) ;
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[ phi3 d , phi4 d , th3 d , th4 d , x 42 , y 42 ] =
FiveLinkAngles ( th1 d ( i ) −0.01 , th2 d ( j ) +0.01) ;
E x = s q r t (mean ( [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
( x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ]
) ) ;
E y = s q r t (mean ( [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
( y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ]
) ) ;
X( j , i ) = x nom ; Y( j , i ) = y nom ;
E X( j , i ) = E x ; E Y( j , i ) = E y ;
E( j , i ) = s q r t ( E xˆ2+E y ˆ2) ;
end
end
f i g u r e (3 )
hold on
p lo t (X,Y, ’ r ’ , ’ Linewidth ’ , 2 ) ;
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th1 d = [ 9 3 ] ;
th2 d = [ 8 7 : 1 : 1 1 5 ] ;
X = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
Y = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
f o r i =1: l ength ( th1 d )
f o r j =1: l ength ( th2 d )
[ phi3 d , phi4 d , th3 d , th4 d , x , y ] =
FiveLinkAngles ( th1 d ( i ) , th2 d ( j ) ) ;
X( j , i ) = x ; Y( j , i ) = y ;
end
end
p lo t (X,Y, ’ r ’ , ’ Linewidth ’ , 2 ) ;
th1 d = [ 6 5 : 1 : 9 3 ] ; ;
th2 d = [ 8 7 : 1 : 1 1 5 ] ;
X = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
Y = ze ro s ( [ l ength ( th2 d ) , l ength ( th1 d ) ] ) ;
f o r i =1: l ength ( th1 d )
f o r j =1: l ength ( th2 d )
[ phi3 d , phi4 d , th3 d , th4 d , x , y ] =
FiveLinkAngles ( th1 d ( i ) , th2 d ( j ) ) ;




p lo t (X,Y, ’ r . ’ , ’ Linewidth ’ , 2 ) ;
l i n e ( [ 0 , R1∗ cos ( p i /180∗ t h 1 d I ) ,
R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
R1∗ cos ( p i /180∗ t h 1 d I )+2∗R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
2∗(R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) ) ] , . . .
[ 0 , R1∗ s i n ( p i /180∗ t h 1 d I ) ,
R1∗ s i n ( p i /180∗ t h 1 d I )+R3∗ s i n ( p i /180∗ t h 2 d I ) , . . .
R1∗ s i n ( p i /180∗ t h 1 d I ) , 0 ] , . . .
’ Color ’ , ’ b ’ , ’ LineWidth ’ , 4 ) ;
r e c t a n g l e ( ’ Po s i t i on ’ , [3 .4641/2−1 .25/2 , 5−0.3 , 1 . 25 , 1 ] ) ;
f i g u r e (1 )
subplot ( 2 , 1 , 1 ) , p l o t ( th2 d , X) ,
l egend ( ’ 30 ’ , ’ 40 ’ , ’ 50 ’ , ’ 60 ’ , ’ 64 ’ ) ;
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subplot ( 2 , 1 , 2 ) , p l o t ( th2 d , Y) ,
l egend ( ’ 30 ’ , ’ 40 ’ , ’ 50 ’ , ’ 60 ’ , ’ 64 ’ ) ;
f i g u r e (3 )
% p lo t (X, Y, ’− ’) ;
hold on ;
l i n e ( [ 0 , R1∗ cos ( p i /180∗ t h 1 d I ) ,
R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
R1∗ cos ( p i /180∗ t h 1 d I )+2∗R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
2∗(R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) ) ] , . . .
[ 0 , R1∗ s i n ( p i /180∗ t h 1 d I ) ,
R1∗ s i n ( p i /180∗ t h 1 d I )+R3∗ s i n ( p i /180∗ t h 2 d I ) , . . .
R1∗ s i n ( p i /180∗ t h 1 d I ) , 0 ] , . . .
’ Color ’ , ’ b ’ , ’ LineWidth ’ , 4 ) ;
r e c t a n g l e ( ’ Po s i t i on ’ , [ 3 .732 −1 .7/2 , 4.464−0.5 , 1 . 25 , 1 ] ) ;
s z th2 = length ( th2 d ) ;
s z th1 = length ( th1 d ) ;
hold on ;
p l o t (X( : , 1 ) ,Y( : , 1 ) , ’ r ’ , . . .
% X( : , s z th1 ) ,Y( : , s z th1 ) , ’ g ’ , . . .
% X( sz th2 , : ) ,Y( sz th2 , : ) , ’ b ’ , . . .
% X( 1 , : ) ,Y( 1 , : ) , ’ r ’ ,
’ Linewidth ’ , 2 ) ;
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a x i s equal
A.7 Four Link Inverse Error Analysis
D = 3 . 4 6 4 1 ; R1 = 4 ; R2 = 4 ; R3 = 2 ; R4 = 2 ; t h 1 d I = 90 ;
t h 2 d I = 30 ;
% Five l i n k Error Ana lys i s
c l e a r E∗ X∗ Y∗ x∗ y∗ T∗
f i g u r e (1 )
% c l f
hold on
x = [D/2−1.25/2: 0 .01 : D/2+1.25/2 ] ;
y = [ 4 . 7 : 0 .01 : 5 . 7 ] ;
X = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
Y = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E R max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
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E R mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y max = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E X mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
E Y mean = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
TH1 d = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
TH2 d = ze ro s ( [ l ength ( y ) , l ength ( x ) ] ) ;
f o r i =1: l ength ( x )
f o r j =1: l ength ( y )
[ th1 d , th2 d ] = FiveLinkAngles Inv ( x ( i ) , y ( j ) ) ;
% i f (˜ i s r e a l ( th1 d ) | | ˜ i s r e a l ( th2 d ) )
% [ x ( i ) , y ( j ) , th1 d , th2 d ]
% th1 d = NaN;
% th2 d = NaN;
% end
X( j , i ) = x ( i ) ; Y( j , i ) = y ( j ) ;
TH1 d( j , i ) = th1 d ; TH2 d( j , i ) = th2 d ;
end
end
f o r i =1: l ength ( x )
f o r j =1: l ength ( y )
[ phi3 d , phi4 d , th3 d , th4 d , x nom , y nom ] =
FiveLinkAngles (TH1 d( j , i ) ,TH2 d( j , i ) ) ;
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[ phi3 d , phi4 d , th3 d , th4 d , x 11 , y 11 ] =
FiveLinkAngles (TH1 d( j , i ) +0.01 ,TH2 d( j , i ) ) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 12 , y 12 ] =
FiveLinkAngles (TH1 d( j , i ) −0.01 ,TH2 d( j , i ) ) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 21 , y 21 ] =
FiveLinkAngles (TH1 d( j , i ) ,TH2 d( j , i ) +0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 22 , y 22 ] =
FiveLinkAngles (TH1 d( j , i ) ,TH2 d( j , i ) −0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 31 , y 31 ] =
FiveLinkAngles (TH1 d( j , i ) +0.01 ,TH2 d( j , i ) +0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 32 , y 32 ] =
FiveLinkAngles (TH1 d( j , i ) −0.01 ,TH2 d( j , i ) −0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 41 , y 41 ] =
FiveLinkAngles (TH1 d( j , i ) +0.01 ,TH2 d( j , i ) −0.01) ;
[ phi3 d , phi4 d , th3 d , th4 d , x 42 , y 42 ] =
FiveLinkAngles (TH1 d( j , i ) −0.01 ,TH2 d( j , i ) +0.01) ;
% E x = s q r t (mean ( [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
% (x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ] ) ) ;
% E y = s q r t (mean ( [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
% (y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ] ) ) ;
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E x 2 = [ ( x nom−x 11 ) ˆ2 , ( x nom−x 12 ) ˆ2 ,
( x nom−x 21 ) ˆ2 , ( x nom−x 22 ) ˆ2 , . . .
( x nom−x 31 ) ˆ2 , ( x nom−x 32 ) ˆ2 ,
( x nom−x 41 ) ˆ2 , ( x nom−x 42 ) ˆ2 ] ;
E y 2 = [ ( y nom−y 11 ) ˆ2 , ( y nom−y 12 ) ˆ2 ,
( y nom−y 21 ) ˆ2 , ( y nom−y 22 ) ˆ2 , . . .
( y nom−y 31 ) ˆ2 , ( y nom−y 32 ) ˆ2 ,
( y nom−y 41 ) ˆ2 , ( y nom−y 42 ) ˆ2 ] ;
E r = s q r t ( E x 2 + E y 2 ) ;
% i f ˜ i s r e a l ( E r )
% [ x nom , y nom , TH1 d( j , i ) ,TH2 d( j , i ) ]
% end
E x = s q r t ( E x 2 ) ;
E y = s q r t ( E y 2 ) ;
E R max( j , i ) = max( E r ) ;
E R mean ( j , i ) = mean( E r ) ;
%X( j , i ) = x nom ; Y( j , i ) = y nom ;
E X max( j , i ) = max( E x ) ;
E Y max( j , i ) = max( E y ) ;
E X mean ( j , i ) = mean( E x ) ;
E Y mean ( j , i ) = mean( E y ) ;




A des i r ed = polyarea ( . . .
[ (D/2−1.25/2) , (D/2+1.25/2) , (D/2+1.25/2) ,
(D/2−1.25/2) , (D/2−1.25/2) ] , . . .
[ (5−0.3) , (5−0.3) , (5−0.3+1) , (5−0.3+1) ,
(5−0.3) ] ) ;
xmid = D/2 ;
dxmidu = D − 1 .6127∗2 ;
dxmidm = D − 1 .1488∗2 ;
dxmidl = D − 1 .6837∗2 ;
yu = 5 . 7 ;
ym = 5 . 5 2 6 2 ;
y l = 4 . 7 ;
A e f f e c t i v e = polyarea ( . . .
[ 1 . 6 1 2 7 , 1 .1488 , 1 .6837 , . . .
1.6837+ dxmidl , 1.1488+dxmidm , 1.6127+dxmidu , 1 .6127
] , . . .
[ 5 . 7 , ym, 4 . 7 , 4 . 7 , ym, 5 . 7 , 5 . 7 ] ) ;
% E mean = sum(nansum(E) ) ∗0 .05∗0 .05 / A e f f e c t i v e ;
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l i n e ( [ 0 , R1∗ cos ( p i /180∗ t h 1 d I ) ,
R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
R1∗ cos ( p i /180∗ t h 1 d I )+2∗R3∗ cos ( p i /180∗ t h 2 d I ) , . . .
2∗(R1∗ cos ( p i /180∗ t h 1 d I )+R3∗ cos ( p i /180∗ t h 2 d I ) ) ] , . . .
[ 0 , R1∗ s i n ( p i /180∗ t h 1 d I ) ,
R1∗ s i n ( p i /180∗ t h 1 d I )+R3∗ s i n ( p i /180∗ t h 2 d I ) , . . .
R1∗ s i n ( p i /180∗ t h 1 d I ) , 0 ] , . . .
’ Color ’ , ’ b ’ , ’ LineWidth ’ , 0 . 5 ) ;
r e c t a n g l e ( ’ Po s i t i on ’ , [3 .4641/2−1 .25/2 , 5−0.3 , 1 . 25 , 1 ] ) ;
s u r f (x , y , E R max , ’ EdgeColor ’ , ’ none ’ ) ; view ( [ 0 9 0 ] ) ;
c o l o rba r ; a x i s equal ; box on ; view (0 ,90 )
a x i s equal
hold o f f
Temp = isnan (E R max) ;
Coverage = 1 − sum(Temp ( : ) ==1) / l ength (E R max ( : ) )
Mean = nanmean(E R max ( : ) )
STDev = nanstd (E R max ( : ) )
A.8 Top Level Path Controller S-Function
f unc t i on msfnc ChangeInput ( b lock )
% Level−2 M f i l e S−Function f o r t imes two demo .
% Copyright 1990−2004 The MathWorks , Inc .
% $Revis ion : 1 . 1 . 6 . 2 $
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setup ( block ) ;
%endfunct ion
func t i on setup ( block )
%% Reg i s t e r number o f input and output por t s
b lock . NumInputPorts = 2 ;
b lock . NumOutputPorts = 1 ;
%% Reg i s t e r parameters
b lock . NumDialogPrms = 2 ;
b lock . DialogPrmsTunable = { ’ Tunable ’ , ’ Tunable ’ } ;
%% Setup f u n c t i o n a l port p r o p e r t i e s to dynamical ly
%% i n h e r i t e d .
b lock . SetPreCompInpPortInfoToDynamic ;
b lock . SetPreCompOutPortInfoToDynamic ;
b lock . InputPort (1 ) . Dimensions =
[ block . DialogPrm (2) . Data 3 ] ; %The l i s t o f way
po in t s
b lock . InputPort (1 ) . DirectFeedthrough = true ;
b lock . InputPort (2 ) . Dimensions = [ 1 3 ] ; %The
cur rent po int
block . InputPort (2 ) . DirectFeedthrough = f a l s e ;
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block . OutputPort (1 ) . Dimensions = [ 1 3 ] ;
%block . OutputPort (2 ) . Dimensions = 1 ;
%% Set block sample time to i n h e r i t e d
block . SampleTimes = [−1 0 ] ;
% %% Setup Dwork
% block . NumContStates = 1 ;
%% Set the block simStateComliance to d e f a u l t ( i . e . , same
as a bu i l t−in b lock )
block . SimStateCompliance = ’ DefaultS imState ’ ;
%% Run a c c e l e r a t o r on TLC
block . SetAccelRunOnTLC ( true ) ;
%% Reg i s t e r methods
block . RegBlockMethod ( ’ Outputs ’ , @Output ) ;
b lock . RegBlockMethod ( ’ PostPropagationSetup ’ ,
@DoPostPropSetup ) ;
b lock . RegBlockMethod ( ’ S ta r t ’ , @Start ) ;
b lock . RegBlockMethod ( ’ I n i t i a l i z e C o n d i t i o n s ’ ,
@ I n i t i a l i z e C o n d i t i o n s ) ;




func t i on DoPostPropSetup ( block )
block . NumDworks = 3 ;
b lock . Dwork (1 ) .Name = ’CurrPComm ’ ;
b lock . Dwork (1 ) . Dimensions = 3 ;
b lock . Dwork (1 ) . DatatypeID = 0 ; % double
block . Dwork (1 ) . Complexity = ’ Real ’ ; % r e a l
b lock . Dwork (1 ) . UsedAsDiscState = true ;
b lock . Dwork (2 ) .Name = ’PCommCnt ’ ;
b lock . Dwork (2 ) . Dimensions = 1 ;
b lock . Dwork (2 ) . DatatypeID = 0 ; % double
block . Dwork (2 ) . Complexity = ’ Real ’ ; % r e a l
b lock . Dwork (2 ) . UsedAsDiscState = true ;
b lock . Dwork (3 ) .Name = ’PrevTStmp ’ ;
b lock . Dwork (3 ) . Dimensions = 1 ;
b lock . Dwork (3 ) . DatatypeID = 0 ; % double
block . Dwork (3 ) . Complexity = ’ Real ’ ; % r e a l
b lock . Dwork (3 ) . UsedAsDiscState = true ;
%% Reg i s t e r a l l tunable parameters as runtime parameters .
b lock . AutoRegRuntimePrms ;
%endfunct ion
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f unc t i on Star t ( b lock )
block . Dwork (1 ) . Data = block . InputPort (1 ) . Data ( 1 , : ) ;
b lock . OutputPort (1 ) . Data = transpose ( b lock . Dwork (1 ) . Data ) ;
%block . OutputPort (2 ) . Data = 0 ;
b lock . Dwork (2 ) . Data = 1 ;
b lock . Dwork (3 ) . Data = 0 ;
%endfunct ion
func t i on I n i t i a l i z e C o n d i t i o n s ( b lock )
% block . InputPort (1 ) . Data ( 1 , : )
% block . Dwork (1 ) . Data = block . InputPort (1 ) . Data ( 1 , : ) ;
% block . Dwork (2 ) . Data = 1 ;
%endfunct ion
func t i on Output ( b lock )
Cnt = block . Dwork (2 ) . Data ;
Pcurr = s q r t ( b lock . InputPort (2 ) . Data (1 ) ˆ2 +
block . InputPort (2 ) . Data (2 ) ˆ2) ;
Pcomm = s q r t ( b lock . Dwork (1 ) . Data (1 ) ˆ2 +
block . Dwork (1 ) . Data (2 ) ˆ2) ;
%x cur r en t = block . InputPort (2 ) . Data (1 ) ;
%y cur r en t = block . InputPort (2 ) . Data (2 ) ;
%x command = block . Dwork (1 ) . Data (1 ) ;
%y command = block . Dwork (1 ) . Data (2 ) ;
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%Error x = abs (x command−x cur r en t ) ;
%Error y = abs (y command−y cur r en t ) ;
%Error = max( Error x , Error y ) ;
Error = abs ( Pcurr − Pcomm ) ;
%block . OutputPort (2 ) . Data = Error ;
Duration = block . CurrentTime − block . Dwork (3 ) . Data ;
%i f ( ( Error < block . DialogPrm (1) . Data ) &&
Duration >0.01)
i f ( ( Error < block . DialogPrm (1) . Data ) &&
( block . CurrentTime>0) ) %% && Duration >0.005)
i f b lock . Dwork (2 ) . Data <
s i z e ( b lock . InputPort (1 ) . Data ( : , 1 ) , 1 )
b lock . Dwork (2 ) . Data = Cnt + 1 ;
b lock . Dwork (3 ) . Data = block . CurrentTime ;
end
%block . Dwork (1 ) . Data =
block . InputPort (1 ) . Data ( block . Dwork (2 ) . Data , : ) ;
end
block . Dwork (1 ) . Data =
block . InputPort (1 ) . Data ( block . Dwork (2 ) . Data , : ) ;
b lock . OutputPort (1 ) . Data = transpose ( b lock . Dwork (1 ) . Data ) ;
% i f b lock . CurrentTime > 5
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% block . OutputPort (1 ) . Data =
block . InputPort (1 ) . Data ( 2 , : ) ;
% end
%endfunct ion
A.9 Path Generation Function
f unc t i on PathMatrix = WayPointsToPath ( WayP, NoSteps )
NoWayP = s i z e (WayP, 1) ;
PathMatrix = [ ] ;
f o r i = 1 : NoWayP−1
InitWayP = WayP( i , : ) ;
FinlWayP = WayP( i +1 , : ) ;
%Dx = InitWayP (1)−FinlWayP (1)
X = l i n s p a c e ( InitWayP (1) , FinlWayP (1) , NoSteps ) ;
Y = l i n s p a c e ( InitWayP (2) , FinlWayP (2) , NoSteps ) ;
Z = ( i +1) ∗ ones ( s i z e (X) ) ;
PathMatrix temp = [X’ , Y’ , Z ’ ] ;





Amdahl’s Law measures the speedup of a computer program (or function) as a result
of distributing this program over several processors.
Basically, Amdahl’s Law answers the question: “what is the benefit of using dif-
ferent versions of distributed control as compared to centralized control?”
It is given by
S(N) =
1





P : Number of operations that can be parallelized




The Cyclomatic Complexity metric is one of the most important evaluation metrics
in software engineering. It is a measure of the number of decisions made within a
computer function. One of the software structured testing key requirement is that all
the software’s decision outcomes must be exercised independently during testing. The
number of tests required for a software module is equal to the cyclomatic complexity
of that module [143]. Since the main function of a control architecture is to make
automated decisions regarding the whole system, cyclomatic complexity presents a
very appealing metric. Intelligent control architectures often have to choose a course
of action (either from among a preprogrammed repository, or using active learning
methods). The more decision options a control architecture has, the more complex it
gets.
Cyclomatic complexity is given by
M = E − N + 2P (46)
where
M : Cyclomatic complexity
E : Number of edges
N : Number of nodes
P : Number of connected components (exit nodes)
A cyclomatic complexity of less than 10 is an acceptable cyclomatic complexity.
If the cyclomatic complexity is between 10 and 20, it counts as moderate complexity.
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They range from 20 to 40 counts as an extremely complex system. Designs with
cyclomatic complexity larger than 40 are unacceptable designs.
282
REFERENCES
[1] “Capability engineering.” Brochure.
[2] “The Web Graph Database,” http://infogrid.org/wiki/Reference/WhatIsMetaModeling
[cited March 2013].
[3] “Robot riddle solved,” New Scientist Magazine, p. 34, August 1988.
[4] “Congressional budget data,” tech. rep., US House of Congress, 2005.
[5] “Title 10–armed forces,” U.S. Code, Sub-title B–Army, Part I–Organization,
2007.
[6] “Smart grid system report,” tech. rep., U.S. Department of Energy, July 2009.
[7] Albus, J., “A reference model architecture for intelligent unmanned ground
vehicles,” in Proceedings of the SPIE 16th Annual International Symposium on
Aerospace/Defense Sensing, Simulation and Controls, pp. 303–310, Citeseer,
2002.
[8] Albus, J. S. and Barbera, A. J., “Rcs: A cognitive architecture for intelli-
gent multi-agent systems,” Annual Reviews in Control, vol. 29, no. 1, pp. 87 –
99, 2005.
[9] Anderson, P., “Perspective: Complexity theory and organization science,”
organization Science, vol. 10, no. 3, pp. 216–232, 1999.
[10] Atkinson, C. and Kuhne, T., “Model-driven development: a metamodeling
foundation,” Software, IEEE, vol. 20, no. 5, pp. 36–41, 2003.
[11] Aved’yan, E., Parks, P. C., and Mason, J., Learning systems. Springer-
Verlag New York, Inc., 1995.
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