Differential Search is an optimization approach that simulates the Brownian like random walk movement of migration organisms. Its inner workings relay on Random Number Generators (RNG) to emulate the probability of the natural driven process and therefore, the properties and performance of the RNG used has an influence on the overall algorithm performance. This study focuses on assessing this influence and on the manner in which the best suited RNG must be selected in order to achieve the optimal results for different types of problems. The results showed that depending on the properties of the problem, different RNGs provide the best solutions. However, as the number of function evaluation rises in report to the problem dimensionality, the influence on the RNG becomes smaller.
Introduction
In the context of modelling and problem solving, optimization plays a key role. Solving real-world problems via optimization model has two steps: i) constructing an appropriate model and ii) solving the optimization model (which includes variables, constraints, and objective function) [1] . Most of the classic optimization algorithms are based on gradients methods, which have a series of problems related to the high possibility of getting trapped in local optima and to the fact that do not guarantee finding a global optimum solution [2] . Biologically inspired algorithms tend not to have these problems and, in the current work, the influence of different factors on a relatively new optimization algorithm Differential Search (DS) is studied.
DS is a bio-inspired population-based heuristic optimizer proposed by Civicioglu [3] . Its advantages consists in i) ability to search for solutions of multimodal functions; ii) has only two control parameters; iii) is easy to program [4] . The research reported in literature related to this algorithm indicates that it is robust and flexible and can generate high quality solutions within short calculation time [5] .
As it can be observed, DS has a great potential. However, due to the fact that is a new algorithm and since its development in 2012 only a few years have passed, extensive studies related to its performance are required in order to assess its strong and weak points from different perspectives. Consequently, in this work, the influence of different random distributions on the efficiency of the DS algorithm is studied in detail. Different types of distributions, in combination with two problem dimensionalities and two types of problems (uni-modal and modal) are tested in order to determine if the characteristics of the problem being solved and the RNG distribution influence significantly the behaviour of DS algorithm.
Differential Search
DS was developed to solve the problem of transforming the geocentric cartesian coordinates to geodetic coordinates. However, testing it on different problems showed that it is more efficient that other established approaches. This efficiency is determined by the inner workings of the algorithm, which is based on the Brownian like random walk movements.
The population of the DS is formed from random solutions to the problem being solved and it corresponds to an artificial superorganism migrating (Civicioglu, 2012) . The role of this migration is to determine the global optimum of the problem.
The main steps of the algorithm are initialization, evaluation, and migration. Migration is repeated until the stop criteria is reached and includes intermediary steps like: donor selection, stopover site determination, individual selection, stopover site evaluation, and superogranism update.
Initialization is the step in which the initial values of the superorganism are generated based on random number generated values. After that, each individual forming the superorganism is evaluated using a fertility function, equivalent to the fitness function used in the EAs.
The next step consists in selecting the donor using a shuffling function and randomly selected individuals move towards the donor in order to discover new stopover sites.
The new stopover site is evaluated and its fertility is compared to the source of discovery, the superorganism moving to that stopover site if it is more fertile.
The steps of the algorithm described above are presented in Figure 1 , where, in order to show the extensive use of random number generators (RNGs), the steps using random numbers are clearly evidentiated in green colour. 
Random Number Generators
In this study, the applied RNGs are based on Binomial, Bernoulli, Beta, ChiSquare, Rayleigh and Weibull distributions.
The binomial distribution with parameters n and p is the discrete probability distribution of the number of successes in a sequence of n independent yes/no experiments, each of which yields success with probability p.
Bernoulli is a probability distribution of a random variable which takes the value 1 with success probability of p and the value 0 with failure probability of q=1-p (It is a special case of the binomial distribution).
Beta is a family of continuous probability distributions defined on the interval [0, 1] parameterized by two positive shape parameters, denoted by α and β, that appear as exponents of the random variable and control the shape of the distribution The sampling distribution (if the null hypothesis is true) can be made to approximate a chi-square distribution as closely as desired by making the sample size large enough. The chi-squared test is used to determine whether there is a significant difference between the expected frequencies and the observed frequencies in one or more categories.
Rayleigh distributions is a continuous probability distribution and represents distribution of the magnitude of a two-dimensional random vector with independent coordinates.
Weibull is a continuous probability distribution which is interpolated between the exponential distribution and the Rayleigh distribution.
Case study
In order to assess the influence of the different RNGs on the DE algorithm performance, a set of benchmark functions were used. These benchmark functions are selected from the CEC 2013 special session on real parameter optimization [6] . The CEC-2013 testbed consist of 3 categories of test functions (28 numerical test functions) which are uni-modal functions, multi-modal functions and composition functions. From this set, four benchmark functions were selected: 2 uni-modal (sphere and rotated high conditional elliptic function) and 2 are multimodal (rotated rosenbrock's function and rotated schaffer's function).
The equations for these functions are presented below, where f1 indicates the Sphere function, f2 the Rotated High Conditioned Elliptic function, f3 the Rotated Rosenbrok's function and f4 the Rotated Schaffer F7 function
,
Results and discussion
For each function and RNG selected a number of 50 simulations were performed. In order to test the influence of RNG the problem dimensionality was set to 10 and 50, and number of functions evaluations to 100000. In addition, the population dimensionality is set to 20. These values were selected based on the consideration that the majority of real-word problems are not large or very large, 50 parameters for optimization in engineering systems representing a large group of problems. The errors for all the combinations RNG-Function for all the simulation results obtained are listed in Table1 when dimensionality is 10 and Table 2 when dimensionality is 50. The optimal value for all the functions is 0 and therefore, the best solution is considered the one closest to 0.
When problem dimensionality is 10, for F1, the best solution was obtained with Bernoulli distribution and for F2, the best solutions were provided by Bernoulli and Weibull distributions. For F3, the best solutions were generated by Bernoulli and ChiSquared distributions, and for F4, 4 distributions provided the same best solution. This points out to the fact that when sufficient function evaluations (FES) are used, the influence of the RNG becomes smaller.
On the other hand, when the problem dimensionality if 50, by comparing the best solutions obtained for F1, it can be observed that the best solution is obtained with the Weibull distribution. Similar findings are also observed for F3 and F4, while for F2, the best solution is determined when using a binomial distribution. F3 and F4 are both multi-modal and non-separable, fact that tends to point out that for this type of functions, the DS algorithm has the best performance. For F1, compared with the other functions, all the distributions provided the worst solutions. This indicates that, for this separable function and for the selected setting, DS is not able to determine acceptable solutions.
Civioglu tested the DS algorithm using a series of function, including F1 but with a dimensionality equal to 30 and a number of function evaluation equal to 200000.
In these conditions (FES=66666*Dimensionality), the reported solution for DS was in the vicinity of the global optimum.
When dimensionality is 50 and FES=2000*Dimensionality, F1 seems to pose some problems for DS, especially when not the appropriate RNG is used.
Regarding the type of distribution, for both dimensionality values, the Beta distribution provides the worst solutions in case of all four functions. These results indicate that the combination of the DS algorithm with this distribution is not favorable. The comparison of convergence speed for F1 and dimensionality is 50 when Beta and Weibull distributions are used (Figure 2) . In Figure 2 , for the integrations between 2500 and 5000, as the difference between the two distributions becomes higher, the selection is shown using two y axis, on the left y axis being the Weibull distribution and on the right axis the Beta distribution. Figure 2 indicates that the problem with the Beta based RNG consists in the fact that the evolution of the solution toward the global optimum is slow in report to the number of FES used. Consequently, it requires a higher number of FES to reach the vicinity of the global optimum. Although for some problems using a very high FES (in rapport to the dimensionality) is not an issue (as in the case simple benchmark functions), for the majority of problems (especially related to real life systems), using a high FES is computationally expensive and unpractical when the time for optimization is high (for example in 
Conclusions
In this work, the performance of the Differential Search algorithm was studied and the influence of different distributions (Bernoulli, Binomial, Beta, ChiSquared, Weibull, and Rayleigh) for random number generators determined. The results obtained showed that when the number of function evaluations in rapport with the problem dimensionality is high, then the influence of the RNG becomes smaller, as there are sufficient iterations for the problem to converge on the global optimum. On the other hand, when the number of function evaluations is smaller in rapport with the problem dimensionality, the type of RNG used has a big influence on performance, as the convergence speed should be fast enough in order for the solution to be near the global optimum.
