Introduction
This paper is devoted to the existence and regularity of viscosity solutions for a class of degenerate operators, on the model of the pseudo p-Laplacian.
Recall that the pseudo-p-Laplacian, for p > 1 is defined by:
When p > 2, it is degenerate elliptic at any point where even only one derivative ∂ i u is zero. Using classical methods in the calculus of variations, equatioñ
has solutions in W 1,p , when for example f ∈ L p ′ . The regularity results are obtained through specific variational technics, see [18] , [11] . When p < 2, Lipschitz regularity is a consequence of [13] .
When p > 2 things are more delicate. Note that in [8] , for some fixed non negative numbers δ i , the following widely degenerate equation was considered The authors proved that the solutions of (1.2) are in W 1,q loc when f ∈ L ∞ loc . As a consequence, by the Sobolev Morrey's imbedding, the solutions are Hölder's continuous for any exponent γ < 1.
The Lipschitz interior regularity for (1.1) has been very recently proved by the second author in [12] . The regularity obtained concerns Lipschitz continuity for viscosity solutions. Since weak solutions are viscosity solutions, (see also [3] ), she obtains Lipschitz continuity for weak solutions when the forcing term is in L ∞ loc . At the same time, in [7] , the local Lipschitz regularity of the solutions of (1.2) has been proved when either N = 2, p ≥ 2 and f ∈ W 1,p ′ loc or N ≥ 3, p ≥ 4, and f ∈ W 1,∞ loc . Remark that (1.2) can also be written formally as
Hence viscosity solutions have an obvious definition, and with the methods employed in [12] , one can prove, in particular, that the solutions are Hölder's continuous for any exponent γ < 1. Unfortunately the Lipschitz continuity for viscosity solution of (1.2) cannot be obtained in the same way.
Let us state the precise assumptions that hold in this paper and present our main result. Fix α > 0, and for any q ∈ R N let Θ α (q) be the diagonal matrix with entries |q i | α 2 on the diagonal, and let X be a symmetric matrix. Let F be defined on R N × R N × S, continuous in all its arguments, which satisfies F (x, 0, M) = F (x, p, 0) = 0 and (H1) For any M ∈ S and N ∈ S, N ≥ 0, for any
(H3) There exists ω F a continuous function on R + such that ω F (0) = 0, and as soon as (X, Y ) satisfy for some m > 0
when m goes to infinity. (H4) There exists c F such that for any p, q ∈ R N , for all
Note that the pseudo -Pucci's operators, for 0
We will also consider equations with lower order terms. Precisely, let h defined on R N × R N , continuous with respect to its arguments, which satisfies on any bounded domain Ω
Our main result is the following.
Let Ω be a bounded domain and f be continuous and bounded in Ω. Under the conditions (1.6), (1.3), (1.4), (1.7) and (1.8), let u be a solution of
This will be a consequence of the more general result Theorem 3.1 in section three.
We shall construct in Section 4 a super-solution of (1.9) which is zero on the boundary. Ishii's Perron method, since the comparison principle holds, leads to the following existence's result : Theorem 1.2. Suppose that Ω is a bounded C 2 domain and let F and h satisfy (1.3), (1.6), (1.7), (H3), and (1.8). Then for any f ∈ C(Ω) there exists u a viscosity solution of
Finally in the last section we prove that the strong maximum principle holds. Let us end this introduction by saying a few words about the principal eigenvalues and eigenfunctions, on the model of [4] . Indeed the regularity and existence results obtained above allow to prove the existence of a principal eigenvalue as long as the operator , F is in addition homogeneous, precisely :
For any (x, p, X) and any s ∈ R and t ≥ 0:
We also suppose that h is continuous with values in R N , and that h(x, p) = h(x) · p|p| α . Then we can define the two values
As in previous works e.g. [4] , [2] and [5] it is easy to prove that below µ + the classical property of maximum principle holds, i.e. if τ <μ + and u is a solution of
Similarly, for any τ < µ − , the minimum principle holds.
Furthermore, one can prove the existence of ψ + > 0 and ψ − < 0 solution, respectively of
Thus the values µ + and µ − are called "principal eigenvalues". We will not give proofs for these last results which can be obtained arguing as in [5] , and using the comparison principle in Theorem 4.1 and the Lipschitz a priori bounds.
Many questions concerning these very degenerate operators are still open . To name a few let us mention: Does Alexandroff Bakelman Pucci 's inequality hold true, similarly to the cases treated in [14] ?
Is some Harnack inequality true (still as in [14] )? Even for the pseudo-pLaplacian this is not known. Finally the further step in regularity is naturally the C 1 regularity. Even in the case f = 0 and N = 2 it does not seem easy to obtain.
Examples
Example 1 : Let
if L(x) is a Lipschitz and bounded matrix such that √ λI ≤ L ≤ √ ΛI then conditions (1.3) and (1.4) are obviously satisfied. In order to check the condition (H3), one uses the right inequality in (1.5) multiplied by
the right and by its transpose on the left. Hence
Let us check now condition (1.7)
which yields the result.
Example 2 : We define
If a is a Lipschitz function such that a(x) ≥ a o > 0 then conditions (1.3) and (1.4) are satisfied. Let us check the condition (H3).
Recall the following standard extremality property of the Pucci's operators
Using the identity
we have
Multiplying (1.5), by the matrix
on the left and on the right, one obtains that for p = m(x − y),
In particular
Let us check finally (1.7) , for that, it is clear that one can suppose a(x) = 1, we write
3 Proof of Lipschitz regularity.
In this section we prove our main result:
Theorem 3.1. Let f and g be continuous and bounded in Ω, while F , Ω and h satisfy the hypothesis in Theorem 1.1. Suppose that u is a bounded USC sub-solution of
and v is a bounded LSC super-solution of
Then for any
We start by recalling some general facts.
ψ denotes the gradient in the first N variables and D 2 ψ the gradient in the last N variables.
In the proof of Theorem 3.1 we shall need the following technical lemma.
Lemma 3.2. Suppose that u and v are respectively USC and LSC functions such that, for some constant M > 1 and for some function Φ
has a local maximum in (x,ȳ) where φ is C 2 . Then for any ι, there exist X ι , Y ι such that
This is a direct consequence of a famous Lemma by Ishii [16] . For the convenience of the reader the proof of Lemma 3.2 is given in the appendix. In the sequel, for some M, we will use Lemma 3.2 with Φ(x, y) := Mg(x − y), where g is some functions which is C 2 except at 0, to be defined later. Denoting by
Remark that |A| = 2M|H 1 (x −ȳ)|. We give some precisions on the choice of g: We will assume that g is radial, say there exists ω some continuous function on R + , such that g(x) = ω(|x|) and ω is supposed to satisfy :
For |x| < 1 and ǫ > 0, we shall use the following set:
We also define the diagonal matrix Θ(x) with entries Θ ii (x) =
A consequence of (3.2) is the following Proposition proved in [12] .
has at least one eigenvalue smaller than
2) If α > 2, for all x = 0, |x| < 1, for any ǫ > 0 such that I(x, ǫ) = ∅, and such that
possesses at least one eigenvalue smaller than
[Proof of Theorem 3.1] Borrowing ideas from [15] , [1] , [6] , for some x o ∈ B r we define the function
M is a large constant and ω is a function satisfying (3.1), both to be defined more precisely later .
If there exists M independent of x o ∈ B r such that ψ(x, y) ≤ 0 in B 2 1 , by taking x = x o and using |x o − y| ≤ 2 one gets
So making x o vary we obtain that for any (
This proves the theorem when ω behaves like s near zero. This can be done once the case where ω(s) = s γ is treated for γ ∈]0, 1[, i.e the Hölder's analogous result.
In order to prove that ψ(x, y) ≤ 0 in B . Hence, by (3.6),x andȳ are in B 1+r 2
i.e. in B 1 . Furthermore, always using (3.6), the positivity of the supremum of ψ leads to |x −ȳ| < δ.
As it is shown later the contradiction will be found by choosing δ small enough and M large enough depending on (r, α, λ, Λ, N).
We proceed using Lemma 3.2 and so, for all ι > 0 there exist X ι and Y ι such that
. Furthermore, still using the above notations i.e. g(x) = ω(|x|), and choosing ι =
2 ), we have that
From now on we will drop the ι for X and Y . Recall that Θ(q) is the diagonal matrix such that (Θ) ii (q) = (|q i |)
In order to end the proof we will prove the following claims. Claims. There existsτ > 0, such that, if δ is small enough and |x − y| < δ the matrix Θ(X + Y )Θ has one eigenvalue µ 1 such that
There exist τ i <τ and c i for i = 1, . . . , 4 such that the four following assertions hold :
From all these claims, by taking δ small enough depending only on c i and τ i , λ, Λ, α, N, r one gets
Precisely one needs to take δ such that c 2 δ
. Finally, one can conclude as follows
This contradicts the fact that f and g are bounded, as soon as δ is small or M is large enough. And then in order to get the desired result it is sufficient to prove in all cases (3.8), (3.9), (3.10), (3.11), (3.12). So to prove the claims, we will use inequality (3.7) which has three important consequences for Θ(X + Y − 2(2M + 1)I)Θ: 2. By Proposition 3.3, Θ(H)Θ has a large negative eigenvalue, let e be the corresponding eigenvector. Multiplying by e −e on the right and by its transpose on the left of (3.7), one gets, using (3.3) that, for some positive constant c, when α ≤ 2,
this in particular implies that
When α ≥ 2, if (3.4) holds, using (3.5),
3. Finally, using (3.7), we obtain an upper bound for |X| + |Y | i.e.
We will need to detail the cases ω(s) ≃ s or ω(s) = s γ both when α ≤ 2 or α ≥ 2.
Proofs of the claims when ω(r) = r γ and α ≤ 2. In this case, ω(s) = s γ , ω ′ (s) = γs γ−1 and ω
. By (3.14), since γ ∈ (0, 1), Θ(X + Y − 2(2M + 1)I)Θ has one eigenvalue less than
Consequently, as soon as δ is small enough, Θ(X + Y )Θ has at least one eigenvalue less than − . Now using (3.13) and the above estimate on M|Θ| 2 , (3.9) holds with τ 1 = (1 − γ)α.
Note now that
and recall that |H| ≤ 3 2 |D 2 g|, and then, by (3.16),
Consequently (3.11) holds with τ 2 = (2 − γ) + (1 − γ)α − γ F and c 2 = 12c γ F γ 1+α (N + 3 − γ) using hypothesis (1.4). To prove (3.10) we will use the following universal inequality : For any Z and T in R
in the form
Hence using (3.17), (3.10) holds with τ 3 = (2 − γ) + (1 − γ)(α − 1) + , and c 3 = c F 2 1+α (γ + 1) (α−1) + . Finally (3.12) holds with τ 4 = (1 − γ)(1 + α) and c 4 = 2c h,Ω ((γ + 3) 1+α + 1) .
Proofs of the claims when ω(r) = r γ and α ≥ 2. The function ω is the same than in the previous case. In order to use the result in Proposition 3.3 we need (3.4) to be satisfied. For that aim we take ǫ > 0 such that ǫ < inf(
). Let (3.19) and assume δ < δ N . In particular, since there exists i ∈ [1, N] such that
and then (3.4) is satisfied. We are in a position to apply (3.15), and Θ(X +Y )Θ has at least one eigenvalue µ 1 less than −(γ
2 , hence
for |x −ȳ| ≤ δ small enough, hence (3.8) holds withτ = 2 − γ + (1 − γ) − ǫ. Note that (3.9), (3.11) (3.10) and (3.12) have already been proved in the previous case, since the sign of α − 2 does not play a role. Recall then that τ 1 = (−γ +1)α, and c 1 = 6γ 1+α (N −γ +3), while τ 2 = (2−γ)+(1−γ)α−γ F <τ by the choice of ǫ, and c 2 = 12c γ F γ 1+α (N + 3 − γ). Finally τ 3 = (2 − γ) + (α − 1)(γ − 1) and c 3 = c F 2 1+α (γ + 1) (α−1) + , and (3.12) still holds with τ 4 = (1 − γ)(1 + α).
Let us observe that in the hypothesis of Theorem 3.1 we have proved that u and v satisfy, for any γ ∈ (0, 1),
This will be used in the next cases. Proofs of the claims when ω(r) ≃ r and α ≤ 2. We choose τ ∈ (0, inf(γ F ,
and γ ∈ (1,
, which ensures that
We suppose that
which implies in particular (3.6).
Here
|D 2 g(x −ȳ)| and then (3.16) is nothing else but
, for all γ < 1, by (3.21),
Then we derive from (3.14) that Θ(X + Y − 2(2M + 1)I)Θ has at least one eigenvalue less than
Since M|Θ| 2 ≤ M 1+α , (3.9) holds with τ 1 = 0 < 1 − τ , and c 1 = 6, while (3.11) is satisfied with τ 2 = −γ F + 1 < 1 − τ , and c 2 = c γ F (6 + 2ω o τ (1 + τ )).
To check (3.10), by (3.18), (3.25), (3.24), and (3.23)
| |q
Hence, by using inf(1, α)γ > 2τ , (3.10) holds with
Finally τ 4 = 0 and c 4 = c h,Ω (2 1+α + 1) are convenient for (3.12).
Proofs of the claims when ω(r) ≃ r and α ≥ 2 In order to use the result in Proposition 3.3 we need (3.4) to be satisfied. For that aim we take τ and ǫ > 0 such that
Let us define ω, s o , as in the case α ≤ 2. We suppose δ < δ N where
In particular since there exists i such that
and then (3.4) holds. We still assume that (3.22) holds. As in the case α ≤ 2, using (3.20), one has, for δ small enough, (3.25) still holds.
The hypothesis (3.28) ensures that Θ(X + Y − 2(2M + 1)I)Θ has at least one eigenvalue less than
and then using the fact that Θ(X + Y )Θ ≤ 6M|Θ| 2 ≤ 6M 1+α , by (3.27) and for δ small enough, (3.8) holds withτ = (2 − α)ǫ + 1 − τ and c = ωoτ (1+τ ) 8 . Furthermore (3.9 ) holds with τ 1 = 0, and c 1 = 6
As in the previous case, (3.23) holds, and then (3.11) holds with τ 2 = 1 − γ F < 1 − τ + (2 − α)ǫ and c 2 = c γ F (6 + 2ω o τ (1 + τ )) . Now using (3.18), (3.23), (3.25), (3.24), one has
and then (3.10) holds with
and then (3.12) holds with τ 4 = 0 and c 4 = 2 2+α c h .
Existence of solutions.
As it is classical, see e. g. [9] , the existence's Theorem 1.2 will be proved once the following Propositions are known:
Proposition 4.1. Suppose that Ω is a bounded domain in R N and that F satisfies (1.3), (H3) , (1.4), (1.7) . Suppose that h is continuous and it satisfies (1.8). Let u be a USC sub-solution of
and v be a LSC super-solution of
where β, f and g are continuous.
Suppose that either β is increasing and f ≥ g, or β is nondecreasing and
Proposition 4.2. Suppose that the assumptions in Proposition 4.1 hold, and that f is continuous and bounded and β is increasing. If u is a USC subsolution, and u is a LSC super-solution of the equation
such that u = u = ϕ on ∂Ω. Then there exists u a viscosity solution of the equation with u ≤ u ≤ u in Ω, and u = ϕ on ∂Ω.
The proofs of these two Propositions can be done by using the classical tools, see [9] . Remark 4.3. One can get the same existence's result when β = 0, by using a standard approximation procedure and the stability of viscosity solutions. 
In the following lines we will make the computations as if d is C 2 , it is not difficult to see that the required inequalities hold also in the viscosity sense. We now choose k large such that
This can be done since
2+α . We will choose later M large and define
and then choosing k such that λ(k + 1)N
It is clear that one can choose M large enough as soon as k is fixed as above in order that
A similar computation leads to:
5 The strong Maximum Principle for some c and m to be chosen. Without loss of generality we will suppose that x 1 = 0 and denote r := |x − x 1 | = |x|. We choose m so that on r = 6 Appendix: Proof of Lemma 3.2
The proof of Lemma 3.2 is based on the following Lemma by Ishii Lemma 6.1 (Ishii) . Let A be a symmetric matrix on R 2N . Suppose that U ∈ USC(R N ) and V ∈ USC(R N ) satisfy U(0) = V (0) and, for all (x, y) ∈ (R N ) 2 ,
Then, for all ι > 0, there exist X Choosing ǫ such that 2ǫι|D 2 Φ(x,ȳ)| + ǫ + ι(ǫ) 2 < 1, one gets
