Abstract-Currently, the most popular method of converting 24 frames per second (fps) film to 60 fields/s video is to repeat each odd-numbered frame for 3 fields and each even-numbered frame for 2 fields. This method is known as 3 : 2 pulldown and is an easy and inexpensive way to perform 24 fps to 60 fields/s frame-rate conversion. However, the 3 : 2 pulldown introduces artifacts, which are especially visible when viewing on progressive displays and during slow-motion playback. We have developed a motion-compensated frame-rate conversion algorithm to reduce the 3 : 2 pulldown artifacts. By using frame-rate conversion with interpolation instead of field repetition, mean square error and blocking artifacts are reduced significantly. The techniques developed here can also be applied to the general frame-rate conversion problem.
I. INTRODUCTION
T HE POPULARITY of movies on video tape and digital versatile disk (DVD) that can be watched at home has helped motion pictures find their way to a large television audience. However, in order to view movies or filmed programs on television, film-to-video conversion is necessary. This is because film is produced at a rate of 24 frames per second (fps), whereas National Television Standards Committee (NTSC) televisions require a rate of 60 fields/s. Since NTSC televisions use the interlaced scanning mechanism, we use the term field for each half of an interlaced image and the term frame for a progressively-scanned image.
For conventional applications with low-and medium-resolutions, such as video conferencing or NTSC television, relatively straightforward solutions have been shown to suffice for film-to-video conversion, such as the 3 : 2 pulldown method for fixed spatiotemporal interpolation [1] . Fig. 1 shows the 3 : 2 pulldown technique of 24 fps to 60 fields/s conversion. In Fig. 1 , frames are separated by thick vertical lines, and fields are separated by dotted lines. Each even-numbered frame in the 24 fps sequence corresponds to two fields in the 60 fields/s sequence, Manuscript Publisher Item Identifier S 1051-8215(00)07558-3. while each odd-numbered frame corresponds to three fields. This repetition of fields leads to frames with "field motion" artifacts due to two fields in a newly created frame coming from two separate original frames, as shown in the shaded frames of Fig. 1 . When shown on progressive displays, these frames with field motion artifacts are especially noticeable because two fields from different original frames are displayed together to form a single progressive frame. For other applications, such as HDTV and slow-motion playback, these simple approaches, such as 3 : 2 pulldown, have consistently led to noticeable degradations in video quality [1] . To reduce these motion artifacts, linear interpolation or decimation could be used in generating frames at intermediate temporal locations with regard to the original frame sequence. However, it is well known that such techniques require a compromise between blurring and motion jerkiness [2] . It has been found that the use of motion information in standard conversion problems is generally required in order to reduce the blurring and motion jerkiness [1] , [3] , [4] . We have developed a motion-compensated frame-rate conversion technique to obtain high-quality results without excessive computation requirements. To reduce blocking artifacts, we use an overlapping-block motion-compensation (OBMC) technique similar to that developed for H.263 [5] and MPEG-4 [6] . In this paper, Section II describes our development of the motion estimation (ME) and motion-compensated frame-rate conversion algorithm. Simulation results, comparisons in terms of mean-square-error (MSE) and blockiness, and computation requirements are described in Section III. Finally, conclusions are given in Section IV.
II. FRAME-RATE CONVERSION Fig. 2 shows an example of the temporal distribution of frames in 24-to-30 fps frame-rate conversion. Two out of five new frames can be obtained by copying original frames, while the other three are interpolated. Since the quality of the original frames is supposed to be better than that of the interpolated frames, it is a disadvantage that only half of the originally available frames are displayed. Also, the temporal locations of the interpolated frames are not symmetric with respect to the original frames. To linearly interpolate a frame that is located at distances from the original frames in Fig. 2 , the weights to be used are and for and , respectively. In 24-to-30 fps conversion, as shown in Fig. 2 , the weights would be 1/5, 2/5, 3/5, and 4/5, and they require division by five, which is a more difficult task compared to division by two or four. This problem has to be also faced when a noninteger conversion factor is involved [7] .
Castagno et al. [7] proposed an alternative "time-shifted" temporal distribution of frames for a 1.25 up-conversion factor. The time-shifted temporal distribution for 24-to-30 fps conversion is shown in Fig. 3 . In this time-shifted scheme, two out of five frames are interpolated and the remaining three are replicas of the original frames. Frame is copied, frame is copied and time-shifted, frame is interpolated from original frames 2 and 3 and time-shifted, frame is interpolated from original frames 3 and 4 and time-shifted, and finally, frame is copied and time-shifted. Here, the interpolation weights are all 1/2, which is much easier to support than Fig. 2 . Using this method, the new frames are then displayed every 33.3 ms for 30-fps display.
It is possible that the time-shifted method could introduce a certain amount of motion jerkiness since some of the frames undergo a small temporal displacement. However, subjective testing has shown that this artifact is not disturbing even in the most critical condition of slow uniform motion [7] . In this paper, the developed motion-compensated frame-rate conversion method adopts the approach in Fig. 3 .
A. Spatiotemporal-Correlation ME
The first step in motion-compensated interpolation is to determine the motion of the objects in a scene. This problem is known as ME. The block matching technique has been widely used for ME due to its simplicity and ease of implementation in hardware. Our approach focuses mainly on taking advantage of spatial and temporal correlations among motion vectors (MVs). It has been observed that block MVs are correlated to the MVs of their spatially adjacent blocks [8] . This is due to the fact that in many natural video scenes, rigid bodies are typically large with respect to the block size. The main idea is to select a set of initial MV candidates from spatially and/or temporally-neighboring blocks and choose the best one (according to a certain rule) as the initial estimate for further refinement.
MV Candidate Selection: For the first few blocks in a frame, there are no good spatial predictors. One approach is to perform a full search on several blocks in the top-left corner. Another method is to assume zero motion for the first blocks and let the refinement process find good MVs. After initialization, the algorithm continues along the row from left to right, and then proceeds to the next row. For each block, there are two spatial candidate MVs; one from the block immediately to the left of the current block, and the other from the block immediately above. There is also a temporal candidate MV from the block in the same position of the previous frame. A sum of absolute differences (SAD) is calculated between the current block and each of the three blocks determined by these candidate MVs. An SAD is also computed with the zero MV. Of these four, the vector that gives the minimum block SAD is chosen as the best candidate MV.
MV Refinement Process: After selecting the best candidate vector, it is refined further by using the three-step search. The refinement process begins with the best candidate MV . The new search center is set at in MV space. Starting from the new center, a three-step search [9] is performed.
B. Frame Interpolation
Once MVs for all the blocks are determined, this motion information is utilized in motion-compensated frame interpolation. As shown in Fig. 3 , the frames to be interpolated are halfway between adjacent frames. To find the blocks in the th and th frames to be used for interpolation, we start with the estimated MV , as shown in Fig. 4 (a). This vector represents the motion of a block between frames and , and it is calculated using our block-based ME algorithm. Using the assumption of linear motion, we estimate that each block will have moved one half of its MV distance in the interpolated frame. Before interpolating a block in the interpolated frame, one block from each of the th and th frames is searched as shown in Fig. 4(b) . The interpolation is performed by averaging these two motion-compensated blocks from the frames and . This can be thought of as the interpolation stage of an MPEG-2 decoder for frames [9] without the addition of any residual error signal.
C. Reduction of Blocking Artifacts
A common side effect of block-based processing is blocking artifacts on the block boundaries. As an attempt to reduce the blocking artifacts, we developed a technique similar to the overlapping-block motion-compensation (OBMC) methods in video coding standards, such as H.263 [5] and MPEG-4 [6] . Fig. 5 shows how the interpolation is performed to reduce blockiness where the size for the grids is . This algorithm is performed in two passes. In pass 1, each block on the standard grid is copied from a motion-compensated block in the th frame, shown as the thick-outlined block in Fig. 5(a) . The MVs used for this motion compensation are derived from the block MVs calculated during ME in the same way as in Section II-B. In pass 2, each block on a shifted grid is copied from a motion-compensated block in the th frame, shown as the thin-outlined block in Fig. 5(b) . The origin of the shifted block grid is at (8, 8) instead of (0, 0), causing blocks on the shifted grid to overlap with blocks on the standard grid. Each block on the shifted grid overlaps with four blocks on the standard grid. These four blocks are marked as 1, 2, 3, and 4 in Fig. 5(a) . Shifting by 8 in each direction allows the block from the th frame to contribute equally to the four blocks that it overlaps on the standard grid. The motion compensation for pass 2 is performed in the same way as in pass 1. However, our ME algorithm only computes MVs on the standard grid. Therefore, MVs on the shifted grid must also be generated to perform motion compensation. Based on the property of spatial correlation among MVs, interpolating these vectors by using neighboring MVs would result in reduced computational complexity while not significantly reducing the quality of the interpolated images. Therefore, the MVs on the shifted grid are interpolated from the four neighboring MVs on the standard grid using bilinear interpolation rather than computing them explicitly using ME.
The overlapping blocks are then combined using a weighted combination as shown in Fig. 5(c) . For example, the weight matrices used to combine the overlapping section of the outlined blocks [shaded area in Fig. 5(c) ] are shown in Fig. 6 . The weights used to combine the block from the th frame and the overlapping portions of the other three blocks are similar. For the th frame, the weights decrease as the block boundary is approached in the standard grid, and for the th frame, the weights decrease as the block boundary is approached in the shifted grid. This type of weighting causes smooth transitions across block boundaries and less pronounced block edges be- cause the contribution of the th and th frames to the interpolated frame varies depending on the pixel location within the block.
III. SIMULATION RESULTS

A. Frame Doubling
Several quantitative measures have been used in an attempt to shed some light on the quality of the interpolated images. One method consists of using our frame-rate conversion algorithm to perform frame-rate doubling on a progressive sequence as shown in Fig. 7 . Every other frame of the original sequence was used as input to the frame-rate doubler, and the interpolated frames with a dashed outline were generated. An MSE could then be computed between the original and interpolated frames. Fig. 8 shows the MSE for the interpolated frames with two different progressive sequences. Fig. 8(a) shows the results of the "Football" sequence, while Fig. 8(b) shows the results of the "Miss America" sequence. The interpolated frame numbers on the axis are defined in Fig. 7 . The "Football" sequence was used to test the algorithm when applied to those sequences with large and complicated motion, and the "Miss America" sequence was used to evaluate how the algorithm performs on sequences with little motion. Each figure has two error measures; the first one using the full-search ME with a search range of and the second one using our ME algorithm based on spatiotemporal correlation among MVs. In both sequences, it is clear that our spatiotemporal correlation ME algorithm produces interpolated frames with less error than the full-search ME algorithm. Over the 50 interpolated frames of the "Football" sequence, the average MSE is 71.2 for our algorithm and 120.3 for the full-search algorithm, giving 41% less error with our algorithm. For the "Miss America" sequence, the average MSE from both algorithms is 10.5, showing no improvement in MSE with our algorithm. For the "Football" sequence, the difference in MSE between algorithms is much larger than that for the "Miss America" sequence because the "Football" sequence has much more motion and is more challenging to interpolate than the "Miss America" sequence.
It was difficult to compare our results to others in the literature because none have given numerical comparisons of frame-interpolated sequences to 3 : 2 pulldown sequences. Because of the lack of a "gold standard" when doing frame interpolation, many researchers in the literature did not perform objective measurements at all. Many simply made subjective claims about the quality of the interpolated images [3] , [4] while others just showed interpolated frames [2] , [10] . However, we can compare the results of our frame interpolation algorithm with the results of other researchers when performing frame doubling. Wong and Au [11] used their algorithm to perform frame doubling on the "Miss America" and "Claire" sequences that were temporally subsampled by a factor of two. They reported an average PSNR of 37.7 and 41.1 dB for "Miss America" and "Claire," respectively, while our spatiotemporal correlation ME algorithm provides an average PSNR of 37.9 and 45.7 dB, respectively.
B. Correlation of MV Fields
Our spatiotemporal correlation ME algorithm produces MVs that are more correlated than the full-search algorithm. To illustrate this MV correlation, we can analyze the MV differences computed between the adjacent block MVs from 50 frames of the "Football" sequence. First, we compute the differences between the horizontal components and the vertical com- ponents of spatially-adjacent block MVs. The distance is then defined as (1) Fig. 9 shows the distance histograms with our ME algorithm and the full-search ME algorithm. The average vector distance is 5.9 for our algorithm and 9.1 for the full-search algorithm. Also, the histograms in Fig. 9 show that there are more MV differences close to zero with our algorithm. MVs generated by our algorithm are more correlated to their spatial neighbors than those in full-search ME due to the fact that our ME algorithm uses neighboring spatial and temporal MVs as starting points for the MV search.
C. Artifacts of Motion-Compensated Interpolation
For video coding, such as MPEG, correlated MV fields are not as important as they are when used for frame interpolation. In MPEG, when a less-optimal MV is found, the penalty is that a larger residual error needs to be coded in the bitstream (requiring more bits), but the resulting displayed frame can still have good quality because of the additional error information. With block-based frame interpolation, no residual error information is used. Blocking artifacts in the interpolated frames are typically caused by discontinuities in MV fields. Because our algorithm is designed to produce correlated MV fields, the likelihood of these blocking artifacts is reduced. However, some blocking artifacts may still exist due to the nature of block-based processing.
In order to quantitatively measure the blockiness in the interpolated images, the blockiness factor was calculated by first computing all horizontal and vertical edges in a frame. Horizontal and vertical edge images were computed as follows: (2) where is the frame, and are the width and height of the frame, respectively, is the horizontal-edge image, and is the vertical-edge image. The total edge image was derived by thresholding the sum of the horizontal and vertical edge images to reduce noise if otherwise.
The threshold used for the "Football" sequence was 10, so that edges from the grass in the background were eliminated. When varying the threshold from 5 to 20, the results were not significantly different.
We then computed a value summing all edges that lie on block boundaries and another value summing all edges in the frame that do not lie on block boundaries. The blockiness factor calculated is the ratio of the strength of the edges on block boundaries to that of the rest of the edges in a frame as follows: (4) where where is the largest integer less than or equal to . Fig. 10 shows the blockiness factor of the interpolated images produced by our algorithm without and with OBMC. It also Fig. 9 . Histograms of MV differences for our ME algorithm and the full-search ME algorithm. Fig. 10 . Blockiness in interpolated images. The average is 0.12 for the original sequence, 0.28 for our algorithm without OBMC, 0.14 for our algorithm with OBMC, and 0.37 for the full-search algorithm.
shows the blockiness factor with the full-search ME algorithm. The correlated MV fields used for interpolation by our algorithm cause less blockiness when compared to the full-search algorithm, and the average blockiness from our algorithm without OBMC and full-search algorithm is 0.28 and 0.37, respectively. However, the blockiness was still disturbing in both cases, especially in scenes with large motion. When the blocking artifact reduction algorithm employing OBMC is applied to our frame interpolation algorithm, the blockiness is reduced significantly as shown in Fig. 10 . With OBMC, the average blockiness factor of 0.14 is only slightly higher than that of the original sequence (0.12), but 50% lower than that of our algorithm without OBMC (0.28). The reduction in the blockiness factor is due to the fact that the weighting parameters used in combining blocks make the boundaries of overlapping blocks less conspicuous and the block edges less pronounced. Fig. 11 compares the MSEs of our algorithm with and without OBMC on the "Football" sequence. The OBMC has little impact on the interpolated frames in terms of MSE considering the fact that the average MSE increases from 72.1 for the algorithm without OBMC to 75.1 with OBMC. Fig. 12(a)-(d) shows a frame-interpolated image from 3 : 2 pulldown, full-search ME, our method without OBMC, and our method with OBMC, respectively. The image from 3 : 2 pulldown shows a lot of field-motion artifacts, and the images from full-search ME and our method without OBMC show some blocking artifacts around foot area. The image from full-search ME shows a little more blocking artifacts than our method without OBMC. However, our method with OBMC incorporated shows the best image quality without the field motion and blocking artifacts.
The blocking-artifact reduction algorithm was designed as a method to reduce the artifacts of block-based processing while not significantly increasing computational complexity and reducing the image quality. Although pixel-level MVs have also been shown to reduce blocking artifacts, they also introduce a significant increase in computational complexity [12] , [13] . 
D. Computation Requirements
The ME task is the most compute-intensive part of the frame-rate conversion algorithm. There are three operations (one subtract, one absolute, and one add) for each pixel when computing a block SAD. Since only two out of every four original frames are interpolated, ME only needs to be done for these two frames, resulting in an effective frame rate of 12 fps.
This gives a total operation count of 3 operations/pixel pixels/block search locations blocks/frame frames/s, where the frame and block sizes are and , respectively. For full-search ME using a search range of , there are search locations. For of 7 and 15, ME operations require 2.79 and 11.95 BOPS, respectively. For the traditional three-step search algorithm, which is more suitable for real-time applications, there are search locations, resulting in 311.0 million operations per second (MOPS). For our ME algorithm, there are 4 search locations for the initial MV and search locations for the three-step search, giving a total of 28 search locations, which leads to 348.4 MOPS. The computation requirement of our ME algorithm is slightly higher than that of the three-step search, but significantly less than the full-search method. On the other hand, the three-step search produces much lower PSNRs than the full search [14] , not to mention our ME algorithm.
For the interpolation stage, we employ the "time-shifted" temporal distribution proposed by Castagno et al. [7] and described in Section II. Using this method, only simple averaging is needed for the interpolation of the motion-compensated pixels. There are three operations (one addition, one rounding, and one shift) per pixel required to perform the averaging. With 4 : 2 : 0 YC C video, this adds an additional 1.5 times the number of pixels. This results in 3 operations/pixel (720 480) pixels/frame 1.5 12 frames/s MOPS. With the addition of the OBMC method, a weighted sum needs to be computed instead of an average. The weighting can be performed by either a fixed-point multiply or a lookup table resulting in 2 operations/pixel for the weighting and 1 operation/pixel for the addition. Thus, interpolation using OBMC uses a total of 3 operations/pixel and 18.7 MOPS just as in the original interpolation algorithm. Therefore, our correction algorithm of 3 : 2 pulldowns takes a total of MOPS of sustained performance. This is well within current programmable mediaprocessors' computing power, such as the Philips Trimedia with peak performance of 4 BOPS [15] , the Texas Instruments C80 and C62x series with peak performance of 2.4 BOPS [16] and 2 BOPS [17] , respectively, and the Equator Technologies/Hitachi MAP with peak performance of 20 BOPS [18] .
IV. CONCLUSION
We have combined techniques of fast ME and motion-compensated frame-rate conversion into an integrated framework for correcting 3 : 2 pulldown artifacts in video sequences that originate from film. This algorithm was designed for a video playback environment where real-time processing is required. Therefore, keeping computational complexity low has been given high priority.
Our fast ME algorithm was shown to produce MVs suitable for frame interpolation and generate fewer blocking artifacts than MVs from the full-search ME algorithm. This occurs because our algorithm takes into account the spatial and temporal correlation among MVs, which results in smooth motion-compensated interpolation in intermediate frames. The algorithm developed is also much less compute-intensive than the fullsearch algorithm, which allows for easier and less-expensive implementations in hardware or in software on programmable mediaprocessors. The blocking artifacts generated by block-based processing were reduced substantially by the blocking-artifact reduction algorithm.
The methods developed here can be useful in many application areas. Most movies recorded onto DVD have been stored using 3 : 2 pulldown or using the MPEG-2's repeat_first_field and top_field_first flags. Our algorithm could be incorporated in a DVD playback device to correct the 3 : 2 pulldown artifacts that would otherwise be present in the displayed video. The frame-rate interpolation stage could be used in the same device to enhance slow-motion playback by interpolating intermediate frames for smoother slow motion. Our frame-rate interpolation can also be employed in video conferencing or other video applications where an increase in the frame rate is desired. For example, many video conferencing applications use low frame rates, such as 10 or 15 fps, due to limited communications bandwidth and computing power available. Using our algorithm, the frame rate of a video conferencing session could be easily doubled, resulting in video with smoother motion.
