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ABSTRACT 
An r-Toeplitz (r T) matrix can be regarded as a block Toeplitz matrix of order mr 
from which an Lshaped border of k ( < r) rows and columns is removed. The 
concept of displacement rank is extended to rT matrices, and it is shown that both an 
rT matrix and its inverse can be expressed as the sum of at most two products of rT 
matrices. This result reduces to a standard LU decomposition in the case when an r T 
matrix becomes an arbitrary matrix. An explicit expression for the inverse is given 
which contains three triangular matrices and one quasitriangular matrix. Furthermore, 
the inverse of an rT matrix is completely determined by the elements in its first and 
last r rows and columns. The results presented generalize known properties of 
Toeplitz and block Toeplitz matrices. 
1. INTRODUCTION 
A well-known method for solving Toeplitz systems of equations, in 0(n2) 
flops, is the Levinson-Trench algorithm. This method, however, is only 
applicable when the Toeplitz coefficient matrix is strongly nonsingular, i.e. its 
leading principal minors of all orders are nonzero. 
A new extension of a Toeplitz matrix, called an r-Toeplitz (rT) matrix, 
was introduced in [5], where it was used to obtain algorithms, based on the 
Levinson-Trench algorithms, for inverting a Toeplitz matrix and for solving 
Toeplitz systems of linear equations in O(n2) flops for the case when the 
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Toeplitz matrix is not strongly nonsingular. Another algorithm weakening 
the strong nonsingularity restriction can be found in [7]. An algorithm for the 
solution of a set of linear equations with an rT coefficient matrix was also 
given in [5], and this has been applied to a problem in the theory of sound 
propagation (for further details, see the Appendix). 
The idea of the TT matrix comes from examining the elements of a block 
Toeplitz matrix. 
DEFINITION 1.1. A matrix B of order n = mr whose elements are 
matrices Bij of order r, i, j = 1,2,. . . , m, is a block Toeplitz matrix if 
Bi+I,j+I' Bijy i, j = 1,2 ,...,m-1. (1.1) 
If B = [bij], i, j = 1,2 ,..., mr, then it is easy to see that 
bi+r,j+r =bij, i, j = 1,2 ,..., (m - l)r, (1.2) 
and so it is natural to consider the following class of matrices. 
DEFINITION 1.2. A matrix A of order n is an r-Toeplitz (rT) matrix if 
ai+r,j+r=aij~ i, j = 1,2 ,...,n-r. (1.3) 
The important difference between (1.2) and (1.3) is that the latter 
relationship holds for any integer n, and not just for a multiple of r. When 
r = 1, (1.3) defines an ordinary Toeplitz matrix, and so both these and block 
Toeplitz matrices are special cases of the wider class of matrices which form 
the subject of this paper. 
A necessary and sufficient condition which character&es rT matrices, and 
some properties of the inverse of an rT matrix, are given in [6]. In this paper 
we give some further results which, like those in [6], simplify when r = 1 to 
well-known properties of Toeplitz matrices. In Section 2 we define a displace- 
ment rank for rT matrices, following [8], and show that both an rT matrix 
and its inverse can be expressed as the sum of at most two products of rT 
matrices where three of the four matrices in these products are triangular and 
the fourth is “nearly” triangular in a certain sense. An explicit form of this 
sum is given in Section 3. It is interesting to note that we can show that this 
leads not only to a known formula for the inverse of a Toeplitz matrix in [2] 
when r = 1, but, when r = n, given the standard LU decomposition for a 
general strongly nonsingular matrix [ 111. 
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2. A DISPLACEMENT RANK FOR rT MATRICES 
Two equivalent definitions of the displacement rank are given in [8], 
where it is shown that a Toeplitz matrix and its inverse have displacement 
rank two. A consequence of this is that a Toeplitz inverse can be expressed as 
the difference of two products of triangular Toeplitz matrices, their explicit 
form being given in [2]. 
We now modify the definitions in [8] to obtain parallel results for rT 
matrices, which reduce to the previous results when r = 1. We first need to 
extend the definitions of a triangular matrix and a block matrix. 
DEFINITION 2.1 [lo]. An n X p matrix V = [ uij], p < n, is a lower 
trapezoidal matrix if vii = 0 when j > i. 
DEFINITION 2.2. A matrix V of order n = mr + p, 06 p < T, is an 
incomplete block matrix if it is partitioned from the top left hand comer 
using r X r submatrices as far as possible. Thus 
where Vii, i, j = 1,2 ,..., m, is an r x r matrix; Vi,m+l and Vz+l,j, i, j = 
1,2,..., m, are r x p matrices; and V,, 1, m+ 1 is a p X p matrix. 
DEFINITION 2.3. A matrix V of order n = mr + p, 0 Q p < r, is an upper 
incomplete block triangular matrix if for all i, j in (2.1), Vii = 0 when i > j. 
Throughout this section the following notation is used. 
DEFINITION 2.4. The matrix L(X) represents a lower trianguh rT 
matrix of order n = mr + p, 0 < p < r, with its first r columns defined by the 
n X r lower trapezoidal matrix X. Similarly, the matrix U(Y T, of order n 
represents an upper incompbte block triangular rT matrix with its first r 
rows defined by the r X n matrix Y T. 
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Our first definition of a modified displacement rank is as follows. 
DEFINITION 2.5. A positive r-displacement rank of an n x n matrix V is 
the smallest integer (Y(I) such that cr(‘) = rt + s and 
v= & L(X,)U(Y,T)+ ~(x,)qY,T), 
k=l 
(24 
where s and t are nonnegative integers with s < r, Xk and Yk have rank T, 
and X, and Y, have rank s. 
In order to give an alternative definition of (Y(‘) we need the following 
matrix, in which I,_, denotes the unit matrix of order n - r. 
DEFINITION 2.6. The r-shift matrix K, of order n is 
K,=zO “0. [ 1 n-r (2.3) 
REMARK 2.1. If we denote the shifi matrix, defined in [B] as having ones 
in the subdiagonal and zeros elsewhere, by K, then K, = K ‘, 
We can now give an alternative definition for (Y(‘). 
DEFINITION 2.7. The positive r-displacement rank oCr) of V is such that 
a((‘) = rank( V - KYKT). (2.4) 
One further piece of notation, derived from [9] and [7], is required. 
DEFINITION 2.8. If V = [vii] is a matrix of order n, and i, j, a, and p 
are positive integers less than or equal to n, then 
Thus Vi. and V, j represent the ith row and jth column of V respec- 
tively, and [Vi. ] E and [V, j] t are subvectors of these, consisting of certain 
consecutive elements. 
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In particular, if A is an rT matrix, then 
[Ai*]:+,= [Ai-r,*]~-’ ad [A*j]:+l= [A*,j-r]yer> 
i, j = r + 1, r +2 ,..., n (2.6) 
In order to show the equivalence of Definitions 2.5 and 2.7 we need some 
preliminary results. 
LEMMA 2.1. The matrix equation 
v - K,VK,T = XY T, (2.7) 
where X and Y are n X T matrices, X being lower trapezoidal and K, given in 
(2.3) has the unique solution 
v= L(X)U(YT), (2.8) 
where L(X) and U(Y T, satisfy Definition 2.4. 
Proof. If V= [vii] and S= [S,,] =V- KYKT then for any V 
i 
vlj i = 1,2 
sij = 
,..., r or j=1,2 ,..., r, 
Vj-V;:_,,j_, i, j=r+l,r+2 ,..., n. (2.9) 
If V = L(X)U(Y T), we have, using Definitions 2.8, 
~j=L~*u*j=[Li*l~[u*j]~+[Li*l:,I[u*j]~+~~ (2.10) 
Firstly, if i=1,2 ,..., r or j=1,2 ,..., r, then [Li.]:+, or [U,,]:+i is zero 
respectively, and so from (2.9) and (2.10) 
i = 1,e ,..*, ror j=1,2 ,..., r (2.11) 
Secondly, if i, j = r + 1, r + 2,. . . , n, we can use the rT property (2.6) for L 
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and U on the second product of the RHS of (2.10), giving 
sij= [Li*]IIU*j]I+[Li~~*];-‘[U*,j-~]f-r- [Li&r*l[u*,j~r] 
= [Li*l;[u*j]I- [Li-r,*l::-r+l[U*,j~,]::_~+l’ 
But, since L islowertriangular, [Li_,,.]“,_,+r=Ofor i=r+l,r+2,...,n, 
so that 
Sij= [Li.]IIU*j]I=xi*(yT)*j~ i,j=rfl,r+2 ,.a*, n. (2.12) 
Combining (2.11) and (2.12) shows that V = L(X)U(YT) satisfies (2.7). 
To prove the uniqueness of the solution, let V, and V, satisfy (2.7). Then 
v, - KJ7,KT = v, - KV&, 
which on rearrangement becomes 
(VI-V,) - K,(V,-V,)K;=O. 
Thus if we let V in (2.7) be V, - V,, then from (2.8) V, - V, = 0 as required. W 
COROLLARY. Them&%x equation 
V-KrVK;= c XkYk’ 
k=l 
has the unique solution 
k=l 
(2.13) 
(2.14) 
with the same conditions on L, U, X,, and Y, as in Lemma 2.1. 
LEMMA 2.2. lf V is a matrix of order n with rank a = rt + s, where a, T, 
s, and t are nonnegative integers satisfying a, r, s, t < n and s < r, then V 
can be written in the form 
t 
v= c XkY;+ X,YsT, 
k=l 
(2.15) 
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Y, are n X r mutrices with X, and X, lower 
rank( X,) = rank( Y,) = rank( XkY[) = r 
and 
rank( X,) = rank( Y,) = rank( X,Y,T) = s. 
Proof (by construction). Form a matrix W from V using the following 
method. At step j, j = 1,2,. . . , a, determine the first nonzero element in 
column j (in a row which has not been used in previous steps). Use 
elementary row operations to reduce all elements in column j, below the 
chosen one, to zero. After LY steps we then have 
w= PV, (2.16) 
where P is a nonsingular lower triangular matrix (the product of the 
elementary matrices used in steps 1 to a) and W has exactly (Y linearly 
independent rows, all other rows being zero. Let these rows be WPCi,, *, 
i=1,2 , . . . , a, where p(i + 1) > p(i). Finally define n X T matrices 2, and 
r X n matrices W, so that 
‘k = fee ,p[(k-l)r+1]9”‘y e* ,p(kr) 19 k=1,2,....,t 
w,= 
w, = 
W 
p(tr+ 1) 
W’ 
p(tr+s) 
0 
0 
Wp[(k-l)r+l], * 1 
I > k=1,2 ,..., t, 
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where e, j is the jth column of I,. Then we have 
w= i z,w,+z,w, 
k=l 
and so, from (2.16), 
v= i P-‘z,w,+ P-‘z,w,. 
k=l 
If we set X, = P-‘Z,, Yl= W,, X, = P-‘Z,, and Y,‘= W,, it is easy to see 
that all the conditions of the lemma are satisfied. n 
REMARK 2.2. The matrices Y, and Y, will only be lower trapezoidal if all 
the principal minors of V of order 1,2,. . . , a are nonzero. 
We are now in a position to prove the equivalence of Definitions 2.5 and 
2.7. 
THEOREM 2.1. Zf the positive r-displacement rank a(‘) of a matrix V is 
given by Definition 2.5, then 
(Y(‘) = rank( V - K,VKT). (2.17) 
Proof. Let rank(V - KYKT) = OL = rt + s. Then, from Lemma 2.2, 
V - K,VK,T = f: XLY; + X,YsT 
k=l 
(2.18) 
with X,, X,, Yk, and Y, satisfying the conditions of that lemma. Hence, by 
the corollary to Lemma 2.1, 
v= i L(xk)u(Y~)+L(x,)u(Y,T) 
k-l 
(2.19) 
and so (Y(I) < (Y. 
Reversing the argument, if we are given (~(‘1 by Definition 2.5, R can be 
written in the form (2.19), which by Lemma 2.1 is the solution to (2.18). 
Hence rank(V - KrVKT) = cx Q CY(~) and so (Y = cx(*). n 
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Next we define in a similar manner a negative r-displacement rank for V, 
more details of which can be found in [4]. 
DEFINITION 2.9. A negative r-displacement rank of an n X n matrix V is 
the smallest integer /3cr) such that PC’) = ru + w and 
(2.20) 
where u and w are nonnegative integers with w -C T, Xk and yk have rank I, 
and X,, and Yw have rank w. 
DEFINITION 2.10. The negative r-displacement rank pCr) of V is such 
that 
per) = rank( V - KJ’VK,). (2.21) 
REMAFUC 2.3. When r = 1, all the above definitions reduce to, those in [8], 
since in Definitions 2.5 and 2.9, s = w = 0 and X, Y, X, and Y are column 
vectors. 
We are now in a position to show that an rT matrix can be expressed as 
the sum of two products of TT matrices having special forms. 
THEOREM 2.2. lf A is an rT matrix, then 
A=L(X,)U(Y,T)+L(X,)U(Y,T), (2.22) 
where the forms of the rT matrices L(X,), L(X,), U(YT), and U( Y,‘) are 
expibimd in Definition 2.4. 
Proof. It is easy to show that if K, is the r-shift matrix defined in (2.3), 
then, when A is an rT matrix of order n, it satisfies 
A - &AK,‘= 
A, x 
[ 1 YT o,_, ’ 
where X and Y are r x n - r matrices and O,_, is the zero matrix of order 
n - r. Thus from (2.4) (Y(‘) < 2r, and (2.22) then immediately follows from 
Definition 2.5. n 
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REMARK 2.4. The matrices on the RHS of (2.22) are not unique for any 
given A, One simple representation is A = LZ + ZU, where L is the lower 
triangle of A and U is the upper triangle of A omitting the principal 
diagonal. The unit matrix Z is, of course, both an upper and a lower 
triangular rT matrix. Note also that if (Y(I) 6 T, then A can be expressed as a 
single LU product. Similar results can be obtained using the negative 
r-displacement rank and Definitions 2.9 and 2.10. 
The following result connects the r-displacement ranks of a matrix and its 
inverse. 
THEOREM 2.3. Zf V is a nonsingular matrix, the + r-displacement rank 
of V is equal to the T r-displacement rank of V- ‘. 
Proof. From (2.21) and (2.4) 
p(r)(V-‘) = rank[V-r - KTv’K,] = rank[ I - KTV-rKY] 
= rank[Z - KYKTV-‘] = rank[V- K,vK,T] = o”‘(V). n 
Theorems 2.2 and 2.3 therefore show that the inverse of an rT matrix can 
be written as 
A-‘= L(X,)U(Y:)+ L(X,)U(Y,?‘). (2.23) 
In the next section Xi, Y,, X,, and Yz are determined explicitly. 
3. THE QUASITRIANGULAR DECOMPOSITION OF A- ’ 
Before giving the promised expression (2.23) for the inverse of an rT 
matrix, we give necessary and sufficient conditions for the nonsingularity of 
an TT matrix A and certain of its principal submatrices. In addition, we show 
that the elements of the inverse of A are completely determined by the 
elements in its first and last r rows and columns. 
THEOREM 3.1. Let A be an rT matrix of order n = mr + p and let 
B = ./AT], where J is the swalkd reverse unit mutrir such that [I] i j = Si, n_ j+ 1 
with aij denoting the Kronecker delta. Then A and B and their trailing 
principal submatrices of order n - r are nonsingular if and only if the four 
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equations 
AE,,F, = I’ 
[ 1 0 ’ BG,, H, = [ 1, 0 1 ’
E,F,,A= [Zr 01, G,H,,B= [‘r O] 
have a solution for the n x r matrices E,,, Fz;, G,,, and Hi, where 
E,, = EEr [ 1 , F,,= [F, C-r], n-r 
G,, = GGr [ 1 , H,.,= [Hr Hn-,I> n-r 
(3-I) 
(3.2) 
such that the square matrices E,, F,, G,, and H, are nonsingular. 
Proof. Let A and its inverse, when it exists, be partitioned as 
1 n-r I n-r 
y=A-‘= ” ” 
[ 1 
I 
Y, Y4 n_r’ 
(3.3) 
If A and A, are nonsingular, then the Schur expansion of IAI, the determi- 
nant of A, shows that 
I4 = IAll IA, - A2m431. 
Hence A, - A,A; ‘AS is nonsingular. From (3.3) and AY = I we see that 
(A, - A,A;‘A,)Y, = Z and so Y, is nonsingular. 
In this case the two equations in (3.1) involving A, E,, and F,, become 
E,[F, FL,] = [ 1, O] 
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which give 
E,F, = Y,, En-,F, = Y3, and E,F,_, = Y2. (3.4) 
Since Y, is nonsingular, the first of these equations shows that E, and F, are 
nonsingular and hence the last two equations in (3.4) can be solved for En_, 
and F,_,. A similar argument for B shows that there is a solution for G,, and 
H,, with G, and H, nonsingular. 
Conversely, suppose that there exist solutions of (3.1) with E,, F,, G, and 
H, nonsingular. From (3.1) (3.2), and (3.3) we obtain the equations 
A,E, + A,E,_, = F;‘, A& + A,&_, = 0, 
(3.5) 
F,A, + F,_,A, = E;‘, F,A, + F,,_,A, = 0, 
and so, expressing A,, A,, and A, in terms of A,, we obtain 
A = F,-‘(1, + LA,E,_,)E,’ I - F;‘F,_,A 4 - A,E,_,E,’ (3.6) 
Equation (3.6) can be given form 
F;’ -F;‘Fn_r I[ I[ 0 0 Z 0 A‘l I -En-,E,’ I,-., ’ (3.7) 
and so A is nonsingular if and only if A, is nonsingular. For B, G,,, and H,,, 
we obtain similarly 
K’(Z, + K-SW,-,)G-’ - H; ‘H,_,B 4 
- Z&G, _ ,G; ’ I B4 . 
(34 
Since A is an rT matrix, A = JBTJ and A, = JBI_Z, so that (3.8) gives yet 
another expression for A, i.e. 
A= I A4 - A,JH,T_JZ,?l - JG;‘G,T_,lA, 1 JG,?(Z, + Gf_,JA4JH,T_r)H;TJ ’
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and hence A, is nonsingular if and only if [A, - A,.lH~_,H~l] has rank 
n - r, i.e., the first n - T rows of A are linearly independent. 
From (3.1) and (3.3) 
which shows that the first r rows of A are linearly independent. 
Now suppose there exists an 1, 1 > r, which is the largest integer such 
that A,, islinearlydependentontheset {Ai.}, i=l,2,...,1--1. Thenfor 
some yi (not all zero) 
l-l 
Ale = C YiAi* 9 
i=l 
and hence using Definitions 2.8, we also have 
l-l 
[Al,];-'= C Yi[Ai*IY-'. (3-g) 
i=l 
If 1 Q n - T, then, since A is an rT matrix, (2.6) holds, and so, replacing i 
by k - r in (3.9), we obtain 
h-1 
Lb+,, *IF+1 =k~~+lY-r~Ak’l:+l. (3.10) 
I 
Now the ith row of the second equation in (3.5) shows that 
[A,+,,*];= -[Ai+,,*]:+lE”_,E;l, i=1,2>...,n-r, 
and therefore, postmultiplying (3.10) by - E,_,E;’ gives 
1+r-1 &r-l 
[A r+r,*1; = - ~~~+lY~-r[A*.l:+lE”-~E~l= k-_CIIYk-l[AX*l;. 
I 
(3.11) 
Combining (3.10) and (3.11), we see that A,,, . is linearly dependent on 
previous rows of A, contradicting the definition of 1. Thus if 1 exists, 
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I> n - r and so the first n - r rows of A are linearly independent. As we 
have already seen, this implies that A, is nonsingular, which in turn implies 
that A is nonsingular. The argument showing that B4 and i? are nonsingular 
is similar. W 
REMARK 3.1. The equations (3.4) show that we can arbitrarily select E,, 
for example; in particular, it can be lower triangular. 
REMARK 3.2. Since B = JATJ, the trailing principal minors of B are the 
leading principal minors of A, and so the condition in Theorem 3.1 can be 
replaced by the condition that the leading and trailing principal minors of A 
of order n - r are nonzero. 
REMARK 3.3. In the proof of Theorem 3.1 it was shown that (A,] f 0 
implies that ]Y,( # 0, using the notation of (3.3). It is easy to show that the 
converse is also true, and so the condition on the minors of A in Remark 3.2 
can be replaced by the condition that the leading and trailing principal 
minors of order r of the inverse of A are nonzero. 
In [6] we prove the following result concerning the elements of the 
inverse of an rT matrix. 
LEMMA 3.1. Zf Y = [ yij] is the inverse of an TT matrix of order n and the 
leading and trailing principal minors of Y of order r, lYlrl and IY,,,I 
respectively, are rwnzero, then for i, j = 1,2,. . . , n - r 
Yi+r, j+r =Yij+(Yi+,,l,“‘,Yi+,,~)y,‘(Y,,j+,,”’,Y,,j+~)T 
-(Yi,n-r+l~..‘rYin)y~l(Y,-~+l,j)”’~Ynj)T’ (3.12) 
This is an extension to rT matrices of a well-known result for Toeplitz 
matrices (see e.g. [2]). Lemma 3.1 is now used to prove the following: 
THEOREM 3.2. Zf Y = [ yij] is the inverse of an rT matrix A of order n 
and the leading and trailing principal minors of A of order n - r are nonzero, 
then with the notation of Theorem 3.1 
Yitr, jtr =Yij+(‘,-,)i.(‘,-~)*j-(JH,T_,l)i*(JG,’_,J).j, 
i, j = 1,2 ,...,n - r. (3.13) 
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Proof. Remark 3.3 shows that the conditions on the minors of A are 
equivalent to those on A- ’ = Y in Lemma 3.1. 
From (3.7) it is easy to show that 
A-‘= 
E,F, E,Fn-r 
E,_,F, E,_,.F,_, + AT1 1 
(3.14) 
A similar form exists for B-’ in terms of G,,, H,,, and BL1, and since 
A-’ = IBeT], we also have 
IH,T_,G,T,I+ &*I IH,T_,G,TJ 
IH,Tc,T,I I IH:G,TJ ’ (3.15) 
Thus, using (3.14) and (3.15) to express the first and last r rows and 
columns of Y = A-’ in terms of E,,, F,,, G,,, and H,,, and noting that 
I2 = I, Equation (3.12) becomes 
Yi+r, jfr =Yij+(E,_,F,)i*F,-lE;l(E,F,-,).j 
-(IH,T_F,TI)i.IGG,TH;TI(IH,TG,T_,I)*j 
=Yij+(E,-~)i.(F”-,)*j-(IH,T_,I)i*(IGnT_,I)*j, 
i, j = 1,2 ,...,n - r, 
which is (3.13). n 
We are now in a position to express (2.23) in terms of E,,, F,,, G,,, and 
H,“. 
THEOREM 3.3. Let A be a nonsingular rT matrix of order n with its 
leading and trailing principal minors of order n - r rwnzero. Zf B = IAT.l and 
Z and W are defined by 
and 
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where all matrices on the RHSs are rT matrices and their first r rows and 
columns are defined by E,,, F,,, G,,, and H,, in Theorem 3.1, then 
Z = A-’ and W= B-‘. 
Proof. Expanding Z in (3.16) gives 
L ErF, Vn-, ‘= E,_,F, 1 ’ . 
so by comparison with (3.14) we see that the first r rows and columns of Z 
are those of A- ‘. 
If we denote (3.16) by Z = EF - H’G’, we have 
zij=Ei*F*j-(H’)i.(G’)*j, (3.18) 
and for i, j=1,2 ,..., n - r, using Definition 2.8, 
‘i+r,j+r=Ei+,,*F*,j+T-(H’)i+,,*(G’)*,j+r 
=[Ei+,,*II[F*,j+,]I+[Ei+~,*I:+,[F*,j+,]:t, 
- [HI+r,*II[Gi,j+r]I- [HI+,,.I:+,[G:,j+~]f+l. (3.19) 
E, F, G’, and H’ are rT matrices, and so, using (3.16) for the first and third 
terms in (3.19) and using (2.6), we obtain 
However, we can now use (3.18) to introduce zij into the RHS of (3.20) and 
so 
Finally it can be seen from (3.16) that 
[Ei*ILr+l= [H~,]~_,+,=O, i, j=1,2 ,..., n-r, 
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and hence 
Zi+r, j+r =zij+(E,_,)i.(F,_,)*j-(-IN,T_,J)i*(lG,T_,l)*j. (3.21) 
Comparing (3.21) with (3.13) shows that the elements of 2 satisfy the same 
recurrence relationship as those of A - ‘. Since we have already shown that 
the first r rows and columns of 2 are those of A-‘, we have proved that 
Z = A - ‘. A similar proof shows that W = B- ‘. n 
REMARI( 3.4. In (3.16) the first, third, and fourth matrices on the RHS 
are triangular. In general, however, the second matrix is only an incomplete 
upper block triangular matrix. Hence the decomposition (3.16) for A - ’ can 
only be termed quasitriangular. 
REMARK 3.5. If the order of A is a multiple of T, then A is a block 
Toeplitz matrix. The result of Theorem 3.3 then reduces to that given in [3]. 
However, our proof is somewhat different in that the recurrence formula 
(3.12) for the elements of A-i is already known, whereas in [3] it is necessary 
to determine this recurrence formula as part of the proof. When r = 1, A is 
Toeplitz, and since it is then persymmetric, A = JATJ implies that B = A, 
and all the proofs simplify considerably. Equation (3.16), together with (3.1) 
and (3.2) is then equivalent to a theorem in [2]. 
Theorem 3.3 holds for all positive integers T, r < n, and so in particular it 
holds for T = n. In this case, of course, A is an arbitrary matrix and the 
second product on the RHS of (3.16) is zero. Remark 3.1 states that E,, 
which is now of order n, is arbitrary and triangular, so that one trivial 
solution is obtained by putting E, = A - ’ and F, = I,. However if A-i is 
strongly nonsingular, then E, can be chosen so that F, is upper triangular 
(see Remark 2.2), and so (3.16) gives E,F,, as the LU decomposition of A - ‘. 
The condition of strong nonsingularity is exactly that found in the analysis of 
the standard LU decomposition in [ll]. 
APPENDIX 
Boundary integral equations are commonly used in problems involving 
environmental sound propagation and have the advantage over other meth- 
ods in terms of flexibility and accuracy. 
Consider a single harmonic line source of sound above an infinite plane, 
so that the problem is essentially two-dimensional. 
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The surface of the plane has specific normal admittance PC, and em- 
bedded in it is a strip, in the interval a < x < b, of admittance j?, both p, and 
/3 being constant with Re/?,,RejI >, 0. The boundary acoustic potential +(x), 
at a receiver distance x from the source, is given by the integral equation 
where z. is the height of the source above the ground, G(x, x’, z’) is the 
potential at (x,0) in a surface of homogeneous admittance fi, due to a line 
source at (r ‘, z’), k is the constant wave number, and i = J-1. 
If the integral in (A.l) is approximated by splitting the interval a < x < b 
into n equal intervals of length h, then (A.l) becomes a set of n linear 
equations 
A@=B (A.2) 
where @ = [@(xl), . . . , +(x,>lT; B = [G(x,,O, z,), . . . , G(x,,O, zo)lT; 
x 
n1 
=a+(~;)h,m=1,2 ,..., n; and A = [ urnpI is the matrix of order n 
whose elements satisfy 
a mp = hn, + WP - P&(klx, - q), (A-3) 
where S,,,,, is the Kronecker delta and 
It can be seen, by examining (A.3), that A is a symmetric Toeplitz matrix 
and so (A.2) can be solved using known algorithms for solving Toeplitz sets of 
equations (see e.g. [5]). 
Suppose now that two strips, a < x < a,, b, < x < b, of admittance p are 
embedded in the plane of admittance /3,, where a i < b 1. Suppose that there 
exists a common divisor h of a 1 - a and b - b,, so that n,h = a 1 - a and 
n,h = b - b, for integers n1 and nz. The matrix A in (A.2) is now of order 
n, + n2, and its elements are given by 
6,,,+ikh(P-P,)g(klx,,-x,l), l<m,p<n,, n,+l<m,p<nl+n,, 
a mp = 
ikh(P-P,)g(klx,,-r,l+b,-a,) otherwise. 
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Thus A has the form 
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A= A, A, *I I 1 64.4) AT 2 A4 *2 
where A4 is a principal submatrix of A 1 when n1 > n2 and where A1 and A, 
are both Toeplitz. When the rows and columns of A are rearranged, the 
resulting matrix becomes an r-Toeplitz matrix. 
REMARK A.l. If ta, < ta2 in (A.4), the matrix A1 is a principal submatrix 
of A,. 
EXAMPLE A.l. If n, = 3 and n, = 2, the matrix A can be written as 
A= 
PO Pl P2 
P, PO Pl 
P, Pl PO 
93 92 41 
q4 q3 92 
93 94 
92 93 
91 92 
PO Pl 
Pl PO 
which on rearranging the rows and columns becomes 
PO 93 PI 94 P2 
93 PO 92 P1 91 
which is a 2Toeplitz matrix of order 5. 
REMARK A.2. More than two embedded strips can be added to the 
plane, giving a similar result. 
The appendix is based on work in [l] and on subsequent discussions with 
the authors of [l]. 
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