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Abstract
We investigate conditions on a graph C∗-algebra for the existence of a faithful semiﬁnite
trace. Using such a trace and the natural gauge action of the circle on the graph algebra,
we construct a smooth (1,∞)-summable semi-ﬁnite spectral triple. The local index theorem
allows us to compute the pairing with K-theory. This produces invariants in the K-theory of the
ﬁxed point algebra, and these are invariants for a ﬁner structure than the isomorphism class of
C∗(E).
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1. Introduction
The aim of this paper, and the sequel [25], is to investigate the noncommutative
geometry of graph C∗-algebras. In particular we construct ﬁnitely summable spectral
triples to which we can apply the local index theorem. The motivation for this is the
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need for new examples in noncommutative geometry. Graph C∗-algebras allow us to
treat a large family of algebras in a uniform manner.
Graph C∗-algebras have been widely studied, see [2,21,20,17,24,28,35] and the ref-
erences therein. The freedom to use both graphical and analytical tools make them
particularly tractable. In addition, there are many natural generalisations of this fam-
ily to which our methods will apply, such as Cuntz–Krieger, Cuntz–Pimsner algebras,
Exel–Laca algebras, k-graph algebras and so on; for more information on these classes
of algebras see the above references and [27]. We expect these classes to yield similar
examples.
One of the key features of this work is that the natural construction of a spectral
triple (A,H,D) for a graph C∗-algebra is almost never a spectral triple in the original
sense, [8, Chapter VI]. That is, the key requirement that for all a ∈ A the operator
a(1 + D2)−1/2 be a compact operator on the Hilbert space H is almost never true.
However, if we broaden our point of view to consider semiﬁnite spectral triples, where
we require a(1 +D2)−1/2 to be in the ideal of compact operators in a semiﬁnite von
Neumann algebra, we obtain many (1,∞)-summable examples. The only connected
(1,∞)-summable example arising from our construction which satisﬁes the original
deﬁnition of spectral triples is the Dirac triple for the circle.
The way we arrive at the correct notion of compactness is to regard the ﬁxed
point subalgebrat F for the S1 gauge action on a graph algebra as the scalars.
This provides a unifying point of view that will help the reader motivate the various
constructions, and understand the results. For instance the C∗-bimodule we employ is a
C∗-module over F, the range of the (C∗-) index pairing lies in K0(F ), the ‘differential’
operator D is linear over F and it is the ‘size’ of F that forces us to use a general
semiﬁnite trace. The single (1,∞)-summable example where the operator trace arises
as the natural trace is the circle, and in this case F = C.
The algebras which arise from our construction, despite naturally falling into the
semiﬁnite picture of spectral triples, are all type I algebras, [10]. Thus even when
dealing with type I algebras there is a natural and important role for general semiﬁnite
traces.
Many of our examples arise from nonunital algebras. Fortunately, graph C∗-algebras
(and their smooth subalgebras) are quasi-local in the sense of [13], and many of the
results for smooth local algebras presented in [30,31] are valid for smooth quasi-local
algebras. Here ‘local’ refers to the possibility of using a notion of ‘compact support’
to deal with analytical problems.
After some background material, we begin in Section 4 by constructing an odd
Kasparov module (X, V ) for C∗(E)-F, where F is the ﬁxed point algebra. This part of
the construction applies to any locally ﬁnite directed graph with no sources. The class
(X, V ) can be paired with K1(C∗(E)) to obtain an index class in K0(F ). This pairing
is described in the appendix, and it is given in terms of the index of Toeplitz operators
on the underlying C∗-module. We conjecture that this pairing is the Kasparov product.
When our graph C∗-algebra has a faithful (semiﬁnite, lower-semicontinuous) gauge
invariant trace , we can deﬁne a canonical faithful (semiﬁnite, lower semicontinuous)
trace ˜ on the endomorphism algebra of the C∗-F-module X. Using ˜, in Section 5 we
construct a semiﬁnite spectral triple (A,H,D) for a smooth subalgebra A ⊂ C∗(E).
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The numerical index pairing of (A,H,D) with K1(C∗(E)) can be computed using
the semiﬁnite local index theorem, [5], and we prove that
〈K1(C∗(E)), (A,H,D)〉 = ˜∗〈K1(C∗(E)), (X, V )〉,
where 〈K1(C∗(E)), (X, V )〉 ⊂ K0(F ) denotes the K0(F )-valued index and ˜∗ is the
map induced on K-theory by ˜. We show by an example that this pairing is an invariant
of a ﬁner structure than the isomorphism class of C∗(E).
To ensure that readers without a background in graph C∗-algebras or a background
in spectral triples can access the results in this paper, we have tried to make it self-
contained. The organisation of the paper is as follows. Section 2 describes graph C∗-
algebras and semiﬁnite spectral triples, as well as quasilocal algebras and the local
index theorem. Section 3 investigates which graph C∗-algebras have a faithful positive
trace, and we provide some necessary and some sufﬁcient conditions. In Section 4 we
construct a C∗-module for any locally ﬁnite graph C∗-algebra. Using the generator of
the gauge action on this C∗-module, we obtain a Kasparov module whenever the graph
has no sources, and so a KK-class. In Section 5, we restrict to those graph C∗-algebras
with a faithful gauge invariant trace, and construct a spectral triple from our Kasparov
module. Section 6 describes our results pertaining to the index theorem.
In the sequel to this paper, [25], we identify a large subclass of our graph
C∗-algebras with faithful trace which satisfy a natural semiﬁnite and nonunital gen-
eralisation of Connes’ axioms for noncommutative manifolds. These examples are all
one-dimensional.
2. Graph C∗-algebras and semiﬁnite spectral triples
2.1. The C∗-algebras of graphs
For a more detailed introduction to graph C∗-algebras we refer the reader to [2,21]
and the references therein. A directed graph E = (E0, E1, r, s) consists of countable
sets E0 of vertices and E1 of edges, and maps r, s : E1 → E0 identifying the range
and source of each edge. We will always assume that the graph is row-ﬁnite which
means that each vertex emits at most ﬁnitely many edges. Later we will also assume
that the graph is locally ﬁnite which means it is row-ﬁnite and each vertex receives at
most ﬁnitely many edges. We write En for the set of paths  = 12 · · · n of length
|| := n; that is, sequences of edges i such that r(i ) = s(i+1) for 1 i < n. The
maps r, s extend to E∗ :=⋃n0 En in an obvious way. A loop in E is a path L ∈ E∗
with s(L) = r(L), we say that a loop L has an exit if there is v = s(Li) for some i
which emits more than one edge. If V ⊆ E0 then we write V w if there is a path
 ∈ E∗ with s() ∈ V and r() = w (we also sometimes say that w is downstream
from V). A sink is a vertex v ∈ E0 with s−1(v) = ∅, a source is a vertex w ∈ E0 with
r−1(w) = ∅.
A Cuntz–Krieger E-family in a C∗-algebra B consists of mutually orthogonal projec-
tions {pv : v ∈ E0} and partial isometries {Se : e ∈ E1} satisfying the Cuntz–Krieger
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relations
S∗e Se = pr(e) for e ∈ E1 and pv =
∑
{e:s(e)=v}
SeS
∗
e whenever v is not a sink.
It is proved in [21, Theorem 1.2] that there is a universal C∗-algebra C∗(E) generated
by a nonzero Cuntz–Krieger E-family {Se, pv}. A product S := S1S2 · · · Sn is
nonzero precisely when  = 12 · · · n is a path in En. Since the Cuntz–Krieger
relations imply that the projections SeS∗e are also mutually orthogonal, we have S∗e Sf =
0 unless e = f , and words in {Se, S∗f } collapse to products of the form SS∗ for ,  ∈
E∗ satisfying r() = r() (cf. [21, Lemma 1.1]). Indeed, because the family {SS∗ } is
closed under multiplication and involution, we have
C∗(E) = span{SS∗ : ,  ∈ E∗ and r() = r()}. (1)
The algebraic relations and the density of span{SS∗ } in C∗(E) play a critical role
throughout the paper. We adopt the conventions that vertices are paths of length 0 that
Sv := pv for v ∈ E0, and that all paths ,  appearing in (1) are nonempty; we recover
S, for example, by taking  = r(), so that SS∗ = Spr() = S.
If z ∈ S1, then the family {zSe, pv} is another Cuntz–Krieger E-family which gen-
erates C∗(E), and the universal property gives a homomorphism z : C∗(E) → C∗(E)
such that z(Se) = zSe and z(pv) = pv . The homomorphism z is an inverse for z,
so z ∈ AutC∗(E), and a routine /3 argument using (1) shows that  is a strongly
continuous action of S1 on C∗(E). It is called the gauge action. Because S1 is com-
pact, averaging over  with respect to normalised Haar measure gives an expectation
 of C∗(E) onto the ﬁxed-point algebra C∗(E):
(a) := 1
2
∫
S1
z(a) d for a ∈ C∗(E), z = ei.
The map  is positive, has norm 1, and is faithful in the sense that (a∗a) = 0 implies
a = 0.
From Eq. (1), it is easy to see that a graph C∗-algebra is unital if and only if
the underlying graph is ﬁnite. When we consider inﬁnite graphs, formulas which in-
volve sums of projections may contain inﬁnite sums. To interpret these, we use strict
convergence in the multiplier algebra of C∗(E):
Lemma 2.1. Let E be a row-ﬁnite graph, let A be a C∗-algebra generated by a Cuntz–
Krieger E-family {Te, qv}, and let {pn} be a sequence of projections in A. If pnTT ∗
converges for every ,  ∈ E∗, then {pn} converges strictly to a projection p ∈ M(A).
Proof. Since we can approximate any a ∈ A = T ,q(C∗(E)) by a linear combination
of TT ∗ , an /3-argument shows that {pna} is Cauchy for every a ∈ A. We deﬁne
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p : A → A by p(a) := limn→∞ pna. Since
b∗p(a) = lim
n→∞ b
∗pna = lim
n→∞ (pnb)
∗a = p(b)∗a,
the map p is an adjointable operator on the Hilbert C∗-module AA, and hence deﬁnes
(left multiplication by) a multiplier p of A [29, Theorem 2.47]. Taking adjoints shows
that apn→ap for all a, so pn→p strictly. It is easy to check that p2 = p = p∗. 
2.2. Semiﬁnite spectral triples
We begin with some semiﬁnite versions of standard deﬁnitions and results. Let  be a
ﬁxed faithful, normal, semiﬁnite trace on the von Neumann algebra N . Let KN be the
-compact operators in N (that is the norm closed ideal generated by the projections
E ∈ N with (E) < ∞).
Deﬁnition 2.2. A semiﬁnite spectral triple (A,H,D) is given by a Hilbert space H,
a ∗-algebra A ⊂ N where N is a semiﬁnite von Neumann algebra acting on H, and
a densely deﬁned unbounded self-adjoint operator D afﬁliated to N such that
(1) [D, a] is densely deﬁned and extends to a bounded operator for all a ∈ A.
(2) a(−D)−1 ∈ KN for all  /∈ R and all a ∈ A.
(3) The triple is said to be even if there is  ∈ N such that ∗ = , 2 = 1, a = a
for all a ∈ A and D+ D = 0. Otherwise it is odd.
Deﬁnition 2.3. A semiﬁnite spectral triple (A,H,D) is QCk for k1 (Q for quantum)
if for all a ∈ A the operators a and [D, a] are in the domain of 	k , where 	(T ) =
[|D|, T ] is the partial derivation on N deﬁned by |D|. We say that (A,H,D) is QC∞
if it is QCk for all k1.
Note: The notation is meant to be analogous to the classical case, but we introduce
the Q so that there is no confusion between quantum differentiability of a ∈ A and
classical differentiability of functions.
Remarks concerning derivations and commutators. By partial derivation we mean
that 	 is deﬁned on some subalgebra of N which need not be (weakly) dense in N .
More precisely, dom 	 = {T ∈ N : 	(T ) is bounded}. We also note that if T ∈ N , one
can show that [|D|, T ] is bounded if and only if [(1+D2)1/2, T ] is bounded, by using
the functional calculus to show that |D| − (1 +D2)1/2 extends to a bounded operator
in N . In fact, writing |D|1 = (1 +D2)1/2 and 	1(T ) = [|D|1, T ] we have
dom 	n = dom 	n1 for all n.
We also observe that if T ∈ N and [D, T ] is bounded, then [D, T ] ∈ N . Similar
comments apply to [|D|, T ], [(1 +D2)1/2, T ]. The proofs can be found in [5].
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The QC∞ condition places some restrictions on the algebras we consider. Recall
that a topological algebra is Fréchet if it is locally convex, metrisable and complete,
and that a subalgebra of a C∗-algebra is a pre-C∗-algebra if it is stable under the
holomorphic functional calculus. For nonunital algebras, we consider only functions f
with f (0) = 0.
Deﬁnition 2.4. A ∗-algebra A is smooth if it is Fréchet and ∗-isomorphic to a proper
dense subalgebra i(A) of a C∗-algebra A which is a pre-C∗-algebra.
Asking for i(A) to be a proper dense subalgebra of A immediately implies that the
Fréchet topology of A is ﬁner than the C∗-topology of A. We will denote the norm
closure A = A, when the norm closure A is unambiguous.
If A is smooth in A then Mn(A) is smooth in Mn(A), [14,33], so K∗(A)K∗(A),
the isomorphism being induced by the inclusion map i. A smooth algebra has a sensible
spectral theory which agrees with that deﬁned using the C∗-closure, and the group of
invertibles is open. The point of contact between smooth algebras and QC∞ spectral
triples is the following Lemma, proved in [30].
Lemma 2.5. If (A,H,D) is a QC∞ spectral triple, then (A	,H,D) is also a QC∞
spectral triple, where A	 is the completion of A in the locally convex topology deter-
mined by the seminorms
qn,i(a) = ‖	ndi(a)‖, n0, i = 0, 1,
where d(a) = [D, a]. Moreover, A	 is a smooth algebra.
We call the topology on A determined by the seminorms qn,i of Lemma 2.5 the
	-topology.
Whilst smoothness does not depend on whether A is unital or not, many analytical
problems arise because of the lack of a unit. As in [13,30,31], we make two deﬁnitions
to address these issues.
Deﬁnition 2.6. An algebra A has local units if for every ﬁnite subset of elements
{ai}ni=1 ⊂ A, there exists 
 ∈ A such that for each i

ai = ai
 = ai.
Deﬁnition 2.7. Let A be a Fréchet algebra and Ac ⊆ A be a dense subalgebra with
local units. Then we call A a quasi-local algebra (when Ac is understood.) If Ac is a
dense ideal with local units, we call Ac ⊂ A local.
Quasi-local algebras have an approximate unit {
n}n1 ⊂ Ac such that for all n,

n+1
n = 
n, [30]; we call this a local approximate unit.
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Example. For a graph C∗-algebra A = C∗(E), Eq. (1) shows that
Ac = span{SS∗ : ,  ∈ E∗ and r() = r()}
is a dense subalgebra. It has local units because
pvSS
∗
 =
{
SS
∗
 v = s(),
0 otherwise.
Similar comments apply to right multiplication by ps(). By summing the source and
range projections (without repetitions) of all Si S∗i appearing in a ﬁnite sum
a =
∑
i
ci ,i Si S
∗
i
we obtain a local unit for a ∈ Ac. By repeating this process for any ﬁnite collection
of such a ∈ Ac we see that Ac has local units.
We also require that when we have a spectral triple the operator D is compatible
with the quasi-local structure of the algebra, in the following sense.
Deﬁnition 2.8. If (A,H,D) is a spectral triple, then we deﬁne ∗D(A) to be the
algebra generated by A and [D,A].
Deﬁnition 2.9. A local spectral triple (A,H,D) is a spectral triple with A quasi-local
such that there exists an approximate unit {
n} ⊂ Ac for A satisfying
∗D(Ac) =
⋃
n
∗D(A)n,
where
∗D(A)n = { ∈ ∗D(A) : 
n = 
n = }.
Remark. A local spectral triple has a local approximate unit {
n}n1 ⊂ Ac such that

n+1
n = 
n
n+1 = 
n and 
n+1[D,
n] = [D,
n]
n+1 = [D,
n], see [30,31]. We
require this property to prove the summability results we require.
2.3. Summability and the local index theorem
In the following, let N be a semiﬁnite von Neumann algebra with faithful normal
trace . Recall from [12] that if S ∈ N , the t-th generalised singular value of S for
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each real t > 0 is given by
t (S) = inf{||SE|| : E is a projection in N with (1 − E) t}.
The ideal L1(N ) consists of those operators T ∈ N such that ‖T ‖1 := (|T |) < ∞
where |T | = √T ∗T . In the Type I setting this is the usual trace class ideal. We will
simply write L1 for this ideal in order to simplify the notation, and denote the norm
on L1 by ‖ · ‖1. An alternative deﬁnition in terms of singular values is that T ∈ L1 if
‖T ‖1 :=
∫∞
0 t (T ) dt < ∞.
Note that in the case where N = B(H), L1 is not complete in this norm but it
is complete in the norm ||.||1 + ||.||∞. (where ||.||∞ is the uniform norm). Another
important ideal for us is the domain of the Dixmier trace:
L(1,∞)(N ) =
{
T ∈ N : ‖T ‖L(1,∞) := sup
t>0
1
log(1 + t)
∫ t
0
s(T ) ds < ∞
}
.
We will suppress the (N ) in our notation for these ideals, as N will always be clear
from context. The reader should note that L(1,∞) is often taken to mean an ideal in
the algebra N˜ of -measurable operators afﬁliated to N , [12]. Our notation is however
consistent with that of [8] in the special case N = B(H). With this convention the
ideal of -compact operators, K(N ), consists of those T ∈ N (as opposed to N˜ ) such
that
∞(T ) := lim
t→∞ t (T ) = 0.
Deﬁnition 2.10. A semiﬁnite local spectral triple is (1,∞)-summable if
a(D − )−1 ∈ L(1,∞) for all a ∈ Ac,  ∈ C \ R.
Equivalently, a(1 +D2)−1/2 ∈ L(1,∞) for all a ∈ Ac.
Remark. If A is unital, kerD is -ﬁnite dimensional. Note that the summability re-
quirements are only for a ∈ Ac. We do not assume that elements of the algebra A are
all integrable in the nonunital case.
We need to brieﬂy discuss the Dixmier trace, but fortunately we will usually be
applying it in reasonably simple situations. For more information on semiﬁnite Dixmier
traces, see [7]. For T ∈ L(1,∞), T 0, the function
FT : t → 1log(1 + t)
∫ t
0
s(T ) ds
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is bounded. For certain generalised limits  ∈ L∞(R+∗ )∗, we obtain a positive functional
on L(1,∞) by setting
(T ) = (FT ).
This is the Dixmier trace associated to the semiﬁnite normal trace , denoted , and we
extend it to all of L(1,∞) by linearity, where of course it is a trace. The Dixmier trace
 is deﬁned on the ideal L(1,∞), and vanishes on the ideal of trace class operators.
Whenever the function FT has a limit at inﬁnity, all Dixmier traces return the value of
the limit. We denote the common value of all Dixmier traces on measurable operators
by −∫ . So if T ∈ L(1,∞) is measurable, for any allowed functional  ∈ L∞(R+∗ )∗ we
have
(T ) = (FT ) = −
∫
T .
Example. Let D = 1
i
d
d act on L
2(S1). Then it is well known that the spectrum of
D consists of eigenvalues {n ∈ Z}, each with multiplicity one. So, using the standard
operator trace, the function F(1+D2)−1/2 is
N → 1
log 2N + 1
N∑
n=−N
(1 + n2)−1/2,
which is bounded. So (1 +D2)−1/2 ∈ L(1,∞) and for any Dixmier trace Trace
Trace((1 +D2)−1/2) = −
∫
(1 +D2)−1/2 = 2.
In [30,31] we proved numerous properties of local algebras. The introduction of quasi-
local algebras in [13] led us to review the validity of many of these results for quasi-
local algebras. Most of the summability results of [31] are valid in the quasi-local
setting. In addition, the summability results of [31] are also valid for general semiﬁnite
spectral triples since they rely only on properties of the ideals L(p,∞), p1, [8,7], and
the trace property. We quote the version of the summability results from [31] that we
require below.
Proposition 2.11 (Rennie [31]). Let (A,H,D) be a QC∞, local (1,∞)-summable
semiﬁnite spectral triple relative to (N , ). Let T ∈ N satisfy T
 = 
T = T for some

 ∈ Ac. Then
T (1 +D2)−1/2 ∈ L(1,∞).
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For Re(s) > 1, T (1 +D2)−s/2 is trace class. If the limit
lim
s→1/2+
(s − 1/2)(T (1 +D2)−s) (2)
exists, then it is equal to
1
2
−
∫
T (1 +D2)−1/2.
In addition, for any Dixmier trace , the function
a → (a(1 +D2)−1/2)
deﬁnes a trace on Ac ⊂ A.
In [5], the noncommutative geometry local index theorem of [9] was extended to
semiﬁnite spectral triples. In the simplest terms, the local index theorem provides a
formula for the pairing of a ﬁnitely summable spectral triple (A,H,D) with the K-
theory of A. The precise statement that we require is
Theorem 2.12 (Carey et al. [5]). Let (A,H,D) be an odd QC∞ (1,∞)-summable
local semiﬁnite spectral triple, relative to (N , ). Then for u ∈ A unitary the pairing
of [u] ∈ K1(A) with (A,H,D) is given by
〈[u], (A,H,D)〉 = ress=0(u[D, u∗](1 +D2)−1/2−s).
In particular, the residue on the right exists.
For more information on this result see [5–7,9].
3. Graph C∗-algebras with semiﬁnite graph traces
This section considers the existence of (unbounded) traces on graph algebras. We
denote by A+ the positive cone in a C∗-algebra A, and we use extended arithmetic on
[0,∞] so that 0 × ∞ = 0. From [26] we take the basic deﬁnition:
Deﬁnition 3.1. A trace on a C∗-algebra A is a map  : A+ → [0,∞] satisfying
(1) (a + b) = (a) + (b) for all a, b ∈ A+,
(2) (a) = (a) for all a ∈ A+ and 0,
(3) (a∗a) = (aa∗) for all a ∈ A.
102 D. Pask, A. Rennie / Journal of Functional Analysis 233 (2006) 92–134
We say: that  is faithful if (a∗a) = 0 ⇒ a = 0; that  is semiﬁnite if {a ∈ A+ : (a) <
∞} is norm dense in A+ (or that  is densely deﬁned); that  is lower semicontinuous
if whenever a = limn→∞ an in norm in A+ we have (a) lim infn→∞ (an).
We may extend a (semiﬁnite) trace  by linearity to a linear functional on (a dense
subspace of) A. Observe that the domain of deﬁnition of a densely deﬁned trace is a
two-sided ideal I ⊂ A.
Lemma 3.2. Let E be a row-ﬁnite directed graph and let  : C∗(E) → C be a
semiﬁnite trace. Then the dense subalgebra
Ac := span{SS∗ : ,  ∈ E∗}
is contained in the domain I of .
Proof. Let v ∈ E0 be a vertex, and let pv ∈ Ac be the corresponding projection. We
claim that pv ∈ I. Choose a ∈ I positive, so (a) < ∞, and with ‖pv − a‖ < 1.
Since pv is a projection, we also have ‖pv −pvapv‖ < 1 and pvapv ∈ I, so we have
(pvapv) < ∞.
The subalgebra pvC∗(E)pv has unit pv , and as ‖pv −pvapv‖ < 1, pvapv is invert-
ible. Thus there is some b ∈ pvC∗(E)pv such that bpvapv = pv . Then, again since
the trace class elements form an ideal, we have (pv) < ∞.
Now since SS∗ = ps()SS∗ , it is easy to see that every element of Ac has ﬁnite
trace. 
It is convenient to denote by A = C∗(E) and Ac = span{SS∗ : ,  ∈ E∗}.
Lemma 3.3. Let E be a row-ﬁnite directed graph.
(i) If C∗(E) has a faithful semiﬁnite trace then no loop can have an exit.
(ii) If C∗(E) has a gauge-invariant, semiﬁnite, lower semicontinuous trace  then
 ◦  =  and
(SS
∗
 ) = 	,(pr()).
In particular,  is supported on C∗({SS∗ :  ∈ E∗}).
Proof. Suppose E has a loop L = e1 . . . en which has an exit. Let vi = s(ei) for
i = 1, . . . , n so that r(en) = v1. Without loss of generality suppose that v1 emits an
edge f which is not part of L. If w = r(f ) then we have
(pv1)(Se1S∗e1 + Sf S∗f ) = (S∗e1Se1) + (S∗f Sf ) = (pv2) + (pw).
Similarly we may show that (pvi )(pvi+1) for i = 1, . . . , n−1 and so (pv1)(pv1)+ (pw) which means, by Lemma 3.2, that we must have (pw) = 0. Since pw is
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positive, this implies that  is not faithful. Now suppose the trace  is gauge-invariant.
Then
(SS
∗
 ) = (zSS∗ ) = (z||−||SS∗ ) = z||−||(SS∗ )
for all z ∈ S1, and so (SS∗ ) is zero unless || = ||. Hence  ◦  =  on Ac.
Moreover, if || = || then
(SS
∗
 ) = (S∗S) = (	,pr()) = 	,(pr()),
so the restriction of  to Ac is supported on span{SS∗ :  ∈ E∗}. To extend these
conclusions to the C∗ completions, let {
n} ⊂ (A) be an approximate unit for A
consisting of an increasing sequence of projections. Then for each n, the restriction of
 to An := 
nA
n is a ﬁnite trace, and so norm continuous. Observe also that 
nAc
n
is dense in An and 
nAc
n ⊆ Ac. We claim that
when restricted to An,  satisﬁes  ◦  = . (3)
To see this we make two observations, namely that
(An) = (
nA
n) = 
n(A)
n ⊆ 
nA
n = An
and that on 
nAc
n ⊆ Ac we have  ◦  = . The norm continuity of  on An now
completes the proof of the claim. Now let a ∈ A+, and let an = a1/2
na1/2 so that
anan+1 · · · a and ‖an − a‖ → 0. Then
(a) lim sup (an) lim inf (an)(a),
the ﬁrst inequality coming from the positivity of , and the last inequality from lower
semicontinuity. Since  is a trace and 
2n = 
n we have
(a) = lim
n→∞ (an) = limn→∞ (
na
n). (4)
Similarly, let bn = (a)1/2
n(a)1/2 so that bnbn+1 · · · (a) and ‖bn − (a)‖
→ 0. Then
((a)) = lim
n→∞ (bn) = limn→∞ (
n(a)
n) = limn→∞ ((
na
n)). (5)
However 
na
n ∈ An so by (3) we have ( ◦ )(
na
n) = (
na
n). Then by Eqs.
(4) and (5) we have (a) = ( ◦ )(a) for all a ∈ A+. By linearity this is true for all
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a ∈ A, so  =  ◦  on all of A. Finally,

nspan{SS∗ :  ∈ E∗}
n ⊆ span{SS∗ :  ∈ E∗},
so by the arguments above  is supported on C∗({SS∗ :  ∈ E∗}). 
Whilst the condition that no loop has an exit is necessary for the existence of a
faithful semiﬁnite trace, it is not sufﬁcient.
One of the advantages of graph C∗-algebras is the ability to use both graphical and
analytical techniques. There is an analogue of the above discussion of traces in terms
of the graph.
Deﬁnition 3.4 (cf. Tomforde [35]). If E is a row-ﬁnite directed graph, then a graph
trace on E is a function g : E0 → R+ such that for any v ∈ E0 we have
g(v) =
∑
s(e)=v
g(r(e)). (6)
If g(v) = 0 for all v ∈ E0 we say that g is faithful.
Remark. One can show by induction that if g is a graph trace on a directed graph
with no sinks, and n1
g(v) =
∑
s()=v, ||=n
g(r()). (7)
For graphs with sinks, we must also count paths of length at most n which end on
sinks. To deal with this more general case we write
g(v) =
∑
s()=v, ||n
g(r())
∑
s()=v, ||=n
g(r()), (8)
where || n means that  is of length n or is of length less than n and terminates
on a sink.
As with traces on C∗(E), it is easy to see that a necessary condition for E to have
a faithful graph trace is that no loop has an exit.
Lemma 3.5. Suppose that E is a row-ﬁnite directed graph and there exist vertices
v,w ∈ E0 with an inﬁnite number of paths from v to w. Then there is no faithful
graph trace on E0.
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Proof. First suppose that there are an inﬁnite number of paths from v to w of the
same length, k say. Then for any N ∈ N and any graph trace g : E0 → R+
g(v) =
∑
s()=v, || k
g(r())
N∑
g(w) = Ng(w).
So to assign a ﬁnite value to g(v) we require g(w) = 0.
Thus we may suppose that there are inﬁnitely many paths of different length from v
to w, and without loss of generality that all the paths have different length. Choose the
shortest path 1 of length k1, say. Then, with Em(v) = { ∈ E∗ : s() = v, ||m},
we have
g(v) =
∑
∈Ek1 (v)
g(r()) = g(w) +
∑
∈Ek1 (v), r()=w
g(r()). (9)
Observe that at least one of the paths, call it 2, in the rightmost sum can be extended
until it reaches w. Choose the shortest such extension from r(2) to w, and denote the
length by k2. So∑
∈Ek1 (v), =1
g(r()) = g(r(2)) +
∑
∈Ek1 (v), =1,2
g(r())
=
∑
∈Ek2 (r(2))
g(r()) +
∑
∈Ek1 (v), =1,2
g(r())
= g(w) +
∑
∈Ek2 (r(2)), =2
g(r()) +
∑
∈Ek1 (v), =1,2
g(r()). (10)
So by Eq. (9) we have
g(v) = 2g(w) + sum1 + sum2.
The two sums on the right contain at least one path which can be extended to w, and
so choosing the shortest,
g(v) = 3g(w) + sum1 + sum2 + sum3.
It is now clear how to proceed, and we deduce as before that for all N ∈ N,
g(v)Ng(w). 
Deﬁnition 3.6. Let E be a row-ﬁnite directed graph. An end will mean a sink, a loop
without exit or an inﬁnite path with no exits.
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Remark. We shall identify an end with the vertices which comprise it. Once on an
end (of any sort) the graph trace remains constant.
Corollary 3.7. Suppose that E is a row-ﬁnite directed graph and there exists a vertex
v ∈ E0 with an inﬁnite number of paths from v to an end. Then there is no faithful
graph trace on E0.
Proof. Because the value of the graph trace is constant on an end , say g, we have,
as in Lemma 3.5,
g(v)Ng
for all N ∈ N. Hence there can be no faithful graph trace. 
Thus if a row-ﬁnite directed graph E is to have a faithful graph trace, it is necessary
that no vertex connects inﬁnitely often to any other vertex or to an end, and that no
loop has an exit.
Proposition 3.8. Let E be a row-ﬁnite directed graph and suppose there exists N ∈ N
such that for all vertices v and w and for all ends ,
(1) the number of paths from v to w, and
(2) the number of paths from v to 
is less than or equal to N. If in addition the only inﬁnite paths in E are eventually in
ends, then E has a faithful graph trace.
Proof. First observe that our hypotheses on E rule out loops with exit, since we can
deﬁne inﬁnite paths using such loops, but they are not ends.
Label the set of ends by i = 1, 2, .... Assign a positive number gi to each end, and
deﬁne g(v) = gi for all v in the ith end. If there are inﬁnitely many ends, choose the
gi so that
∑
i gi < ∞.
For each end, choose a vertex vi on the end. For v ∈ E0 not on an end, deﬁne
g(v) =
∑
i
∑
s()=v, r()=vi
gi . (11)
Then the conditions on the graph ensure this sum is ﬁnite. Using Eq. (8), one can
check that g : E0 → R+ is a faithful graph trace. 
There are many directed graphs with much more complicated structure than those de-
scribed in Proposition 3.8 which possess faithful graph traces. The difﬁculty in deﬁning
a graph trace is going ‘forward’, and this is what prevents us giving a concise sufﬁ-
ciency condition. Extending a graph trace ‘backward’ from a given set of values can
always be handled as in Eq. (11).
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Proposition 3.9. Let E be a row-ﬁnite directed graph. Then there is a one-to-one
correspondence between faithful graph traces on E and faithful, semiﬁnite, lower semi-
continuous, gauge invariant traces on C∗(E).
Proof. Given a faithful graph trace g on E we deﬁne g on Ac by
g(SS
∗
 ) := 	,g(r()). (12)
One checks that g is a gauge invariant trace on Ac, and is faithful because for a =∑n
i=1 ci ,i Si S
∗
i ∈ Ac we have a∗a
∑n
i=1 |ci ,i |2Si S∗i and then
〈a, a〉g := g(a∗a)g
(
n∑
i=1
|ci ,i |2Si S∗i
)
=
n∑
i=1
|ci ,i |2g(Si S∗i ) =
n∑
i=1
|ci ,i |2g(r(i )) > 0. (13)
Then 〈a, b〉g = g(b∗a) deﬁnes a positive deﬁnite inner product on Ac which makes
it a Hilbert algebra (that the left regular representation of Ac is nondegenerate follows
from A2c = Ac).
Let Hg be the Hilbert space completion of Ac. Then deﬁning  : Ac → B(Hg) by
(a)b = ab for a, b ∈ Ac yields a faithful ∗-representation. Thus {(Se), (pv) : e ∈
E1, v ∈ E0} is a Cuntz–Krieger E family in B(Hg). The gauge invariance of g shows
that for each z ∈ S1 the map z : Ac → Ac extends to a unitary Uz : Hg → Hg . Then
for a, b ∈ Ac we compute
(Uz(a)Uz¯)(b) = Uzaz¯(b) = z(az¯(b)) = z(a)b = (z(a))(b).
Hence Uz(a)Uz¯ = (z(a)) and deﬁning z((a)) := Uz(a)Uz¯ gives a point norm
continuous action of S1 on (Ac) implementing the gauge action. Since for all v ∈ E0,
(pv)pv = pv , (pv) = 0. Thus we can invoke the gauge invariant uniqueness theorem,
[2, Theorem 2.1], and the map  : Ac → B(Hg) extends by continuity to  : C∗(E) →
B(Hg) and (C∗(E)) = (Ac)‖·‖ in B(Hg). In particular the representation is faithful
on C∗(E).
Now, (C∗(E)) ⊆ (Ac)′′ = (Ac)u.w., where u.w. denotes the ultra-weak closure.
The general theory of Hilbert algebras, see for example [11, Theorem 1, Section 2,
Chapter 6, Part I], now shows that the trace g extends to an ultra weakly lower
semicontinuous, faithful, (ultra weakly) semiﬁnite trace ¯g on (Ac)′′. Trivially, the
restriction of this extension to (C∗(E)) is faithful. It is semiﬁnite in the norm sense
on C∗(E) since (Ac) is norm dense in (C∗(E)) and g is ﬁnite on (Ac). To see
that this last statement is true, let a ∈ Ac, choose any local unit 
 ∈ Ac for a and then
∞ > g(a) = g(
a) = 〈a,
〉g =: ¯g(
a) = ¯g(a).
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It is norm lower semicontinuous on (C∗(E)) because if (a) ∈ C∗(E)+ and (an) ∈
C∗(E)+ with (an) → (a) in norm, then (an) → (a) ultra weakly and so
¯g((a)) lim inf ¯g((an)).
We have seen that the gauge action of S1 on C∗(E) is implemented in the repre-
sentation  by the unitary representation S1  z → Uz ∈ B(Hg). We wish to show
that ¯g is invariant under this action, but since the Uz do not lie in (Ac)′′, we cannot
use the tracial property directly. Now T ∈ (Ac)′′ is in the domain of deﬁnition of
¯g if and only if T = ()()∗ for left bounded elements ,  ∈ Hg . Then ¯g(T ) =
¯g(()()∗) := 〈, 〉g. Since Uz() and Uz() are also left bounded elements of Hg
we have
¯g(UzT Uz¯)= ¯g(Uz()()∗Uz¯) = ¯g(Uz()[Uz()]∗)
= ¯g((z())[(z())]∗) = 〈Uz(), Uz()〉g
= 〈, 〉g = ¯g(T ).
That is, ¯g(z(T )) = ¯g(T ), and ¯g is z-invariant. Thus a → ¯g((a)) deﬁnes a
faithful, semiﬁnite, lower semicontinuous, gauge invariant trace on C∗(E).
Conversely, given a faithful, semiﬁnite, lower semicontinuous and gauge invariant
trace  on C∗(E), we know by Lemma 3.2 that  is ﬁnite on Ac and so we deﬁne
g(v) := (pv). It is easy to check that this is a faithful graph trace. 
4. Constructing a C∗- and Kasparov module
There are several steps in the construction of a spectral triple. We begin in Sec-
tion 4.1 by constructing a C∗-module. We deﬁne an unbounded operator D on this
C∗-module as the generator of the gauge action of S1 on the graph algebra. We show
in Section 4.2 that D is a regular self-adjoint operator on the C∗-module. We use the
phase of D to construct a Kasparov module.
4.1. Building a C∗-module
The constructions of this subsection work for any locally ﬁnite graph. Let A =
C∗(E) where E is any locally ﬁnite directed graph. Let F = C∗(E) be the ﬁxed point
subalgebra for the gauge action. Finally, let Ac, Fc be the dense subalgebras of A,F
given by the (ﬁnite) linear span of the generators.
We make A a right inner product F-module. The right action of F on A is by right
multiplication. The inner product is deﬁned by
(x|y)R := (x∗y) ∈ F.
Here  is the canonical expectation. It is simple to check the requirements that (·|·)R
deﬁnes an F-valued inner product on A. The requirement (x|x)R = 0 ⇒ x = 0 follows
from the faithfulness of .
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Deﬁnition 4.1. Deﬁne X to be the C∗-F-module completion of A for the C∗-module
norm
‖x‖2X := ‖(x|x)R‖A = ‖(x|x)R‖F = ‖(x∗x)‖F .
Deﬁne Xc to be the pre-C∗-Fc-module with linear space Ac and the inner
product (·|·)R .
Remark. Typically, the action of F does not map Xc to itself, so we may only consider
Xc as an Fc module. This is a reﬂection of the fact that Fc and Ac are quasilocal not
local.
The inclusion map  : A → X is continuous since
‖a‖2X = ‖(a∗a)‖F ‖a∗a‖A = ‖a‖2A.
We can also deﬁne the gauge action  on A ⊂ X, and as
‖z(a)‖2X = ‖((z(a))∗(z(a)))‖F = ‖(z(a∗)z(a))‖F
= ‖(z(a∗a))‖F = ‖(a∗a)‖F = ‖a‖2X,
for each z ∈ S1, the action of z is isometric on A ⊂ X and so extends to a unitary Uz
on X. This unitary is F linear, adjointable, and we obtain a strongly continuous action
of S1 on X, which we still denote by .
For each k ∈ Z, the projection onto the kth spectral subspace for the gauge action
deﬁnes an operator k on X by
k(x) = 12
∫
S1
z−kz(x) d, z = ei, x ∈ X.
Observe that on generators we have k(SS∗) = SS∗ when || − || = k and is zero
when || − || = k. The range of k is
Range k = {x ∈ X : z(x) = zkx for all z ∈ S1}. (14)
These ranges give us a natural Z-grading of X.
Remark. If E is a ﬁnite graph with no loops, then for k sufﬁciently large there are no
paths of length k and so k = 0. This will obviously simplify many of the convergence
issues below.
Lemma 4.2. The operators k are adjointable endomorphisms of the F-module X such
that ∗k = k = 2k and kl = 	k,lk . If K ⊂ Z then the sum
∑
k∈K k converges
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strictly to a projection in the endomorphism algebra. The sum ∑k∈Z k converges to
the identity operator on X.
Proof. It is clear from the deﬁnition that each k deﬁnes an F-linear map on X. First,
we show that k is bounded:
‖k(x)‖X 12
∫
S1
‖z(x)‖X d
1
2
∫
S1
‖x‖X d = ‖x‖X.
So ‖k‖1. Since kS = S whenever  is a path of length k, ‖k‖ = 1. On the
subspace Xc of ﬁnite linear combinations of generators, one can use Eq. (14) to see
that kl = 	k,lk since
klSS
∗
 = k	||−||,lSS∗ = 	||−||,k	||−||,lSS∗.
For general x ∈ X, we approximate x by a sequence {xm} ⊂ Xc, and the continuity
of the k then shows that the relation kl = 	k,lk holds on all of X. Again using
the continuity of k , the following computation allows us to show that for all k, k
is adjointable with adjoint k:
(kSS
∗
|SS∗)R =(	||−||,kSS∗SS∗)
= 	||−||,k	||−||+||−||,0SS∗SS∗
= (	||−||,kSS∗SS∗) = (SS∗|kSS∗)R.
To address the last two statements of the Lemma, we observe that the set {k}k∈Z
is norm bounded in EndF (X), so the strict topology on this set coincides with the
∗-strong topology, [29, Lemma C.6]. First, if K ⊂ Z is a ﬁnite set, the sum
∑
k∈K
k
is ﬁnite, and deﬁnes a projection in EndF (X) by the results above. So assume K is
inﬁnite and let {Ki} be an increasing sequence of ﬁnite subsets of K with K = ∪iKi .
For x ∈ X, let
Tix =
∑
k∈Ki
kx.
Choose a sequence {xm} ⊂ Xc with xm → x. Let  > 0 and choose m so that
‖xm − x‖X < /2. Since xm has ﬁnite support, for i, j sufﬁciently large we have
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Tixm − Tjxm = 0, and so for sufﬁciently large i, j
‖Tix − Tjx‖X = ‖Tix − Tixm + Tixm − Tjxm + Tjxm − Tjxm‖X
 ‖Ti(x − xm)‖X + ‖Tj (x − xm)‖X + ‖Tixm − Tjxm‖X
< .
This proves the strict convergence, since the k are all self-adjoint. To prove the ﬁnal
statement, let x, {xm} be as above,  > 0, and choose m so that ‖x − xm‖X < /2.
Then ∥∥∥∥∥x −∑
k∈Z
kx
∥∥∥∥∥
X
=
∥∥∥x −∑kxm +∑kxm −∑kx∥∥∥
X
 ‖x − xm‖X +
∥∥∥∑k(x − xm)∥∥∥
X
< . 
Corollary 4.3. Let x ∈ X. Then with xk = kx the sum ∑k∈Z xk converges in X to x.
4.2. The Kasparov module
In this subsection we assume that E is locally ﬁnite and furthermore has no
sources. That is, every vertex receives at least one edge.
Since we have the gauge action deﬁned on X, we may use the generator of this
action to deﬁne an unbounded operator D. We will not deﬁne or study D from the
generator point of view, rather taking a more bare-hands approach. It is easy to check
that D as deﬁned below is the generator of the S1 action.
The theory of unbounded operators on C∗-modules that we require is all contained
in Lance’s book, [22, Chapters 9,10]. We quote the following deﬁnitions (adapted to
our situation).
Deﬁnition 4.4. Let Y be a right C∗-B-module. A densely deﬁned unbounded operator
D : dom D ⊂ Y → Y is a B-linear operator deﬁned on a dense B-submodule dom D ⊂
Y . The operator D is closed if the graph
G(D) = {(x|Dx)R : x ∈ dom D}
is a closed submodule of Y ⊕ Y .
If D : dom D ⊂ Y → Y is densely deﬁned and unbounded, deﬁne a submodule
dom D∗ := {y ∈ Y : ∃z ∈ Y such that ∀x ∈ dom D, (Dx|y)R = (x|z)R}.
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Then for y ∈ dom D∗ deﬁne D∗y = z. Given y ∈ dom D∗, the element z is unique,
so D∗ : dom D∗ → Y , D∗y = z is well-deﬁned, and moreover is closed.
Deﬁnition 4.5. Let Y be a right C∗-B-module. A densely deﬁned unbounded operator
D : dom D ⊂ Y → Y is symmetric if for all x, y ∈ dom D
(Dx|y)R = (x|Dy)R.
A symmetric operator D is self-adjoint if dom D = dom D∗ (and so D is necessarily
closed). A densely deﬁned unbounded operator D is regular if D is closed, D∗ is
densely deﬁned, and (1 +D∗D) has dense range.
The extra requirement of regularity is necessary in the C∗-module context for the
continuous functional calculus, and is not automatic, [22, Chapter 9].
With these deﬁnitions in hand, we return to our C∗-module X.
Proposition 4.6. Let X be the right C∗-F-module of Deﬁnition 4.1. Deﬁne XD ⊂ X to
be the linear space
XD =
{
x =
∑
k∈Z
xk ∈ X :
∥∥∥∥∥∑
k∈Z
k2(xk|xk)R
∥∥∥∥∥ < ∞
}
.
For x =∑k∈Z xk ∈ XD deﬁne
Dx =
∑
k∈Z
kxk.
Then D : XD → X is a self-adjoint regular operator on X.
Remark. Any SS∗ ∈ Ac is in XD and
DSS∗ = (|| − ||)SS∗.
Proof. First we show that XD is a submodule. If x ∈ XD and f ∈ F , in the C∗-algebra
F we have∑
k∈Z
k2(xkf |xkf )R =
∑
k∈Z
k2f ∗(xk|xk)Rf = f ∗
∑
k∈Z
k2(xk|xk)Rf
 f ∗f
∥∥∥∥∥∑
k∈Z
k2(xk|xk)R
∥∥∥∥∥ .
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So ∣∣∣∣∣
∣∣∣∣∣∑
k∈Z
k2(xkf |xkf )R
∣∣∣∣∣
∣∣∣∣∣ ‖f ∗f ‖
∣∣∣∣∣
∣∣∣∣∣∑
k∈Z
k2(xk|xk)R
∣∣∣∣∣
∣∣∣∣∣ < ∞.
Observe that if x ∈ X is a ﬁnite sum of graded components,
x =
M∑
k=−N
xk,
then x ∈ XD. In particular if P =
∑
ﬁnite k is a ﬁnite sum of the projections k ,
Px ∈ XD for any x ∈ X.
The following calculation shows that D is symmetric on its domain, so that the adjoint
is densely deﬁned. Let x, y ∈ dom D and use Corollary 4.3 to write x = ∑k xk and
y =∑k yk . Then
(Dx|y)R =
(∑
k
kxk|
∑
m
ym
)
R
= 
((∑
k
kxk
)∗ (∑
m
ym
))
= 
⎛⎝∑
k,m
kx∗k ym
⎞⎠
=
∑
k
kx∗k yk = 
⎛⎝∑
k,m
x∗mkyk
⎞⎠ = ((∑
m
xm
)∗ (∑
k
kyk
))
= (x|Dy)R.
Thus dom D ⊆ dom D∗, and so D∗ is densely deﬁned, and of course closed. Now
choose any x ∈ X and any y ∈ domD∗. Let PN,M = ∑Mk=−N k , and recall that
PN,Mx ∈ dom D for all x ∈ X. Then
(x|PN,MD∗y)R = (PN,Mx|D∗y)R = (DPN,Mx|y)R
=
(
M∑
k=−N
kxk|y
)
R
=
(
x
∣∣∣∣∣
M∑
k=−N
kyk
)
R
.
Since this is true for all x ∈ X we have
PN,MD∗y =
M∑
k=−N
kyk.
Letting N,M → ∞, the limit on the left hand side exists by Corollary 4.3, and so the
limit on the right exists, and so y ∈ domD. Hence D is self-adjoint.
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Finally, we need to show that D is regular. By [22, Lemma 9.8], D is regular if
and only if the operators D ± iIdX are surjective. This is straightforward though, for
if x =∑k xk we have
x =
∑
k∈Z
(k ± i)
(k ± i) xk = (D ± iIdX)
∑
k∈Z
1
(k ± i) xk.
The convergence of
∑
k xk ensures the convergence of
∑
k(k ± i)−1xk . 
There is a continuous functional calculus for self-adjoint regular operators, [22,
Theorem 10.9], and we use this to obtain spectral projections for D at the C∗-
module level. Let fk ∈ Cc(R) be 1 in a small neighbourhood of k ∈ Z and zero
on (−∞, k − 1/2] ∪ [k + 1/2,∞). Then it is clear that
k = fk(D).
That is the spectral projections of D are the same as the projections onto the spectral
subspaces of the gauge action.
The next Lemma is the ﬁrst place where we need our graph to be locally ﬁnite and
have no sources.
Lemma 4.7. Assume that the directed graph E is locally ﬁnite and has no sources.
For all a ∈ A and k ∈ Z, ak ∈ End0F (X), the compact endomorphisms of the right
F-module X. If a ∈ Ac then ak is ﬁnite rank.
Remark. The proof actually shows that for k > 0
k =
∑
||=k
RS,S ,
where the sum converges in the strict topology.
Proof. We will prove the lemma by ﬁrst showing that for each v ∈ E0 and k0
pvk =
∑
s()=v, ||=k
RS,S .
This is a ﬁnite sum, by the row-ﬁniteness of E. For k < 0 the situation is more
complicated, but a similar formula holds in that case also.
First suppose that k0 and a = pv ∈ Ac is the projection corresponding to a
vertex v ∈ E0. For  with ||k denote by  = 1 · · · k and  = k+1 · · · ||. With
this notation we compute the action of pv times the rank one endomorphism RS,S ,
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|| = k, on SS∗. We ﬁnd
pv
R
S,S
SS
∗
 = pvS(S|SS∗)R = 	v,s()pvS(S∗SS∗)
= 	v,s()pvS	||−||,k	,SS∗ = 	||−||,k	,	v,s()SS∗.
Of course if || < || we have
pv
R
S,S
SS
∗
 = pvS(S∗SS∗) = 0.
This too is 	||−||,kpvSS∗. Thus for any  we have∑
||=k
pv
R
S,S
SS
∗
 =
∑
||=k,s()=v
	v,s()	||−||,k	,pvSS∗ = 	v,s()	||−||,kSS∗.
This is of course the action of pvk on SS∗, and if v is a sink, pvk = 0, as it
must. Since E is locally ﬁnite, the number of paths of length k starting at v is ﬁnite,
and we have a ﬁnite sum. For general a ∈ Ac we may write
a =
n∑
i=1
ci ,i Si S
∗
i
for some paths i , i . Then Si S
∗
i = Si S∗i ps(i ), and we may apply the above reason-
ing to each term in the sum deﬁning a to get a ﬁnite sum again. Thus ak is ﬁnite
rank.
Now we consider k < 0. Given v ∈ E0, let |v|k denote the number of paths  of
length |k| ending at v, i.e. r() = v. Since we assume that E is locally ﬁnite and has
no sources, ∞ > |v|k > 0 for each v ∈ E0. We consider the action of the ﬁnite rank
operator
1
|v|k
∑
||=|k|,r()=v
pv
R
S∗ ,S∗ .
For SS∗ ∈ X we ﬁnd
1
|v|k
∑
||=|k|,r()=v
pv
R
S∗ ,S∗SS
∗
 =
1
|v|k
∑
||=|k|,r()=v
pvS
∗
(SSS
∗
)
= 1|v|k
∑
||=|k|,r()=v
	||−||,−|k|pvS∗SSS∗
= 	||−||,−|k|	v,s()pvSS∗ = pvkSS∗.
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Thus pv−|k| is a ﬁnite rank endomorphism, and by the argument above, we have
a−|k| ﬁnite rank for all a ∈ Ac. To see that ak is compact for all a ∈ A, recall
that every a ∈ A is a norm limit of a sequence {ai}i0 ⊂ Ac. Thus for any k ∈ Z
ak = limi→∞ aik and so is compact. 
Lemma 4.8. Let E be a locally ﬁnite directed graph with no sources. For all a ∈ A,
a(1 +D2)−1/2 is a compact endomorphism of the F-module X.
Proof. First let a = pv for v ∈ E0. Then the sum
Rv,N := pv
N∑
k=−N
k(1 + k2)−1/2
is ﬁnite rank, by Lemma 4.7. We will show that the sequence {Rv,N }N0 is convergent
with respect to the operator norm ‖ · ‖End of endomorphisms of X. Indeed, assuming
that M > N ,
‖Rv,N − Rv,M‖End =
∣∣∣∣∣
∣∣∣∣∣pv
−N∑
k=−M
k(1 + k2)−1/2 + pv
M∑
k=N
k(1 + k2)−1/2
∣∣∣∣∣
∣∣∣∣∣
End
 2(1 + N2)−1/2 → 0, (15)
since the ranges of the pvk are orthogonal for different k. Thus, using the argument
from Lemma 4.7, a(1+D2)−1/2 ∈ End0F (X). Letting {ai} be a Cauchy sequence from
Ac, we have
‖ai(1 +D2)−1/2 − aj (1 +D2)−1/2‖End‖ai − aj‖End = ‖ai − aj‖A → 0,
since ‖(1 + D2)−1/2‖1. Thus the sequence ai(1 + D2)−1/2 is Cauchy in norm and
we see that a(1 +D2)−1/2 is compact for all a ∈ A. 
Proposition 4.9. Assume that the directed graph E is locally ﬁnite and has no sources.
Let V = D(1 +D2)−1/2. Then (X, V ) deﬁnes a class in KK1(A, F ).
Proof. We will use the approach of [19, Section 4]. We need to show that various
operators belong to End0F (X). First, V − V ∗ = 0, so a(V − V ∗) is compact for all
a ∈ A. Also a(1 − V 2) = a(1 + D2)−1 which is compact from Lemma 4.8 and the
boundedness of (1 +D2)−1/2. Finally, we need to show that [V, a] is compact for all
a ∈ A. First we suppose that a ∈ Ac. Then
[V, a] = [D, a](1 +D2)−1/2 −D(1 +D2)−1/2[(1 +D2)1/2, a](1 +D2)−1/2
= b1(1 +D2)−1/2 + V b2(1 +D2)−1/2,
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where b1 = [D, a] ∈ Ac and b2 = [(1 +D2)1/2, a]. Provided that b2(1 +D2)−1/2 is a
compact endomorphism, Lemma 4.8 will show that [V, a] is compact for all a ∈ Ac.
So consider the action of [(1 +D2)1/2, SS∗ ](1 +D2)−1/2 on x =
∑
k∈Z xk . We ﬁnd∑
k∈Z
[(1 +D2)1/2, SS∗ ](1 +D2)−1/2xk
=
∑
k∈Z
((1 + (|| − || + k)2)1/2 − (1 + k2)1/2)(1 + k2)−1/2SS∗ xk
=
∑
k∈Z
f,(k)SS
∗
kx. (16)
The function
f,(k) = ((1 + (|| − || + k)2)1/2 − (1 + k2)1/2)(1 + k2)−1/2
goes to 0 as k → ±∞, and as the SS∗k are ﬁnite rank with orthogonal ranges,
the sum in (16) converges in the endomorphism norm, and so converges to a compact
endomorphism. For a ∈ Ac we write a as a ﬁnite linear combination of generators SS∗ ,
and apply the above reasoning to each term in the sum to ﬁnd that [(1+D2)1/2, a](1+
D2)−1/2 is a compact endomorphism. Now let a ∈ A be the norm limit of a Cauchy
sequence {ai}i0 ⊂ Ac. Then
‖[V, ai − aj ]‖End2‖ai − aj‖End → 0,
so the sequence [V, ai] is also Cauchy in norm, and so the limit is compact. 
5. The gauge spectral triple of a graph algebra
In this section we will construct a semiﬁnite spectral triple for those graph C∗-
algebras which possess a faithful gauge invariant trace, . Recall from Proposition 3.9
that such traces arise from faithful graph traces.
We will begin with the right Fc module Xc. In order to deal with the spectral
projections of D we will also assume throughout this section that E is locally ﬁnite
and has no sources. This ensures, by Lemma 4.7 that for all a ∈ A the endomorphisms
ak of X are compact endomorphisms.
As in the proof of Proposition 3.9, we deﬁne a C-valued inner product on Xc:
〈x, y〉 := ((x|y)R) = ((x∗y)) = (x∗y).
This inner product is linear in the second variable. We deﬁne the Hilbert space H =
L2(X, ) to be the completion of Xc for 〈·, ·〉. We need a few lemmas in order to
obtain the ingredients of our spectral triple.
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Lemma 5.1. The C∗-algebra A = C∗(E) acts on H by an extension of left multi-
plication. This deﬁnes a faithful nondegenerate ∗-representation of A. Moreover, any
endomorphism of X leaving Xc invariant extends uniquely to a bounded linear operator
on H.
Proof. The ﬁrst statement follows from the proof of Proposition 3.9. Now let T be an
endomorphism of X leaving Xc invariant. Then [29, Corollary 2.22],
(T x|Ty)R‖T ‖2End(x|y)R
in the algebra F. Now the norm of T as an operator on H, denoted ‖T ‖∞, can be
computed in terms of the endomorphism norm of T by
‖T ‖2∞ := sup‖x‖H1
〈T x, T x〉 = sup
‖x‖H1
((T x|T x)R)
 sup
‖x‖H1
‖T ‖2End((x|x)R) = ‖T ‖2End .  (17)
Corollary 5.2. The endomorphisms {k}k∈Z deﬁne mutually orthogonal projections on
H. For any K ⊂ Z the sum ∑k∈K k converges strongly to a projection in B(H). In
particular,
∑
k∈Z k = IdH, and for all x ∈ H the sum
∑
k kx converges in norm
to x.
Proof. As in Lemma 4.2, we can use the continuity of the k on H, which follows
from Corollary 5.1, to see that the relation kl = 	k,lk extends from Xc ⊂ H to
H. The strong convergence of sums of k’s is just as in Lemma 4.2 after replacing
the C∗-module norm with the Hilbert space norm. 
Lemma 5.3. The operator D restricted to Xc extends to a closed self-adjoint operator
on H.
Proof. The proof is essentially the same as Proposition 4.6. 
Lemma 5.4. Let H,D be as above and let |D| = √D∗D = √D2 be the absolute
value of D. Then for SS∗ ∈ Ac, the operator [|D|, SS∗] is well-deﬁned on Xc, and
extends to a bounded operator on H with
‖[|D|, SS∗]‖∞
∣∣∣|| − ||∣∣∣.
Similarly, ‖[D, SS∗]‖∞ =
∣∣∣|| − ||∣∣∣.
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Proof. It is clear that SS∗Xc ⊂ Xc, so we may deﬁne the action of the commutator
on elements of Xc. Now let x =∑k xk ∈ H and consider the action of [|D|, SS∗] on
xk . We have
[|D|, SS∗]xk =
(∣∣∣|| − || + k∣∣∣− ∣∣∣k∣∣∣)SS∗xk
and so, by the triangle inequality,
‖[|D|, SS∗]xk‖∞
∣∣∣|| − ||∣∣∣‖xk‖∞,
since ‖SS∗‖∞ = 1. As the xk are mutually orthogonal, ‖[|D|, SS∗]‖∞
∣∣∣|| − ||∣∣∣.
The statements about [D, SS∗] = (|| − ||)SS∗ are easier. 
Corollary 5.5. The algebra Ac is contained in the smooth domain of the derivation 	
where for T ∈ B(H), 	(T ) = [|D|, T ]. That is
Ac ⊆
⋂
n0
dom 	n.
Deﬁnition 5.6. Deﬁne the ∗-algebra A ⊂ A to be the completion of Ac in the
	-topology. By Lemma 2.5, A is Fréchet and stable under the holomorphic functional
calculus.
Lemma 5.7. If a ∈ A then [D, a] ∈ A and the operators 	k(a), 	k([D, a]) are bounded
for all k0. If 
 ∈ F ⊂ A and a ∈ A satisfy 
a = a = a
, then 
[D, a] = [D, a] =
[D, a]
. The norm closed algebra generated by A and [D,A] is A. In particular, A
is quasi-local.
We leave the straightforward proofs of these statements to the reader.
5.1. Traces and compactness criteria
We still assume that E is a locally ﬁnite graph with no sources and that  is a
faithful semiﬁnite lower semicontinuous gauge invariant trace on C∗(E). We will
deﬁne a von Neumann algebra N with a faithful semiﬁnite normal trace ˜ so that
A ⊂ N ⊂ B(H), where A and H are as deﬁned in the last subsection. Moreover the
operator D will be afﬁliated to N . The aim of this subsection will then be to prove
the following result.
Theorem 5.8. Let E be a locally ﬁnite graph with no sources, and let  be a faithful,
semiﬁnite, gauge invariant, lower semicontinuous trace on C∗(E). Then (A,H,D) is
a QC∞, (1,∞)-summable, odd, local, semiﬁnite spectral triple (relative to (N , ˜)).
120 D. Pask, A. Rennie / Journal of Functional Analysis 233 (2006) 92–134
For all a ∈ A, the operator a(1 +D2)−1/2 is not trace class. If v ∈ E0 has no sinks
downstream
˜(pv(1 +D2)−1/2) = 2(pv),
where ˜ is any Dixmier trace associated to ˜.
We require the deﬁnitions of N and ˜, along with some preliminary results.
Deﬁnition 5.9. Let End00F (Xc) denote the algebra of ﬁnite rank operators on Xc acting
on H. Deﬁne N = (End00F (Xc))′′, and let N+ denote the positive cone in N .
Deﬁnition 5.10. Let T ∈ N and  ∈ E∗. Let |v|k = the number of paths of length k
with range v, and deﬁne for || = 0
(T ) = 〈S, T S〉 + 1|r()||| 〈S
∗
, T S
∗
〉.
For || = 0, S = pv , for some v ∈ E0, set (T ) = 〈S, T S〉. Deﬁne
˜: N+ → [0,∞], by ˜(T ) = lim
L↑
∑
∈L⊂E∗
(T ),
where L is in the net of ﬁnite subsets of E∗.
Remark. For T , S ∈ N+ and 0 we have
˜(T + S) = ˜(T ) + ˜(S) and ˜(T ) = ˜(T ) where 0 × ∞ = 0.
Proposition 5.11. The function ˜ : N+ → [0,∞] deﬁnes a faithful normal semiﬁnite
trace on N . Moreover,
End00F (Xc) ⊂ N˜ := span{T ∈ N+ : ˜(T ) < ∞},
the domain of deﬁnition of ˜, and
˜(Rx,y) = 〈y, x〉 = (y∗x), x, y ∈ Xc.
Proof. First, since ˜ is deﬁned as the limit of an increasing net of sums of positive
vector functionals, ˜ is a positive ultra-weakly lower semicontinuous weight on N+,
[18], that is a normal weight. Now observe (using the fact that pvk is a projection
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for all k ∈ Z and v ∈ E0) that for any vertex v ∈ E0, k ∈ Z and T ∈ N+
˜(pvkTpvk)= 〈kpv, Tkpv〉 +
∑
s()=v
〈kS, TkS〉
+
∑
r()=v
1
|r()||| 〈kS
∗
, TkS
∗
〉.
If k = 0 this is equal to 〈pv, Tpv〉 < ∞. If k > 0 we ﬁnd
˜(pvkTpvk)=
∑
s()=v,||=k
〈S, T S〉‖T ‖
∑
s()=v,||=k
(S∗S)
= ‖T ‖
∑
s()=v,||=k
(pr())‖T ‖(pv) < ∞,
the last inequality following from the fact that  arises from a graph trace, by Propo-
sition 3.9, and Eqs. (7) and (8). Similarly, if k < 0
˜(pvkTpvk)=
∑
r()=v,||=|k|
1
|v||k| 〈S
∗
, T S
∗
〉‖T ‖
∑
r()=v,||=|k|
1
|v||k| (S
∗
S)
= ‖T ‖
∑
r()=v,||=k
1
|v||k| (pr()) = ‖T ‖(pv) < ∞.
Hence ˜ is a ﬁnite positive function on each pvkNpvk . Taking limits over ﬁnite
sums of vertex projections, p = pv1 + · · · + pvn , converging to the identity, and ﬁnite
sums P = k1 + · · · + km , we have for T ∈ N+
lim
pP↗1 sup ˜(pPTpP ) ˜(T ) limpP↗1 inf ˜(pPTpP ),
the ﬁrst inequality following from the deﬁnition of ˜, and the latter from the ultra-weak
lower semicontinuity of ˜, so for T ∈ N+
lim
pP↗1 ˜(pPTpP ) = ˜(T ). (18)
For x ∈ Xc ⊂ H, Rx,x0 and so we compute
˜(Rx,x)= sup
F
∑
∈F
〈S, x(x|S)R〉 + 1|r()||| 〈S
∗
, x(x|S∗)R〉
= sup
F
∑
∈F
((S∗x(x∗S))) +
1
|r()||| ((Sx(x
∗S∗))).
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Now since x ∈ Xc, there are only ﬁnitely many  which are nonzero on Rx,x , so
this is always a ﬁnite sum, and ˜(Rx,x) < ∞.
To compute Rx,y , suppose that x = SS∗ and y = SS∗. Then (y|S)R = (SS∗S)
and this is zero unless || = || + ||. In this case, || || and we write  = 
where || = ||. Similarly, (y|S∗)R = (SS∗S∗) is zero unless || = || + ||. We
also require the computation
SS
∗
SS
∗
SS
∗
 = SS∗SS∗	,, || ||,
SS
∗
SS
∗
S
∗
S = SS∗SS∗	r(),s() || ||.
Now we can compute for || = ||, so that only one of the sums over || = ±(||−||)
in the next calculation is nonempty:
˜(Rx,y)=
∑

(S∗x(y∗S)) +
∑

1
|r()||| (Sx(y
∗S∗))
=
∑
||=||−||
(xy∗SS∗) +
∑
||=||−||
1
|r()||| (xy
∗S∗S)
=
∑
||=||−||
(xy∗	,) +
∑
||=||−||,r()=s()
1
|r()||| (xy
∗)
= (xy∗) = (y∗x) = ((y|x)R) = 〈y, x〉.
When || = ||, we have
˜(Rx,y) =
∑
v∈E0
((pvxy
∗pv)) =
∑
v∈E0
(y∗pvx)
and the same conclusion is obtained as above. By linearity, whenever x, y ∈ Xc,
˜(Rx,y) = ((y|x)R). For any two Rx,y , Rw,z ∈ End00F (Xc) we ﬁnd
˜(Rw,z
R
x,y)= ˜(Rw(z|x)R,y) = ((y|w(z|x)R)R) = ((y|w)R(z|x)R)
= ((z|x)R(y|w)R) = ˜(Rx(y|w)R,z) = ˜(Rx,yRw,z).
Hence by linearity, ˜ is a trace on End00F (Xc) ⊂ N .
We saw previously that ˜ is ﬁnite on pPNpP whenever p is a ﬁnite sum of vertex
projections pv and P is a ﬁnite sum of the spectral projections k .
Since ˜ is ultra-weakly lower semicontinuous on pPN+pP , it is completely additive
in the sense of [18, Deﬁnition 7.1.1], and therefore is normal by [18, Theorem 7.1.12],
which is to say, ultra-weakly continuous.
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The algebra End00F (Xc) is strongly dense in N , so pPEnd00F (Xc)pP is strongly
dense in pPNpP . Let T ∈ pPNpP , and choose a bounded net Ti , converging
∗-strongly to T, with Ti ∈ pPEnd00F (Xc)pP . Then, since multiplication is jointly
continuous on bounded sets in the ∗-strong topology,
˜(T T ∗) = lim
i
˜(TiT
∗
i ) = lim
i
˜(T ∗i Ti) = ˜(T ∗T ).
Hence ˜ is a trace on each pPNpP and so on ∪pP pPNpP , where the union is over
all ﬁnite sums p of vertex projections and ﬁnite sums P of the k .
Next we want to show that ˜ is semiﬁnite, so for all T ∈ N we want to ﬁnd a net
Ri0 with RiT ∗T and ˜(Ri) < ∞. Now
lim
pP↗1 T
∗pPT = T ∗T , T ∗pPT T ∗T
and we just need to show that ˜(T ∗pPT ) < ∞. It sufﬁces to show this for pP = pvk ,
v ∈ E0, k ∈ Z. In this case we have (with q a ﬁnite sum of vertex projections and Q
a ﬁnite sum of k)
˜(T ∗pvkT )= lim
qQ↗1 ˜(qQT
∗pvkT qQ) by Eq.(18)
= lim
qQ↗1 ˜(qQT
∗qQpvkT qQ) eventually qQpvk = pvk
= lim
qQ↗1 ˜(qQpvkT qQT
∗qQpvk) ˜ is a trace on qQNqQ
= lim
qQ↗1 ˜(pvkT qQT
∗pvk) = ˜(pvkT T ∗pvk) < ∞.
Thus ˜ is semiﬁnite, normal weight on N+, and is a trace on a dense subalgebra. Now
let T ∈ N . By the above
˜(T ∗pPT ) = ˜(pPT T ∗pP ). (19)
By lower semicontinuity and the fact that T ∗pPT T ∗T , the limit of the left-hand
side of Eq. (19) as pP → 1 is ˜(T ∗T ). By Eq. (18), the limit of the right-hand side
is ˜(T T ∗). Hence ˜(T ∗T ) = ˜(T T ∗) for all T ∈ N , and ˜ is a normal, semiﬁnite trace
on N . 
Notation: If g : E0 → R+ is a faithful graph trace, we shall write g for the
associated semiﬁnite trace on C∗(E), and ˜g for the associated faithful, semiﬁnite,
normal trace on N constructed above.
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Lemma 5.12. Let E be a locally ﬁnite graph with no sources and a faithful graph
trace g. Let v ∈ E0 and k ∈ Z. Then
˜g(pvk)g(pv)
with equality when k0 or when k > 0 and there are no sinks within k vertices of v.
Proof. Let k0. Then, by Lemma 4.7 we have
˜g (pvk)= ˜g
⎛⎝pv ∑
||=k
RS,S
⎞⎠ = ˜g
⎛⎝∑
||=k
RpvS,S
⎞⎠
= g
⎛⎝∑
||=k
(S|pvS)R
⎞⎠ = g
⎛⎝∑
||=k
(S∗pvS)
⎞⎠
= g
⎛⎝ ∑
||=k,s()=v
S∗S
⎞⎠ = g
⎛⎝ ∑
||=k,s()=v
pr()
⎞⎠ .
Now g(pv) = g(v) where g is the graph trace associated to g , Proposition 3.9, and
Eq. (8) shows that
g(v) =
∑
|| k,s()=v
g(r())
∑
||=k,s()=v
g(r()) (20)
with equality provided there are no sinks within k vertices of v (always true for k =
0). Hence for k0 we have ˜g(pvk)g(pv), with equality when there are no sinks
within k vertices of v. For k < 0 we proceed as above and observe that there is at
least one path of length |k| ending at v since E has no sources. Then
˜g(pvk)= 1|v|k
∑
||=|k|, r()=v
g(SpvS
∗
) =
1
|v|k
∑
||=|k|, r()=v
g(S
∗
Spv)
= 1|v|k
∑
||=|k|, r()=v
g(pv) = g(pv).  (21)
Proposition 5.13. Assume that the directed graph E is locally ﬁnite, has no sources
and has a faithful graph trace g. For all a ∈ Ac the operator a(1 +D2)−1/2 is in the
ideal L(1,∞)(N , ˜g).
Proof. It sufﬁces to show that a(1 +D2)−1/2 ∈ L(1,∞)(N , ˜g) for a vertex projection
a = pv for v ∈ E0, and extending to more general a ∈ Ac using the arguments of
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Lemma 4.7. Since pvk is a projection for all v ∈ E0 and k ∈ Z, we may compute the
Dixmier trace using the partial sums (over k ∈ Z) deﬁning the trace of pv(1+D2)−1/2.
For the partial sums with k0, Lemma 5.12 gives us
˜g
(
pv
N∑
0
(1 + k2)−1/2k
)

N∑
k=0
(1 + k2)−1/2g(pv). (22)
We have equality when there are no sinks within N vertices of v. For the partial sums
with k < 0 Lemma 5.12 gives
−1∑
k=−N
(1 + k2)−1/2˜g(pvk) =
−1∑
k=−N
(1 + k2)−1/2g(pv),
and the sequence
1
log 2N + 1
N∑
k=−N
(1 + k2)−1/2˜g(pvk)
is bounded. Hence pv(1 +D2)−1/2 ∈ L(1,∞) and for any -limit we have
˜g(pv(1 +D2)−1/2) = -lim 1log 2N + 1
N∑
k=−N
(1 + k2)−1/2˜g(pvk).
When there are no sinks downstream from v, we have equality in Eq. (22) for any
v ∈ E0 and so
˜g(pv(1 +D2)−1/2) = 2g(pv). 
Remark. Using Proposition 2.11, one can check that
ress=0˜g(pv(1 +D2)−1/2−s) = 12 ˜g(pv(1 +D2)−1/2). (23)
We will require this formula when we apply the local index theorem.
Corollary 5.14. Assume E is locally ﬁnite, has no sources and has a faithful graph
trace g. Then for all a ∈ A, a(1 +D2)−1/2 ∈ KN .
Proof. (of Theorem 5.8.) That we have a QC∞ spectral triple follows from Corollary
5.5, Lemma 5.7 and Corollary 5.14. The properties of the von Neumann algebra N
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and the trace ˜ follow from Proposition 5.11. The (1,∞)-summability and the value
of the Dixmier trace comes from Proposition 5.13. The locality of the spectral triple
follows from Lemma 5.7. 
6. The index pairing
Having constructed semiﬁnite spectral triples for graph C∗-algebras arising from
locally ﬁnite graphs with no sources and a faithful graph trace, we can apply the
semiﬁnite local index theorem described in [5]. See also [6,9,15].
There is a C∗-module index, which takes its values in the K-theory of the core which
is described in the appendix. The numerical index is obtained by applying the trace ˜
to the difference of projections representing the K-theory class. Thus for any unitary u
in a matrix algebra over the graph algebra A
〈[u], [(A,H,D)]〉 ∈ ˜∗(K0(F )).
We compute this pairing for unitaries arising from loops (with no exit), which provide a
set of generators of K1(A). To describe the K-theory of the graphs we are considering,
recall the notion of ends introduced in Deﬁnition 3.6.
Lemma 6.1. Let C∗(E) be a graph C∗-algebra such that no loop in the locally ﬁnite
graph E has an exit. Then,
K0(C
∗(E)) = Z#ends, K1(C∗(E)) = Z#loops.
Proof. This follows from the continuity of K∗ and [28, Corollary 5.3]. 
If A = C∗(E) is nonunital, we will denote by A+ the algebra obtained by adjoining
a unit to A; otherwise we let A+ denote A.
Deﬁnition 6.2. Let E be a locally ﬁnite graph such that C∗(E) has a faithful graph
trace g. Let L be a loop in E, and denote by p1, . . . , pn the projections associated to
the vertices of L and S1, . . . , Sn the partial isometries associated to the edges of L,
labelled so that S∗nSn = p1 and
S∗i Si = pi+1, i = 1, . . . , n − 1, SiS∗i = pi, i = 1, . . . , n.
Lemma 6.3. Let A = C∗(E) be a graph C∗-algebra with faithful graph trace g. For
each loop L in E we obtain a unitary in A+,
u = 1 + S1 + S2 + · · · + Sn − (p1 + p2 + · · · + pn),
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whose K1 class does not vanish. Moreover, distinct loops give rise to distinct K1
classes, and we obtain a complete set of generators of K1 in this way.
Proof. The proof that u is unitary is a simple computation. The K1 class of u is the
generator of a copy of K1(S1) in K1(C∗(E)), as follows from [28]. Distinct loops give
rise to distinct copies of K1(S1), since no loop has an exit. 
Proposition 6.4. Let E be a locally ﬁnite graph with no sources and a faithful graph
trace g and A = C∗(E). The pairing between the spectral triple (A,H,D) of Theorem
5.8 with K1(A) is given on the generators of Lemma 6.3 by
〈[u], [(A,H,D)]〉 = −
n∑
i=1
g(pi) = −ng(p1).
Proof. The semiﬁnite local index theorem, [5] provides a general formula for the Chern
character of (A,H,D). In our setting it is given by a one-cochain

1(a0, a1) = ress=0
√
2i ˜g(a0[D, a1](1 +D2)−1/2−s)
and the pairing (spectral ﬂow) is given by
sf (D, uDu∗) = 〈[u], (A,H,D)〉 = 1√
2i

1(u, u
∗).
Now [D, u∗] = −∑ S∗i and u[D, u∗] = −∑ni=1 pi . Using Eq. (23) and Proposition
5.13,
sf (D, uDu∗) = −ress=0˜g
(
n∑
i=1
pi(1 +D2)−1/2−s
)
= −
n∑
i=1
g(pi) = −ng(p1),
the last equalities following since all the pi have equal trace and there are no sinks
‘downstream’ from any pi , since no loop has an exit. 
Remark. The C∗-algebra of the graph consisting of a single edge and single vertex is
C(S1) (we choose Lebesgue measure as our trace, normalised so that (1) = 1). For
this example, the spectral triple we have constructed is the Dirac triple of the circle,
(C∞(S1), L2(S1), 1
i
d
d ), (as can be seen from Corollary 6.6.) The index theorem above
gives the correct normalisation for the index pairing on the circle. That is, if we denote
by z the unitary coming from the construction of Lemma 6.3 applied to this graph,
then 〈[z¯], (A,H,D)〉 = 1.
Proposition 6.5. Let E be a locally ﬁnite graph with no sources and a faithful graph
trace g, and A = C∗(E). The pairing between the spectral triple (A,H,D) of Theorem
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5.8 with K1(A) can be computed as follows. Let P be the positive spectral projection
for D, and perform the C∗ index pairing of Proposition A.1:
K1(A) × KK1(A, F ) → K0(F ), [u] × [(X, P )] → [ker PuP ] − [coker PuP ].
Then we have
sf (D, uDu∗) = ˜g(ker PuP ) − ˜g(cokerPuP ) = ˜g∗([ker PuP ] − [cokerPuP ]).
Proof. It sufﬁces to prove this on the generators of K1 arising from loops L in E. Let
u = 1+∑i Si −∑i pi be the corresponding unitary in A+ deﬁned in Lemma 6.3. We
will show that ker PuP = {0} and that cokerPuP = ∑ni=1 pi1. For a ∈ PX write
a =∑m1 am. For each m1 write am =∑ni=1 piam + (1 −∑ni=1 pi)am. Then
PuPam = P
(
1 −
n∑
i=1
pi +
n∑
i=1
Si
)
am
= P
(
1 −
n∑
pi +
n∑
Si
)(
n∑
piam
)
+P
(
1 −
n∑
pi +
n∑
Si
)(
1 −
n∑
pi
)
am
= P
n∑
Siam + P
(
1 −
n∑
pi
)
am
=
n∑
Siam +
(
1 −
n∑
pi
)
am.
It is clear from this computation that PuPam = 0 for am = 0.
Now suppose m2. If
∑n
i=1 piam = am then am = limN
∑N
k=1 Sk S
∗
k with |k| −|k| = m2 and Sk1 = Si for some i. So we can construct bm−1 from am by removing
the initial Si’s. Then am =∑ni=1 Sibm−1, and ∑ni=1 pibm−1 = bm−1. For arbitrary am,
m2, we can write am =∑i piam + (1 −∑i pi)am, and so
am =
n∑
piam +
(
1 −
n∑
pi
)
am
=
n∑
Sibm−1 +
(
1 −
n∑
pi
)
am and by adding zero
=
n∑
Sibm−1 +
(
1 −
n∑
pi
)
bm−1 +
(
n∑
Si +
(
1 −
n∑
pi
))(
1 −
n∑
pi
)
am
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= ubm−1 + u
(
1 −
n∑
pi
)
am
= PuPbm−1 + PuP
(
1 −
n∑
pi
)
am.
Thus PuP maps onto
∑
m2 mX.
For m = 1, if we try to construct b0 from ∑ni=1 pia1 as above, we ﬁnd PuPb0 = 0
since Pb0 = 0. Thus cokerPuP =∑n pi1X. By Proposition 6.4, the pairing is then
sf (D, uDu∗)= −
n∑
g(pi) = −˜g
(
n∑
pi1
)
= −˜g∗([cokerPuP ]) = −˜g(cokerPuP ). (24)
Thus we can recover the numerical index using ˜g and the C∗-index. 
The following example shows that the semiﬁnite index provides ﬁner invariants of
directed graphs than those obtained from the ordinary index. The ordinary index com-
putes the pairing between the K-theory and K-homology of C∗(E), while the semiﬁnite
index also depends on the core and the gauge action.
Corollary 6.6 (Example). Let C∗(En) be the algebra determined by the graph
where the loop L has n edges. Then C∗(En)C(S1)⊗K for all n, but n is an invariant
of the pair of algebras (C∗(En), Fn) where Fn is the core of C∗(En).
Proof. Observe that the graph En has a one parameter family of faithful graph traces,
speciﬁed by g(v) = r ∈ R+ for all v ∈ E0.
First consider the case where the graph consists only of the loop L. The C∗-algebra
A of this graph is isomorphic to Mn(C(S1)), via
Si → ei,i+1, i = 1, . . . , n − 1, Sn → idS1en,1,
where the ei,j are the standard matrix units for Mn(C), [1]. The unitary
S1S2 · · · Sn + S2S3 · · · S1 + · · · + SnS1 · · · Sn−1
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is mapped to the orthogonal sum idS1e1,1 ⊕ idS1e2,2 ⊕ · · · ⊕ idS1en,n. The core F of A
is Cn = C[p1, . . . , pn]. Since KK1(A, F ) is equal to
⊕nKK1(A,C) = ⊕nKK1(Mn(C(S1)),C) = ⊕nK1(C(S1)) = Zn
we see that n is the rank of KK1(A, F ) and so an invariant, but let us link this to the
index computed in Propositions 6.4 and 6.5 more explicitly. Let 
 : C(S1) → A be
given by 
(idS1) = S1S2 · · · Sn ⊕
∑n
i=2 ei,i . We observe that D =
∑n
i=1 piD because
the ‘off-diagonal’ terms are piDpj = Dpipj = 0. Since S1S∗1 = S∗nSn = p1, we ﬁnd
(with P the positive spectral projection of D)

∗(X, P ) = (p1X,p1Pp1) ⊕ degenerate module ∈ KK1(C(S1), F ).
Now let  : F → Cn be given by (∑j zjpj ) = (z1, z2, . . . , zn). Then
∗
∗(X, P ) = ⊕nj=1(p1Xpj , p1Pp1) ∈ ⊕nK1(C(S1)).
Now XMn(C(S1)), so p1XpjC(S1) for each j = 1, . . . , n. It is easy to check
that p1Dp1 acts by 1i dd on each p1Xpj , and so our Kasparov module maps to
∗
∗(X, P ) = ⊕n(C(S1), P 1
i
d
d
) ∈ ⊕nK1(C(S1)),
where P 1
i
d
d
is the positive spectral projection of 1
i
d
d . The pairing with idS1 is nontrivial
on each summand, since 
(idS1) = S1 · · · Sn ⊕
∑n
i=2 ei,i is a unitary mapping p1Xpj
to itself for each j. So we have, [16],
idS1 × ∗
∗(X, P )=
n∑
j=1
Index(PidS1P : p1PXpj → p1PXpj )
= −
n∑
j=1
[pj ] ∈ K0(Cn). (25)
By Proposition 6.5, applying the trace to this index gives −ng(p1). Of course in
Proposition 6.5 we used the unitary S1 + S2 + · · · + Sn, however in K1(A)
[S1S2 · · · Sn] = [S1 + S2 + · · · + Sn] = [idS1 ].
To see this, observe that
(S1 + · · · + Sn)n = S1S2 · · · Sn + S2S3 · · · S1 + · · · + SnS1 · · · Sn−1.
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This is the orthogonal sum of n copies of idS1 , which is equivalent in K1 to n[idS1 ].
Finally, [S1 + · · · + Sn] = [idS1 ] and so
[(S1 + · · · + Sn)n] = n[S1 + · · · + Sn] = n[idS1 ].
Since we have cancellation in K1, this implies that the class of S1 +· · ·+Sn coincides
with the class of S1S2 · · · Sn.
Having seen what is involved, we now add the inﬁnite path on the left. The core
becomes K ⊕ K ⊕ · · · ⊕ K (n copies). Since A = C(S1) ⊗ K = Mn(C(S1)) ⊗ K, the
intrepid reader can go through the details of an argument like the one above, with
entirely analogous results. 
Since the invariants obtained from the semiﬁnite index are ﬁner than the isomorphism
class of C∗(E), depending as they do on C∗(E) and the gauge action, they can be
regarded as invariants of the differential structure. That is, the core F can be recovered
from the gauge action, and we regard these invariants as arising from the differential
structure deﬁned by D. Thus in this case, the semiﬁnite index produces invariants of
the differential topology of the noncommutative space C∗(E).
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Appendix A. Toeplitz operators on C∗-modules
In this appendix we deﬁne a bilinear product
K1(A) × KK1(A,B) → K0(B).
Here we suppose that A,B are ungraded C∗-algebras. This product should be the Kas-
parov product, though it is difﬁcult to compare the two (see the footnote to Proposition
A.1 below).
We denote by A+ the minimal (one-point) unitisation if A is nonunital. Otherwise
A+ will mean A. To deal with unitaries in matrix algebras over A, we recall that K1(A)
may be deﬁned by considering unitaries in matrix algebras over A+ which are equal
to 1n mod A (for some n), [16, p. 107].
We consider odd Kasparov A-B-modules. So let E be a ﬁxed countably generated
ungraded B-C∗-module, with 
 : A → EndB(E) a ∗-homomorphism, and let P ∈
EndB(E) be such that a(P − P ∗), a(P 2 − P), [P, a] are all compact endomorphisms.
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Then by [19, Lemma 2, Section 7], the pair (
, P ) determines a KK1(A,B) class, and
every class has such a representative. The equivalence relations on pairs (
, P ) that
give KK1 classes are unitary equivalence (
, P ) ∼ (U
U∗, UPU∗) and homology,
P1 ∼ P2 if P1
1(a) − P2
2(a) is a compact endomorphism for all a ∈ A.
Now let u ∈ Mm(A+) be a unitary, and (
, P ) a representative of a KK1(A,B)
class. Observe that (P ⊗ 1m)E ⊗ Cm is a B-module, and so can be extended to a B+
module. Writing Pm = P ⊗ 1m, the operator Pm
(u)Pm is Fredholm, since (dropping
the 
 for now)
PmuPmPmu
∗Pm = Pm[u, Pm]u∗Pm + Pm
and this is Pm modulo compact endomorphisms. To ensure that ker PmuPm and ker Pm
u∗Pm are closed submodules, we need to know that PmuPm is regular, but by [14,
Lemma 4.10], we can always replace PmuPm by a regular operator on a larger module.
Then the index of PmuPm is deﬁned as the index of this regular operator, so there is
no loss of generality in supposing that PmuPm is regular. Then we can deﬁne
Index(PmuPm) = [ker PmuPm] − [cokerPmuPm] ∈ K0(B).
This index lies in K0(B) rather than K0(B+) by [14, Proposition 4.11]. So given u
and (
, P ) we deﬁne a K0(B) class by setting
u × (
, P ) → [ker PmuPm] − [cokerPmuPm].
Observe the following. If u = 1m then 1m × (
, P ) → Index(Pm) = 0 so for any
(
, P ) the map deﬁned on unitaries sends the identity to zero. Given the unitary
u ⊕ v ∈ M2m(A+) (say) then
u ⊕ v × (
, P ) → Index(P2m(u ⊕ v)P2m) = Index(PmuPm) + Index(PmvPm),
so for each (
, P ) the map respects direct sums. Finally, if u is homotopic through
unitaries to v, then PmuPm is norm homotopic to PmvPm, so
Index(PmuPm) = Index(PmvPm).
By the universal property of K1, [32, Proposition 8.1.5], for each (
, P ) as above there
exists a unique homomorphism HP : K1(A) → K0(B) such that
HP ([u]) = Index(PmuPm).
Now observe that HUPU∗,U
(·)U∗ = HP,
 since
Index(UPU∗(U
(u)U∗)UPU∗) = Index(UPuPU∗) = Index(PuP ).
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The homomorphisms HP are bilinear, since
HP⊕Q([u])= Index((P ⊕ Q)(
(u) ⊕ (u))(P ⊕ Q))
= Index(P
(u)P ) + Index(Q(u)Q) = HP ([u]) + HQ([u]).
Finally, if (
1, P1) and (
2, P2) are homological, the classes deﬁned by (
1⊕
2, P1⊕0)
and (
1 ⊕ 
2, 0 ⊕ P2) are operator homotopic, [19, p 562], so
Index(P1
1(u)P1)= Index((P1 ⊕ 0)(
1(u) ⊕ 
2(u))(P1 ⊕ 0))
= Index((0 ⊕ P2)(
1(u) ⊕ 
2(u))(0 ⊕ P2))
= Index(P2
2(u)P2).
So HP depends only on the KK-equivalence class of (
, P ). Thus
Proposition A.1. With the notation above, the map 2
H : K1(A) × KK1(A,B) → K0(B)
H([u], [(
, P )]) := [ker(PuP )] − [cokerPuP ]
is bilinear.
This is a kind of spectral ﬂow, where we are counting the net number of eigen-B-
modules which cross zero along any path from P to uPu∗.
References
[1] A. An Huef, Honours Thesis, University of Newcastle, 1994.
[2] T. Bates, D. Pask, I. Raeburn, W. Szymanski, The C∗-algebras of row-ﬁnite graphs, New York J.
Math. 6 (2000) 307–324.
[3] O. Bratteli, D. Robinson, Operator Algebras and Quantum Statistical Mechanics, vol. 1, second ed.,
Springer, Berlin, 1987.
[4] A. Carey, J. Phillips, A. Rennie, F. Sukochev, The Hochschild class of the chern character of
semiﬁnite spectral triples, J. Funct. Anal. 213 (2004) 111–153.
[5] A. Carey, J. Phillips, A. Rennie, F. Sukochev, The local index theorem in semiﬁnite von Neumann
algebras I: spectral ﬂow, Adv. Math., to appear.
[6] A. Carey, J. Phillips, A. Rennie, F. Sukochev, The local index theorem in semiﬁnite von Neumann
algebras II: the even case, Adv. Math. to appear.
[7] A. Carey, J. Phillips, F. Sukochev, Spectral ﬂow and dixmier traces, Adv. Math. 173 (2003) 68–
113.
2 As noted in the acknowledgments, Nigel Higson has shown us a proof that the map H is equal to
the Kasparov product. The Kasparov module deﬁned by PuP in KK0(C, B) = K0(B) is not a product
Kasparov module, but the class of the product of representatives u, P coincides with the class of PuP.
134 D. Pask, A. Rennie / Journal of Functional Analysis 233 (2006) 92–134
[8] A. Connes, Noncommutative Geometry, Academic Press, New York, 1994.
[9] A. Connes, H. Moscovici, The local index formula in noncommutative geometry, GAFA 5 (1995)
174–243.
[10] K. Deike, J.H. Hong, W. Szymanski, Stable rank of graph algebras Type I graph algebras and their
limits, Indiana Univ. Math. J. 52 (4) (2003) 963–979.
[11] J. Dixmier, Von Neumann Algebras, North-Holland, Amsterdam, 1981.
[12] T. Fack, H. Kosaki, Generalised s-numbers of -measurable operators, Paciﬁc J. Math. 123 (1986)
269–300.
[13] V. Gayral, J.M. Gracia-Bondía, B. Iochum, T. Schücker, J.C. Varilly, Moyal planes are spectral
triples, Comm. Math. Phys. 246 (2004) 569–623.
[14] J.M. Gracia-Bondía, J.C. Varilly, H. Figueroa, Elements of Non-commutative Geometry, Birkhauser,
Boston, 2001.
[15] N. Higson, The local index formula in noncommutative geometry, Contemporary developments in
Algebraic K-Theory, ictp Lecture Notes, No. 15, 2003, pp. 444–536.
[16] N. Higson, J. Roe, Analytic K-Homology, Oxford University Press, Oxford, 2000.
[17] J.V.B. Hjelmborg, Purely inﬁnite and stable C∗-algebras of graphs and dynamical systems, Ergod.
Theory Dynam. Systems 21 (2001) 1789–1808.
[18] R.V. Kadison, J.R. Ringrose, Fundamentals of the Theory of Operator Algebras vol II: Advanced
Theory, Academic Press, New York, 1986.
[19] G.G. Kasparov, The operator K-functor and extensions of C∗-algebras, Math. USSR. Izv. 16 (3)
(1981) 513–572.
[20] A. Kumjian, D. Pask, I. Raeburn, J. Renault, Graphs, groupoids and Cuntz–Krieger algebras, J. Funct.
Anal. 144 (1997) 505–541.
[21] A. Kumjian, D. Pask, I. Raeburn, Cuntz–Krieger algebras of directed graphs, Paciﬁc J. Math. 184
(1998) 161–174.
[22] E.C. Lance, Hilbert C∗-modules, Cambridge University Press, Cambridge, 1995.
[23] A. Mallios, Topological Algebras, Selected Topics, Elsevier Science Publishers B.V., Amsterdam,
1986.
[24] D. Pask, I. Raeburn, On the K-Theory of Cuntz–Krieger algebras, Publ. RIMS Kyoto University
vol. 32 (3), 1996, pp. 415–443.
[25] D. Pask, A. Rennie, One dimensional noncommutative manifolds from graph C∗-algebras, in
preparation.
[26] J. Phillips, I. Raeburn, An index theorem for Toeplitz operators with noncommutative symbol space,
J. Funct. Anal. 120 (2) (1994) 239–263.
[27] I. Raeburn, Graph algebras: C∗-algebras we can see, CBMS Lecture Notes, to appear.
[28] I. Raeburn, W. Szymanski, Cuntz–Krieger algebras of inﬁnite graphs and matrices, Trans. Amer.
Math. Soc. 356 (1) (2004) 39–59.
[29] I. Raeburn, D.P. Williams, Morita equivalence and continuous-trace C∗-Algebras, Math. Surveys
Monographs 60 (1998).
[30] A. Rennie, Smoothness and locality for nonunital spectral triples, K-Theory 28 (2) (2003)
127–165.
[31] A. Rennie, Summability for nonunital spectral triples, K-Theory 31 (2004) 71–100.
[32] M. RZrdam, F. Larsen, N.J. Laustsen, An Introduction to K-Theory and C∗-Algebras, LMS Student
Texts, vol. 49, CUP, 2000.
[33] L.B. Schweitzer, A short proof that Mn(A) is local if A is Local and Fréchet, Internat. J. Math.
3 (4) (1992) 581–589.
[34] S. Stra˘tila˘, L. Zsidó, Lectures on von Neumann Algebras, Abacus Press, 1975.
[35] M. Tomforde, Real Rank Zero and Tracial States of C∗-Algebras Associated to Graphs,
math.OA/0204095 v2.
