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We ﬁnd zero-free regions in the complex plane at large |q| for the
multivariate Tutte polynomial (also known in statistical mechanics
as the Potts-model partition function) ZG (q,w) of a graph G
with general complex edge weights w = {we}. This generalizes a
result of Sokal (2001) [28] that applies only within the complex
antiferromagnetic regime |1+we | 1. Our proof uses the polymer-
gas representation of the multivariate Tutte polynomial together
with the Penrose identity.
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1. Introduction
A decade ago, Sokal [28] proved that if G = (V , E) is a loopless graph2 of maximum degree , then
all the roots (real or complex) of the chromatic polynomial PG(q) lie in the disc |q| < C(), where
C() are semi-explicit constants (given by a variational formula) satisfying C() 7.963907.3 More
E-mail addresses: b.jackson@qmul.ac.uk (B. Jackson), aldo@mat.ufmg.br (A. Procacci), sokal@nyu.edu (A.D. Sokal).
1 Also at Department of Mathematics, University College London, London WC1E 6BT, England.
2 All graphs in this paper are ﬁnite and undirected; furthermore, they are allowed to contain loops and multiple edges unless
we explicitly state otherwise.
3 More recently, Borgs [9] has provided a simpler variational characterization of the constant K = lim→∞ C()/ ≈
7.963906 than the one given by Sokal [28, Proposition 5.4] – compare Eqs. (1.3a) and (1.3b) below – and Fernández and Procacci
[14] have provided, in an analogous way, a simpler variational characterization of the constants C(). Furthermore, Fernández
and Procacci [14] have improved the constants C() to smaller constants C∗(), for which K ∗ = lim→∞ C∗()/ ≈ 6.907652.0095-8956/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jctb.2012.08.002
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statistical mechanics as the Potts-model partition function, see [30,26,34,35])
ZG(q,w) =
∑
A⊆E
qk(A)
∏
e∈A
we (1.1)
[here k(A) denotes the number of connected components in the subgraph (V , A)] when the edge
weights w = {we} lie in the “complex antiferromagnetic regime” |1+ we| 1:
Theorem 1.1. (See [28, Corollary 5.5].) Let G = (V , E) be a loopless graph equipped with complex edge weights
w = {we}e∈E satisfying |1+ we| 1 for all e. Then all the zeros of ZG(q,w) lie in the disc |q| < K(G,w),
where
(G,w) =max
x∈V
∑
ex
|we| (1.2)
and
K =min
{
L: inf
α>0
α−1
∞∑
n=2
eαnL−(n−1)n
n−1
n!  1
}
(1.3a)
=min
a>0
a+ ea
log(1+ ae−a) (1.3b)
≈ 7.963906075890002502 . . . . (1.3c)
Moreover, we rigorously have K  7.963907.
Here the simpler formula (1.3b) for the constant K is due to Borgs [9, Theorem 2.1].
The purpose of this paper is to extend Sokal’s bound by removing the condition that |1+ we| 1
for all e. More precisely, we shall prove4:
Theorem 1.2. Let G = (V , E) be a loopless graph equipped with complex edge weights w = {we}e∈E . Then all
the zeros of ZG(q,w) lie in the disc
|q| < Kˆ(Ψ (G,w))ˆ(G,w), (1.4)
where
ˆ(G,w) =max
x∈V
∑
ex
e=xy
min
{
|we|, |we||1+ we|
}∏
f y
max
{
1, |1+ w f |
}1/2
, (1.5)
Ψ (G,w) =max
x∈V
∏
ex
max
{
1, |1+ we|
}
(1.6)
and
Kˆ(ψ) =min
{
L: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαnψ1/2L−(n−1)n
n−1
n!  1
}
(1.7a)
= min
1<y<1+ψ−1/2
ψ−1/2 y(
1+ ψ−1/2 − y) log y (1.7b)
4 A simpler but weaker version of this result can be found in the ﬁrst and second preprint versions of this paper (http://
arxiv.org/abs/0810.4703v1 and v2).
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(
e
1+ ψ−1/2
)
/
[
1− W
(
e
1+ ψ−1/2
)]2
(1.7c)
 4ψ1/2 + 3, (1.7d)
where W is the Lambert W function [11], i.e. the inverse function to x 	→ xex.
When |1+ we| 1 for all e, we have ˆ(G,w) = (G,w) and Ψ (G,w) = 1, so that Theorem 1.2
reduces in this case to Theorem 1.1 with an improved constant [14] K ∗ ≡ Kˆ(1) = W (e/2)/[1 −
W (e/2)]2 ≈ 6.907651697774449218 . . . . This explicit formula for the Fernández–Procacci [14] con-
stant K ∗ appears to be new.
Let us also remark that the upper bound (1.7d) gives precisely the ﬁrst two terms of the large-ψ
asymptotics of Kˆ(ψ): see Eq. (A.29) in Appendix A.
Please note that both Ψ (G,w) and ˆ(G,w) involve a product over all edges incident to a given
vertex rather than a sum, and hence grow exponentially (rather than linearly) with the vertex degree
whenever |1 + we| > 1. The resulting exponential dependence of the bound on |q| given in Theo-
rem 1.2 is not merely an artifact of our proof, but is a genuine feature of the regime |1+ we| > 1.5 To
see this, it suﬃces to note that whenever one replaces an edge e by k edges in parallel, the effective
couplings we,eff = (1 + we)k − 1 grow exponentially in k when |1 + we| > 1 but only linearly when
|1+ we| 1. For instance, the graph G = K (k)2 (a pair of vertices connected by k parallel edges) with
all edge weights equal has ZG(q,w) = q[q + (1+ w)k − 1], so that we must take |q| > |(1+ w)k − 1|
to avoid a root. This has roughly (but not exactly) the same dependence in w and k as the bound of
Theorem 1.2. See Example 7.3 below for details.
When all edge weights are equal, the two factors Kˆ(Ψ (G,w)) and ˆ(G,w) combine to produce a
bound that grows linearly with Ψ (G,w) as Ψ (G,w) → ∞. If we restrict attention to simple graphs,
then with a little more combinatorial work we can obtain a bound that grows only like Ψ (G,w)1/2:
Theorem 1.3. Let G = (V , E) be a simple graph (i.e. no loops or multiple edges) equipped with complex edge
weights w = {we}e∈E . Then all the zeros of ZG(q,w) lie in the disc
|q| < K ∗μ∗(G,w), (1.8)
where
∗(G,w) =max
x∈V
∑
ex
e=xy
min
{
|we|, |we||1+ we|1/2
}∏
f y
max
{
1, |1+ w f |
}1/2
(1.9)
and μ = ˆ(G,w)/∗(G,w) and
K ∗μ =min
{
L: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαnL−(n−1) [1+ (n− 1)μ]
n−2
(n− 1)!  1
}
(1.10a)
= min
1<y<2
yμ
(2− y) log y (1.10b)
 5+ 2μ. (1.10c)
Please note that 0 < μ  1 because min{|we|, |we|/|1+ we|}  min{|we|, |we|/|1+ we|1/2} for
all e ∈ E , hence ˆ(G,w)  ∗(G,w). The constant K ∗μ is an increasing function of μ ∈ (0,1], but
the variation is fairly weak: we have K ∗0 = W (2e)/[2[W (2e) − 1]2] ≈ 4.892888 and K ∗1 = K ∗ =
W (e/2)/[1 − W (e/2)]2 ≈ 6.907652. Thus, in the complex antiferromagnetic regime |1 + we|  1 for
all e, where μ = 1, Theorems 1.2 and 1.3 give the same bound.
5 See also [28, Remark 2 after Corollary 5.5].
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this is because K ∗μ is always order 1 while Kˆ(Ψ (G,w)) is order Ψ (G,w)1/2.
Note that the bound (1.4) involves a double maximum: once over x ∈ V in Ψ (G,w), and once over
x ∈ V in ˆ(G,w). Such a bound is “unnatural” in the sense that if G is a disjoint union G = G1 unionmulti G2,
then the chromatic roots of G are the union of those of G1 and G2, and Kˆ(Ψ ) and ˆ are each the
maximum of those for G1 and G2, but the product Kˆ(Ψ )ˆ for G can exceed the maximum of those
for G1 and G2 because one factor could be maximized for G1 and the other for G2 (see Example 7.7
below). The bound (1.8) has the virtue of avoiding such a double maximum. It is an open question
whether a bound avoiding a double maximum can be obtained for non-simple graphs.
On the other hand, in the bound (1.8) we do pay a price, compared to (1.4), by having ∗(G,w)
in place of ˆ(G,w), since as noted above we have ∗(G,w) ˆ(G,w). In fact, the simple example
G = K2 shows that the bound of Theorem 1.3 can in some cases be inferior to that of Theorem 1.2, by
a factor of up to K ∗0/4 ≈ 1.223222 (see Examples 7.1 and 7.2 below). But this seems to be the largest
possible ratio of the two bounds.
It is curious that the bound of Theorem 1.3 is not always better than that of Theorem 1.2, de-
spite using better “ingredients” in its proof; the reasons for this will be discussed near the end of
Section 6. It would be interesting to try to ﬁnd a single natural bound that simultaneously improves
Theorems 1.2 and 1.3.
Please note also (see e.g. [30]) that if G is a loopless graph with multiple edges, then its multivari-
ate Tutte polynomial is identical to that of the underlying simple graph Gˆ in which each set of parallel
edges e1, . . . , ek in G is replaced by a single edge e in Gˆ with weight wˆe =∏ki=1(1+ wei )− 1. So one
is always free to apply Theorem 1.2 or 1.3 to (Gˆ, wˆ) instead of applying Theorem 1.2 to (G,w). The
following lemma concerning the behavior of Ψ (G,w) and ˆ(G,w) under parallel reduction – which
will be proven at the end of Section 6 – implies that the bound we get by applying Theorem 1.2 to
(Gˆ, wˆ) will never be worse than the bound we get by applying Theorem 1.2 to (G,w). So we can ﬁnd
our best bound for any given (multi)graph G by constructing (Gˆ, wˆ) and then taking the minimum of
the bounds we obtain by applying (1.4) and (1.8) to (Gˆ, wˆ).
Lemma 1.4. Let w1,w2 ∈C and put w3 = (1+ w1)(1+ w2) − 1. Then
max
{
1, |1+ w3|
}
max
{
1, |1+ w1|
}
max
{
1, |1+ w2|
}
(1.11)
and
min
{
|w3|, |w3||1+ w3|
}
min
{
|w1|, |w1||1+ w1|
}
+min
{
|w2|, |w2||1+ w2|
}
. (1.12)
Sokal’s proof of Theorem 1.1 involved the following steps:
1. Write the multivariate Tutte polynomial ZG(q,w) as the partition function of a polymer gas with
weights depending on q and w (this is easy: see Section 2 below).
2. Invoke the Kotecký–Preiss [21] condition for the nonvanishing of the partition function of a poly-
mer gas.
3. Control the polymer weights by bounding sums over connected subgraphs by sums over trees,
using the Penrose inequality [25]. This step required |1+ we| 1.
4. Bound the total weight of n-vertex trees (or more generally, of connected subgraphs with m
edges) in G that contain a speciﬁed vertex x ∈ V .
5. Put everything together to prove that ZG(q,w) = 0 whenever q lies outside a speciﬁed disc.
Here we follow the same outline, but modify step 3 so as to allow arbitrary complex weights we .
In addition, in step 2 we replace the Kotecký–Preiss condition by the more powerful Gruber–Kunz–
Fernández–Procacci [16,13] condition, thereby slightly improving the numerical constant along the
lines of the work of Fernández and Procacci [14] for chromatic polynomials. Finally, we need a slightly
strengthened version of the bound in step 4.
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we recall how the multivariate Tutte polynomial ZG(q,w) can be written as the partition function
of a polymer gas. In Section 3 we recall the Kotecký–Preiss and Gruber–Kunz–Fernández–Procacci
conditions for the nonvanishing of the partition function of a polymer gas. In Section 4 we recall the
Penrose identity [25] and show how to use it to bound the polymer weights without assuming that
|1 + we| 1; this is our main new contribution. In Section 5 we prove a bound on the total weight
of connected m-edge subgraphs in G that contain a speciﬁed vertex x; this strengthens the bound
of [28,17] by taking speciﬁc account of the edges incident on x and by introducing vertex weights.
In Section 6 we put everything together to prove Theorems 1.2 and 1.3; we also prove Lemma 1.4.
Finally, in Section 7 we examine some examples that shed light on the extent to which Theorems 1.2
and 1.3 are sharp or non-sharp. In Appendix A we prove Lemma 6.1 and some related facts.
2. Polymer-gas representation of ZG (q,w)
In statistical mechanics, an abstract polymer gas is a triple (P , ξ,R) where P is a ﬁnite set (whose
elements are called “polymers”), ξ is a complex-valued function deﬁned on P (the value ξ(p) is
called the “activity” or “fugacity” or “weight” of the polymer p ∈ P ), and R⊆ P × P is a symmetric
and reﬂexive relation (called the “incompatibility relation”). Note that, since R is supposed reﬂexive,
we have (p, p) ∈ R for all p ∈ P . Then the partition function of the polymer gas (P , ξ,R) – a key
quantity from which all thermodynamic properties of the system can in principle be derived – is
deﬁned by
Ξ(ξ) =
∞∑
n=0
∑
{p1,...,pn}⊆P
(pi ,p j)/∈R ∀i = j
ξ(p1) · · · ξ(pn) (2.1)
where the sum runs over unordered collections {p1, . . . , pn} of mutually compatible elements of P ,
and the n = 0 term in the sum is understood to contribute 1.
In this section we recall how to rewrite the multivariate Tutte polynomial ZG(q,w) of a graph G =
(V , E) as the partition function of a polymer gas living on the vertex set of G , i.e. an abstract polymer
gas whose polymers are nonempty subsets of V . This easy result is due to Sokal and Kupiainen [28,
Proposition 2.1].
First, some notation: If H = (V,E) is a graph equipped with edge weights w = {we}e∈E , we denote
by CH (w) the generating polynomial of connected spanning subgraphs of H , i.e.
CH (w) =
∑
A⊆E
(V,A) connected
∏
e∈A
we. (2.2)
Note that CH (w) ≡ 0 if H is disconnected.
If G = (V , E) is a graph and S ⊆ V , we denote by G[S] the induced subgraph of G on S , i.e. G[S]
is the graph whose vertex set is S and whose edges consist of all the edges of G both of whose
endpoints lie in S .
Proposition 2.1 (Polymer representation of the multivariate Tutte polynomial). Let G = (V , E) be a loopless
graph equipped with edge weights w = {we}e∈E . Then
q−|V | ZG(q,w) =
∞∑
N=0
∑
{S1,...,SN }
disjoint
n∏
i=1
ξ(Si), (2.3)
where the sum runs over unordered collections {S1, . . . , SN } of disjoint nonempty subsets of V , and the weights
ξ(S) are given by
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{
q−(|S|−1)CG[S](w) if |S| 2,
0 if |S| = 1. (2.4)
[The N = 0 term in the sum (2.3) is understood to contribute 1.]
The identity (2.3) thus represents q−|V | ZG(q,w) as the partition function of a polymer gas given
by the triple (P , ξ,R) with the polymer space P being the set of all nonempty subsets of V , the
activity ξ being the function deﬁned in (2.4), and the incompatibility relation R being nonempty
intersection, i.e. (S, S ′) ∈ R if and only if S ∩ S ′ = ∅. Note that, since the weight ξ(S) vanishes for
sets of cardinality 1 and also vanishes whenever the induced subgraph G[S] is disconnected, we can
equivalently restrict our polymer set P to be the set of all subsets S ⊆ V of cardinality at least 2 and
for which G[S] is connected.
Hereafter we will refer to a polymer gas in which polymers are subsets of a given set V and the
incompatibility relation is nonempty intersection as “a gas of nonoverlapping polymers living on V ”.
Proof of Proposition 2.1. Starting from the deﬁnition (1.1) of ZG(q,w), let us separate the terms in
the sum according to the number k of connected components [i.e. k(A) = k] and according to the
partition {S1, . . . , Sk} of V that is induced by the vertex sets of those connected components; we will
then sum over all ways of choosing edges within those vertex sets Si so as to connect those vertices.
We thus have
ZG(q,w) = q|V |
∑
k1
∑
{S1,...,Sk}
V=⊎ Si
k∏
i=1
q−(|Si |−1)CG[Si ](w), (2.5)
where the sum runs over all unordered partitions {S1, . . . , Sk} of V into nonempty subsets,
and we have used |V | = ∑ki=1 |Si |. Note now that any set Si of cardinality 1 gets weight
q−(|Si |−1)CG[Si ](w) = 1 (here we have used the fact that G is loopless). So let us deﬁne {S ′1, . . . , S ′N }
to be the subcollection of {S1, . . . , Sk} consisting of the sets of cardinality  2; and let us note that
there is a one-to-one correspondence between unordered partitions {S1, . . . , Sk} of V into nonempty
subsets and unordered collections {S ′1, . . . , S ′N } of disjoint subsets of V of cardinality at least 2 (which
need not cover all of V : indeed, the points not covered correspond to the singleton sets Si in the
original partition). Passing to {S ′1, . . . , S ′N } and dropping the primes, we have (2.3)/(2.4). 
3. Suﬃcient condition for the nonvanishing of a polymer-gas partition function
Let V be a ﬁnite set, and let {ρ(S)}∅=S⊆V be a collection of complex weights associated to the
nonempty subsets of V . Consider now a gas of nonoverlapping polymers living on V , with weights
ρ(S): the partition function of such a polymer gas is, by deﬁnition,
Ξ =
∞∑
N=0
∑
{S1,...,SN }
disjoint
N∏
i=1
ρ(Si), (3.1)
where the sum runs over unordered collections {S1, . . . , SN } of disjoint nonempty subsets of V , and
the N = 0 term in (3.1) is understood to contribute 1. The following proposition – essentially proven
almost four decades ago by Gruber and Kunz [16, Section 4, cf. Eq. (33)] but largely forgotten, and
then rediscovered very recently by Fernández and Procacci [13, Eq. (3.17)] with a new proof – gives a
suﬃcient condition for the nonvanishing of a polymer-gas partition function:
Proposition 3.1 (Gruber–Kunz–Fernández–Procacci condition). Let V be a ﬁnite set, and let {ρ(S)}∅=S⊆V be
complex weights associated to the nonempty subsets of V . Suppose that there exists a number α > 0 such that
sup
x∈V
∑
eα|S|
∣∣ρ(S)∣∣ eα − 1. (3.2)
Sx
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Ξ ≡
∞∑
N=0
∑
{S1,...,SN }
disjoint
n∏
i=1
ρ(Si) = 0. (3.3)
See also [6] for an extremely simple proof of Proposition 3.1 by induction on V .
In the slightly less powerful Kotecký–Preiss [21] condition, the term eα − 1 on the right-hand side
of (3.2) is replaced by α.
Remark. Suppose that (as happens in all nontrivial cases) there exists a set S with |S|  2 and
ρ(S) = 0. Then the hypothesis that there exists α > 0 such that (3.2) holds can be rewritten as
inf
α>0
(
eα − 1)−1 sup
x∈V
∑
Sx
eα|S|
∣∣ρ(S)∣∣ 1, (3.4)
since in this case the inﬁmum on the left-hand side of (3.4) will always be attained at some α > 0.6
We will use the Gruber–Kunz–Fernández–Procacci condition in the form (3.4).
4. A bound on CH (w) via the Penrose identity
In this section we recall the Penrose identity [25] and show how it can be used to bound a sum
over connected subgraphs by a sum over trees even in the absence of the hypothesis |1+ we| 1.
Let H = (V,E) be a graph. Recall that CH (w) denotes the generating polynomial of connected
spanning subgraphs of H :
CH (w) =
∑
A⊆E
(V,A) connected
∏
e∈A
we. (4.1)
We denote by TH (w) the generating polynomial of spanning trees in H :
TH (w) =
∑
A⊆E
(V,A) tree
∏
e∈A
we. (4.2)
Let C (resp. T ) be the set of subsets A ⊆ E such that (V, A) is connected (resp. is a tree). Clearly
C is an increasing family of subsets of E with respect to set-theoretic inclusion, and the minimal
elements of C are precisely those of T (i.e. the spanning trees). It is a nontrivial combinatorial fact –
apparently ﬁrst discovered by Penrose [25] – that the (anti-)complex C is partitionable: that is, there
exists a map R : T → C such that R(T ) ⊇ T for all T ∈ T and C =⊎T∈T [T ,R(T )] (disjoint union),
where [E1, E2] denotes the Boolean interval {A: E1 ⊆ A ⊆ E2}. We call any such map R a partition
scheme. In fact, many alternative choices of R are available,7 and most of our arguments will not
depend on any speciﬁc choice of R. An immediate consequence of the existence of R is the following
simple but fundamental identity:
6 If there exists a set S with |S| 2 and ρ(S) = 0, then the function f (α) being minimized on the left-hand side of (3.4) is
a continuous function that tends to +∞ as α ↓ 0 and as α ↑ ∞, hence its minimum is attained.
There is one exceptional case in which (3.4) holds but there does not exist α > 0 such that (3.2) holds: namely, if ρ(S) = 0
whenever |S| 2 and in addition we have maxx∈V |ρ({x})| = 1. Indeed, if ρ(S) = 0 for |S| 2, we have Ξ =∏x∈V [1+ρ({x})],
which vanishes when at least one ρ({x}) equals −1; so (3.4) fails (barely) to imply Ξ = 0 in this case.
7 See for example [25], [7, Sections 7.2 and 7.3], [37, Section 8.3], [15, Sections 2 and 6], [5, Proposition 13.7 et seq.], [28,
Proposition 4.1] and [27, Lemma 2.2].
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CH (w) =
∑
T⊆E
(V,T ) tree
∏
e∈T
we
∑
T⊆A⊆R(T )
∏
e∈A\T
we (4.3a)
=
∑
T⊆E
(V,T ) tree
∏
e∈T
we
∏
e∈R(T )\T
(1+ we). (4.3b)
If |1+ we| 1 for all e, then it is obvious that we can take absolute values everywhere in (4.3b)
and drop the factors |1+ we|, yielding:
Proposition 4.2 (Penrose inequality). (See [25].) Let H = (V,E) be a graph equipped with complex edge
weights w = {we}e∈E satisfying |1+ we| 1 for all e. Then∣∣CH (w)∣∣ TH(|w|). (4.4)
Remark. By using a speciﬁc choice of the map R (namely, that of Penrose [25]), Fernández and Pro-
cacci [13] have recently shown how to improve Proposition 4.2 when we ∈ {−1,0} for all e; and
this improvement plays a key role in their proof of the Gruber–Kunz–Fernández–Procacci condition
(Proposition 3.1) for polymer gases with hard-core repulsive interactions. See also Fernández et al.
[12] for a generalization to −1  we  0, which leads to an improved convergence criterion for the
Mayer expansion in lattice gases with soft repulsive interactions.
Let us now show what can be done without the hypothesis |1 + we|  1. Given a vertex x in a
graph H = (V,E), we denote by E(x) the set of edges of H incident on x. For any subset A ⊆ E, let us
write
A+ =
{
e ∈ A: |1+ we| > 1
}
, (4.5a)
A− =
{
e ∈ A: |1+ we| 1
}
. (4.5b)
Proposition 4.3 (Extended Penrose inequality). Let H = (V,E) be a loopless graph equipped with complex
edge weights w = {we}e∈E . Then∣∣CH (w)∣∣ TH(∣∣w ′∣∣)∏
e∈E
max
{
1, |1+ we|
}
(4.6a)
= TH
(∣∣w ′∣∣)∏
y∈V
∏
e∈E(y)
max
{
1, |1+ we|
}1/2
(4.6b)
where
w ′e =
{
we if |1+ we| 1,
we
1+we if |1+ we| > 1.
(4.7)
Note that if |1+we| 1 for all e, then w ′ = w and max{1, |1+we|} = 1 for all e, so Proposition 4.3
is a genuine extension of Proposition 4.2.
Proof of Proposition 4.3. In the Penrose identity (4.3b), multiply and divide the summand by∏
e∈T+ (1+ we): this yields
CH (w) =
∑
T⊆E
(V,T ) tree
∏
e∈T
w ′e
∏
e∈(R(T )\T )∪T+
(1+ we). (4.8)
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e∈(R(T )\T )∪T+
|1+ we|
∏
e∈E
max
{
1, |1+ we|
}
, (4.9)
we obtain (4.6a). Then (4.6b) follows by observing that each edge e ∈ E is incident on precisely two
vertices (since H is loopless). 
Remark. Quite a lot has been thrown away in (4.9). Can we do better in a usable way?
If we assume that the graph H is simple (i.e. has no loops or multiple edges), then we can get a
slightly better bound:
Proposition 4.4 (Extended Penrose inequality for simple graphs). Let H = (V,E) be a simple graph (i.e. no
loops or multiple edges) equipped with complex edge weights w = {we}e∈E . Then, for any vertex x ∈ V, we
have ∣∣CH (w)∣∣ TH(∣∣w[x]∣∣) ∏
e∈E\E(x)
max
{
1, |1+ we|
}
(4.10a)
 TH
(∣∣w˜[x]∣∣) ∏
y∈V \{x}
∏
e∈E(y)
max
{
1, |1+ we|
}1/2
(4.10b)
where
w[x]e =
{
we if |1+ we| 1 or e ∈ E(x),
we
1+we if |1+ we| > 1 and e ∈ E \ E(x)
(4.11)
and
w˜[x]e =
⎧⎪⎨
⎪⎩
we if |1+ we| 1,
we
|1+we |1/2 if |1+ we| > 1 and e ∈ E(x),
we|1+we | if |1+ we| > 1 and e ∈ E \ E(x).
(4.12)
Please note that (4.10b) is indeed an improvement of (4.6b), because the product
∏
e∈E(x) max{1,
|1 + we|}1/2 more than compensates the factors |w˜[x]e /w ′e| = max{1, |1 + we|}1/2 for the subset of
edges in E(x) that happen to lie in any given spanning tree T .
The proof of Proposition 4.4 will be based on the following key combinatorial fact (to be proven
later):
Lemma 4.5. Let H = (V,E) be a simple graph and let x ∈ V be any vertex. Then there exists a partition scheme
R with the property that R(T ) \ T does not contain any edge incident on x.
Proof of Proposition 4.4, assuming Lemma 4.5. In the Penrose identity (4.3b), multiply and divide the
summand by
∏
e∈[T \E(x)]+ (1+ we): this yields
CH (w) =
∑
T⊆E
(V,T ) tree
∏
e∈T
w[x]e
∏
e∈[R(T )\T ]∪[T\E(x)]+
(1+ we). (4.13)
Choosing the partition scheme as in Lemma 4.5, we have R(T ) \ T ⊆ E \ E(x) and hence∏
e∈[R(T )\T ]∪[T\E(x)]
|1+ we|
∏
e∈E\E(x)
max
{
1, |1+ we|
}
. (4.14)+
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∣∣CH (w)∣∣ ∑
T⊆E
(V,T ) tree
∏
e∈T
∣∣w[x]e ∣∣ ∏
e∈E\E(x)
max
{
1, |1+ we|
}
, (4.15)
which is (4.10a).
Now observe that
∏
e∈E\E(x)
max
{
1, |1+ we|
}=
∏
y∈V \x
∏
e∈E(y) max{1, |1+ we|}1/2∏
e∈E(x) max{1, |1+ we|}1/2
(4.16)
since the numerator of (4.16) counts every edge in E\E(x) twice and every edge in E(x) once. If in the
denominator of (4.16) we replace the product over e ∈ E(x) by the smaller product over e ∈ E(x) ∩ T ,
we get an upper bound; inserting this into (4.15) yields (4.10b). 
Let us conclude this section by proving Lemma 4.5. This proof – unlike all the preceding results
in this section – depends on a speciﬁc choice of the map R, namely the one used by Penrose in
his original paper [25]. Let us brieﬂy recall Penrose’s construction (see [13,12] for more details). We
assume that H = (V,E) is a simple graph, and we choose (arbitrarily) an ordering of the vertex set V
by numbering the vertices 1,2, . . . ,n (where n = |V|). We consider the vertex 1 to be the root, and
denote it by r. If T ⊆ E is the edge set of a spanning tree in H [that is, (V, T ) is a tree], then for
each x ∈ V we denote by distT (x) the graph-theoretic distance in the tree (V, T ) from the root r to
the vertex x. Given T , the vertex set V is thus partitioned into “generations”, deﬁned as the sets of
vertices at a given distance from the root r.
The Penrose map R : T 	→ R(T ) is then deﬁned as follows. For any tree T ⊆ E, the edge set
R(T ) ⊇ T is obtained from T by adjoining all edges e ∈ E that either
(a) connect two vertices in the same generation [i.e. at equal distance from the root r in the tree
(V, T ) – note that no such edge can belong to T ], or
(b) connect a vertex x to a vertex x′ in the preceding generation [i.e. with distT (x′) = distT (x) − 1]
that is higher-numbered than the parent of x [here the parent of x is the unique vertex y with
distT (y) = distT (x) − 1 such that xy ∈ T ].
It can be shown [25,13,12] that R is indeed a partitioning map in the sense that C is the disjoint
union of Boolean intervals [T ,R(T )]. Furthermore, it follows immediately from this construction that
R(T ) \ T cannot contain any edge incident on the root r; that is, R(T ) \ T ⊆ E \ E(r).8 Since any vertex
could have been chosen as the root, Lemma 4.5 is proven.
Remark. Lemma 4.5 suggests the following combinatorial question: Let H = (V,E) be a graph (simple
or not). For which subsets S ⊆ E does there exist a partition scheme R with the property that R(T ) \
T ⊆ E \ S for all T ? The same question can also be posed for matroids.
8 We remark that this would no longer be the case in a generalization to the Penrose construction to non-simple graphs. In
such a generalization, we would also order the edges connecting each pair of vertices, and we would add to the deﬁnition of
R(T ) a third case:
(c) connect a vertex x to its parent y by any edge that is higher-numbered than the edge connecting x to y in T .
We would then no longer be able to guarantee that R(T ) \ T contains no edges incident on the root r; rather, we could assert
only that R(T ) \ T cannot contain any edge incident on the root r that is the lowest-numbered among its set of parallel edges.
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In this section consider a loopless graph G = (V , E) equipped with nonnegative real edge weights
{we}e∈E and nonnegative real vertex weights {wv}v∈V . Let us deﬁne the weighted sum over connected
subgraphs G ′ = (V ′, E ′) ⊆ G that contain a speciﬁed vertex x and have exactly m edges:
cm(x;G,w) =
∑
G ′=(V ′,E ′)⊆G
G ′ connected
V ′x
|E ′|=m
∏
e∈E ′
we
∏
v∈V ′
wv , (5.1)
where we write w = {we}e∈E ∪ {wv}v∈V . We will abbreviate cm(x;G,w) to cm(x) when it is obvious
which weighted graph (G,w) we are referring to. Now deﬁne the weighted degree at x by
d(x;G,w) =
∑
e=xy∈E
wewy (5.2)
(note that this contains a factor wy for each edge e = xy incident to x but not a factor wx), and deﬁne
the maximum weighted degree by
(G,w) =max
x∈V d(x;G,w). (5.3)
The following bound on cm(x) extends an earlier result of the third author [28, Proposition 4.5],
which is obtained by putting wv = 1 for all v ∈ V and using the fact that both d(x;G,w) and (G −
x,w|G−x) are bounded above by (G,w).
Proposition 5.1. Let G = (V , E) be a loopless graph equipped with nonnegative real weights w = {we}e∈E ∪
{wv}v∈V , and let x ∈ V . Suppose that either wv  1 for all v ∈ V or G is simple. Then
cm(x)
wxd(x;G,w)[d(x;G,w) +m(G − x,w|G−x)]m−1
m! (5.4)
for all m 0.
We remark that the bound (5.4) need not hold if we remove the hypothesis that either wv  1
for all v ∈ V or G is simple. Consider, for instance, the graph G = K (m)2 consisting of two vertices x, y
joined by m  2 parallel edges. Put wx = wy = w and we = 1 for all e ∈ E . Then cm(x) = w2, while
the right-hand side of (5.4) is mmwm+1/m!, which is less than cm(x) when w is small enough.
In the proof of Proposition 5.1 it will be convenient to employ the quantities
C(m, κ) =
{
κ(m+ κ)m−1/m! form 1,
1 form = 0 (5.5)
deﬁned for integer m 0 and real κ . Then (5.4) can be rewritten in the form
cm(x) wxC(m,d/)m (5.6)
where d = d(x;G,w) and  = (G − x,w|G−x).
Our proof of Proposition 5.1 uses induction on m, and is similar to the ﬁrst proof of [17, Proposi-
tion 7.1]. It relies on the following properties of C(m, κ):
(a) For each integer m  0, C(m, κ) is a polynomial of degree m in κ , with nonnegative coeﬃcients.
In particular, C(m, κ) is an increasing function of κ for real κ  0.
(b) Generating function: If C(z) solves the equation
C(z) = ezC(z), (5.7)
32 B. Jackson et al. / Journal of Combinatorial Theory, Series B 103 (2013) 21–45then
C(z)κ =
∞∑
m=0
C(m, κ)zm (5.8)
for all real κ ; this follows from the Lagrange inversion formula. Moreover, the series (5.8) is
absolutely convergent for |z| 1/e and satisﬁes C(1/e) = e.
(c) For integer k 1,
C(m,k) =
∑
m1,...,mk0
m1+···+mk=m
k∏
i=1
C(mi,1). (5.9)
This is an immediate consequence of (5.8).
(d) For all real κ and z,
C(m, κ) =
m∑
f=0
z f
f ! C(m− f , κ − z + f ). (5.10)
See [17, Eq. (7.7)].
For any subset F ⊆ E , we use the notation w(F ) =∏e∈F we . Also, for any F ⊆ E(x), we denote by
Y F the set of vertices of V − x that are incident with edges in F , and we write j(F ) = |Y F | for the
number of such vertices. Please observe that j(F ) |F |; and if the graph G is simple, then j(F ) = |F |.
Our proof of Proposition 5.1 will be based on the following two lemmas:
Lemma 5.2. Let G = (V , E) be a loopless graph equipped with nonnegative real weights w = {we}e∈E ∪
{wv }v∈V , and let x ∈ V . For each F ⊆ E(x), let Y F = {xF1 , xF2 , . . . , xFj(F )} be a labeling of the vertices of V − x
that are incident with edges in F . Then, for all m 1,
cm(x;G,w) wx
∑
∅=F⊆E(x)
w(F )
∑
m1,...,mj(F )0
m1+···+mj(F )=m−|F |
j(F )∏
i=1
cmi
(
xFi ;G − x,w|G−x
)
. (5.11)
Proof. Similar to that given for Facts 1 and 2 in [17, Section 7]. 
Lemma 5.3. (See [17, Lemma 7.2].) Let S be a set in which each element e ∈ S is given a nonnegative real
weight we. Then, for each integer f  0, we have
∑
F⊆S
|F |= f
w(F ) 1
f !
(∑
e∈S
we
) f
. (5.12)
Proof of Proposition 5.1. Let d = d(x;G,w) and  = (G − x,w|G−x). We will prove (5.4)/(5.6) by
induction on m. The statement holds trivially when m = 0, so let us assume that m 1. By Lemma 5.2,
cm(x) wx
∑
∅=F⊆E(x)
w(F )
∑
m1,...,mj(F )0
m1+···+mj(F )=m−|F |
j(F )∏
i=1
cmi
(
xFi ;G − x,w|G−x
)
 wx
∑
∅=F⊆E(x)
w(F )
∑
m1,...,mj(F )0
m1+···+mj(F )=m−|F |
j(F )∏
i=1
wxFi
C(mi,1)
mi
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∑
∅=F⊆E(x)
C
(
m− |F |, j(F ))m−|F |w(F ) j(F )∏
i=1
wxFi
 wx
m∑
f=1
C(m− f , f )m− f
∑
F⊆E(x)
|F |= f
∏
e=xxFi ∈F
wewxFi
(5.13)
where the second line used the induction hypothesis (5.4) applied to the graph G − x (note that
mi < m) and the fact that d(v;G − x,w|G−x)  for all v ∈ V − x; the third line used the identity
(5.9); and the last line used j(F )  |F |, the fact that C(m,k) is an increasing function of k, and the
hypothesis that either wxFi
 1 for all 1 i  j(F ) or G is simple. Using Lemma 5.3, we have
cm(x) wxm
m∑
f=1
(d/) f
f ! C(m− f , f )
= wxm
m∑
f=0
(d/) f
f ! C(m− f , f )
= wxC(m,d/)m, (5.14)
where the second line used C(m,0) = 0 for m 1, and the last line used identity (5.10) with κ = z =
d/. This proves (5.6). 
We now combine Proposition 5.1 with the extended Penrose inequalities from Section 4:
Proposition 5.4. Let G = (V , E) be a loopless graph equipped with complex edge weights w = {we}e∈E . Let
x ∈ V and let n be a positive integer. Then
∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ nn−1
n! ˆ(G,w)
n−1 ∏
e∈E(x)
max
{
1, |1+ we|
}1/2
(5.15)
where ˆ(G,w) is deﬁned in (1.5). Furthermore, if G is simple, then
∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ ∗(G,w)
(n− 1)!
[
∗(G,w) + (n− 1)ˆ(G,w)]n−2 (5.16)
where ∗(G,w) is deﬁned in (1.9).
Proof. We ﬁrst prove (5.15). Construct a nonnegative real weight function wˆ on V ∪ E by putting
wˆ y =∏e∈E(y) max{1, |1 + we|}1/2 for all y ∈ V , and wˆe = |w ′e| for all e ∈ E , where w ′e is deﬁned in
(4.7). For y ∈ S ⊆ V let E(y;G[S]) denote the set of edges of G[S] incident on y. By bound (4.6b) of
Proposition 4.3, we have∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ ∑
Sx
S⊆V
|S|=n
TG[S]
(∣∣w ′∣∣)∏
y∈S
∏
e∈E(y;G[S])
max
{
1, |1+ we|
}1/2
(5.17a)
 cn−1(x;G, wˆ) (5.17b)
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E(y). Inequality (5.15) now follows by applying Proposition 5.1, using the fact that d(x;G, wˆ) and
(G − x, wˆ|G−x) are both bounded above by (G, wˆ) = ˆ(G,w).
We next prove (5.16). Construct a weight function w∗ on V ∪ E by putting w∗x = 1, w∗y =∏
e∈E(y) max{1, |1 + we|}1/2 for all y ∈ V \ {x}, and w∗e = |w˜[x]e | for all e ∈ E , where w˜[x]e is deﬁned
in (4.12). By bound (4.10b) of Proposition 4.4, we have∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ ∑
Sx
S⊆V
|S|=n
TG[S]
(∣∣w˜ [x]∣∣) ∏
y∈S\{x}
∏
e∈E(y;G[S])
max
{
1, |1+ we|
}1/2
(5.18a)
 cn−1
(
x;G,w∗) (5.18b)
by the same reasoning as before. Inequality (5.16) now follows by applying Proposition 5.1, using the
facts that d(x;G,w∗)∗(G,w) and (G − x,w∗|G−x) ˆ(G,w). 
6. Proof of Theorems 1.2 and 1.3 and Lemma 1.4
We can now put together the results of the preceding sections to prove Theorems 1.2 and 1.3. At
the end of this section we will also prove Lemma 1.4.
We begin by stating an analytic lemma that will be needed in proving the equivalence between
the various versions (1.7a)–(1.7d) and (1.10a)–(1.10c) of our bounds. To avoid disrupting the ﬂow of
the argument, the proof of this lemma is deferred to Appendix A.
Lemma 6.1. For λ 0 and β > 0, deﬁne the function
Fλ(β) =min
{
L: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαnL−(n−1) [1+ (n− 1)λ]
n−2
(n− 1)!  β
}
. (6.1)
Then
Fλ(β) = min
1<y<1+β
β yλ
(1+ β − y) log y . (6.2)
Moreover,
F1(β) = βW
(
e
1+ β
)
/
[
1− W
(
e
1+ β
)]2
(6.3)
where W is the Lambert W function [11], i.e. the inverse function to x 	→ xex. Finally, for 0 λ 1 we have
Fλ(β) 4β−1 + (1+ 2λ). (6.4)
Proof of Theorem 1.2. We want to show that ZG(q,w) = 0 whenever |q| Kˆ(Ψ (G,w))ˆ(G,w). We
will do this by verifying the condition (3.4) for the polymer weights (2.4), which we recall are
ξ(S) = q−(|S|−1)CG[S](w) for |S| 2. (6.5)
By inequality (5.15) of Proposition 5.4, for each x ∈ V and each n 1 we have
∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ nn−1
n! ˆ(G,w)
n−1 ∏
e∈E(x)
max
{
1, |1+ we|
}1/2
(6.6a)
 n
n−1
ˆ(G,w)n−1Ψ (G,w)1/2. (6.6b)
n!
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inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαn|q|−(n−1)n
n−1
n! ˆ(G,w)
n−1Ψ (G,w)1/2  1. (6.7)
If we set L = |q|ˆ(G,w)−1 and ψ = Ψ (G,w) in (6.7), this is precisely the inequality contained
in the right-hand side of (1.7a). So ZG(q,w) = 0 whenever L  Kˆ(Ψ (G,w)), i.e. whenever |q| 
Kˆ(Ψ (G,w))ˆ(G,w), where Kˆ(ψ) is deﬁned by (1.7a). The equivalence of (1.7a) with (1.7b), (1.7c)
and the inequality (1.7d) follow from Lemma 6.1 once we observe that Kˆ(ψ) = F1(ψ−1/2). 
Proof of Theorem 1.3. We modify the proof of Theorem 1.2 by using (5.16) in place of (5.15).
Since G is simple, it follows from (5.16) that for each x ∈ V and each n 1 we have∑
Sx
S⊆V
|S|=n
∣∣CG[S](w)∣∣ ∗(G,w)
(n− 1)!
[
∗(G,w) + (n− 1)ˆ(G,w)]n−2
= ∗(G,w)n−1 [1+ (n− 1)μ]
n−2
(n− 1)! (6.8)
where μ = ˆ(G,w)/∗(G,w). Therefore, the condition (3.4) for the weights (2.4)/(6.5) is veriﬁed as
soon as
inf
α>0
(
eα − 1)−1∑
n2
eαn
[|q|−1∗(G,w)]n−1 [1+ (n− 1)μ]n−2
(n− 1)!  1. (6.9)
If we set L = |q|∗(G,w)−1, this is precisely the inequality contained in the right-hand side of
(1.10a). So ZG(q,w) = 0 whenever L  K ∗μ , i.e. whenever |q|  K ∗μ∗(G,w), where K ∗μ = Fμ(1) is
deﬁned by (1.10a). The equivalence of (1.10a) with (1.10b) and the inequality (1.10c) then follow from
Lemma 6.1. 
Discussion. 1. We can now understand why the apparently minor improvement from (4.6b) to (4.10b)
leads to the signiﬁcant improvement (in most cases) of the ﬁnal bound from Theorem 1.2 to Theo-
rem 1.3, namely, replacing a growth ∼ Ψ (G,w)1/2 by 1. Indeed, we can see using Lemma 6.1 that
whenever we have a bound of the form∑
Sx|S|=n
∣∣CG[S](w)∣∣ [1+ λ(n− 1)]n−2
(n− 1)! D
n−1Ψ b, (6.10)
we will obtain a bound on the roots of ZG(q,w) of the form
|q| < DFλ
(
Ψ −b
)
. (6.11)
The bound (4.6b) gives rise to inequality (5.15), which in turn allows us to deduce Theorem 1.2 by
taking D = ˆ, λ = 1 and b = 1/2. On the other hand, the bound (4.10b) gives inequality (5.16), which
allows us to deduce Theorem 1.3 by taking D = ∗ , λ = ˆ/∗ and b = 0.
2. Let us compare the bounds provided by Theorems 1.2 and 1.3:
Theorem 1.2: Kˆ(Ψ (G,w))ˆ(G,w), (6.12a)
Theorem 1.3: K ∗μ∗(G,w) (6.12b)
where μ = ˆ(G,w)/∗(G,w) ∈ (0,1]. Their ratio is therefore
Theorem 1.3
Theorem 1.2
= K
∗
μ
μKˆ(Ψ (G,w))
= Fμ(1)
μF (Ψ (G,w)−1/2)
. (6.13)1
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w)−1/2  μ.9 Since F1(β) is a decreasing function of β (see Proposition A.1(a) in Appendix A), we
have F1(Ψ (G,w)−1/2) F1(μ) and hence
Theorem 1.3
Theorem 1.2
 Fμ(1)
μF1(μ)
≡ g(μ). (6.14)
Both Fμ(1) and μF1(μ) are increasing functions of μ [see Proposition A.1(a), (b)], but their ratio
g(μ) does not have any obvious monotonicity. Numerically we ﬁnd that g(μ) decreases from the
value K ∗0/4≈ 1.223222 at μ = 0 to a minimum value ≈ 0.930714 at μ ≈ 3.70249, and then increases
to 1 as μ → ∞. We have not succeeded in proving that g(μ) g(0) for μ ∈ [0,1], but if is true we
can conclude that Theorem 1.3 is never more than a factor ≈ 1.223222 worse than Theorem 1.2. In
any case we have
g(μ) F1(1)
limμ→0 μF1(μ)
= K
∗
1
4
≈ 1.726913 for μ ∈ [0,1]. (6.15)
We shall see in Examples 7.1 and 7.2 that Theorem 1.3 can indeed be up to a factor ≈ 1.223222 worse
than Theorem 1.2.
3. It is curious that the bound of Theorem 1.3 is not always better than that of Theorem 1.2, despite
using a better “ingredient” in its proof: namely, the bound (4.10b) from Proposition 4.4 always beats
the bound (4.6b) from Proposition 4.3. How is it that the ﬁnal result can sometimes be worse?
The explanation is that the ratio of the bounds (4.10b) and (4.6b)
(4.10b)
(4.6b)
= TH (|w˜
[x]|)
TH (|w ′|)∏e∈E(x) max{1, |1+ we|}1/2 (6.16)
is the product of a “good” factor
∏
e∈E(x) max{1, |1+ we|}−1/2 and a “bad” factor TH (|w˜[x]|)/TH (w ′).
Now, the “bad” factor TH (|w˜ [x]|)/TH (|w ′|) is always bounded by ∏e∈E(x) max{1, |1+ we|}1/2 – which
is why (4.10b) is always better than (4.6b) – so it follows that∑
Sx, |S|=n TG[S](|w˜ [x]|)∑
Sx, |S|=n TG[S](|w ′|)

∏
e∈E(x)
max
{
1, |1+ we|
}1/2  Ψ (G,w)1/2. (6.17)
But there is no guarantee that the upper bounds on the numerator and denominator of (6.17), obtained
by applying respectively the bounds (6.6b) and (6.8), will also have a ratio  Ψ (G,w)1/2. Indeed, it
can happen that this fails (see Examples 7.1 and 7.2).
It is, nevertheless, somewhat disconcerting that Theorem 1.3 is not always better than Theorem 1.2.
It would be nice to ﬁnd a single natural bound that simultaneously improves Theorems 1.2 and 1.3.
Finally, let us prove Lemma 1.4 concerning the behavior of Ψ (G,w) and ˆ(G,w) under parallel
reduction:
Proof of Lemma 1.4. Inequality (1.11) follows immediately from the fact that (1 + w1)(1 + w2) =
1+ w3. To prove (1.12), let us consider the following cases:
9 Proof. For each edge e = xy we have
min
{
|we |, |we ||1+ we |1/2
}
= min
{
|we |, |we ||1+ we |
}
×max{1, |1+ we |}1/2
min
{
|we |, |we ||1+ we |
}
× Ψ (G,w)1/2.
Multiplying this by
∏
f y max{1, |1+ w f |}1/2, summing over e  x, and taking the maximum over x ∈ V , we obtain the desired
inequality. 
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prove that |w3| |w1| + |w2|. Since w3 = w1 + w2 + w1w2, we have
|w3| = |w1 + w2 + w1w2| =
∣∣w1 + w2(1+ w1)∣∣ |w1| + ∣∣w2(1+ w1)∣∣
= |w1| + |w2||1+ w1| |w1| + |w2| (6.18)
since |1+ w1| 1.
Case 2: |1+ w1| 1 and |1+ w2| 1. Then min{|wi |, |wi ||1+wi | } =
|wi ||1+wi | for 1 i  3. Let w
′
i = − wi1+wi
for 1 i  3, so that 1+ w ′i = (1+ wi)−1 for 1 i  3 and hence (1+ w ′1)(1+ w ′2) = 1+ w ′3. Since|1+w ′1| 1 and |1+w ′2| 1, we may apply Case 1 to w ′1, w ′2, w ′3 to deduce that |w ′3| |w ′1|+ |w ′2|,
as required.
Case 3: |1+w1| 1, |1+w2| 1 and |1+w1||1+w2| 1. Then min{|wi |, |wi ||1+wi | } = |wi | for i ∈ {1,3},
and min{|w2|, |w2||1+w2| } =
|w2||1+w2| . By hypothesis we have |1+ w1| |1+ w2|−1. Hence
|w3| =
∣∣w1 + w2(1+ w1)∣∣ |w1| + |w2||1+ w1| |w1| + |w2||1+ w2| , (6.19)
as required.
Case 4: |1 + w1|  1, |1 + w2|  1 and |1 + w1||1 + w2|  1. Then min{|w1|, |w1||1+w1| } = |w1|, and
min{|wi |, |wi ||1+wi | } =
|wi ||1+wi | for i ∈ {2,3}. Let w ′i = −
wi
1+wi for 1  i  3. Then |1 + w ′1|  1 and |1 +
w ′2| 1 with |1 + w ′1||1 + w ′2| 1, so we may apply Case 3 (with indices 1 and 2 interchanged) to
deduce that |w ′3| |w
′
1|
|1+w ′1| + |w
′
2| = |w1| + |w ′2|, as required. 
Remark. We suspect that the transformation
w ′ = − w
1+ w (6.20)
employed in Cases 2 and 4, which satisﬁes (1 + w ′) = (1 + w)−1 and hence preserves the parallel-
connection law (1+w1)(1+w2) = 1+w3, may have other applications in the study of the multivari-
ate Tutte polynomial. This transformation is involutive [i.e. (w ′)′ = w], maps the complex antiferro-
magnetic regime |1+ w| 1 onto the complex ferromagnetic regime |1+ w ′| 1 and vice versa, and
maps the real antiferromagnetic regime −1 w  0 onto the real ferromagnetic regime 0 w ′ +∞
and vice versa. In the physicists’ notation w = e J − 1 where J is the Potts-model coupling, the trans-
formation (6.20) takes the simple form J ′ = − J , which makes its properties obvious.
7. Examples
In this section we examine some examples that shed light on the extent to which Theorems 1.2
and 1.3 are sharp or non-sharp. For each weighted graph (G,w), we attempt to compute or estimate
the quantity
Qmax(G,w) =max
{|q|: ZG(q,w) = 0} (7.1)
and compare it to the upper bounds given by Theorems 1.2 and 1.3. In what follows we abbreviate
ˆ(G,w), ∗(G,w), Ψ (G,w), Qmax(G,w) by ˆ, ∗ , Ψ , Qmax.
Example 7.1. Let G = K2, where the single edge has weight w . Then ZK2 (q,w) = q(q + w), so that
Qmax = |w|. On the other hand, if |1 + w|  1 we have ˆ = |w|/|1 + w|1/2, ∗ = |w|, Ψ = |1 + w|
and μ = ˆ/∗ = 1/|1+w|1/2. Theorem 1.2 gives the bound |q| < Kˆ(Ψ )ˆ, which behaves like 4|w| as
|w| → ∞, while Theorem 1.3 gives the bound |q| < K ∗μ∗ , which behaves like K ∗0 |w| ≈ 4.892888|w|
as |w| → ∞. So Theorem 1.2 is off by a factor of 4 from the truth, while Theorem 1.3 is off by a
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tending to K ∗0/4≈ 1.223222.
For the special case of G = K2, the convergence conditions (6.7) and (6.9), which were used in the
proofs of Theorems 1.2 and 1.3, respectively, become
inf
α>0
(
eα − 1)−1e2α|q|−1ˆ(G,w)Ψ (G,w)1/2  1, (7.2)
inf
α>0
(
eα − 1)−1e2α|q|−1∗(G,w) 1 (7.3)
because the only polymer in the graph K2 has size n = 2. Since ˆ(G,w)Ψ (G,w)1/2 = ∗(G,w) =
|w|, we have
(7.2) ⇐⇒ (7.3) ⇐⇒ |q| 4|w|, (7.4)
which differs from the truth Qmax = |w| by a factor of 4. We can understand this behavior as follows:
(1) The lost factor of 4 comes from the fact that, for a polymer gas consisting of a single polymer
S of cardinality |S| = 2, the Gruber–Kunz–Fernández–Procacci condition (Proposition 3.1) gives Ξ = 0
whenever |ρ(S)| 1/4, whereas the truth is that Ξ = 0 whenever |ρ(S)| < 1.
(2) Though the convergence condition (6.7) involves a sum
∑∞
n=2, the terms for n > 2 make a
negligible contribution in the limit |w| → ∞ because
|q|−(n−1)ˆ(G,w)n−1Ψ (G,w)1/2 = (|w|/|q|)n−1|1+ w|−(n−2)/2, (7.5)
which tends to zero as |w| → ∞ whenever |q| const × |w| and n > 2. That is why Theorem 1.2 is
off from the truth by the same factor 4 that we see in (7.4), despite the fact that its proof allows for
arbitrarily large polymers that do not occur when G = K2.
(3) By contrast, in the convergence condition (6.9), the terms with n > 2 do not disappear in the
limit |w| → ∞ with |q| of order |w|, because[|q|−1∗(G,w)]n−1 = (|w|/|q|)n−1 (7.6)
is of order 1 for all n. This is why Theorem 1.3 is off from the truth by more than the factor 4 that we
see in (7.4); we lose an additional factor K ∗0/4≈ 1.223222 by allowing for nonexistent large polymers.
Example 7.2. In any simple graph G with at least one edge, we can choose weights w such that
Theorem 1.2 beats Theorem 1.3 by a factor arbitrarily close to K ∗0/4 ≈ 1.223222. It suﬃces to take
we = w (with |1 + w|  1) on all the edges of a nonempty matching, and we = w0 on all other
edges; then as w0 → 0 we have Qmax → |w|, ˆ → |w|/|1+ w|1/2, ∗ → |w|, Ψ → |1+ w| and μ =
ˆ/∗ → 1/|1+ w|1/2. So the comparison of the bounds is the same as for G = K2, and Theorem 1.2
beats Theorem 1.3 by a factor tending to K ∗0/4≈ 1.223222 as |w| → ∞.
For instance, let G be the n-cycle Cn with n 3, taking we = w for exactly one edge and we = w0
for all other edges. Then ZG(q,w) = (q + w)(q + w0)n−1 + wwn−10 (q − 1). As |w| → ∞ at ﬁxed n
and w0, we have Qmax(G,w) = |w| + o(|w|). On the other hand, if |1 + w0|  1 and |w|  |w0|
we have ˆ(G,w) = |w0| + |1 + w0|1/2|w|/|1 + w|1/2, ∗(G,w) = |w0||1 + w0|1/2 + |1 + w0|1/2|w|
and Ψ (G,w) = |1 + w0||1 + w|. Therefore, as |w| → ∞ the bounds of Theorems 1.2 and 1.3 are
4|1 + w0||w| + O (|w|1/2) and K ∗0 |1 + w0|1/2|w| + O (1), respectively, where K ∗0 ≈ 4.892888. Both of
these bounds have the correct order of magnitude as |w| → ∞ at ﬁxed n and w0, but are off by a
constant factor (4|1+ w0| or K ∗0 |1+ w0|1/2, respectively). The bound given by Theorem 1.2 is better
than that given by Theorem 1.3 when |1+ w0| is small, and worse when |1+ w0| is large.
Example 7.3. Let G = K (k)2 (a pair of vertices connected by k parallel edges) with we = w for all e.
Then ZG(q,w) = q[q + (1 + w)k − 1], so Qmax(G,w) = |(1 + w)k − 1|. Now, if |1 + w|  1 we have
ˆ(G,w) = k|w||1+ w| k2−1 and Ψ (G,w) = |1+ w|k . Therefore, as |w| → ∞ at ﬁxed k, the bound of
Theorem 1.2 is a factor 4k from being sharp.
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weight wˆ = (1+w)k −1 on its single edge, and then apply Theorem 1.2 or 1.3 to (Gˆ, wˆ). The resulting
bound is then (as |w| → ∞) a factor 4 or ≈ 4.892888 from being sharp (see Example 7.1).
Example 7.4. Let G be the n-cycle Cn (which is simple for n  3), with we = w for all e. Then
ZG(q,w) = (q+ w)n + (q− 1)wn . As |w| → ∞ at ﬁxed n, we have Qmax(G,w) = |w|n/(n−1) + O (|w|).
On the other hand, if |1+w| 1 we have ˆ = 2|w|, ∗ = 2|w||1+w|1/2 and Ψ = |1+w|2. Therefore,
as |w| → ∞ the bounds of Theorems 1.2 and 1.3 are 8|w|2 + O (|w|) and 2K ∗0 |w|3/2 + O (|w|), respec-
tively (here 2K ∗0 ≈ 9.785776). Both of these bounds have the wrong order of magnitude as |w| → ∞
at ﬁxed n  4, but the bound given by Theorem 1.3 is a signiﬁcant improvement over that given by
Theorem 1.2. 
Example 7.5. Let G be the complete graph Kn . Take we = w > 0 for all e, with w ﬁxed independent
of n (unlike the usual [8] scaling w = λ/n). Then Janson [18] has very recently proven that
lim
n→∞
1
n2
log ZKn
(
eαn,w
)=max[1
2
log(1+ w),α
]
for α  0. (7.7)
[This is because the sum (1.1) is dominated by two contributions: the terms with (V , A) connected,
which together contribute eαn(1 + w)(n2)[1 + o(1)], and the term A = ∅, which contributes eαn2 .] It
then follows from the Yang–Lee [36] theory of phase transitions (see e.g. [29, Theorem 3.1]) that
ZKn (e
αn,w) must have complex roots αn that converge to α = 12 log(1 + w) as n → ∞. Hence
Qmax(Kn,w) (1+ w)n/2+o(n) (and this is presumably the actual order of magnitude). On the other
hand, we have ∗(Kn,w) = (n − 1)w(1+ w)n/2−1, so that the upper bound given by Theorem 1.3 is
nearly sharp when n → ∞ at ﬁxed w > 0 [it exceeds the truth by at most a factor eo(n) even though
both the truth and the bound are growing exponentially in n].
By contrast, ˆ = (n−1)w(1+w)(n−3)/2 and Ψ = (1+w)n−1, so the bound of Theorem 1.2 is much
worse because of its growth as (1+ w)n−2 rather than (1+ w)n/2−1.
Example 7.6. Let G be a large ﬁnite piece of the simple hypercubic lattice Zd (for some ﬁxed d  2)
with nearest-neighbor edges, and take we = w > 0 for all e. For real q > 0 suﬃciently large, it is
known [24,23,20,22,10] that the ﬁrst-order phase-transition point wt lies at
wt(q) = q1/d + O (1). (7.8)
It then follows from the Yang–Lee [36] theory of phase transitions that there will be complex zeros
of the partition function arbitrarily close (as G grows) to the phase-transition point (q,wt(q)); so
as w ↑ ∞ (for ﬁxed d  2) we will have asymptotically Qmax(G,w)  wd[1 + O (1/w)] (and this is
presumably the actual order of magnitude). Since ∗(G,w) = 2dw(1 + w)d−1/2, the upper bound
given by Theorem 1.3 is off by at most a factor of order w1/2 (i.e. it grows as wd+1/2 instead of wd).
By contrast, ˆ = 2dw(1 + w)d−1 and Ψ = (1 + w)2d , so the bound of Theorem 1.2 is again much
worse, because it grows as w2d rather than wd+1/2.
Example 7.7. Let G be a disjoint union G = G1 unionmulti G2. Then Qmax(G) = max{Qmax(G1), Qmax(G2)},
ˆ(G) = max{ˆ(G1), ˆ(G2)} and Ψ (G) = max{Ψ (G1),Ψ (G2)}. But the product Kˆ(Ψ )ˆ for G can ex-
ceed the maximum of those for G1 and G2 because one factor could be maximized for G1 and the
other for G2. For instance, for i = 1,2 let Gi be an ri-regular graph with all edge weights equal to wi ,
where |1+ wi | 1. Then
ˆ(Gi) = ri|wi ||1+ wi |ri/2−1, (7.9a)
Ψ (Gi) = |1+ wi |ri . (7.9b)
Now choose (for instance) r1 = ρ  1, r2 = 3, w1 = 1, w2  1. Then
ˆ(G1)
ˆ(G2)
= ρ2
ρ/2−1
3w2(1+ w2)1/2 ≈
ρ2ρ/2
6w3/2
(7.10)2
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Ψ (G2)
Ψ (G1)
= (1+ w2)
3
2ρ
≈ w
3
2
2ρ
. (7.11)
So if we choose
ρ22ρ  w32  2ρ (7.12)
we will have ˆ(G1)  ˆ(G2) but Ψ (G2)  Ψ (G1).
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Appendix A. Proof of Lemma 6.1 and related facts
In this appendix we prove Lemma 6.1. Actually, we prove much more: though only parts (e), (f), (h)
of Proposition A.1 below actually arise in Lemma 6.1 and hence in the proofs of Theorems 1.2 and 1.3,
we think it worthwhile to collect here some additional properties of the function Fλ(β) deﬁned by
(A.1). Some of these properties will be invoked in the Discussion after the proof of Theorem 1.3, while
others may end up playing a role in future work.
Proposition A.1. For λ 0 and β > 0, deﬁne the function
Fλ(β) =min
{
L: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαnL−(n−1) [1+ (n− 1)λ]
n−2
(n− 1)!  β
}
. (A.1)
Then:
(a) Fλ(β) is an increasing function of λ and a decreasing function of β .
(b) β Fλ(β) is an increasing function of both λ and β .
(c) Fλ(μ/λ)/λ is a decreasing function of both λ and μ(> 0). In particular, Fλ(β)/λ is a decreasing function
of both λ and β .
(d) log Fλ(β) is a convex function of logβ .
(e) We have
Fλ(β) = min
1<y<1+β
β yλ
(1+ β − y) log y . (A.2)
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F0(β) = β
1+ β W
(
(1+ β)e)/[W ((1+ β)e)− 1]2, (A.3)
F1(β) = βW
(
e
1+ β
)
/
[
1− W
(
e
1+ β
)]2
(A.4)
where W is the Lambert W function [11], i.e. the inverse function to x 	→ xex.
(g) For 0 λ λ′ we have
Fλ(β)
1+ 2λ
1+ 2λ′ Fλ′
(
1+ 2λ
1+ 2λ′ β
)
. (A.5)
(h) For 0 λ 1 we have
Fλ(β) 4β−1 + (1+ 2λ). (A.6)
Proof. (a) It is immediate from the deﬁnition (A.1) that Fλ(β) is increasing in λ and decreasing in β .
(b) The change of variables L′ = βL in (A.1) shows that
β Fλ(β) =min
{
L′: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαn
(
L′
)−(n−1)
βn−2 [1+ (n− 1)λ]
n−2
(n− 1)!  1
}
(A.7)
is increasing in both λ and β .
(c) The change of variables L′′ = L/λ in (A.1) shows that
Fλ(μ/λ)
λ
=min
{
L′′: inf
α>0
(
eα − 1)−1 ∞∑
n=2
eαn
(
L′′
)−(n−1) [λ−1 + (n− 1)]n−2
(n− 1)! μ
}
(A.8)
is decreasing in both λ and μ.
(d) Suppose that we have triplets (αi, Li, βi) satisfying
∞∑
n=2
eαinL−(n−1)i
[1+ (n− 1)λ]n−2
(n− 1)!  βi
(
eαi − 1) (A.9)
for i = 1,2. Now let κ ∈ [0,1] and deﬁne
α¯ = κα1 + (1− κ)α2, (A.10a)
L¯ = Lκ1 L1−κ2 , (A.10b)
β¯ = βκ1 β1−κ2 . (A.10c)
Then Hölder’s inequality with p = 1/κ and q = 1/(1− κ) yields
∞∑
n=2
eα¯n L¯−(n−1) [1+ (n− 1)λ]
n−2
(n− 1)!  β¯
(
eα1 − 1)κ(eα2 − 1)1−κ . (A.11)
And since the function α 	→ log(eα −1) is concave on (0,∞), we have (eα1 −1)κ (eα2 −1)1−κ  eα¯ −1.
This proves (d).
(e) The proof that (A.1) is equivalent to (A.2) will be modelled on an argument of Borgs
[9, Eq. (4.22) ff.], who proved a related result.
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and recall [32, p. 28] that its inverse map is the tree function
T (x) =
∞∑
n=1
nn−1
n! x
n, (A.12)
which is convergent and monotonically increasing for 0  x  1/e and satisﬁes T (ce−c) = c for 0 
c  1. Moreover, it is well known (see e.g. [11, Eq. (2.36)]) that for all real κ > 0 one has [cf. (5.8)]
(
T (z)
z
)κ
=
∞∑
m=0
κ(m+ κ)m−1
m! z
m (A.13)
(this is an easy consequence of the Lagrange inversion formula). Writing for convenience U (z) =
T (z)/z, we therefore have
∞∑
n=1
[1+ (n− 1)λ]n−2
(n− 1)! z
n = zU (λz)1/λ (A.14)
for all real λ > 0.
The inequality on the right-hand side of (A.1) is then equivalent to the statement that λeα/L  1/e
(otherwise the sum would be divergent) and
eαU
(
λeα/L
)1/λ − eα  β(eα − 1). (A.15)
Eliminating L in favor of a new variable c deﬁned by λeα/L = ce−c with 0 c  1, and using the fact
that U (ce−c) = ec , we see that the inequality on the right-hand side of (A.1) is equivalent to
c min
{
1, λ log
[
1+ β(1− e−α)]}. (A.16)
Since L = λeα/(ce−c), and ce−c increases monotonically with c for 0  c  1, we deduce that (A.16)
is equivalent to
L 
{
eα [1+β(1−e−α)]λ
log[1+β(1−e−α)] if β(1− e−α) e1/λ − 1,
λeα+1 if β(1− e−α) e1/λ − 1.
(A.17)
Changing variables from α to y = 1+ β(1− e−α), we can rewrite this as
L 
⎧⎨
⎩
β yλ
(1+β−y) log y if 1 < y < min(e
1/λ,1+ β),
λβe
1+β−y if e
1/λ  y < 1+ β.
(A.18)
Now we can optimize over y: the minimum will always be found in the interval 1 < y  e1/λ, so we
have
Fλ(β) = min
1<y<min(e1/λ,1+β)
β yλ
(1+ β − y) log y = min1<y<1+β
β yλ
(1+ β − y) log y , (A.19)
where the ﬁnal equality results from the fact that yλ/[(1+ β − y) log y] is increasing for e1/λ  y <
1+ β . This proves the equivalence of (A.1) with (A.2) for λ > 0; and the case λ = 0 follows by taking
limits (or by an easy direct proof).
(f) For λ = 0, simple calculus shows that the minimum in (A.2) is attained at y = (1+ β)/W ((1+
β)e), so that F0(β) is given by (A.3). Likewise, for λ = 1, simple calculus shows that the minimum in
(A.2) is attained at y = (1+ β)W (e/(1+ β)), so that F1(β) is given by (A.4).
B. Jackson et al. / Journal of Combinatorial Theory, Series B 103 (2013) 21–45 43(g) To prove the comparison inequality (A.5), it suﬃces to observe that whenever 0 λ λ′ and
n 2 we have(
1+ (n− 1)λ
1+ (n− 1)λ′
)n−2

(
1+ 2λ
1+ 2λ′
)n−2
(A.20)
(just consider n = 2 and n 3 separately). Inserting this into the deﬁnition (A.1) yields (A.5).
(h) To prove the upper bound (A.6), write y = 1+ x in (A.2) and use the inequalities
1
log(1+ x) 
1
x
+ 1
2
, (A.21)
(1+ x)λ  1+ λx (A.22)
which are valid for all x > 0 and 0 λ 1.10 Therefore,
β yλ
(1+ β − y) log y 
β(1+ λx)( 1x + 12 )
β − x . (A.23)
The latter function is minimized at x = (−2 +√4+ (2+ 4λ)β + 2λβ2)/[1 + (2 + β)λ] ∈ (0, β), with
minimum value
1
2
+ λ + 2
β
+ 2
β
√
(1+ β/2)(1+ λβ). (A.24)
This, in turn, is bounded above by 4β−1 + (1+ 2λ) on the entire interval 0 < β < ∞.11 [Alternatively,
it suﬃces to make this proof for λ = 1 and then invoke (A.5) to deduce the result for 0 λ < 1.] 
Remarks. 1. The proof of Proposition A.1(e) becomes a bit simpler for β  e1/λ − 1, and hence we
need not worry about the second case in (A.17) and (A.18). This simpliﬁcation applies in particular
when λ  1 and β  1, which covers what is needed in the proofs of both Theorem 1.2 (λ = 1,
β = ψ−1/2  1) and Theorem 1.3 (0 < λ 1, β = 1).
2. We can compute the small-β asymptotics of Fλ(β) by expanding (A.2) in powers of y − 1: the
minimum is located at
y = 1+ 1
2
β − 1+ 2λ
16
β2 + 5+ 12λ
192
β3 − 43+ 122λ + 12λ
2 − 24λ3
3072
β4 + · · · (A.25)
and we have
Fλ(β) = 4β−1 + (1+ 2λ) − 7+ 12λ − 12λ
2
48
β + 11+ 26λ − 12λ
2 − 8λ3
192
β2 + · · · . (A.26)
For λ = 0,1 an alternate method is to expand (A.3)/(A.4): we obtain
F0(β) = 4β−1 + 1− 7
48
β + 11
192
β2 − 443
15360
β3 + 607
36864
β4 − · · · , (A.27)
F1(β) = 4β−1 + 3− 7
48
β + 17
192
β2 − 923
15360
β3 + 8113
184320
β4 − · · · . (A.28)
10 Proof of (A.21). Write t = log(1+ x) > 0; then (A.21) states that 1/t  1/(et − 1) + 1/2. This is trivially true for t  2; and
for 0 < t < 2 it is equivalent to et − 1 t/(1− t/2), which is obvious from the Taylor series. 
11 Proof. We have
√
(1+ c1β)(1+ c2β) 1+ c1 + c2
2
β
for all c1, c2, β  0, as is easily seen by squaring both sides and using the arithmetic–geometric-mean inequality
√
c1c2 
(c1 + c2)/2. 
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Kˆ(ψ) = 4ψ1/2 + 3− 7
48
ψ−1/2 + 17
192
ψ−1 − 923
15360
ψ−3/2 + 8113
184320
ψ−2 − · · · . (A.29)
3. In the preprint version of this paper,12 we conjectured (based on plots of F1 and its deriva-
tives) that F1(β) is a completely monotone function of β on (0,∞), i.e. (−1)k dk F1(β)/dβk  0 for
all β > 0 and all integers k  0, and indeed that G1(β) = F1(β) − 4/β is completely monotone,
which is stronger.13 Even more strongly, we conjectured (based on computations for Imβ > 0) that
Gλ(β) = Fλ(β) − 4/β is a Stieltjes function for λ = 0 and λ = 1, i.e. it can be written in the form
f (β) = C +
∫
[0,∞)
dρ(t)
β + t (A.30)
where C  0 and ρ is a positive measure on [0,∞).14 This latter conjecture has now been proven by
Kalugin, Jeffrey and Corless [19]. It is even possible that Gλ is a Stieltjes function also for 0 < λ < 1,
but a different method of proof will be needed.
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