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RkSUMl? 
M. Marcus et M. Sandy ont ktabli que la norme trace 11 AIll et le rayon numkrique 
r(A) d’une matrice n X n complexe A vhifient l’inCgalit6: (IAlll < nr( A) et ont 
dCcrit les matrices A &&ant l’t?galit& II AlI1 = nr( A). Nous montrons que la norme 
II * Ild don&e par: II All: = max{Zi= 1 lb,, k12 ; B = (b,, 1) = U*AU; u matrice uni- 
take) vdrifie les i&gali&: IIAlll < n 1/2Il Alld d w(A). De plus les matrices A 
v&&ant 1’6galit6: I/ Alld = n’12r(A) sont pr&i&ment celles qui vhifient 1’6galit6: 
IIAlll = nr(A). 0 Elsevier Science Inc., 1997 
1. TERMINOLOGIE ET NOTATIONS 
Nous d&ignons par M,,, l’espace vectoriel des matrices complexes 
n X k, par M, l’alg&bre des matrices complexes n X n et par U, le groupe 
des matrices unitaires complexes n x n. 
Dew matrices A, B E M, sont dites unitairement semblables s’il existe 
une matrice unitaire U E U, vhifiant: B = U*AU. 
La somme directe de deux matrices A E M, et B E M,, avec p + q = n, 
est la matrices diagonale par blocs C E M,, de blocs diagonaux respective- 
ment A et B. Cette somme directe est not&e: A @ B. 
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Etant don&e une matrice A = (a,, I) E M,, nous notons diag( A) la 
matrice diagonale de m&me diagonale que A, i.e. la matrice: (6,,la,,l), 06 
6, 1 = 0, k # 1; 8, k = 1; 1 =G k, 1 < n. 
Quatre normes sur M, sont utilisees dans la suite: 
(1) la norme trace II * III: lIAll1 = tr[(AA*)1’2], A E M,; 
(2) la norme de Frobenius I( * (12: II AlIs = [tr(AA*)J’/2, A E M,; 
(3) la norme )I * IId: ((AlId = max{kliag(U*AU)Ijs; U E U,,}, A E M,; 
(4) le rayon numerique r(s): r(A) = maxII X*AXI; X E M,,, 1; X*X = 11, 
A E M,. 
Precisons que le rayon numerique d&it, sur l’algebre M,,, une norme 
non matricielle, i.e. non sous-multiplicative [2, p. 71. 
Rappelons que l’image numerique W(A) dune matrice A E M, est la 
par-tie convexe et compacte du plan complexe definie par: W(A) = 
{X*AX; X E M, 1; X*X = l}. En particulier, lorsque A est une matrice 
2 x 2, la front&e d W( A) de l’image numerique W(A) de A est une ellipse 
de centre: fl = i tr A et de foyers les valeurs propres de A. 
Nous considererons egalement dans la suite le disque ferm6: I’(A) = {z 
E C; (zJ < r(A)) et sa front&e: ar(A> = {z E C; 1.~1 = r(A)). 
2. LES RBSULTATS DE MARCUS ET SANDY 
M. Marcus et M. Sandy ont Qtabli le resultat suivant [3, Theorem 1, p. 
3391: 
TH$OI&ME A. 
(1) Toute matrice A E M, v&j&z Z’inbgalite’: IIAlll Q w(A). 
(2) Pour qu’une m&rice non n&e A E M, vh-ije l’6galite’: 
II Ah = nr( A), (*> 
il faut et il suj% que la m&rice r( A)-‘A soit unitairement semblable ci la 
s0mm.e directe d’une m&rice diagonale unitaire et de matrices 2 x 2 de la 
f 0TWM?: 
auec: 0 < IdI < 1 et: (Y E R. 
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REMARQUE. Les matrices: 
[ :z “11 et[ -fd, Id -1 1 
sont unitairement semblables. 
Preuve. Posant: d = Idlein, on obtient: 
Les matrices 2 X 2 &&ant l’6galit6 ( * ) sont d&rites dans I’Lnonck 
suivant: 
TH~?OR&ME B. Pour une m&ice non nulle A E M,, les assertions 
suivantes sont hquivalentes : 
(i) la m&rice A v&$e l’hgalite’: ( * ) 11 AIll = 2r( A); 
(ii) la m&rice A est soit unitaire, soit de trace nulle; 
(iii) les extrLmit& du grand axe de l’ellipse aW( A) appartiennent au 
cercle d I’( A). 
3. ~NON&S DES R~SULTATS 
Les deux rksultats qui suivent apportent des prkisions aux deux asser- 
tions du th&or&me A dfi i Marcus et Sandy [3, ThBo&me 1, p. 3391: 
TH~ORBME 3.1. Toute matrice A E M, v&ifze les inhgalittb : 
II Ah < di211 Alid Q nr( A). 
TH~?OR&ME 3.2. Pour qu’une m&rice A E M, v&ij?e l’&galit& 
II AlId = n’12r( A), 
il faut et il sufit qu’elle v&$e 1’Lgalite’: 
IlAh = nr( A). 
(**> 
(*) 
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4. INl%GALITi?S 
Donnons la preuve des i&gab& figurant dans l’dnonce du theoreme 3.1. 
(1) Zn~ggalite’: IIAlld < n112 r(A). Pour toute matrice A E M, et pour 
toute matrice unitaire U E U,, on a: (lldiag(U*AU)l/2)’ < nr(A)‘, d’oti le 
rksultat. 
(2) In&g&e’: II Alli < .1’211 AlId. Ecrivons la decomposition polaire de 
la matrice A: A = HU,,, avec: H = (AA*)‘/’ et U,, E U,. On a: H = U*xU, 
avec: 2 = diag(a,(A), a,(A), . . . , CT~(A)>, oh: (a,(A), mJA), . . . , c”(A)> 
designe la suite decroissante des valeurs singulieres de la matrice A. Diago- 
nalisons la matrice unitaire U,,; on obtient: U, = V*DV, avec: V E U, et 
D = diag(d,, d,, . . . , d,) E U,. Ainsi, on a: A = (U*~UxV*DV> = 
V*(W*xW * D>V, avec: W = W *. Posons: W *I;W = S = (sk,[). Comme 
la matrice S est positive, On U: (( Alli = tr 2 = tl(W*CW) = c;=, sk,k = 
C;=lJsk,kdkl < n112 (CL= 1/sk,kdk)2)1/2 = n112 Ildiag(SD)ll2 = nl/’ 
lldiag(VAV*)lls < n1’2ll AlId. 
5. 6TUDE DES MATRICES 2 X 2 Vl?RIFIANT L’l?GALITk (* *> 
Nous nous proposons d’etablir que, pour une matrice 2 X 2, les egalitis 
(* ) et ( * *) sont equivalentes. 
Designons par 0 l’origine du plan complexe, par E, et E, les extremites 
du grand axe de I’ellipse d, W( A), front&e de l’image numerique W(A) de la 
matrice A E M,. Enfin, posons: A, = A - i(tr A)Z, oti Z E M, est la 
matrice unite. 
LEMME 5.1. La nor-me IIAJld d’une mat&e A E M, est don&e par les 
expressions: (llAlld>2 = (OE,)2 + (OE2j2 = $tr Ai2 + 2r(A,)2. 
Preuve. Utilisant les notations rappel&es i la fin du $1 et celles qui 
precedent l&once du lemme ci-dessus, on obtient, grke B l’egalite du 
parall6logramme: 
(IIAlld)” = max{(OM)2 + (ON)‘; M, N E W(A), QM = KIN) 
= 2max{(OSl)” + (RM)2; M E W(A)} = 2(OQ)2 + 2(fkE,)2 
= ( 0El)2 + (OE,)’ = $tr Al2 + 2r( A,)2. ??
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Nous sommes maintenant en mesure d’etablir l’equivalence des egalites 
( * > et ( * *) pour une matrice 2 X 2: 
TH~~OREME 5.2. i&ant don&e une m&rice non nulle A E M,, les asser- 
tions suivantes sont hquivalentes: 
(i) la m&rice A v&zje l’6gabte’: (* *) I( Alld = 21/2r(A); 
(ii) on a: OE, = OE, = r(A); 
(iii) la matrice r( A)-l A est soit unitaire, soit de trace ride; 
(iv) la mutrice A v&i$e Z’LgaZite’: (*) II AIll = 2r( A). 
Preuve. (i) * (ii): Sous l’hypothese et compte tenu du lemme 5.1, on 
obtient: 2r(A)’ = (11 Al(d)’ = (OE,)2 + (OE2)2, d’oti: OE, = OE, = r(A). 
(ii) * (iii): Par hyp o th &se, les extremites E, et E, du grand axe de 
l’elhpse d W( A) appartiennent au cerle ar( A); l’inclusion: W( A) C r( A) 
implique alors que l’ellipse d W( A) est soit reduite i son grand axe, soit 
cent&e i l’origine; c’est dire que soit la matrice A est normale et ses deux 
valeurs propres sont de msme module, done A est multiple scalaire dune 
matrice unitaire, soit la matrice A est de trace nulle. 
(iii) * (iv): Bien que cette implication resulte du theoreme principal de 
Marcus et Sandy [3, Theorem 1, p. 3391, nous en donnerons une preuve. 
Si la matrice r( A)-lA est unitaire, nous pouvons supposer la matrice A 
diagonale: A = diag(a, b), avec: lal = Ibl. On a alors: llAlI1 = lal + lb1 = 2lal 
= 2r( A). 
Si la matrice A est de trace nulle, le rayon numerique de A est don& 
par: 4r(A)2 = tr( AA*) + 2ldet Al [2, Theo&me 1.3.6, p. 231. D’autre part, 
pour toute matrice A E M,, on a: 
(II Al11)~ = [ a,( A) + u2( A)12 = (+i( A)2 + a,( A)’ + 2a,( A)g2( A) 
= tr( AA*) + 2ld6t Al. 
(iv) * (i): C’est immediat en vertu du theoreme 3.1. w 
6. MATRICES MAXIMALES-(d-r). 
Nous dirons desormais qu’une matrice A E M, est (d-r) si elle verifie 
l’egahte (* *>: 11 AIld = n112 r(A) et qu’une matrice A E M, est m&male- 
(d-r) si elle v&-ifie l’egalite: lldiagf A)112 = n’12r( A). Dire qu’une matrice A 
est maximale-(d-r) equivant done i dire que A v&Be les egalites ( * * > et: 
Ildiag(A>ll2 = II AlId. U ne matrice (d-r) est une matrice unitairement sem- 
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blable B une matrice maximale-(d-r). Le theoreme 3.2, qui constitue le 
resultat principal de ce travail et qui sera 6tabh plus loin, montre que les 
matrices (d-r) ne sont autres que les matrices v&ifiant l’egalite (*I. 
Le r&ultat suivant est une caracterisation immediate des matrices maxi- 
males-(d-r). 
THI?ORI?ME 6.1. l&ant don&e une m&rice A E M,, les assertions suiv- 
antes sont &quivalentes: 
(i) la m&rice A est maximale-(d-r); 
(ii) les coefficients diagonaux ak,k de la matrice A v&$ent les 6galit&: 
lak,kl = r(A), 1 d k d n. 
Enonsons une caractkisation des matrices 2 X 2 maximales-(d-r) qui 
montre que ces matrices sont celles que considerent Marcus et Sandy [3, 
Lemma 5, p. 3471 sous le nom de “matrix in unital normal form”: 
THI?OR~?ME 6.2. Etant donn.&e une m&rice non nulle A E M,, les asser- 
tions suivantes sont 6quivalentes: 
(i) la matrice A est maximule-(d-r); 
(ii) il existe oh scalaires (Y, P E R et d E C, avec: 0 < (dl < 1, tels que 
la matrice r(A)-’ A soit l’une ou l’autre ah mutn’ces: 
diag( eia, eiB) et eia[ _Ia !I]. 
Preuve. (i) 3 (ii): I&ant (d-r), la matrice r( A)-‘A est soit unitaire, soit 
de trace nulle en vertu du theoreme 5.2. 
Supposons tout d’abord la matrice r( A)-‘A unitaire. Alors la matrice A 
est nor-male; c’est dire qu’on a: 11 A(12 = 11 AlId. La matrice A &ant maximale- 
(d-r), on a: Ildiag( A>112 = II AlId, done: kliag( A)112 = I) AlIz. La matrice A est 
done bien diagonale. 
Supposons maintenant que la matrice A soit de trace nulle. I1 resulte du 
theoreme 6.1, que la matrice r( A)-lA peut s’ecrire: 
b r(A)-lA=e’” f _1 , [ 1 
avec: IY E R et b, c E C. Montrons qu’on a: c = -z; bien que cette egahte 
resulte de [l, Satz 5, p. 451, nous en donnerons cependant une preuve. 
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L’&&t& c = -& r&ulte du fait que le rayon numerique de la matrice: 
est 6gaI B l.En effet, le rayon numerique r(B) de la matrice B est don& par 
[2, 1.3.6.b, p. 231: 4r(B)’ = tr(BB*) + 2ld6t BI. On obtient done: 
b& + cE + 211 + bcl = 2. 
La relation (1) equivaut aux deux relations: 
(1) 
(b& + CC - 2)’ = 4(1 + bc)(l +k), 
b& + cz - 2 < o. 
I1 resulte de I’egaht6 (1) que les scalaires b et c sont soit tous dew nuls, et 
dans ce cas la matrice r(A)-’ A est unitaire, soit tous deux non nuls. Dans ce 
demier cas, posons: c = hE. Un calcul aise montre que les deux relations 
ci-dessus sont dquivalentes aux relations: 
411 + h12 = (1 - lh12)21b12, 
(1 + lh12)1b12 < 2. 
Envisageons deux cas: 
Premier cas: I hl = 1. On a alors necessairement: h = - 1 et Ibl < 1, i.e. 
c = -b et I bl < 1. La matrice A a bien la forme proposee. 
Deuxi&ne cu.s: Ihl # 1. On peut alors em-ire: 
lb12 = 
411 f hi2 2 
(1 _ lh\2)2 ’ l+lh12’ 
Soit: 211 + h12(1 + lhl2) =Z (1 - lh12)2. Or on a: 11 - lhll < 11 + hi. On en 
deduit aisement I’in6galit6: (1 - lhl)2 < 0. I1 en resulte qu’on a: Ihl = 1, ce 
qui contredit l’hypothese. 
(ii) =+ (9: Le rayon numkque de la matrice de trace nulle: 
avec: & < 1, est don& par [2, 1.3.6b, p. 231: 4r( Al2 = td AA*) + 2(d& Al 
=2+2dz+211-dJl=4. ??
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7. DESCRIPTION DES MATRICES (d-r). 
L’objet de cette demiere partie de notre travail est de donner la preuve 
du theoreme 3.2 &once plus haut. En d’autres termes, il s’agit de montrer 
que les matrices vkifiant 1’6galit6 (* *) sont precisement celles qui v&Rent 
I’egalite ( * ). 
L&once qui suit foumit des prop&& de stab&t& des matrices maxi- 
males-(d-r). 
TH~OR~ME 7.1. 
(1) Toute sous-matrice principab d’une m&rice maximule-cd-r) est muxi- 
male-(d-r). 
(2) La somme directe de deux matrices maximules-(d-r) de m&n.e rayon 
numhique est maximule-(d-r). 
Preuve. (1): Soit A = (a,.,) E M, une matrice maximale-(d-r); soit: 
J = (I, 2,. . *, n}. Considerons la sous-matrice principale de A don&e par: 
B = (a,.,)(k,Z) E] XJ. L ‘ima g e num&ique W(B) de I? est contenue dans 
I’image numerique W(A) de A [2, 1.2.11, p. 131. On en dgduit l’i&galite 
entre rayons numeriques: r(B) < r(A). Or, il r&ulte de la caractkisation 
des matrices maximales-(d-r) don&e dans le th&oreme 6.1 qu’on a pour tout 
k E J: r(A) = lak, k , I < r(B). Ainsi, on obtient: r(B) = lak,,+l, k E J. La 
matrice B est done bien maximale-(d-r). 
(2): Considerons deux entiers: p, q E N * et deux matrices maximales-(d- 
r): B = (bk, I) E M,, C = cc,, l) E M, de mgme rayon numerique: r(B) = 
r(C). Soit: A = B @ C = (ak,l). Alors tout coefficient diagonal a&., k de A 
verifie: lak, kl = r(B) = r(C). Comme le rayon numerique de la matrice A 
est: r(A) = r(B @ C) = max{r(B), r(C)} = r(B) = r(C), la matrice A = 
B @ C est bien maximale-(d-r). H 
Le theoreme qui suit est semblable B un resultat de Marcus et Sandy [3, 
Lemma 7, p. 3501. Comme nous n’imposons pas la condition o;(B) < 1, 
notre &once est moins p&is et, pour cette raison, plus facile a etablir. 
TH~ORBME 7.2. Soit A E M, une matrice (d-r) non nulle. La matrice 
r( A)-‘A est unitairement semblable ci la somm.e directe de matrices de la 
f orme: 
e ia ‘P B 
[ 1 
-B* -14 ’ 
avec: p, q E N, p + q > 1, CY E R. 
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Preuve. Nous pouvons supposer la matrice A = (u~,~) maximale-(d-r). 
En vertu du theoreme 7.1, toute sous-matrice principale 2 X 2 de A est 
maximale-(d-r); il r&ulte done du thGo&me 6.2 que pour: 1 < k < 1 Q n, on 
a soit: ak,k + af,[ = 0, soit: ak,[ = al,k = 0. 
Supposons que pour tout couple d’entiers (k, 1) v&ifiant: 1 < k < 1 < n, 
on ait: ak, k + al, [ # 0, done: ak,l = al, k = 0. La matrice A est alors diago- 
nale et maximale-(d-r) et, en vertu du theoreme 6.1, la matrice r(A)-’ A est 
unitaire. 
Supposons maintenant qu’il existe un couple d’entiers (k, 1) &&ant: 
I f k < 1 < n, tel qu’on tit: ak k + a[ l = 0. Posons: ak k = a. On a: /aI = . ~ 
r(A), done: a # 0. En vertu du theoreme 6.2, on a: u-‘ul k = u- ‘uk 1. Soit s 
le nombre de coefficients diagonaux de A egaux L a et sbit t le nombre de 
coefficients diagonaux de A egaux a -a. On a: s 3 1 et t > 1. I1 existe done 
une matrice de permutation P telle que la matrice P*AP soit don&e par: 
P*AP = 
Or pour tout coefficient diagonal ck, k de la matrice C, on a: 1 + ck, k # 0 et 
- I + ck k # 0. Utilisant a nouveau le fait que les sous-matrices principales 
2 X 2 de’A sont maximales-(d-r), on en deduit que la matrice P*AP est de la 
forme: 
I, B 0 
P*AP =u -B* -I, 0 . 
[ 1 0 oc 
Comme la matrice C est maximale-(d-r), le resultat s’obtient par recurrence. 
w 
EnonSons le resultat final, qui contient le theoritme 3.2: 
TH~OR~ME 7.3. Soit A E M, une m&rice non n&e. L..es assertions 
suivantes sont bquivalentes: 
(i) la m&rice A est (d-r), i.e. A vhje la condition: 
11 Alld = n’/‘r( A); (**) 
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(ii> la m&rice r( A)-lA est unitairement semblable ci la somme directe 
d’une mutrice diagonale unitaire et de matrices 2 x 2 de la for-me: 
eia[ Ja fl], 
auec: 0 < IdI Q 1 et (Y E R; 
(iii> la m&rice A v&@e la condition: 
IIAh = nr( A). (*I 
Preuve. (i> * (ii): 11 resulte du theoreme 7.2 qu’il suffit de v&ifier 
qu’une matrice maximale-(d-r), de rayon numkique &gal i 1, de la forme: 
verifie la condition (ii). Supposons qu’on ait: p > 1, 9 > 1. Ecrivons la 
decomposition sing&&e de la matrice B E M, q: il existe deux matrices 
unitaires: U E UP, V E U, telles qu’on ait: U*BV L 2, oii x = (uk,l) E M,,, 
est la matrice don&e par: ukk,r = 0, k # 1; uk k = flk,(B), 1 Q k Q r = 
min( p, 91, on {mk( B); 1 < k < r} est la suite decroissante des valeurs sin- 
g&&es de B. On a alors: 
ou ‘2 dbigne la transposee de la matrice C. La matrice: 
T= 
4 c 
i J -‘E -zq 
est de rayon numerique &gal B 1, done maximale-(d-r) en vertu du theoreme 
6.1. Supposons qu’on ait: p 6 9, le cas: 9 Q p &ant similaire. La matrice T 
est une matrice partition&e comportant quatre sous-matrices diagonales. 
Utilisant un argument de Marcus et Sandy [3, Lemma 3, p. 3451, on en 
deduit qu’il existe une matrice de permutation P telle que la matrice P*TP 
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soit egale i la somme directe des r matrices: 
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1 ok(B) 
-q(B) I -1 ’ 
avec: 1 Q k Q r et de la matrice - Z9 _r. Or la matrice P*TP est maximale- 
(d-r) puisqu’elle est (d-r) et puisque ses coefficients diagonaux sont, B une 
permutation p&s, ceux de T. Comme la matrice: 
1 4B) 
-q(B) -1 1 
est une sous-matrice principale de T, cette matrice est elle-m8me maximale- 
(d-r). En vertu du theoreme 6.2, on a: ok(B) < 1, 1 < k < r. 
(ii) * (iii): C’est l’implication la plus a&e i etablir dans la demonstration 
du resultat principal de Marcus et Sandy [3, Theo&me 1, p. 3391. Nous en 
donnerons cependant une preuve. 
Etablissons en fait que la somme directe de deux matrices: A E IfP: 
B E M,, v&ifiant l’egalite ( * ) et de meme rayon numkique, v&Se l’egahte 
(*I. Avec: p + 4 = n et en utilisant l’egahte: r( A $ B) = max{r(A), r(B)} 
= r(A) = r(B) dune part et l’egalite: ]]A 8 Bill = IIAlll + II BIl1 d’autre 
part, on obtient: II A $ Bill = II AIll + II Bill = pr( A) + qr( B) = nr( A @ B). 
(iii) * (i): C’est immediat en vertu du theoreme 3.1. ??
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