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Abstract 
Thus far for an n x n complex nonsingular matrix A, the symmetric successive overrelaxation (SSOR) majorizin 9 
operator has been used to establish convergence properties of the SSOR method mostly in the case where A is an 
H-matrix. In this paper we use (actually a similarity transformation f) the SSOR majorizer to investigate convergence 
properties of the block SSOR method when A is a block p-cyclic matrix. Let ja  denote the block Jacobi method and let 
v = p(lJal). We establish regions in the (v, eJ)-plane where 
p(-%) < Io~ - 11 I-~<p(~e~)]. 
Here 5 ef is the block SSOR iteration operator associated with A, LP~ is the block successive overrelaxation (SOR) 
iteration operator associated with A, and .~ is a convenient similarity transformation of the majorizing operator 
for 5e~. Of special interest to us are the values of v for which the above inequality holds for the corresponding values of 
the relaxation parameter ~o(A) = 2/(1 + v), the latter being an important quantity in the SOR-SSOR theory for 
H-matrices. 
Keywords: p-cyclic matrices; Iterative methods; SSOR method 
1. Introduction 
Let A be an nxn 
form: 
complex nonsingular irreducible block p-cyclic matrix of the following 
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A:=I - -L - -  U=: 
m 
11 - -  B1 
12 - -  B2 
13 - B3 
Ip_ 1 -- Bp_ 1 
- -  Bp Iv 
(1.1) 
In (1.1) L and U are the strictly lower and strictly upper triangular parts of A, respectively, and I j, 
j = 1,...,p, is the unit matrix of order nj with ZY=I nj = n. The block Jacobi iteration matrix 
associated with A is then given by 
jA:= 
m 
01 
Bp 
B1 
02 B2 
03 B3 
Op_ 1 Bp_ 1 
Op 
(1.2) 
where Oj is the square null-matrix of order n j, j = 1,..., p. As is known, the block SOR and SSOR 
iteration matrices associated with A in (1.1), denoted by ~,8~ and ~,  respectively, are given by the 
following expressions: 
and 
.~  := (I --  ~oL)[-(1 --  a~)I + eoU]  (1.3) 
~ := ( I  - wU)~( I  - wU) -1 .  (1.4) 
In (1.4), 
~ := M(L)M(U), (1.5) 
where M(C) denotes the matrix product: 
M(C) := (I - ~oC)- 1[(1 -- ~o)I + toC]. (1.6) 
We comment that we prefer to work with the similarity transformation f the SSOR operator 
given in (1.5), rather than with the SSOR operator itself, because the similarity operator now 
becomes a product of a lower triangular matrix by an upper triangular matrix, and thus easier for 
the purpose of analyzing. 
If we assume that, in addition, A is an H-matrix, then two results on the spectral radii of ~eg and 
b°~ are well known. Specifically, 
} p(Se~) ~< II - ~ol + ~op(lJal) V~o e(0, og(A)], (1.7) 
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with 
} < 1 
where 
~/09 e (0, 09(A)), (1.8) 
2 
09(A):= 1 + p(lJal)" (1.9) 
The result on p(.L aA) is due to Kahan for M-matrices [15] and to Kulisch for complex H-matrices 
[17], while the result on p(6:~) is due to Alefeld and Varga [1]. Based on previous works on the 
SOR and SSOR iteration matrices for the class of H-matrices A (see, e.g., [20, 22, 27, 28]), 
Neumaier and Varga [19] gave the exact domain of convergence in the (P([ Ja[), 09)-plane for the 
SSOR iterative method for the class of nonsingular H-matrices. An open question regarding the 
convergence on one of the boundaries of the region in [19] was settled later in [8]. 
The discovery by Varga et al. [28] of the functional equation that connects the spectrum a(6:~) 
with the spectrum a(J A) for arbitrary nonsingular block p-cyclic matrices A, which was extended 
later to cover the class of generalized p-cyclic consistently ordered matrices by Chong and Cai [4], 
allowed the present authors to determine xact regions of convergence in the (p(jA), 09)-plane for 
the p-cyclic and the generalized p-cyclic SSOR iteration method [9, 10]. Moreover, in [1 1] the 
authors determined exact regions of convergence in the (p(jA), ¢n)-plane for the p-cyclic SSOR 
method so that p(6:~) < 1o9 - 1 I. Obviously, whenever this inequality holds, it implies the domi- 
nant convergence of the SSOR method over the SOR for p-cyclic matrices ince from Kahan's work 
it is known that I09 - I I ~< p(Ae~). 
In contrast o our work in [1 1], where for p-cyclic matrices A we were concerned with domains 
of superior convergence of the block SSOR method over the block SOR method in the (p(ja), 09)_ 
plane, in this paper we develop regions in the (p(lja[), 09)-plane in which the block SSOR method 
has a superior ate of convergence to the block SOR method. This will be a consequence of the fact 
that in these regions the values of Io9 - 11 strictly dominate the spectral radius of a nonnegative 
matrix ~ which majorizes the operator 5~ given in (1.5). As indicated in (1.4), the matrix ~A 5P~is 
similar to the SSOR iteration matrix 6:o, a. 
The plan of the paper is as follows. In Section 2 we derive an analog of the Varga-Nietham- 
mer-Cai functional equation that connects the spectrum of the modulus of the block Jacobi 
iteration matrix IJAI with the spectrum of a certain majorizer ~.  In this way, Eq. (2.27) (or (2.33)) 
of [21] for the case in which A is a 3-cyclic H-matrix is generalized. In Section 3 we determine the 
regions in the (p(ljA[), 09)-plane such that p( .~) < I09 - 11. Finally, in Section 4, for each p/> 2, we 
derive the maximal subinterval (0, rp) ~_ (0, 1) such that for v s (0, rp), the inequalities 
P(6e~(A)) = P(~(A)) <~ P(I6~(A)I) ~< P(-~(A)) < co(A) -- 1 <<. P(~(A)) = 1 (1.10) 
hold for the important SOR-SSOR theory quantity 09(A) given in (1.9). 
We now comment on the potential applications of the findings in this paper. First, motivated by 
an observation of Chen [3] about the possibility of computing solutions to least-squares problems 
via a process of augmentation f a full column rank matrix which results in a square 3-cyclic matrix 
and to which one then applies the block SOR iteration scheme, several authors have recently 
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studied the optimal relaxation parameters for these methods and the generalizations of such 
3-cyclic methods to p-cyclic methods, e.g., [5-7, 18, 23, 24]. This avenue of research as branched, 
in [16, 12, 13], to computations of the steady-state distribution vector for Markov chains whose 
infinitesimal generators are block p-cyclic matrices. Now in a recent paper of the authors [11] it is 
shown that for certain classes of p-cyclic matrices derived from nonsinoular M-matrices, the block 
SSOR method always has a better optimal rate of convergence than the optimal rate of conver- 
gence of the SOR method• The application of the results in [11] and in the present paper to the 
work in [ 16] contains a certain twist as one has to contend with subdominant eigenvalues instead 
of with the spectral radius. But we conjecture that most results proved in [11] and here will be 
applicable to the subdominant eigenvalues of the SSOR and SOR operators induced by Markov 
chains whose infinitesimal generating matrix is block p-cyclic as well as other problems involving 
nonsingular coefficient matrices. 
Throughout  the paper we adopt the classical terminology and notation which are most 
commonly used in the field and which can be found in [26, 29, 2]. 
2. Derivation of the Varga-Niethammer-Ca i  (VNC) functional equation analog 
We begin with a re-introduction of the VNC functional equation which was obtained in [28] and 
then derive a certain analog of this functional equation which we shall require subsequently. 
First, from (1.1) and (1.6) we obtain that 
(1 - co)I1 
(1 - co ) I2  
0 
_ 09(2 - CO)By 
M(L)  = 
(1 - -  co ) I3  
and 
M(U)  = 
D 
0 
(1 - co)Ip_ 1 
(1 - co)Iv_ 
(2.1) 
(1 - o9)11 09(2 -- co)B1 092(2 -- co)BiB2 "'" 
(1 - o9)12 co(2 - co)B2 "" 
(1  - -  CO)I a "'• 
• • • 
(1 - co)Ip_ 1 
coY- 1(2 - -  co )B1B2 " '"  By_ 1 
coY-2(2 - co)B2 "'" By-1 
coY- a(2 - co)B 3 ... By_ 1 
co(2 - CO)By_ 1 
(1 - co)I. 
m 
(2.2) 
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Substituting (2.1) and (2.2) in (1.5) yields 
5~ = (1 -- 09)21 + 
where 
Ol 090"1B1 0920"BIB2 093trB1B2B3 
02 09aB2 092trB2B3 
0 3 090"B 3 
09trB v 0921A2BpB 1 093122BpBIB 2 
m 
• .. 09p- laB1B2. . .Bv_  1
• .. 09p-2ffB2B3.. .Bp_ 1 
• .. 09p-3ffBaB4. . .Bv_ 1 
Op- 1 09 tr B v - 1 
09Vp2BpB1 ... Bp_ 1 
(2.3) 
tr = (1 - 09)(2 - 09), p = 2 - 09. (2.4) 
Let b ~ t r ( JA ) ,  ,~ ~ 0"(~A), with 2 ~ (1 - 09)2, and z = 2 - (1 - 09) 2 ~ tr(J-,o), where 
~'-~, = 5~ - (1 - 09)2i. (2.5) 
Then from the VNC functional equation [28] we readily obtain that 
T p = (]AZT "~ 0"2)(Z + tr)v-209Vb v. (2.6) 
Now it is a certain analog of (2.6) in which we are interested. For  this purpose note that from (2.3) 
and (2.5) we have that 
~A . A 16e~l = (1 - 09)21 + lY-o,I ~< (1 - o9)21 + ~ =..~,, (2.7) 
where 
~ := 
01 096C1 
02 
(A)2661C2 . . .  09v-lOC1C 2 ... Cp_ 1 
(D(~C2 ... 0)p- 2(~C2C3 ... Up_ 1 
0 3 " -  0.) p -  3 (~C3C4 ". • Up_ 1 
Op- 1 ¢3)(~Cp_ 1
(D(~Cp 092~2CpC 1 093]22CPC1C2 ... 09p~2CpC1 ... Cp_ 1 
(2.8) 
with 
09e(0,2), 6=1a1=[1-091(2-09) ,  Cj=IB j l ,  j=  I . . . .  ,p. (2.9) 
Then an analysis similar to the analysis which VNC used to derive their functional equation (2.6) 
leads to the following result. 
Theorem 2.1. Let  A be the block p-cyclic matr ix in (1.1) and assume that the block Jacobi iteration 
matr ix jA  given in (1.2) is irreducible. For any 09 e (0, 2), let p and ~ be as defined in (2.4) and (2.9), 
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respectively. Then, if z e t r (~) \  {0}, with ~ being defined in (2.8)-(2.9), and c satisfies 
T p = (]22Z "-F (52)(T "-F ~)P-20)PcP, 
then c e tr(lJAI). Conversely, if c e tr(lJAI) and if "c :A 0 satisfies (2.10), then z e tr(JtA). 
(2.10) 
Remarks.  (i) Eq. (2.10) differs from the VNC equat ion (2.6) in three respects: (a) it has ~ = l1 - 091" 
(2 - 09) instead of a = (1 - 09)(2 - 09); (b) it has c e a(lJAI) instead of b ~ Cr(JA); and (c) it has 
z e a (~)  instead of z ~ a(~--o,), where lY-~I ~< ~t a. 
(ii) Based on these differences we note that (2.10) would be identically (2.6) if o2 e (0, 1) and 
I jAI = jA. The latter case holds, e.g., when A is a nons ingular  M-matr ix.  
3. Regions of dominant convergence 
In this section we shall determine regions in the (p(lJa]), 09)-plane with p( l jA [ )e  [0, 1) and 
09 e (0, 2), such that 
p( -~)  < I09 11 A - [~<p(~e~)] ,  (3.1)  
where ~A is the major izer of 5~ (see (2.7)), the latter being a t ransformat ion by similarity of the 
SSOR iteration matr ix SPA. TO investigate when the leftmost inequal ity in (3.1) is valid we shall use 
the inequal ity in (2.7) and apply Rouch~'s theorem (see, e.g., [25, 14]). 
Us ing (2.7) we observe that the first inequality in (3.1) holds if and only if 
p(~)  < I09 - 11(1 - I09 - 11). (3.2) 
Since p(~t~) = max Izl, with z ¢ 0 satisfying (2.10), let us set 
r = I09 - 11(1 - Io9  - 11)~o (3.3) 
and require, equivalently, that 
I~1 
I~0l = < 1. (3.4)  
I09 - ll(1 - I09  - 11) 
We use the simple t ransformat ion 
t := I09-  11, 09~(0,2)\(1},  (3.5) 
and need to dist inguish between two cases: 
Case I: 09 e (0, 1) so that t = 1 - co. In this case subst itut ing ~ from (3.3) into (2.10) yields, after 
some algebraic manipulat ion,  that 
f ( (p) := t~o p - (1  + 02[(1 - t)~o + t] I-(1 - t)~o + (1 + t)]p-2c p = O. (3.6) 
Since the funct ion 
g(tp):= tip p, t ~ (0, 1), (3.7) 
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has all its zeros equal to 0 and so in the interior of the unit circle, then according to Rouch6's 
theorem, f(~p) has all its zeros in the interior of the unit circle if 
[f(~P) - g(~P)[ < Ig(tP)[, tp ~ at2, (3.8) 
where t?t2 denotes the boundary  of the unit circle. In view of (3.6) and (3.7), (3.8) holds if the 
following inequality is satisfied: 
(1 + t) 2 I(1 - t)tp + t[ I(1 - t)~o + (1 + t)[v-2[cl" < t lip[ p, 
where 
~p=x+iy ,  x, yeN,  x 2+y2=1.  
Using (3.10) in (3.9) yields that 
or  
(pc 0~, (3.9) 
(3.10) 
(1 + 02{[(1 - t)x + t] 2 + [(1 - t)y-12}~/2 {[(1 - t)x + (1 + t)] 2 + [(1 - t)y]Z}P/2-~lclP < t 
(1 + t)21cl p 
< 
max-1  ~<x.<l {[(1 - 0 2 + t 2 + 2t(1 - t )x] l /2[(1 - t) 2 + (1 + 0 2 + 2(1 - t)(1 + t )x]p/2-1}" 
(3.11) 
To find the max imum of the denominator  on the r ight-hand side of (3.11) we introduce the 
function 
hi(x, t ) := [(1 - t) 2 d- t 2 d- 2t(1 - t)x]l/2[(1 - t) 2 + (1 + t) 2 d- 2(1 - 0(1 + t)x] p/2-1, (3.12) 
where x e [ -1 ,  1] and t e (0, 1). Note that the expressions in each pair of brackets on the 
r ight-hand side of (3.12) are linear binomials in x with positive coefficients. So, each expression 
assumes its max imum value for the largest value of x, that is for x -- 1. Therefore 
max hi(x,  t) = hi( l ,  t). (3.13) 
- l~x~<l  
Case II: t~ e (1, 2) so that t = ~ - 1. In this case we work in a way similar to that in Case I. 
Substituting z of (3.3) in (2.10) yields now that 
fl(~o):= t~o p - [(1 - t)tp + t](~o + 1)p-2(1 + t)Pc p = 0. (3.14) 
The function 
g(~0):= t~o p, te (0 ,  1), (3.15) 
has all its zeros equal to 0 and so in the interior of the unit circle. An argument involving Rouch6's 
theorem similar to the one used in Case I shows that this time f l  (~b) has all its zeros in the interior of 
the unit circle if 
{[(1 - t )x  + t ]  2 + [(1 - t)y]2}l/2[(x + 1) 2 + y2"]P/2-1(1 + t)P[cl p < t 
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or, equivalently, if 
(1 + t)Plc[ p 1 
< 
t max_  1~< x ~< 1 ( [ (1  - t )  2 q -  t 2 q -  2t(1 - t)x]1/2(2 q- 2x) p/2-1 } (3.16) 
As in Case I, to find the max imum of the denominator  on the r ight-hand side of(3.16) we introduce 
the funct ion 
h2(x, t ) := ['(1 - 0 2 + t 2 q- 2t(1 - -  t)x]l/2(2 -F 2x) p/2-1, (3.17) 
where x e [ -  1, 1] and t e (0, 1), and observe as before that the expression on the r ight-hand side of 
(3.17) assumes its max imum value for x = 1. Therefore 
max h2(x, t) = h2(1, t). (3.18) 
-1~<x~<1 
The analysis so far and, especially, the conclusions from the two cases examined above 
essentially prove the fol lowing theorem: 
Theorem 3.1. Let A be the nonsingular block p-cyclic consistently ordered matrix in (1.1) and ja, 
.L#~ and 6¢~ be the block Jacobi, block SOR and block SSOR iteration matrices associated with A and 
defined in (1.2), (1.3) and (1.4), respectively. Suppose that co e (0, 2) \  { 1 } and set v:= P(I Jal). Then for 
all points (v, co) in the domain ~(p) ,  where 
(1 - -  co)lip 
0<co<l ,  0~<v<21_2/p(  2_co)2/p ,  
~(p)  := (co _ 1)1/p (3.19) 
l<co<2,  0~<v< 21_2/pc ° , 
the spectral radii p(Sa~), p(~a) and p(~Sf~) satisfy the series of inequalities 
p(6e~) = p(6~)  ~< p([6~l)  ~< p( .~)  < [co - II ~< p(~e~). (3.20) 
In (3.20), .~a is the majorizer of ~ a defined in (2.7) and ~ is similar to the matrix 6a~ defined in (1.4). 
Proof.  Consider  Case I examined above in which, for 0 < co < 1, the equality (3.13) was deduced. If 
x = 1 is subst i tuted in the expression for ha(x, t) given in (3.12) and this is fol lowed by the 
subst i tut ion t = 1 - co, then for any c e cr(IJAI), Icl satisfies (3.11) if and only if 
(1 - co)l/p 
v = p(IJAI) < 21 _2/;( 2 _ co)2/p" (3.21) 
In Case II, where 1 < co < 2, we work in exactly the same way as in the case 0 < co < 1 except that 
(3.18) is used instead of (3.13). We then obtain that 
(co - 1)1/9 
v = p( I ja [ )  < 21_2/pC ° (3.22) 
The results in (3.21) and (3.22) prove the validity of (3.19). []  
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Remarks. (i) A direct consequence of (3.19) is that for any (v, 09) ~ ~(p)  the SSOR method always 
does converge and, what is more, converges faster than the SOR method whenever the latter 
method converges. 
(ii) For 09 ~ (0, 1) the right boundary curve in (3.19) is given by exactly the same expression as 
that in [11, Eq. (3.9)]. However, it should be noted that in the present case the v-axis refers to 
v = p( I Ja l )  while in [11] the v-axis refers to v = p( jA ) .  
We next study the behavior of the right boundary curve of the region defined in (3.19) as 
a function of 09 e (0, 2)\{1} and, independently, as a function of p/> 3. For this purpose we 
introduce the function s(09, p) that represents the right boundary curve in (3.19). Specifically, let 
t (1 -- 09)1/p 21 _2/p( 2 _ o ) )2 /p  , 0 ( 09 < 1,  
s:= s(09, p) := (09 _ 1) 1/p 
2 1-2/p09 , 1 < co < 2. 
(3.23) 
Elementary calculus using the partial derivatives of s with respect o 09 # 1, keeping p >/3 fixed, 
and the partial derivatives of s with respect o p, keeping 09 ~ (0, 2)\ { 1 } fixed, leads to the following 
conclusions: 
(i) In the interval (0, 1) and for a fixed p, s is a strictly decreasing function of 09. Moreover, 
lim s = ½ 
o~---, 0 ÷ 
and 
lim s = 0. 
to~l -  
On the other hand, for a fixed 09 e (0, 1), s is a strictly increasing function of p and 
1 
lira s - 2. 
(ii) In the interval (1, 2) and for a fixed p, s is a strictly increasing function of 09 s (1, p/ (p  - 1)) 
and a strictly decreasing function in (p / (p  - 1), 2). One now has that 
lim s -- 0 
o~..-* 1 ÷ 
and 
1 
lim s = -  
to~2-  2 2 -2 /p"  
For a fixed co e (1, ~), s is a strictly increasing function o fp  and for a fixed 09 e (¼, 2), s is a strictly 
decreasing function of p. In addition, 
1 
lim s 
p--* oO ~ 2 - '~  " 
36 A. Hadjidimos, M. Neumann / Journal of Computational and Applied Mathematics 62 (1995) 27-40 
It should be particularly noted that for each p i> 3, the right boundary curve s = s(09, p) passes 
through the point (v, o9) = (z, ¼). 
4. The extremum problem: supv~to, ll{(v, 2/(1 + v)) e ~ (p)} 
In this section, for any p/> 2, we shall determine the largest intervals (0, rp) ___ (0, 1) in rp such that 
~A A p(Se~(a)) ~< 09(A) -- 1 (4.1) P("~o)(A)) < 
with v = p(IJAI) ~ (0, rp), where 09(A) is given by (1.9) and where A is a p-cyclic nonsingular matrix. 
These results generalize those of [21] in which A is a 3-cyclic H-matrix. 
According to Varga [27], under the above assumptions on A, v E [0, 1). Then by (1.9), 
09(A) = 2/(1 + v) > 1. Consider then (4.1). From the analysis in Section 3, in particular (3.21) and 
(3.22), and from (3.19) we know that (4.1) will hold if and only if 
(09(A)- 1) lip 
v < 21_2/p09(A) . (4.2) 
Substituting for 09(A) in terms of v we conclude that (4.1) will hold if and only if 
fp(v):= 4P-iv p - (1 -- v)(1 + v) p-x < O. (4.3) 
Thus we next consider for which v's in [0, 1), the inequality in (4.3) is valid. We can prove the 
following result: 
Theorem 4.1. For each p >~ 2, the function fp given in (4.3) has a unique zero rp in [0, 1) which lies in 
the interval (½, 1/x/~ ]. Moreover the sequence {rp}p~ 2 is strictly decreasing and 
lim r~, = ½. (4.4) 
p--* oO 
Proof. On the interval (0, 1) the function fp(v) admits the following representation: 
fp(v) = 4P-XvP I1 - (1 /v -1 ) (1 /v+l )p -1  1 
4P-1 (4.5) 
Since the expression in the square brackets is a strictly increasing function in (0, 1), fp(v) is easily 
seen to be a strictly increasing function of v in the interval [¼, 1). Simple evaluations show now that 
f(½) < 0 while f(1/~/-5) i> 0 with equality for p = 2. Thus for all p/> 2, rp ~ (½, 1/x/~ ). 
Next observe from (4.5) that fp(v) can also be rewritten as 
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But then, since (a) 4Pv p+I >i 4P-iv p when v/> ¼, (b) the last factor in the square brackets lies in 
(0, 1) when v e (½, 1), and (c) the entire expression in the braces is positive in (rp, 1), we readily see 
that for any v e (rp, 1), 
fp+l(11) >fp(1)), Vp ~ 2. 
Since fp(V) has a unique zero in (0, 1), it is now immediate that {rp}~= 2 fOrlTIS a strictly decreasing 
sequence. Moreover, as rp > ½ for all p i> 2, we conclude also that the sequence is convergent. That 
(4.4) now holds follows by substituting rp in (4.5), i.e. fp(rp) = 0, and letting p ~ ~.  Our proof is now 
done. [] 
For interest's ake we comment that the first three terms of the sequence {rp}p% 2 are given by the 
values 
1 
r 2 ---- ~ ~ 0.447213596, 
,/5 
r3~0.418192802, 
r4 ~ 0.400511732. 
We further emark that parts of the proof of Theorem 4.1 can be deduced from the properties of the 
right boundary curves listed at the end of the last section. 
We close this section by considering when, for to = to(A), the spectral radius of the matrix 
~ given in (2.8) is a strictly increasing function of v = p(IJAI). Note that to increase v we can 
increase some entries in I J AI, but decrease others. 
Theorem 4.2. Let A be an n x n nonsingular p-cyclic matrix such that jA is an irreducible matrix. 
Then on the interval [0, 1) the spectral radius of the matrix ~1~ given in (2.10) is a strictly increasing 
function of v = p(lJAI). 
Proof. It is not difficult to ascertain, using the irreducibility of ja, that A ~,tA) is also an irreducible 
matrix and hence its Perron root z = z(to, v) is a simple eigenvalue. A further eigenanalysis shows 
that it is the substitution of the eigenvalue v = p(IJAI) for c in Eq. (2.10) which yields the eigenvalue 
A T = p(~lo, tA)). On substituting to(A) = 2/(1 + v) in (2.10) we see that z and v are related by the 
following equation: 
(2v)P + 2 
~(z):= z p (1 + v) 3p [(1 + v)2z + (1 - v)2][(1 + v)2z + 2v(1 - v)] p-2 = 0. (4.6) 
As z is a simple root of if(x), we can implicitly differentiate (4.6) with respect o v. After some 
algebraic manipulation we can obtain that 
a(v) -~v = b(v), (4.7) 
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where 
a(v):= v{2p[(1 + v)2,6 + (1 - v)2]v(1 - v) + ,6(1 + 11)2[(1 + v)2,6 + 2(1 - v)(1 - 2v)]} 
and where 
(4.8) 
and 
7(v) = 2pv(1 - v) 3 > O, 
for all v e (0, 1). One can verify that for ,6 > O, it is implied that 
a(v) > O, v e (0, 1). (4.10) 
On the other hand, the expression in the braces on the r ight-hand side of (4.9) can be rewritten as 
follows: 
(p -- 2)[(1 + 11)2,6 .at_ (1 - -  v )2]  [(1 -t- 11)2"6 + 4v(1 - 2v)] 
+ [(1 + v)Zz + 2v(1 -- v)] [4(1 + 11)2,6 + 4(1 -- V)(1 -- 2V)]. (4.11) 
NOW for v e (0, ½], the expression (4.11) is possible because p >/2, ,6 > 0 and 2v - 1/> 0. Next, for 
v e (½, 1), we will show that each of the last factors in the two terms of products appearing in (4.11) 
is positive. Since, as can be checked, 0 < (1 - v)(2v - 1)/(1 + v) 2 < 4v(2v - 1)/(1 + v) 2, it suffices 
to prove that 
4v(2v-  1) 
q(v) : -  (1 + v) 2 < ,6 (4.12) 
is true for all v e (½, 1). To this end observe that ~b(0) < 0 by (4.6). Thus, by Descartes' rule, ,6 is the 
only positive real zero of 0(x). It is thus sufficient o show that O(q(v)) < 0 for all v e (½, 1). Indeed, 
using the expression for q(v) given in (4.12) and making the substitution x = q(v) in ~b(x), we obtain 
after some reductions that 
~k(q(v)) = [(I 411 I p {(2v- I) x' F v(3v -- I)lP'~ 
+v)2J - L  1 +v J J" (4.13) 
,6 
b(v):= (1 + v) {[p(1 - 2v) + 2(1 + v)] [(1 + v)2z + (1 - v) 23 [(1 + v)Ez + 2v(1 - v)] 
+ 2v(l + v)[(1 + v)z[(1 + v)2z + 2v(1 - v)] - (1 - v)[(1 + v)2z + 2v(1 - v)] 
+ (p - 2)[(1 + v)2z + (1 - v) 2] [(1 + v)z + (1 - 2v)]]}. (4.9) 
The expression in the braces on the r ight-hand side of (4.8) is a quadratic in z whose form is 
2 + 
where 
0t(v) = (1 + v) 4 > 0, 
fl(v) = 2(1 - v)(1 + v )E[ (p -  2)v + 1] > 0 
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However, for v • (½, 1), the expression in 
difference 
v(3v - 1) (1 - v) 2 
- - - < 0  (2v - l )  1 +v  l+v  
the braces on the r ight-hand side of (4.13) and the 
are of the same sign. Therefore ~(q(v)) < 0 implying that the expression (4.11) is also positive for all 
v • (½, 1) and thus b(v) of (4.7) and (4.9) is positive. 
Finally, because a(v) and b(v) are positive for all v • (0, 1), it easily follows from (4.7) that 
t3z/dv > 0. This result implies that z strictly increases with v • I-0, 1] and our proof  is done. [] 
We comment hat Theorem 4.2 generalizes Lemma 2.1 in [21] where only the case p = 3 was 
considered. 
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