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Abstract
Employee productivity is critical to the profitability
of not only the manufacturing industry. By capturing
employee locations using recent advanced tracking
devices, one can analyze and evaluate the time spent
during a workday of each individual. However, over
time, the quantity of the collected data becomes a
burden, and decreases the capabilities of efficient
classification of direct labor costs. However, the
results obtained from performed experiments show that
the existing clustering methods have failed to deliver
satisfactory results by taking advantage of spatial
data. In contrast to this, the adaptive spatio-temporal
clustering (ASTC) method introduced in this paper
utilizes both spatial and time data, as well as prior data
concerning the position and working status of deployed
machines inside a factory. The results show that our
method outperforms the bucket of three well-known
methods, namely DBSCAN, HDBSCAN and OPTICS.
Moreover, in a series of experiments, we also validate
the underlying assumptions and design of the ASTC
method, as well as its efficiency and scalability. The
application of the method can help manufacturing
companies analyze and evaluate employees, including
the productive times of day and most productive
locations.

1.

Introduction

Wage pressures across major advanced economies
have been intensifying, especially if we consider the
pre-pandemic period. In the USA, the Employment Cost
Index (ECI), measuring the cost of labor changes, has
risen from 111.8 points in Q1 2010 to 138.9 points in
Q1 2020 [1]. In addition to the tighter job market,
the majority of countries and private companies have
increased minimum wages [2].
The US Bureau of Labor Statistics estimates
that there were 12.7M people employed in the
Manufacturing Industry sub-sector in 2018 [3]. Strong
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domestic manufacturing is vital to the economy since
manufactured goods are necessary for trade. Typically,
these goods are produced in factories or other large
production systems which have become increasingly
complicated [4]. Nevertheless, timely and cost-efficient
production is of the utmost importance in remaining
competitive.
Production efficiency refers to the quality and
effectiveness of work.
In other words, cost
efficiency is the demonstrated ability to execute plant
operations using relatively few total input resources [5].
Considering the human factor, the labor efficiency is the
number of earned hours of productive work divided by
the number of work hours available in a day. Since
many of the modern production technologies are still
labor-intensive, their efficiency is greatly influenced by
the cost of labor [6].
The cost of labor is the sum of all wages paid
to the employees, as well as the cost of employee
benefits and payroll taxes paid by the employer [7].
Labor costs can be divided into two categories, namely
direct and indirect. While the former include wages
for the employees who produce the products (including
workers on assembly lines), the latter are associated with
support labor (such as the employees responsible for
maintenance). In principle, accurate measurement of
man hours is a must in the manufacturing industry [8].
While micro and small firms usually ‘guesstimate’
the man hours for a particular job of limited scope,
generally achieving a reasonable level of accuracy,
for medium and large companies this method is no
longer valid, and other, more accurate and reliable
techniques must be applied, in particular to estimate
direct labor costs. These estimates are often performed
by individuals using combinations of personal judgment
and analytical techniques [9]. The major drawbacks
of such methods are inconsistencies, inaccuracy and
uncertainty due to the subjective nature of the process [9,
10, 11]. The consequences of incorrect calculations are
far-reaching, influencing issues ranging from production
profitability to labor efficiency.
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Considering
manufacturing
processes,
evidence-based estimation methods operate on collected
data regarding workers’ locations and the surrounding
machines. So far, a variety of technologies such as
radio frequency identification (RFID), ultra wideband
(UWB), global positioning system (GPS) and multiple
sensor systems have been successfully deployed in
many scenarios with the aim of labor cost reduction
[12], reduced inventory shrinkage [13], and on-site
labor consumption analysis and payment negotiations
[14], as well as other directly measurable benefits.
However, implementing tracking technologies in the
considered application returns a very high volume of
data that results in a constant demand for increased
storage. Obviously, the processing time increases
with the size of the data, which negatively affects the
analysis capabilities. One possible solution relies on
the possibility to cluster big data in a compact set,
preserving the informative value of the entire dataset.
The goal of this study was twofold. Firstly, we aimed
to investigate the performance of the existing clustering
methods applied to the above-noted problem. Towards
this aim, we tested and evaluated three clustering
methods, namely DBSCAN, HDBCAN and OPTICS,
using experimental data and the corresponding input
parameters. Secondly, we aimed to develop a highly
efficient and scalable clustering method that is able to
outperform its antecedents in the domain of our interest.
To this end, we implemented these four methods for the
purpose of conducting their comparison.
The paper is organized in the following manner.
Section 2 briefly presents the clustering methods
selected for this study.
Section 3 discusses the
results obtained from preliminary research. Section
4 introduces our clustering method, followed by the
design of the experimental setup. Section 6 deals with
the performance evaluation, followed by the discussion,
conclusions and final remarks, given in Sections 7 and
8, respectively.

2.

Research Background

The advent of the Internet of Things (IoT) has again
sparked the interest of researchers in the fundamental
methods of data mining, such as clustering. However,
by design clustering algorithms with super-linear
computational complexity are, in fact, not well suited
to the context of Big Data [15]. As we know, for
even two clusters, solving the clustering problem exactly
is NP-hard [16]. When dealing with very large data
volumes, the clustering problem is one of the most
important issues [17].
The definition of a clustering problem is formulated

as follows: given a data set X = {x1 , x2 , . . . , xm }
and an integer value k, the issue is to find a such
mapping f : X → {1, . . . , k}, where each item xl ,
l ∈ {1, . . . , m} is assigned to one cluster Kj , where
j = 1, . . . , k. Cluster Kj contains the mapped items,
where Kj = {xl ∈ X|f (xl ) = j, for l = 1, . . . , m}.
Each item within a cluster is more similar to the rest of
the items within that cluster than to the items from other
clusters. Based on the computed similarities among
the items, the objective is to find a coherent and valid
organization of multivariate data [18]. To put it more
informally, clustering can be defined as the search for
“natural” groupings.
The clustering methods can be roughly grouped
into five types: partitioning, hierarchical, grid-based,
model-based and density-based [19].
Since the
partitioning methods are claimed to be easy to
implement, while using an iterative method to create
the clusters, the number of clusters should be predefined
and only spherical shaped clusters can be determined.
The hierarchical methods easily handle any forms
of similarity or distance, however they reveal high
complexity, suffering from the ambiguity of termination
criteria.
The grid-based, claimed to reveal fast
processing time and tolerate noise, are rather not valid
for high dimensional data. The model-based methods,
depending on the hypothesized model or structure, are
able to automatically specify the number of clusters.
Last but not least, the density-based are able to detect
arbitrary shaped clusters, handling noise as well.
Now, let us consider the nature of a manufacturing
process in the context of human behavior in a fixed
factory area. The collected data from each working
day will differ to some extent, unless there are strict
passages to move around the plant and fixed places to
work. In our opinion, this scenario is much less probable
to exist in modern factories due to worker burnout and
dissatisfaction.
Having said that, and due to the size limitations
of this paper, we chose to test and evaluate three
density-based methods, namely DBSCAN, HDBCAN
and OPTICS.
Published in 1996 by Ester et al. [20], the DBSCAN
(Density Based Spectral Clustering of Applications
with Noise) algorithm locates regions of high density
which are separated from one another by regions of
low density. Initially, the method was proposed for
clustering spatial data, and the results of the clustering
usually indicate acceptable performance [21]. In its
set-up, the most time-consuming step is the calculation
of the similarity between data items, while the clustering
itself requires only a single dataset scan. By design,
DBSCAN requires two initial parameters, namely Eps
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(the radius of the cluster) and MinPts (the minimum
items required inside the cluster). Choosing appropriate
values for both parameters has a significant influence
on the clustering results [22]. Moreover, the algorithm
is sensitive to the order in which items are processed,
and therefore the clustering result depends on the
sequence in which the clusters are constructed [21].
Several different improvements have been developed for
the DBSCAN algorithm related to the core and noise
objects, and the adjacent clusters [21, 23, 24, 25].
Campello et al. introduce a hierarchical clustering
method, called HDBSCAN [26].
This method
theoretically and practically improved its predecessor. It
searches the input data space for regions of high density
separated by regions of low density, using a cluster
stability metric and a mutual reachability distance [27].
Beyond the minimum cluster size (MinPts), which is
much easier to choose than Eps, the method requires
no further setting of arbitrary or biasing parameters
by a user [28]. Though HDBSCAN is claimed to be
robust [29], the algorithm to build the hierarchy runs in
quadratic time, in both the worst and the best case [30].
The OPTICS method (abbr. from Ordering Points
To Identify the Clustering Structure) [31], actually being
the predecessor of HDBSCAN, can detect meaningful
clusters in data of varying density. Hence, OPTICS
is broadly used to cluster trajectories [32]. However,
the method is argued to be inefficient when faced with
large datasets and expensive distance measures due to
its quadric complexity in terms of both distance function
and time calls [33].

3.

between the employee and machine’s physical locations
was used to categorize working time.
The left panel (white background) of Figure 1,
below, depicts the collected trajectory data from an
8-hour day shift of a single employee working in a
factory the size of the depicted square. The right panel
(black background) presents an image, divided into a
grid, where each square represents the relative frequency
of the employee’s physical position collected inside the
factory, with a color assigned from a color palette.
An employee location (event) is a 3-tuple {(x,
y), timestamp}. The parenthesized values refer to
two-dimensional coordinates, namely longitude (x) and
latitude (y), while the timestamp is a record that shows
the date and time of the occurred event. Even though
the images (see Fig. 1) themselves lack the ability to
exhibit the sequence of the events, this simplified view
still is able to provide an informative reconstruction of
an employee’s time spent during the workday.
Nevertheless, being dissatisfied with the results
obtained from the testing, and evaluating the bucket of
the aforementioned methods (see Table 1), we decided
to develop a method which takes advantage of both
the spatial and time data. Based on the best of our
knowledge, we set up the following list of objectives as
necessary to be fulfilled:
• adaptive creation of clusters, depending on
the actual data read-out and prior information
regarding the positions of the machines;
• automatic identification of areas where the
employee’s location is productive and not
productive;

Preliminary Research

In our preliminary research, the three above methods
underwent a series of experiments which had two goals.
While the first concerned clustering trajectory data, the
second referred to the evaluation of computed clusters.
In particular, in the former task each cluster represented
a group of signals, while in the later, two distinct classes,
namely: positive (P) and negative (N), corresponded to
the correctly and incorrectly identified membership for
individual signals, respectively. Here, the membership
concerned two exclusive categories: productive and
unproductive work.
By definition, productive time is the time during
which useful work is performed in an operation or
process [34]. Therefore, in the context of this study,
productive work was associated with the employee’s
physical presence next to the particular machine, or the
employee’s path necessary to reach its location. On
the contrary, unproductive work denotes the rest of the
employee’s activity. In other words, the direct linkage

• self-assignment of employee paths to the
corresponding machines.
During the method development, we first focused
on exploring the existing approaches to solve similar
problems defined by the specifications at an abstract
level. Next, we chose Python as the programming
language.
Offering a number of effective and
matured analytics libraries for numerical computing,
data analysis, visualization and machine learning [35],
Python has been adopted at a tremendous rate recently
in data-driven projects [36].

4.

The ASTC Method

Due to the nature of the problem, as mentioned
above, the method utilizes both time and spatial data,
regarding the employee’s position and its occurrence
in time. As we discussed in the previous section, the
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Figure 1. Visualization of a single employee’s path (left) and the employee’s position frequency map (right).

defined objectives laid the foundations for the following
procedure which constitutes the ASTC method.
Every position read-out is analyzed independently
in the context of the previous probes. When the
algorithm starts, a new cluster is initialized. Afterwards,
subsequent points are assigned to the cluster based
on the analysis of previous read-out positions. The
constraint given to the point to be incorporated into
the current cluster is to have at least 1 neighbor in the
previous 20 samples. A neighbor is defined as a probe
at a distance of no more than 8.5 m from the currently
analyzed position.
The presented parameters were carefully
investigated (number of analyzed probes backwards,
the distance defined by the neighbor, and the minimum
number of neighbors considered to determine whether
the point is to be inside or outside of the cluster). The
initial parameters were evaluated by an expert and then
the optimization process was performed (the values
were changed by up to ±5% from those indicated by the
expert) to ensure they were most likely to achieve the
most accurate results (probe assignment to the correct
cluster from the two available: P and N).
If the probe does not obey the abovementioned
constraints, a new cluster is initialized.
The
resulting clusters are then processed to allocate them
to the appropriate classes (productive time, P) and
(unproductive time, N), in order to calculate the cost of
the manufacturing.

5.

Experimental Setup

A simulation of 50 employees working between 6
a.m. and 2 p.m. was prepared. In order to create a
realistic database for testing machine learning and deep
learning algorithms, code was developed to simulate
a signal recording from geolocation sensors (machine
and employee) and current sensors (machine). In total,
in the performed simulation, 144,421 samples were
generated. The simulation software was developed in
Python, currently totaling over 500 lines of code.
It is worth noting here that the share of paths
represented only 1.1% of the entire dataset. Therefore,
this subset were excluded from the comparison analysis
between the introduced method and the bucket of three
methods.
Moreover, the following assumptions were made in
the simulations:
• a signal from each sensor is recorded every 10
seconds;
• position of all sensors on the z axis is constant,
equal to 100 cm;
• factory size is set to 120 x 120 m2 . Entry and/or
exit doors are located at the (0,0) position;
Each machine is configured with the following
parameters:
• if the machine is on and running then the sensor
indicates a voltage of 230 V,
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• if the machine is on and in sleep mode then sensor
indicates a voltage of 100 V,
• if the machine is off then the sensor indicates a
voltage of 10 V.
The positions of the machines and the operation time
in a specific mode are selected arbitrarily and set to 8
h work intervals. The voltage and geolocation sensors
transmit the signal at the same time. The order of usage
of the machines is randomized for each employee (all
seven per shift) and the operation time for each machine
depends on their sequence. Each employee moves at a
speed of 125–155 cm/s, randomized with the probability
characterized by a uniform distribution. Subsequent
signals are generated when moving towards another
machine based on a directional vector between the
current position and the position of the machine sensor,
taking into account the randomness of the employee’s
movement speed.
Additionally, the position of the signal generated
from the geolocation sensor is modeled with a Gaussian
distribution (sigma = 20 cm) in x and y directions
(z direction is constant). The employee’s position
while working next to the machine is simulated in a
100–200 cm ring around the sensor position in a fully
random manner. After completing 8 hours of work, the
employee returns directly to the entry or exit position.
For the selected analysis clustering methods,
the following values were defined for the required
parameters:
1. DBSCAN:
• Maximum distance between two samples: 75 cm,
• Minimum number of neighboring samples: 100.
2. HDBSCAN:
• Minimum number of neighboring samples: 800,
• Minimum cluster size: 800.
3. OPTICS:
• Maximum distance between neighbors: 75 cm,
• Minimum number of neighboring samples: 100.
The same method of parameter tuning was used as
for the ASTC method (described in Section 4.) The
initial parameters were set by the expert, and then the
optimal values were found by tuning the parameters,
changing them by up to ±5% from the initial values.
The results of all four experiments, regarding each
clustering method, are shown in Figure 2, below. To
further investigate the observed clusters, they next
served as input data for the binary classification task,
the results of which are given in the next section.

6.

Results

To compare the performance of the clustering
methods, typical classification metrics were calculated,
including:
• True Positive (TP),
• True Negative (TN),
• False Positive (FP),
• False Negative (FN),
• Specificity (TNR): TNR = TN / (FP+TN),
• Precision (P): P = TP / (TP+FP),
• Recall (R): R = TP / (TP+FN),
• F1 score (F1): F1 = 2*(P*R) / (P+R).
Table 1 shows the results of the tested metrics for the
machine learning methods and the ASTC method. An
efficiency of the extended path-based algorithm at the
level of 99.5% was achieved for all simulated samples
(50 employees). However, the results reveal small
discrepancies between the methods. The ASTC method
was the only one to show FNs, which indicates the
underestimation of the number of points in the cluster.
On the other hand, the machine learning-based
methods had significantly higher numbers of FPs
with respect to the ASTC approach. Moreover, the
DBSCAN, HDBSCAN and OPTICS methods were
faultless in terms of the clustering of TPs. An instance of
data clustering for one employee is presented in Figure
3.
In spite of its practical features, the original
DBSCAN algorithm fails when the border objects of two
clusters are relatively close. For spatial types of data,
groups of objects are relatively well separated, but for
other types of data, this is not always the case.
Our hardware configuration employed one desktop
computer with an Intel i9 processor (3.6 GHz, 8 cores),
16 GB RAM, and Radeon Pro Vega 48 with 8 GB. The
data processing duration for a sample of 50 employees
was 8 seconds for DBSCAN, 14 for HDBSCAN, 170 for
OPTICS and 33 for ASTC. Additionally, the memory
usage was 0.5 GB, 3 GB, 3 GB and 30 MB, respectively.
Nevertheless, if we take into account the factory settings
as well as the users’ expectations, the durations are
acceptable since the overall system is not intended to
guarantee a response within specified time constraints.
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Figure 2. Clustering results for: DBSCAN (top left), HDBSCAN (top right), OPTICS (bottom left), and ASTC
(bottom right)
Table 1. The results of the clustering methods performance

Metric/Algorithm
TP
TN
FP
FN
Specificity
Precision
Recall
F1 score

7.

DBSCAN
142838
1474
109
0
0.931
0.999
1.000
0.99962

Discussion

Our work is especially valuable for managers for the
following reasons. First, our method of grouping the
localization data indicates those areas most frequented
by workers during the workday. Such information
allows a manager to estimate the total cost of production

HDBSCAN
142838
1303
280
0
0.823
0.998
1.000
0.99902

OPTICS
142838
1464
119
0
0.925
0.999
1.000
0.99958

ASTC
142718
1576
7
120
0.996
1.000
0.999
0.99956

at a high level of accuracy, since the human labor costs
are extracted from collected data. On the other hand,
the individual awareness of having personal electronic
sensors installed might stimulate them to be more
productive.
Second, the workers’ tracking system can be also
considered to be a proactive approach to mitigate
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Figure 3. Clustering results for extended path-based
algorithm for one employee.

workplace safety threats. For example, in the case of a
fire, a manager can check the physical locations of all
subordinate staff. If necessary, the proper authorities
can be notified of their exact locations, allowing
them to prepare and execute suitable evacuation plans.
Using this line of thinking, if a worker is present
at the beginning of a work period and then later
cannot be found, a manager can quickly determine
the worker’s location and verify his or her present
condition. Essentially, one can use the employee’s
position frequency maps (see Fig. 1) to aid other health,
safety and working condition issues (e.g. workplace
climate, lighting or noise).
Last but not least, it is worth noting here that the
tracking system can be used for a purpose directly
opposed to that assumed, such as outside the working
area. Therefore, we are giving great consideration to
implementing relevant privacy and security mechanisms
to prevent such misuses.

8.

Conclusions

The results from the performed experiments allow us
to conclude that we still need to investigate better values
for the parameters, regarding all four methods, during
signal recording attempts at intervals differing from 10
seconds. The most intuitive algorithm for selecting the
model parameters and giving the best result across the
machine learning methods is DBSCAN.
A comparison of the False Negative and False
Positive metrics showed that the algorithms using
machine learning overestimate the number of points in
the cluster, which is expected due to the use of the spatial
aspect of the data only, without considering the time

component.
It seems that for all methods based on spatial
distribution for very large samples, the problem will be
a too high density of the data, requiring a change of
the input parameters for the models. However, it seems
that the solution may be to divide the data into smaller
time periods, with the number of samples adjusted to
the pre-optimized input parameters. Then it will also be
possible to parallelize the algorithm based on the time
periods.
The next step is to add information about anomalies
(e.g.
an employee is in the neighborhood of a
machine that is not working or the employee is in a
prohibited place), which will allow the algorithms to
be tested under conditions even closer to real working
conditions. Furthermore, the future research will cover
the comparison between improved DBSCAN-related
algorithms [21, 23, 25] and our method, as well as
parameter optimization based on the data collected from
the actual factory unit. However, due to the presence
of current and geolocation sensors for the machines, no
significant decrease in algorithm accuracy is expected.
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