Abstract-A good and robust sensor data fusion in diverse weather conditions is a quite challenging task. There are several fusion architectures in the literature, e.g. the sensor data can be fused right at the beginning (Early Fusion), or they can be first processed separately and then concatenated later (Late Fusion). In this work, different fusion architectures are compared and evaluated by means of object detection tasks, in which the goal is to recognize and localize predefined objects in a stream of data. Usually, state-of-the-art object detectors based on neural networks are highly optimized for good weather conditions, since the well-known benchmarks only consist of sensor data recorded in optimal weather conditions. Therefore, the performance of these approaches decreases enormously or even fails in adverse weather conditions. In this work, different sensor fusion architectures are compared for good and adverse weather conditions for finding the optimal fusion architecture for diverse weather situations. A new training strategy is also introduced such that the performance of the object detector is greatly enhanced in adverse weather scenarios or if a sensor fails. Furthermore, the paper responds to the question if the detection accuracy can be increased further by providing the neural network with a-priori knowledge such as the spatial calibration of the sensors.
I. INTRODUCTION A robust object detection is an important basis for intelligent systems, such as domestic robots and autonomous cars. Stateof-the-art object detection approaches rely on artificial neural networks, and not only exhibit high performance but are also real-time capable, and applicable in various environments and on a multitude of existing platforms. The drawback of object detectors is that they yield good results only in good weather conditions, but their performance decreases enormously in adverse weather conditions, such as snow, rain, fog or even in dazzling sun. Hence, many object detectors make use of several different sensor types to compensate for the weather sensitivity of individual sensors. For instance, in blinding sunlight, camera images contains large white areas without any information about the environment. The lidar sensor still delivers the depth values of the corresponding environment so that obstacles can be detected only by using the lidar data. However, most of the current object detectors [2] , [13] , [15] are trained and optimized for good weather conditions greatly depending on good and error-free sensor data. In this work, an approach is introduced which is able to deal with partial and complete sensor failure, still delivering good performance under this conditions. The difference between current state-ofthe-art and the proposed object detectors can be seen in Fig. 1 and Fig. 2 , in case the lidar sensor fails. Fig. 1 shows the result of the object detector Faster-RCNN [15] , while the result of the proposed detector is illustrated in Fig 2. A crucial part of the current object detectors is an appropriate sensor data fusion, since many object detection algorithms are based on not only camera images alone, but also consider depth information extracted from lidar or stereo cameras. Generally, there are different possibilities to fuse this different sensor data by means of neural networks. On the one hand, camera and depth image can be fused at the beginning of the object detection approach, such that the network can learn how to merge the different sensors best. On the other hand, each sensor has different characteristics so that it makes sense to determine the features for each sensor separately, and then to combine these sensor-specific features for a further processing. There are various examples in the literature for either fusing the sensor data at the beginning (Early Fusion) [6] , [7] , [14] , or at the end of the fusion process (Late Fusion) [2] , [12] so that it is difficult to decide, which sensor fusion approach is suited, especially since the object detectors partially use distinct features. Hence, a fair comparison is impossible without an identical test setup. In this work, the different fusion approaches are compared qualitatively by an object detector based on the Faster RCNN approach [15] using identical training conditions and the same input features. Furthermore, it is analyzed, whether the optimal fusion architecture for good weather conditions is suitable for adverse weather conditions, too. Different feature representations are tested to answer the question if the performance of the object detector can be increased by equipping the fusion system with a priori knowledge such as the spatial calibration of the sensors.
II. RELATED WORK
In recent years, most of the state-of-the-art object detectors use neural networks for an accurate and fast object detection. There are many different object detectors which uses various features and different senor data. However, most of these detectors are a variation or modification of one of the three meta-architectures, namely the Faster-RCNN [15] , R-FCN (Region-based Fully Convolutional Networks [3] ) and the SSD (Single Shot Multibox Detector [11] ). In the following section, the idea of these meta-architectures is briefly explained, and a short summery about object detectors using various sensor data is given.
The idea of Faster-RCNN [15] is to remodel the object detection problem as an image classification problem by first determining regions from the image which might contain an object (denoted as Regions of Interest (RoI) or proposals), and by then classifying the object class of the corresponding region. For this, appropriate features are extracted by means of a feature encoder (e.g. VGG16 [16] ) in a first stage, yielding a feature map for further processing. In the second stage, the Region Proposal Network (RPN) introduced in [15] uses this feature map to determine several RoIs (usually 300). For each RoI, a Multilayer Perceptron (MLP) is applied to predict the object class and the offset between proposed and actual bounding box.
A similar architecture to Faster-RCNN is the R-FCN [3] . However, in contrast to Faster-RCNN, where the MLP must be applied for each RoI separately causing high computational costs, the computations of the second stage are shared on the entire feature map such that the computation time can be reduced.
Another common meta-architecture for object detection is the SSD [11] . The SSD approach differs from Faster-RCNN and R-FCN in the number of stages, since SSD skips the RPN step and predicts the bounding box and the corresponding object classes in one step. Hence, the inference time is lower than the one for the other two approaches. More details about the pros and cons of these three meta-architectures were analyzed by Huang et al. [8] , who compared them in relation to accuracy, speed and memory usage. Based on this comparison, the Faster-RCNN was chosen in this work since it outperforms the other meta-architectures with regard to accuracy, while speed and memory usage is not given too much importance. Moreover, it is assumed that they behave in a similar manner in relation to the different proposed sensor fusion architectures.
Fusing various sensor data for object detection, e.g. mono and stereo camera, or mono-camera and lidar, becomes more and more popular, since the detection rate can be increased further. For instance, Enzweiler et al. [4] detect pedestrians using a mixture-of-experts framework, in which RGB and depth images are fused in the early stage. Chen et al. [1] uses the depth information delivered by a stereo camera to improve the proposal generation and, therefore, the accuracy of the 3D object detection. Mess et al. [12] proposed an object detector which smartly chooses the sensor most appropriate for the respective environment. There are also approaches using camera images and lidar data. For example, Premebida et al. [6] , [7] , [14] project the lidar points into the image plane coordinates and fills the empty pixels using a bilateral filtering approach. Then, they detect various objects such as pedestrians and cars using random forests methods. A popular fusion architecture for object detection is the Multi-View 3D networks (MV3D [2] ). MV3D combines camera and lidar data for 3D object detection by extracting different features from multiple views, such as birdview and frontview, using intensity, height and density of the lidar points. Each feature is processed separately before they are combined in the end and objects are detected.
III. SENOR DATA PREPROCESSING
For the fusion of camera and lidar data by means of neural networks, the sensor data have to transformed into a suitable format such that the data can be fed into the neural net. Therefore, some preprocessing steps for camera images and lidar data are necessary. Camera images are usually first resized to a predefined input size of the neural network while keeping its aspect ratio constant. Furthermore, the image mean is subtracted from the RGB image to reduce the influence of the image illumination. For lidar data, the preprocessing steps are more complicated. Usually, the lidar sensor delivers a point cloud P containing N points p i = (x, y, z)
T ; i ∈ 1 . . . N . In a first step, all points outside the field of view of the camera are removed, since only the data is to be fused in the field of view of the camera in this work. A common problem is that processing 3D point clouds by means of neural networks is time-intensive due to the sparse nature of the 3D points and the high computation costs of 3D convolutions. Hence, most of the current approaches convert the 3D points into a 2D feature map enabling a fast and good processing by means of neural networks (e.g. [2] , [7] , [10] ). In this work, different 2D lidar representation are considered and evaluated later on. One possibility is to convert the 3D lidar points to a 2D range scan image, denoted as lidar image hereinafter. The lidar image contains no a priori knowledge, e.g. the spatial calibration of the different sensors. However, adding a priori knowledge to the system might improve the performance, since this knowledge does not have to be learned by the neural network. Hence, another possible lidar representation is to project the 3D lidar points into the image plane resulting in a sparse depth map. By this projection, the known spatial relationship of camera and lidar is given to the system. The sparse depth image can be enhanced further by adding additional a priori knowledge yielding a so called dense depth image. The dense depth map is created by interpolating between the sparse lidar points within a small neighborhood. In the following sections, more details about each 2D lidar representation are given. 
A. Lidar Image
The lidar image only consists of information delivered by the lidar sensor. Its height corresponds to the amount of scanning channels C and its width to the number of points of one scanning rotation. Moreover, each pixel of the lidar image represents depth information. Assuming the lidar sensor delivers a point cloud P of N points p i , the corresponding lidar image is determined following the approach of Li [10] . Each point p i is transformed by
to the position (c, r) of the lidar image, where ∆φ and ∆Θ are the average vertical and horizontal angle resolution of the lidar sensor. Each pixel (c, r) of the lidar image is assigned the corresponding depth value d = x 2 + y 2 if there exists a point projected into the corresponding position. Otherwise, no information is available, and hence, the depth value d is set to infinity. A typical example of the lidar image is shown in Fig. 3(b) .
B. Sparse Depth Image
The disadvantage of the lidar image is that camera and lidar images have different sizes. Therefore, it is not possible to merge camera and lidar data to a common 4D input-tensor, as required by the Early Fusion approach. In contrast, a suitable 2D representation of the lidar data is a sparse lidar image, which has the same size as the camera image such that camera and lidar data can be combined into a common 4D tensor. For the sparse lidar image, the 3D points are projected to the image plane. By this projection, the neural net is provided with some additional information, namely the spatial relation of camera and lidar sensor by means of the projection matrix. According to [18] , the sparse depth image is yielded by
using a pinhole camera model with lens distortion. Here, f x and f y are the focal length along x and y-axes, (o x , o y ) is the optical center of the camera and θ its skew parameter. The distortion parameters are denoted as κ i , i ∈ {1, . . . , 5}.
Analogously to the lidar image, each projected pointp i is assigned the depth value d = x 2 + y 2 . All other pixels are set to infinity. An example of this sparse depth image is illustrated in Fig 3(c) .
C. Dense Depth Image
Transforming the 3D lidar points into the image plane leads to a sparse representation, where most of the pixels do not contain any depth information. This might be a problem especially for smaller network architectures, and the performance of the fusion approach might become worse. In the optimal case, each pixel of this representation contains the corresponding depth value similar to a disparity map of stereo cameras. Therefore, further information is added to the system by assuming that the depth values between the sparse projected lidar points do not deviate much. By this, a dense depth map can be generated without any loss of information and the pixels without depth information are filled by means of interpolation. For instance, an easy interpolation method is to take the average depth value of the lidar points within a small neighborhood N , e.g. a square area centered around p:
where N N is the amount of points within N and d * the interpolated depth value. The advantage of this simple interpolation method is its low computation time by the usage of integral images which is a critical point for real-time capable object detectors. If no point lies within the neighborhood N , the corresponding pixel is set to infinity analogously to the lidar image and the sparse depth image. Fig. 3(d) shows the determined dense depth map.
IV. NETWORK ARCHITECTURES
In this section, different sensor fusion architectures are described, which are based on the camera-based object detector Faster RCNN [15] , and evaluated by means of an object detection task. Thereby, the object detector is extended so that the input data delivered by various sensors, e.g. camera and lidar, can be processed by means of the neural networks. As mentioned in Section II, Faster RCNN consists of two stages: In stage one, suitable features are determined by means of a feature encoder and a feature map is yielded. In the second stage, this feature map is then combined with the RPN, which recognizes and localizes the objects in the image. The actual sensor data fusion takes place in the first stage of the object detector. The different sensor data are processed such that a common feature map is constructed, which is necessary for the second stage. As a basic architecture for the feature encoder serves the VGG16 network architecture [16] , which consists of five convolutional blocks with a total of 16 convolutional layers. The VGG16 architecture is compared with a reduced version of VGG16, the so called VGG16m architecture, which needs less memory and computation time due to the reduced number of convolutional layers. More details about the net architectures of VGG16 and VGG16m can be found in Table  I . In this work, different fusion architectures are examined in order to find the best fusion strategy. For instance, the senor data can be fused right at the beginning, or at the end of the feature encoder. These architectures are called Early Fusion and Late Fusion respectively, and are investigated more closely in the next sections.
A. Early Fusion
The idea of the Early Fusion approach is that the neural network should learn how to fuse the different sensor data without any human engineered features or special net configurations. Instead, the sensor data are combined to a common input tensor and processed together in the entire network. Therefore, the input dimension of the camera-based object detector is extended from a 3D tensor to a 4D tensor, where the first three dimensions contain the three color channels of the RGB image, and the fourth dimension is the preprocessed lidar data. A feature encoder is applied on the created input tensor, and a common feature map is yielded, which is required for the second stage of the object detector. The described net architecture is shown in Fig 4. Note, that only the sparse and dense depth image are suitable for the Early Fusion approach, since the size of the lidar image is much smaller than the size of the camera image, and hence, they cannot be fitted into a common tensor.
B. Late Fusion
The disadvantage of Early Fusion is that the outputs of the different sensor types vary, and each sensor has sensor specific properties. These sensor specific properties might be lost by an early fusion. Hence, another net architecture is considered which overcomes this problem by first processing the sensor data separately before they are finally fused. More precisely, for each sensor a separate feature map is determined by means of different feature encoders. These feature maps are then combined to a common feature map, which is the input of the second stage of the object detector. The Late Fusion approach, whose net architecture is illustrated in Fig. 5 , also allows the use of different dimensions of input data so that the lidar image can be used for this architecture, too.
C. Middle Fusion
The Early and Late Fusion approaches exhibit different advantages and disadvantages. Therefore, it makes sense to design yet another architecture, which is a combination of both, the so called Middle Fusion. By this approach, the distinct sensor data are first processed independently from each other, and are concatenated at a later stage. Then, the concatenated sensor data are processed further by the neural network yielding a common feature map which is the starting point for the RPN. In this particular case, camera and lidar data are treated separately up to convolutional block 3, and starting from convolutional block 4, all sensor data are processed together. The Middle Fusion approach enables the network to learn sensor specific properties and then how to combine these properties to suitable features for a good and robust object detection. 
V. EVALUATION
In the previous sections, different network architectures for sensor data fusion and various input representations of the lidar data are described. Now, these different approaches are compared and evaluated qualitatively on the Kitti object detection benchmark [5] in terms of accuracy and computation time. The Kitti dataset consists of 7481 training images and 7518 test images with the corresponding lidar data recorded by a Velodyne 64. In total, the annotated dataset contains about 80k labeled objects in seven different classes (car, truck, tram, pedestrian, cyclist, van). In contrast to many other works, e.g. [2] , [13] , [17] , where the evaluation is focused on detecting cars, pedestrians and cyclists, the detection accuracy of the proposed approaches is determined for all seven categories. The benchmark offers three levels of difficulty, namely easy, moderate and hard, which differs in occlusion and truncation, however, only the most challenging part is considered in this work. Since the ground-truth objects of the test set are not publicly available, the training set is split into a training, validation and a test set. The test set is composed of the first 500 images of the training set, the training set of the next 6500 images and the validation set of the remaining images.
In this work, the focus is set on identical training conditions for all proposed approaches so that only their different architectures are compared. Each approach is implemented in Caffe [9] and trained on the training set using a batch size of 4 and a momentum of 0.9. The training loss is minimized by Stochastic Gradient Descent (SGD), and the initial learning rate is set to 0.001. After every 50k training iterations, the learning rate is reduced by a factor of 10. The validation set is used to monitor the training process for avoiding overfitting and to abort the training process if the training and validation loss differ too much. Usually, the training process is aborted after 100k to 150k iterations. Each training process is executed three times and the average of the results is taken in order to compensate training fluctuations. The training parameters are initialized by a pretrained VGG16 net on the ImageNet dataset. Since the input dimensions of Early, Middle and Late Fusion are different, the parameters of the first convolutional layer are initialized randomly using a Gaussian distribution. Finally, the different approaches are compared on the test set using the average precision (AP) as an evaluation metric. The evaluation results in good and adverse weather conditions can be found in the next sections.
A. Evaluation at Good Weather Conditions
The various, proposed approaches are now evaluated in good weather conditions by means of detection accuracy and computation time, and are compared with the classical object detector using only camera images. Table II and Table  III contain the results of all considered approaches using VGG16m and VGG16 respectively as basis architecture. The results indicate that object detectors benefit from a sensor data fusion, since most of the proposed object detectors outperform the classical object detectors processing images only. As expected, the object detectors based on VGG16 have a greater detection rate than the ones based on VGG16m, because VGG16 consists of more convolutional layers so that the network is able to learn the object attributes better. Furthermore, Early, Middle and Late Fusion perform similarly good in optimal weather conditions. Their accuracy differs only by a maximum of 0.7% on the Kitti dataset.
When comparing the different input data of the lidar data, differences become visible. In case of VGG16m, the dense depth image outperforms the other two lidar representations for all fusion approaches. In contrast, they yield similar results in case of VGG16. The reason is that the smaller feature encoder VGG16m benefits from the added a-priori knowledge while the VGG16 network architecture is large enough to learn this knowledge itself during the training process.
Another important issue is the inference time of the neural nets including its post-processing steps, e.g. applying the Non Maximum Suppression (NMS). The computation time is also listed in Table II and Table III processing input images of size 302 × 1000 on a Nvidia Titan X. Generally, the object detectors based on VGG16m are faster than the ones based on VGG16, since VGG16m consists of less layers so that less arithmetic operations are necessary. Similarly, the inference time of the Late Fusion is larger than the one of Middle and Early Fusion for the same reasons. Moreover, the choice of the lidar input features also effects the computation time due to the different input size of the lidar features. The lidar image has the smallest input size, hence, the approaches using the lidar image are faster than the other ones. 
B. Evaluation at Adverse Weather Conditions
Before evaluating the proposed approaches in adverse weather conditions, the Kitti dataset is modified, since it only consists of road scenes recorded in good weather conditions and no other appropriate adverse weather dataset is known. Hereinafter, this created dataset is called adverse-Kitti. The adverse-Kitti dataset consists of modified Kitti data apart from the original Kitti data. For instance, white areas are randomly fitted into camera and depth images. This is motivated by the fact that at dazzling sun, the camera images contain white spots, and the lidar sensors deliver less points in rain or snow due to reflection and absorption of the laser beams. Furthermore, a sensor failure is simulated by using only either camera or lidar data while setting the other input stream to infinity. In total, the ratio between good weather data, partly disturbed data and completely impaired data is 1 : 2 : 4. Some example data of adverse-Kitti are shown in Fig. 6 .
First, the neural networks trained in the last section in good adverse weather conditions are evaluated by means of adverse-Kitti. For simplicity, the evaluation is restricted to the usage of dense depth images, since it outperforms lidar image and sparse depth image, as shown in the previous section. The results are presented in the Table IV for both feature encoders. It turns out that the performance of the object detector measured in mAP decreases over 20% in adverse weather conditions compared to good weather conditions, since the network parameters are highly optimized for good weather conditions. In contrast to optimal weather conditions, where the different fusion approaches perform similarly good, the Late Fusion approach delivers the best results in adverse weather conditions. The reason is that Late Fusion consists of independent feature encoders which are not disturbed by the sensor failure of the other sensors.
The performance of the object detector in non-optimal weather conditions can be increased by training the different fusion approaches on adverse-Kitti. Table V shows the results of the evaluation on Kitti and adverse-Kitti using VGG16m and VGG16 respectively as feature encoder. Basically, VGG16m and VGG16 behave in a similar manner. The accuracy on adverse-Kitti increases about 20%, however in the case of VGG16m at the expense of the accuracy at good weather conditions. In particular, the performance decreases about 5% on the Kitti dataset compared to networks only trained with good weather data. In contrast, the performance of VGG16 even increases, since the networks learn to trust the individual sensors better. The results also show that Late Fusion outperforms the other fusion approaches. Generally, it yields that the performance of the object detector in adverse weather conditions increases the later the sensor data are fused. This is caused by the fact that the sensor data influence each other at an early fusion. Hence, if one sensor is disturbed, the complete feature encoder is disturbed, and the accuracy of the object detector decreases. In Fig. 6 , the difference between the object detector trained on Kitti and the object detector trained on adverse-Kitti is shown by the example of the Late Fusion.
VI. CONCLUSION
In this paper, the advantages and disadvantages of different fusion architectures were investigated by the task of object detection in diverse weather conditions. It turned out that the later the sensor data is fused, the greater the detection rate of the object detectors is. The performance is enhanced further by adding a-priori knowledge to the neural net, especially for small neural networks. Several approaches were trained on the Kitti dataset, and it was shown that their performance decreases rapidly, if they are applied to adverse weather conditions. The performance in adverse weather conditions could be increased by training the networkby means of an adverse weather dataset. In good weather conditions, the proposed approach even outperforms object detectors trained on pure good weather conditions, if its feature encoder is large enough.
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