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Abstract 
There are many statistical models for analyzing categorical outcome variable such as the classification models, 
the discriminant models, and the logistic regression models. This research introduces a comparison study 
between these regression models to analyze medical data on the basis of several measures of predictive accuracy 
to set proper choice between them. A reviewed of such models and the assumptions of each model will 
introduce in the research. Many evaluation and accuracy measures for evaluating models are presented. Two 
applications in the medical field are introduced using two different real data sets to make the comparisons 
between models. The analysis of the results and conclusions are concluded in the research. 
Keywords: Ordinary regression models; logistic regression models; the R-squared measure; the Wilks’ Lambda 
measure.  
1. Introduction  
The ordinary regression models, the discriminant linear models and the logistic regression models are the widely 
used statistical models for analyzing data sets and explain the relationship between variables.  Both discriminant 
and logistic regression models are appropriate and widely used in analyzing categorical outcome variables 
especially the medical data sets. Also, these models success in classifying observations to pre-defined groups.  
------------------------------------------------------------------------ 
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Linear discriminant models have many assumptions to give useful results such as the normality assumption, the 
significance difference centroids, and the equality variance- covariance matrices.  In practice these assumptions 
are nearly violated especially with real data, therefore researchers have to use the logistic models in analyzing 
the data. The logistic models have not any assumptions on the distribution of the explanatory variables or about 
the variance - covariance matrices. Sometimes these models named the free model assumptions. Many 
researchers use the ordinary regression models, or the discriminant models without insure the existence of the 
assumptions or although the violation of the assumptions. This research interested in studying and analyzing the 
logistic regression models in a comparison with the ordinary regression models and the linear discriminant 
models. Also, the evaluation measures that are used with these models are introduced in the research to reveal 
the best model and evaluate the supposed model. Two suitable applications of these models in the medical field 
are done to complete the comparison. A review of the regression models, the ordinary, discriminant, and logistic 
regression models are stated in section (2). Details of the evaluations measures used with these models are in 
section (3). Section (4) has two applications of the logistic models by using two medical real data sets, the breast 
cancer data set, and the thyroid gland diseases data set. The analysis of the results and conclusions are presented 
in section (5). Section (6) has the recommendations for future studies. Finally, at the end of the research the 
references are stated. 
2. A Review of The Regression Models  
This section has the details of three regression models, its assumptions and forms. The reviewed models are the 
ordinary regression models, the discriminant analysis models, and the logistic regression models. 
2.1 The ordinary regression models 
The ordinary regression models are the most frequently used in analyzing data sets. There are two ordinary 
regression models, the simple and multiple regression models. The ordinary models deal with continuous 
outcomes, and the explanatory variables. The general form of these modes can be defined as follows:    
 
where the random error ε represents the discrepancy in the approximation.  It accounts the failure of the model 
to fit the data exactly. The function  𝑓𝑓�𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑝𝑝�  describes the relationship between the continuous 
dependent variable Y, and the predictor variables  𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑝𝑝.  If there is one predictor variable, the simple 
regression model arises, whereas many predictor variables arise the multiple regression models [4, 8]. For 
categorical outcomes, the discriminant models and logistic models can be used instead of the ordinary models. It 
is a big mistake to use ordinary models in analyzing such cases, and results will be suspected. The details of 
linear discriminant and logistic regression models will be defined.  
2.2 The linear discriminant models 
The regular and the basic methods used to differentiate the between two or more groups are the discriminant 
models when the response variable is categorical or non- metric variable [11]. The observations can be classified 
Y= 𝑓𝑓�𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑝𝑝� + 𝜀𝜀                                                                                                               (1) 
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to a suitable group on the basis of the predictor variables. All discrimination models assume categorical 
outcomes, normality assumption of the explanatory variables, and the equality variance – covariance matrices 
for groups [7]. The discriminant analysis models are appropriate when the dependent variable is a categorical, 
nominal or nonmetric variable and the independent variables are metric or non-metric variables [8]. The 
simplest linear discriminant, Fisher model for two groups is defined as a linear discriminant function passes 
through the centroids of the two groups. The conditional distribution of 𝑥𝑥 \ 𝑦𝑦  has multivariate normal 
distribution with mean vector is µy and common covariance matrix Ʃ. It can be defined as follows: 
  𝑝𝑝(𝑦𝑦𝑖𝑖\𝑥𝑥𝑖𝑖) =         = 1(1 + 𝑒𝑒𝛼𝛼+𝛽𝛽𝛽𝛽)−1                                                                                         (2)    
Where the coefficient α = − 𝑙𝑙𝑙𝑙𝑙𝑙 𝜋𝜋1
𝜋𝜋0
+ 0.5 (𝜇𝜇1 + 𝜇𝜇0)′ Ʃ−1 (𝜇𝜇1 − 𝜇𝜇0) , and the parameters vector 𝛽𝛽 = (𝜇𝜇1 −
𝜇𝜇0)𝑇𝑇 Ʃ-1. The prior probabilities π0, π1 are the probabilities of belonging to group one, and to group two 
respectively. In practice all parameters are unknown, and will be replaced by the sample estimate, where 
𝜋𝜋� 0 =  𝑛𝑛0𝑛𝑛   , 𝜋𝜋� 1 =  𝑛𝑛1𝑛𝑛  ,   𝜇𝜇1� = 1𝑛𝑛1  ∑ 𝑥𝑥𝐼𝐼𝑦𝑦𝑖𝑖=1 ,     𝜇𝜇0� = 1𝑛𝑛0 ∑ 𝑥𝑥𝐼𝐼𝑦𝑦𝑖𝑖=0 ,   and ∑  is defined as follows:      ∑ = �∑ (𝑥𝑥𝑖𝑖 −𝑦𝑦𝑖𝑖=1
?̅?𝑥1)(  𝑥𝑥𝑖𝑖 − ?̅?𝑥1  )𝑡𝑡   +  ∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥0) ( 𝑥𝑥𝑖𝑖 − ?̅?𝑥0    )𝑡𝑡𝑦𝑦𝑖𝑖=0 � /𝑛𝑛 [2]. 
The form of equation (2) is equivalent the form of logistic regression models. Hence, the two models do not 
differ in the functional form. The forms will differ only in the estimation methods of the coefficients. All linear 
forms of discriminant models can be used but on the basis of strict condition about normality, or equality 
variance – covariance matrices. Also, there are many fixable models of discriminant analysis such as quadratic 
discriminant models that based on only one condition about the equality of variance – covariance matrices, and 
the logistic regression models have not any conditions or restrictions [6]. 
2.3 The Logistic regression models 
There are many objectives, types, applications of the logistic regression models. The logistic models have many 
objectives such as finding the best-fitting model, describe the relationship between the categorical outcome 
(dependent or response) variables, and a set of independent (predictor or explanatory) variables [10]. These 
models are robust, flexible, and easily used. It has not any assumptions regarding the distribution of the 
explanatory variables such as linear discriminant models. The logistic regression models are the suitable models 
for dichotomous, binary outcome variable Y [9]. The new cases can be classified to only one group by using the 
logistic models. This is the second goal of the logistic models [3].  
The details of the relation between the regression models and the logistic models are defined in [6]. The two 
types of the logistic models are also defined, the binary and multinomial logistic models.   
The logistic discriminant method was applied to differentiate malignant from benign proven breast lesions in a 
group of patients based on ultrasonic parameters using a database including 273 patients’ ultrasonography 
pictures consisting of 14 quantitative variables.  
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The logistic regression models have many applications in many fields especially the medical fields. The logistic 
models can be defined as follows, 
                                                       𝑝𝑝(𝑦𝑦𝑖𝑖\𝑥𝑥𝑖𝑖) = = 𝑒𝑒𝛽𝛽𝑡𝑡𝛽𝛽𝑖𝑖1 +  𝑒𝑒𝛽𝛽𝑡𝑡𝛽𝛽𝑖𝑖                                                                                               (3)   
Where the response variable yI has Bernoulli distribution. The coefficient of this model is estimated using the 
maximum likelihood method.  
The categories have to be mutually exclusive and exhaustive; new cases have to classify to only one group [1].  
3. The Evaluation Measures of the Logistic Models 
There are many measures can be used with the logistic regression models and other regression models such as 
the Fisher models, and the ordinary regression models. This section reviewed some of these measures. 
3.1 The classification error measure 
The classification error, C.F. is the simplest and most frequently used criteria. It is the percent of incorrectly 
classified objects. However this measure is very simple and many researchers use it in many studies; it is a very 
insensitive and statistically inefficient measure [3]. 
3.2 The B-indexes measure 
There are many different measures to determine and evaluate the predictive accuracy of models. The proposed 
evaluating measures have intuitive clearness, predictive the accuracy of models, and sometimes add to the 
classification error (C.E.). The B - index measures the average of squared difference between the estimated and 
the actual value. It can be defined as follows: 
B=1-∑ [(𝑃𝑃𝑖𝑖 − 𝑌𝑌𝑖𝑖)2 /𝑛𝑛]𝑛𝑛𝑖𝑖=1                                                                                                      (4) 
Where the probability of classification into groups are Pi, the sample size of both populations are n, and the 
actual group membership is Yi (i has 1 or 0 value).  
The B-indexes ranged between (0, 1) values, where 1 indicates perfect prediction. For cases of equally sized 
groups, B-indexes is 0.75[14] 
3.3 The Q-indexes measure 
This measure is similar to the B-indexes. It has the following form   
                                          𝑄𝑄 = �[1 + 𝑙𝑙𝑙𝑙𝑙𝑙2(𝑝𝑝𝑖𝑖𝑦𝑦𝑖𝑖𝑛𝑛
𝑖𝑖=1
(1 − 𝑝𝑝𝑖𝑖)1−𝑦𝑦𝑖𝑖)]/𝑛𝑛                                                                                   (5) 
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The Q-indexes measure also ranged between (0,1). One indicates perfect prediction while 0 indicates random 
predictions. The Values less than 0 indicate worse prediction than random. When predicted probabilities equal 
to 0 or 1, the Q-indexes is undefined and cannot be calculated.  
The two criteria B-indexes and Q-indexes consider the accuracy of prediction besides discrimination. These 
measures are the most used in specialized researches [10]. 
3.4 The Wilks’s Lambda measure 
 The Wilks’s Lambda measure is sometimes called the U statistic.  It is used to test the significance of the 
independent variables. It has the same objective as ANOVA, F- test to test the null hypothesis that the canonical 
correlations are zero.  
The small value of Wilks’s Lambda for an independent variable, include more contributes of the variable.  The 
test statistic takes the following form: 
 𝜆𝜆 = |𝑊𝑊||𝑊𝑊+𝐻𝐻| (6) 
Where W is the residual variance, H is the variance due to the linear relationship, and W+H is the total variance. 
Wilks’s Lambda has approximately chi-square χ2 distribution with one degree of freedom. The Wilks’s Lambda 
values vary from zero to one [12]. 
3.5 The Wald test 
The Wald test is used to test the statistical significance of each coefficient (β) in the model. The Wald test can 
be defined as follows:  
 
𝑊𝑊 = ?̂?𝛽
𝑆𝑆𝑆𝑆(?̂?𝛽)  (7) 
Where β�  is the maximum likelihood s of the parameter  β , and  SE(β�)  is the standard error of the maximum 
likelihood estimate. The squared of the statistics has chi-square distribution with one degree of freedom [12]. 
3.6 The likelihood-ratio test 
The likelihood-ratio tests the overall significance of the p coefficients for the independent variables in the 
model. It uses the ratio of the maximised value of the likelihood function for the full model (L1) and the 
maximum of the simpler model (Lo). This test has the following form:  
 
−2 𝑙𝑙𝑙𝑙𝑙𝑙 �𝐿𝐿𝑜𝑜
𝐿𝐿1
� = 2 [𝑙𝑙𝑙𝑙𝑙𝑙(𝐿𝐿𝑜𝑜) − 𝑙𝑙𝑙𝑙𝑙𝑙(𝐿𝐿1)] (8) 
The likelihood-ratio test is more replicable for small sample size than the Wald test. [2] 
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4. Applications of The Logistic Regression Models 
This section provides two applications of the logistic regression models in the medical field by using real data 
sets, the breast cancer data set, and the thyroid gland diseases data set.  
4.1 The application of the logistic model using the breast cancer data set 
Breast cancer is a kind of cancer diseases that affects the breast cells of women or men. It usually starts in the 
inner lining of the milk ducts or the lobules that supply them with milk. A malignant tumour can invasive to 
other parts of the body starts in the lobule that is known as lobular carcinoma. If it develops in the ducts is 
named, ductal carcinoma [18]. The breast cancer is common and invasive in females worldwide. It is 
approximately %22.9 in women.  
For both males and females this type is approximately %18.2 of all cancer deaths worldwide 18.2% [18]. 
According to the Ministry of Health in Saudi Arabia, in (2015) the breast cancer is the most common disease in 
the KSA, where 2,741 cases (%19.9) from women having breast cancer comparing with other types of cancer.  
In the US and Arab countries, including Saudi Arabia, %50 of new cases are women for ages ranged from 65-52 
[16]. After a woman is diagnosed with breast cancer, doctors have to determine whether it has spread, invasive 
or not. This step is named staging.  
The stage helps in determining the seriousness of the cancer and the best treatment options the case need. There 
are three important stages of the interest and available in the data set. Stage one will be when tumour size less 
than 2 cm, there is no lymph node metastasis. Stage two will be when tumour size between 2-5 cm, there is no 
lymph node on the same side of breast, and there is or metastasis.   Stage three will be when tumour size more 
than 5 cm, there is a lymph node on the same side of breast and there is no metastasis [13].  
The data set of the application of the breast cancer stages was taken from King Abdul-Aziz Hospital from the 
pathology and laboratory medicine section (Histopathology Reports) reports from 2015–2016. There are 36 
cases available, 12 cases belong to stage I, 12 cases belong to stage II and 12 cases belong to stage III. The 
details of the three stages data set are shown in Table 1 as follows. 
The data is analyzed by using the SPSS package, and two models are applied, the logistic model by supposing 
the outcome variable has two stages (Early Cancer and Advance Cancer), also when the outcome variable have 
three stages I, II, and III as defined before. Three predictive variables are used which are helpful in the 
diagnostic, the number of lymph nodes involved, the cancer has reached nearby lymph nodes or not, and the 
tumor size.  
The classification results of applying the logistic regression model for the two stages will be stated in Table 3 as 
follows: 
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Table 1: The breast cancer data for the three stages 
 
Tumor size 
 
The cancer has reached 
nearby lymph nodes 
 
Number of lymph nodes 
involved 
 
Stage 
1.2 FALSE 0 1 
1.5 FALSE 0 1 
1.2 FALSE 0 1 
1.5 FALSE 0 1 
1 FALSE 0 1 
1.5 FALSE 0 1 
1.1 FALSE 0 1 
1 TRUE 0 1 
1 FALSE 0 1 
1 FALSE 0 1 
0.5 FALSE 0 1 
1 TRUE 0 1 
3 FALSE 0 2 
3.2 TRUE 2 2 
2.2 FALSE 0 2 
2.5 TRUE 3 2 
3 TRUE 1 2 
3 FALSE 0 2 
3 FALSE 0 2 
2.5 FALSE 0 2 
3.5 FALSE 2 2 
2.5 TRUE 0 2 
2.5 TRUE 0 2 
5 FALSE 0 2 
5 TRUE 0 3 
8 TRUE 0 3 
11 TRUE 0 3 
7 TRUE 0 3 
9.3 TRUE 2 3 
5 TRUE 1 3 
5.5 TRUE 0 3 
6.5 TRUE 3 3 
3 TRUE 13 3 
2.5 TRUE 9 3 
5.5 TRUE 21 3 
7 TRUE 0 3 
 
The details of the two stages data set are shown in Table 2 as follows: 
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Table 2: The breast cancer data for the two stages 
 
Tumor size 
 
The cancer  reaches 
nearby lymph nodes 
 
Number of lymph nodes are 
involved 
 
Stage 
1.2 FALSE 0 Early  
1.5 FALSE 0 Early  
1.2 FALSE 0 Early  
1.5 FALSE 0 Early  
1 FALSE 0 Early  
1.5 FALSE 0 Early  
1.1 FALSE 0 Early  
1 TRUE 0 Early  
1 FALSE 0 Early  
1 FALSE 0 Early  
0.5 FALSE 0 Early  
1 TRUE 0 Early  
3 FALSE 0 Early  
3.2 TRUE 2 Early  
2.2 FALSE 0 Early 
2.5 TRUE 3 Early  
3 TRUE 1 Early  
3 FALSE 0 Early  
3 FALSE 0 Early  
2.5 FALSE 0 Early  
3.5 FALSE 2 Early  
2.5 TRUE 0 Early  
2.5 TRUE 0 Early  
5 FALSE 0 Early  
5 TRUE 0 Advance  
8 TRUE 0 Advance  
11 TRUE 0 Advance  
7 TRUE 0 Advance  
9.3 TRUE 2 Advance  
5 TRUE 1 Advance  
5.5 TRUE 0 Advance  
6.5 TRUE 3 Advance  
3 TRUE 13 Advance  
2.5 TRUE 9 Advance  
5.5 TRUE 21 Advance  
7 TRUE 0 Advance  
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Table 3: Classification result of logistic regression of breast cancer for two stages 
Observed 
Predicted stage 
Early cancer Advance cancer  
Stage Early cancer 24 0 100.0 
Advance cancer 0 12 100.0 
Overall percentage   100.0 
 
The classification results of applying the logistic regression model for the three stages are stated in Table 4 as 
follows:  
Table 4: Classification result of logistic regression for breast cancer for the three stages 
 
Observed 
Predicted 
1 2 3 Percent correct 
1 12 0 0 100.0% 
2 0 12 0 100.0% 
3 0 0 12 100.0% 
Overall percentage 33.3% 33.3% 33.3% 100.0% 
 
4.2 The application of the logistic model using the thyroid gland diseases data set  
The thyroid is a gland at the base of the throat near the windpipe. It has a butterfly shaped, with a right lobe and 
a left lobe. A thin piece of tissue connects the two lobes. The thyroid makes hormones that help control heart 
rate, blood pressure, body temperature, and weight [17]. 
Thyroid diseases are very common in human, especially women. There are two types of thyroid diseases, 
hypothyroid and hyperthyroid; these cases give many effects such as weight gain, weight loss, and stress... 
Detecting the disease in earlier stage gives proper treatment to the patients. The TSH is thyroid stimulating 
hormone, and it is the best way to test the thyroid function. A high TSH level indicates that the thyroid gland is 
failing, and the thyroid is producing low hormone (hypothyroid).  The opposite situation, when the TSH level is 
low, indicates that the person has an overactive thyroid that is producing too much thyroid hormone 
(hyperthyroidism). In most healthy individuals, a normal TSH value ranges from 0.4 to 4.0 m U/L (mill units 
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per liter) means. Also the tests T3 and T4 are often useful to diagnosis hyperthyroidism, and often patients have 
hyperthyroid will have an elevated T3 level [5]. The data set is drown and loaded from the website (http: 
//repository. seasr.org/Datasets /UCI/ arff). There is a 3772 available case. The chosen random sample size is 
100 cases divided into two groups, 47 cases have hypothyroid and the other group has 53 cases that have 
hyperthyroid [15]. The detail of data set is in table 5 as follows:  
Table 5: The thyroid gland disease data 
TSH T3 Group TSH T3 Group 
2.7 0. Hypothyroid 4.2 2.1 Hypothyroid 
0.25 2.9 Hyperthyroid 0.05 6.2 Hyperthyroid 
1.2 2 Hyperthyroid 0.09 1.4 Hypothyroid 
0.22 1.9 Hyperthyroid 9.6 2.4 Hypothyroid 
0.23 1.7 Hyperthyroid 4.23 1.1 Hypothyroid 
0.015 1.5 Hyperthyroid 0.6 2.3 Hyperthyroid 
0.02 4 Hyperthyroid 0.9 2.4 Hyperthyroid 
0.15 7.3 Hyperthyroid 0.03 2.7 Hyperthyroid 
0.2 3.8 Hyperthyroid 0.4 3.4 Hyperthyroid 
0.02 4 Hyperthyroid 0.3 3.6 Hyperthyroid 
0.005 3.9 Hyperthyroid 0.56 2.7 Hypothyroid 
6.2 1.7 Hypothyroid 7.9 2.2 Hypothyroid 
1.1 2.3 Hyperthyroid 5.23 2.9 Hypothyroid 
0.35 1.7 Hyperthyroid 0.015 4 Hyperthyroid 
9.8 1.9 Hypothyroid 1.4 2.3 Hypothyroid 
8.3 0.9 Hypothyroid 8.9 1.7 Hypothyroid 
5.8 2.4 Hypothyroid 4 2.1 Hypothyroid 
0.03 3.4 Hyperthyroid 0.15 1.9 Hyperthyroid 
4.0 2.2 Hypothyroid 0.1 1.8 Hyperthyroid 
3.4 2.1 Hypothyroid 1.1 1.5 Hyperthyroid 
1.8 2.1 Hypothyroid 0.15 5.5 Hyperthyroid 
9.9 0.8 Hypothyroid 1.6 2.2 Hypothyroid 
1.83 1.1 Hypothyroid 0.26 1.7 Hyperthyroid 
8.2 1.7 Hypothyroid 0.1 1.9 Hyperthyroid 
6.4 2.4 Hypothyroid 0.16 5.2 Hyperthyroid 
8.9 1.2 Hypothyroid 0.3 2.5 Hyperthyroid 
4.2 0.2 Hypothyroid 0.2 1.5 Hyperthyroid 
1.2 1.4 Hypothyroid 0.035 2.5 Hyperthyroid 
20 2.5 Hypothyroid 0.2 5 Hypothyroid 
9.4 1.4 Hypothyroid 1.9 3.9 Hypothyroid 
2.3 0.7 Hypothyroid 0.06 4.7 Hyperthyroid 
2.3 0.2 Hypothyroid 0.01 3.8 Hyperthyroid 
2.5 0.9 Hypothyroid 0.15 2.3 Hyperthyroid 
8.3 2.1 Hypothyroid 0.02 3.7 Hyperthyroid 
8 1.1 Hypothyroid 0.005 3.5 Hyperthyroid 
13 1.3 Hypothyroid 0.24 3.2 Hyperthyroid 
0.01 2.4 Hyperthyroid 0.06 2.3 Hyperthyroid 
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0.13 2 Hyperthyroid 0.02 2.3 Hyperthyroid 
0.12 1.7 Hyperthyroid 4.1 4 Hyperthyroid 
0.04 1.9 Hyperthyroid 0.005 2 Hyperthyroid 
1.6 1.5 Hypothyroid 0.03 4.2 Hyperthyroid 
0.25 1.9 Hyperthyroid 27 4.4 Hypothyroid 
8.6 0.3 Hypothyroid 6.3 2.7 Hypothyroid 
8.6 0.5 Hypothyroid 0.25 3.9 Hyperthyroid 
8.6 0.5 Hypothyroid 0.23 2.4 Hypothyroid 
1.78 1 Hypothyroid 0.72 3.8 Hyperthyroid 
0.2 1.8 Hyperthyroid 31 2.6 Hypothyroid 
0.22 1.4 Hyperthyroid 230 1.5 Hypothyroid 
0.2 2.1 Hyperthyroid 0.22 4 Hyperthyroid 
0.005 2.3 Hyperthyroid 1.6 2.2 Hypothyroid 
 
The package SPSS is used to analysis the data set and apply the logistic model. The classification results of the 
logistic regression for the two groups will be stated in Table 6 using the logistic model as follows: 
Table 6: Classification result of logistic regression for thyroid gland disease data 
 
 
Observed 
Predicted group 
Hypothyroid Hyperthyroid 
Percentage correct 
Step 1 Group Hypothyroid 40 7 85.1 
Hyperthyroid 1 52 98.1 
        Overall percentage   92.0 
 
5. The Analysis of the Results and Conclusions 
This section has analysis of the results for the application of the two data sets, the breast cancer and thyroid 
gland diseases.   
5.1 The analysis of the breast cancer data set 
The classification results of the logistic model for the two stages reveal that the overall percentage is %100, and 
all respondents are classified correctly into early-stage cancer or advanced cancer. It is clear that the logistic 
model is the suitable model to deal with medical data. Also, the discriminant model is suitable model if the 
assumptions are present. By examining the equality means of the two groups (early stage and advanced stage), 
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and three groups (stage I, stage II and stage III) respectively. The p-value of the tests are significance for all 
variables that means all variables are differ and separated at (sig. <0.05) for the two groups and the three groups. 
The normality assumption will be tested by using the Shapiro-Walk’s test that is used on the breast cancer data 
for the two groups and three group applications. For the two stage groups, the advance stage is only normal 
distributed while the early stage is not normal distributed. For the three stage groups, stage I and stage III are 
normal distributed. Also, the homogeneity assumption can be detected by using the Box's M test. The results for 
the breast cancer data reveal no significance difference between the two groups case, while there is a 
significance difference between the three groups case.  
The results of Walks’ Lambda measure that test the significance of discriminant function, show highly 
significance function (p-value = 0.000) and shows 16.3% unexplained for function 1, whereas there is 99.2% 
unexplained for function 2 for the two stage groups. For the three stage groups, results show significance 
functions where (p-value=0.000) at significance level 5% and 24.8% unexplained. 
The test of chi-square goodness of fit and Pseudo R-square for three stages of breast cancer, reveal that there is a 
good classification of the observed values. The Cox and Snell’s R2 indicate that %88.9 of the variation is 
explained by the logistic regression model, and the Nagelkerke and Mcfadden R2 will be 1 indicate strong 
relationship of 100% between the predictors and the prediction. For the three and two stage groups, the results 
reveals that there are %100 overall classification by using the Fisher's model, although the severalty assumption 
is not satisfied for the early stage in the two stage groups, and not satisfied for the second stage for the three 
stages groups..  
5.2 The analysis of the thyroid gland diseases data set 
The classification results of the logistic regression for the two groups reveals %92 overall correct classification 
of all observed values. For group (Hypothyroid) the correct classification is %85.1, whereas the correct 
classification for the other group (Hyperthyroid) is %98.1. It is clear that the logistic model successes in 
classifying cases to the suitable group. Also, the discriminant model if its assumptions are present it gives 
suitable results. By examining the significance of the discriminant analysis function, Wilks’ Lambda test shows 
highly significance function (p-value <0.000) and shows 72.6% unexplained. The T3 hormone was the strongest 
predictor.  
The results of the classification of the thyroid gland for the two groups by using the Fisher's model reveals there 
are %68.1 correctly classification for hypothyroid and 71.7% correctly classification for hyperthyroid although 
the severalty assumption is not satisfied for two groups.  
The chi-square test value reveals the logistic model is significance that indicates a good fit model and the 
predictors do have a significant effect for explaining the relationship, while this test not significance for The 
Fisher model. The normality assumption tested by using the Shapiro-Wilks test. It shows that the two groups 
have not normal distributed. The homogeneity assumption will be tested and the results show significance 
difference between the two group variables.  
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5.3 Conclusions 
This research interests in studying and applying the logistic regression models with medical data. It introduces 
two applications of the logistic regression models using two real data sets, the breast cancer data set and thyroid 
gland data set.  The results of the logistic regression model for the breast cancer data set showed %100 correct 
classifications either for two stages or three stages application. For the gland disease application, the correct 
classifications are %92. The problems of classifying observations are solved without considering any conditions 
with increasing correct percentages.  Although the discriminant analysis sometimes introduces good 
classification results, but the assumptions of discriminant models such as normality, or equality variances- 
covariances are violated in practice and applications. 
6. Recommendations 
The classical models such as ordinary regressions, and discriminant analysis may give good results although the 
violation of the assumptions. The suitable and frequently models for dialing with medical data sets are the 
logistic regression models either the binary or the multinomial models. These models have not any assumptions 
about the outcome variable and the independent variables.  There are also many estimating methods can be used 
with the logistic regression models to estimate the parameters of the models. The available measures for 
evaluating the parameters, and models available in packages such as Minitab and SPSS or any else packages 
may help especially researcher not specialized; it is very helpful to classify cases and patients to the suitable 
group and lead to good decision. The researcher can also use the discriminant or any alternative statistical 
models if the assumptions are present or the free assumption methods such as logistic models else.  
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