This paper describes the work done in the development of a fast and accurate numerical solver for flows around flapping wings at low Reynolds numbers. In the first part, the finite volume flow solver is described. We use a kinetic energy conserving scheme that improves stability while limiting numerical dissipation. In the second part, we discuss how wing motion is represented and how we deform the mesh accordingly. Finally, in the last part, we give examples of applications of our code and show how it can be used for optimization purposes.
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I. Introduction
The study of flapped flight long fascinated scientists. Today, many hope that a better understanding of the phenomenon will allow the development of efficient flapping µUAVs. However, experimental studies are not easy and until recent years, high fidelity computer simulations were limited to two dimensional flows and most of the three dimensional results were obtained using simplistic panel codes.
The flow around a flapping wing is characterized by the generation of vortices that strongly interact in the wake. In order to study such an unsteady flow numerically and to capture the phenomena present in the wake with good resolution, it is crucial to use a scheme that introduces as little dissipation as possible. A solution some have adopted is to use high order discontinuous methods like the discontinuous Galerkin method to limit the amount of numerical dissipation introduced 1, 2 . However, the cost of these methods is still very high and we preferred to use a second order finite volume kinetic energy conserving scheme instead. The scheme was used in previous work for 2D simulations and proved to be accurate and robust. With the good results we show in this paper, we foresee the possibility to use the code for optimization purposes.
Coupled with a nonlinear optimization solver like SNOPT, our code can be used as a black box to optimize quantities like the propulsive efficiency. In the second section the finite volume flow solver is described and results on Jameson's kinetic energy conserving scheme are briefly summarized. In section 3, the parameters used to prescribe the motion of a wing in 3 dimension are explained in details. Finally, in section 4 contains various examples of possible wing motions and the flow around wings for interesting cases.
II. Numerical Methodology
The vortex dominated flows produced around a low speed flapping wing are not trivial to simulate. Most of the classical schemes developed for flow simulations excel in the prediction of high speed steady flows but fail to compute with accuracy unsteady low regimes. Very often, available techniques prove to be either too dissipative (low order numerical dissipation is added to improve the stability of the algorithm) or too expensive (reconstructions are made to obtain higher order accuracy). Choosing an appropriate scheme for such simulations cannot be done randomly as one must avoid as much as possible the two pitfalls, dissipation and cost. Currently, the community tackles this kind of problems with high order discontinuous methods such as the discontinuous Galerkin method or the spectral difference method when looking for high resolution, or with panel codes when looking for speed and efficiency 2, 7, 8 . In this current work however, we chose to use a finite volume central scheme to accelerate computations with respect to high order methods while allowing better resolution of the flow than panel methods.
A. Kinetic Energy Conserving finite volume scheme
The idea behind the Kinetic Energy Conserving scheme is to force the total numerical kinetic energy to behave the same way as the total kinetic energy of the flow. We expect that if the scheme satisfies global conservation of Kinetic energy as well as total energy, then the conservation of internal energy is enough to stabilize the solution. The scheme was proposed by Jameson 3, 4 in 2007 and multiple experiments have been conducted since then to verify the advantages of the method 6 . For flows sufficiently viscous, it is possible to perform the computations without adding any artificial dissipation while a classical central scheme would be unstable.
Consider a smooth flow in the domain Ω bounded by ∂Ω. The kinetic energy satisfies the following global conservation law
∂ ∂t
We say that a numerical scheme to solve the viscous Navier-Stokes equations is Kinetic Energy Conserving if it satisfies a discrete analog of this equation. Now, we consider a finite volume discretization of the governing equations in the domain Ω . The generic cell is a polyhedral control volume o. Each cell has one or more neighbors. The face separating cell o and cell p has an area A op , and we define n In this framework, the semi-discrete finite volume approximation of the governing equations takes the form:
For a boundary control volume b, another contribution to the fluxes f 
and if the fluxes at the boundaries are evaluated such that:
where b is a boundary control volume then the semi discrete finite volume scheme (3) satisfies the discrete global variation law for kinetic energy.
Indeed in that case, the discrete kinetic energy k o satisfies the following relation:
which is indeed a discretization of (1).
The convective fluxes then have to be modified to account for the motion of the mesh. Consider the system of equation
i (u) = 0 and integrate it over the moving domain Ω(t). We have using the divergence theorem
However, since
wherev i is the speed of the boundary of the domain, it follows that ∂ ∂t 
In the code, we used the following averaging formula (a bar denotes the arithmetic mean
Condition a of proposition (1) does not require a specific form for the energy flux. We defined it in a consistent manner with the continuity and momentum fluxes. Viscous stress was evaluated in each cell by introducing a complementary mesh, for which cell vertices are the centers of the original control volumes.
B. Time Integration
Time integration was done using a TVD Runge Kutta second order multistage time stepping scheme 5 . For a semi discrete law in the form ∂w ∂t
the scheme advances from time n to time n + 1 by
The explicit dependence in time of the operator R is due to mesh motion. This means that both the location and velocity of the mesh need to be updated at t n+1 before evaluating R(w 1 , t n+1 ). Also, notice that using a second order ERK, they only need to be updated once per time step.
This time discretization does not guarantee the preservation of kinetic energy in time. One could use a Crank-Nicholson semi implicit scheme as suggested by Jameson 3 to ensure conservation in time, but the computational costs would increase enormously. Also it shall be noted that this particular ERK time advancement scheme does not enforce the so called discrete geometric conservation law (GCL) for a deforming mesh. Practically, the error remains of second order and since the time steps taken are quite small, the non enforcement of the GCL did not appear to be crucial.
C. Artificial Dissipation
Although the kinetic energy conserving scheme brings additional stability compared to a classical central scheme, some artificial dissipation was added on the coarser meshes to enhance stability. Furthermore, dissipation was also introduced in the far field to prevent the reflection of pressure waves on the domain boundary.
Two different kinds of artificial dissipation where considered.
Artificial dissipation based on the Jameson-Schmidt-Turkel (JST) scheme
The dissipation introduced is derived from the JST scheme 9, 10 by dropping the lower order diffusive term and conserving the higher order term to control odd/even modes. If we consider the conservation equation ∂u ∂t + ∂ ∂x f (u) = 0, the truncation error introduced by our second order scheme can be seen as a continuous term in a modified differential equation
The idea is to introduce an extra diffusive term that will modify the truncation error
with λ (4) ≥ 0 and p ≥ 2 to preserve the order of the scheme. If
is a finite volume semi-discretization of the equation where h i± 1 2 is the numerical flux, we can introduce a correction d i± 1 2 to the flux to obtain the desired property. This can be done by taking
similarly to what is done in the JST scheme. α i+ 1 2 is proportional to the spectral radius of the local Jacobian matrix and (4) is a switch to add dissipation only where needed, as described in the original JST scheme. d i+ 1 2 is proportional to ∆x
Kinetic Energy Decreasing scheme
It was shown by the authors that an extra term can be added to the Kinetic Energy Conserving flux to create a Kinetic Energy Decreasing scheme. Although this technique is not sufficient to capture shockwaves, it does provide a significant amount of stabilization in areas where the mesh is too coarse.
All the examples presented in the following sections use minimum amounts of dissipation using the modified JST scheme.
III. Parameters and Wing Deformations
As mentioned before, the goal of this code is to allow the optimization of the flapping motion for low speed micro air vehicles. Since this motion cannot be completely arbitrary, we need to define a set of parameters that will describe the movements of the wing. The objective of this section is to introduce all the motion parameters and to show how we can reconstruct the deformed wing from them.
A. Motion Parameters
The basic motion of the wing is described by a wing skeleton, consisting of a simple articulated beam. Two aspects of the motion are parametrized: the vertical flapping and the twisting. The wing skeleton has a length s, equal to the span of the original wing. It is divided into n rigid sub elements of equal length = s/n as depicted in the picture below for the case n = 3. Note that node 0 is fixed and the wing does not twist or flap at its root. In the sketch below, note that we are "facing the bird". 00 00 00 00 00 00 00 00 00 00 
Flapping motion
Each element i can rotate with respect to the previous element in a vertical plane by an angle θ i . This means that if element 1 has a flapping angle of 10 • and element 2 has a relative angle of −3 • , then element 2 really has an absolute angle of 7
• . Note that node 0 is fixed and never moves. Once all the angles θ i are set, we fit a natural cubic spline through the nodes to reconstruct the flapping motion of the wing. The process is shown on figure (2). 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 
Twisting motion
Once again, the twist is defined discretely on each node i with respect to the previous one by an angle α i . There is no twist applied on node 0. Therefore a twist angle of 5
• at node 1 and a twist angle of −2 • at node 2 really means an absolute twist of 3
• at node 2. Once again, after the twist angles are set, we fit a natural cubic spline through these various twist values along the span. The process is shown on figure (3) . 
Parametrization in time
All the angles introduced above are not constant in time, and we expect the flapping and twisting process to be somewhat cyclic. We therefore need to give a representation in time for all the parameters we considered. Suppose the motion of the wing is smooth and periodic with a period T . The variation in time of all the angles can be expressed in terms of Fourier sine expansion
Practically, we limit the sum to the first N elements. Therefore, the variation in time of angle α i is entirely defined by {a 0 , a 1 
A wing parametrized by n nodes and the N first Fourier modes will then require a total of n(2N + 1) + 1 parameters. Ideally, we want to start the simulation from a steady state and accelerate smoothly to the periodic regime. This is done for t in [0, T /2] by multiplying all angles by sin(ωt) 2 (we supposed the flow around the airfoil already reached a quasi steady solution at T = 0).
B. Reconstructing the wing -Stretching the mesh
Once the skeleton has been formed and the splines fitted through the various control points, it is possible to deform the mesh to reconstruct the actual flapping wing. We use a Cartesian H-C mesh. The various nodes of the mesh are therefore given by coordinates x(i, j, k), y(i, j, k) and z(i, j, k). Figure 5 (a) represents the original underformed mesh. The motion of the wing is reconstructed by sliding (flapping) and rotating (twisting) the parallel z planes forming the mesh by the amounts given by the wing skeleton. In order to preserve the thickness of the wing, the mesh needs to be dilated in the y direction by taking y(i, j, k) ← y(i, j, k)/cos(θ), where θ is the local slope on the flapping wing, as depicted on figure 4. Since the deformed wing does not extend as far as the flat undeformed original wing, the z planes also need to be compacted. The final result can be observed on figure 5(b) .
To wing root
To wing tip 
IV. Numerical Experiments
A. Examples of complex wing motions
Although the wing parametrization is rather simple, it allows for very complex deformations of the airfoil. We give two examples of wing deformations that we obtained using our code for n = 4. Figure 6 (a) is a wing for which only flapping angles are prescribed.
Flap angles Twist angles θ 1 = 30
Conversely, 6 (b) represents a wing for which only twist was prescribed.
B. An example of high resolution simulation With 67M cells, we are close to achieving a DNS (actually, DNS would require more than 100M cells for this particular case). Our flow solver is able to solve complex intricate vortex structures. Although it is almost impossible to study such a complex flow field by just looking at it, it is interesting to see how the wing tip vortices interact with vortices shed from the trailing edge of the wing. Solving the flow on such a large mesh also allowed us to check that our parallel implementation using MPI is scaling almost linearly up to 1024 CPUs (the maximum number that was available to us).
C. The flow solver as part of an optimization process
As mentioned before, the ultimate goal of this work is to use the flow solver as a black box for the optimization of the propulsive efficiency of a flapping wing. Coupled with a non linear optimization solver like SNOPT 11 , the code is used to give function evaluations of propulsive efficiency for various flapping parameters inputs. Of course, the quality of the output depends directly on the finesse of the mesh. Although the objective of this section is not to discuss the results of the optimization process, it is interesting to study how the lift and drag history of the airfoil are modified by coarsening and refining the mesh. This will give us a precious indication on the number of grid points needed to perform meaningful optimization. In all our numerical experiments, the meshes used ranged from very coarse (128 × 32 × 32) to quite fine (1024 × 256 × 256). It might be a bit surprising to see that the time history of lift and drag does not change much when using these various meshes. On figure 8, we plotted lift and drag history for 3 different meshes (128 × 32 × 32 in red, 256 × 64 × 64 in green and 384 × 96 × 96 in blue) for the optimal case N = 1 and n = 1. Although the coarsest solution exhibits small variations with the other ones, the 256 × 64 × 64 mesh can already provide an excellent estimation of the propulsive efficiency. The quickest way to converge to an optimal solution is to adopt a multi-fidelity approach: starting with the coarsest mesh, we refine it as the optimization process converges. For robustness, we prefer to start with the 256 × 64 × 64 mesh (the coarser mesh does provides good results in the example presented here, but it might not be the case when the flow field induced by the airfoil motion is extremely complicated). In practice, very small changed are made to the solution when the mesh is further reduced and most of the work is therefore done on the 256 × 64 × 64 mesh. Each SNOPT optimization cycle require multiple function evaluations. In our case, a function evaluation consists to run the code on the 256 × 64 × 64 mesh cells (1,048,576 cells in total) for some particular input parameters and to compute the propulsive efficiency. Using 256 CPUs, a function evaluation takes approximately 3 to 4 hours. Results of the optimization process are presented in details in a paper by Culbreth 12 . We present here a particular one for N = 1 and n = 2. Actually, we search for an optimal solution for propulsive efficiency in the form presented in Table 2 . Results of the optimization using SNOPT
In figure 9 , we show the solution obtained, computed this time on a 384×96×96 cells mesh. The computation of 2 flapping cycles took around 20 hours on 256 CPUs. Note that a non negligible amount of that time was used to output and process the movie files. It is interesting to see at the end of the optimization process how the wing aligns itself with the incoming flow to minimize separation. However, we can still observe some separation of the flow on the wing, hence showing that simplistic panel codes might not be suitable to solve such an optimization problem.
Conclusion
This paper describes a finite volume code we developed for flow simulations around 3D flapping wings at low Reynolds numbers and presents some first results obtained using it. Using Jameson's Kinetic Energy Conserving scheme we were able to make high-fidelity simulations that required minimum amounts of artificial dissipation. We also designed a complete set of parameters to describe the motion of the wing to reduce the search space to a domain of finite dimension for optimization problems.
The first optimization results we obtained are in favor of the choice we made of using a second order finite volume code: a panel code would probably be ineffective at finding an optimal solution since it might involve complex flows and separations while a high order method for structured or unstructured mesh would make each function evaluation too costly to obtain a result in a decent time. 
