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INTRODUCCION
En todo p~ecto de desarrollo de
~oftwar~_estª!:'_.incluidosfacto~ que
afectanL de una u otra...torrna...eI cago
_fjD.~Iº~tproducto,a~í como.!ªm!?i~I'l..IQ~
requerimientos de p-~.rsonal. El factor
iieÍllpo-tambié-ñ-ha-de téñersé en cuen-
ta a la hora de evaluar las característi-
cas finales del producto. Es necesario,
por lo tanto, contar·con herramlentas-y
téc~i.~as~.~.p§(ijj1!~Q:.~~1l.~_ªL~i.c~.~t~,
el esfuerzo y el tiempo in~El.mlJtl¡l$al de-
sarrollo geiin·próa¡¡Q'Q~~_~~.~!,:~
Este documento presenta una des-
cripción de los principales modelos utili-
zados en la estimación de costo, esfuer-
zo y tiempo de desarrollo, así como los
parámetros y variables en que se ba-
san estos modelos.
El principal modelo que se trata en
este documento es el Modelo CO-
COMO, propuesto por Barry Boehm,
puesto que, en la actualidad, es el más
utilizado y referenciado. Este modelo no
s610 aporta un conjunto de ecuaciones
sino que, además, permite presentar
razonadamente el porqué de sus resul-
tados, comprobar las diferentes valo-
raciones que aportan sus tablas e iden-
tilicar claramente los factores de mayor
influencia en el proceso de desarrollo.
Ya que los modelos basan sus esti-
maciones en la determinación previa del
tamaño del producto, se tratará la me-
todología de los Puntos de Función (PF)
desarrollada porA. Albrecht, que permi-
te valorar el tamaño de una aplicación,
en las etapas previas de su desarrollo.
OBJETIVO GENERAL
Elaborar un documento sobre los di-
ferentes modelos y herramientas que
existen para la estimación de costo, es-
fuerzo y tiempo en el desarrollo de soft-
ware, el cual sirva de guía, para su apli-
cación, a quienes desarrollan productos
de software.
OBJETIVOS ESPECIFICOS
1. Identificar los diferentes modelos
existentes para la estimación de cos-
tos y esfuerzos para el desarrollo de
software.
2. Identificar los principales parámetros
y variables utilizados por los mode-
los de estimación.
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3. Determinar las condiciones básicas
que permitan realizar estimaciones
más confiables.
4. Definir en qué etapas del desarrollo
de un proyecto de software son apli-
cables las estimaciones de los mo-
delos.
1. ESTIMACION EN LOS
PROYECTOS DE SOFTWARE
Aunque la estimación es más un arte
que una ciencia, es una actividad im-
portante que no debe llevarse a cabo
de forma descuidada. Existen técnicas
útiles para la estimación de costos y
tiempos. Y dado que la estimación es la
base de tod"aSlas'demáSactividadesde'
hlpfanificací6n y que la plánifi.9ª-clóndel.
proyecto sirve .como guía pªra una b.u!r
na in~geniería del software, no es ~nab­
solUto aé()nsejable embarcar$e.J~jn.eUa..
Un proyecto de software generalmen-
te comienza con la producción de un
plan de desarrollo, donde se identifica
el trabajo por ser realizado, el presu-
puesto y el itinerario. La efectividad de
la planeación depende de una estima-
ción correcta.
Una importante faceta en el desarro-
llo de software es la capacidad de esti-
mar el costo asociado con las primeras
etapas del ciclo de vida. La estimación
de recursos, costos e itinerarios requie-
re experiencia y acceso a una buena
información histórica. Además, esta es-
timación conlleva un riesgo inherente, y
los factores que lo aumentan son:
- La complejidad del proyecto: es
una medida relativa que se ve afec-
tada por la familiaridad con anterio-
res esfuerzos.
- El tamaño del proyecto: es el fac-
tor más importante que afecta la pre-
cisión y la eficacia de las estimacio-
nes. A medida que crece el tamaño,
la interdependencia entre los distin-
tos elementos del software crece
rápidamente. Sin embargo, estimar
el tamaño del software es un proble-
ma complicado que requiere cono-
cimiento específico de las fUnciones
del sistema en términos del entor-
no, complejidad e interacciones. Las
medidas más frecuentes utilizadas
son Líneas de Código (LDC) y Aná-
lisis de puntos de función (PF).
- El grado de estructuración del
proyecto: en este contexto, la es-
tructuración se refiere a la facilidad
con que las funciones pueden ser
modularizadas y a la natUraleza je-
rárquica de la información que debe
ser procesada. A medida que au-
menta el grado de estructuración, la
posibilidad de estimar con precisión
mejora y el riesgo disminuye.
La disponibilidad de información his-
tórica también determina el riesgo de la
estimacióri. Cuando se dispone de una
amplia métrica del software de proyec-
tos pasados se pueden' hacer las esti-
maciones con gran seguridad, se pue-
den establecer métodos para evitar an-
teriores dificultades y se puede reducir
el riesgo globaL
1.1 . Recursos humanos
Es necesario evaluar el entorno de
desarrollo y seleccionar las habilidades
técnicas que se requieren para llevar a
cabo el desarrollo. Hay que especificar
tanto la posición dentro de la organiza-
ción como la especialidad.
El número de personas requerido
para un proyecto de software sólo pue-
de ser determinado después de hacer
una estimación del esfuerzo del desa-
rrollo (por ejemplo, personas-mes o per-
sonas-año).
1.2. Categorías del hardware
Durante la planificación del proyecto
de software se deben considerar tres
categorías de hardware: el sistema de
desarrollo, que está compuesto por la
computadora que se utilizará durante
-- 'i,
la fase de desarrollo del software y sus
periféricos asociados; la máquina ob-
jetivo, que es el equipo donde se eje-
cutará el software desarrollado, y los
demás elementos de hardware del nue-
vo sistema.
1.3. Recursos del software
Al igual que utilizamos el hardware
como herramienta para construir nuevo
hardware. utilizamos el software como
ayuda en el desarrollo de nuevo soft-
ware. La primera aplicación que se le
dio al software en el desarrollo de soft-
ware fue lo que se denominaba recons-
trucción. Se comenzó por escribir un
primitivo traductor de lenguaje en-
samblador a lenguaje máquina, y se usó
para desarrollar un ensamblador más
sofisticado. Aumentando las posibilida-
des de cada versión previa, los equipos
tie desarrollo fueron reconstruyendo
eventualmente el software, hasta llegar
a construir compiladores de lenguajes
de alto nivel y otras herramientas.
1.4. Software reutilizable
Cualquier estudio sobre recursos de
software no estará completo sino se
c.Qnsidera la reusabilidad, esto es, la
creación y reutilización de módulos
constructivos de software. Estos módu-
los.constructivos deben ser catalogados
para una fácil referencia, estandariza-
dos para una fácil aplicación y vali-
dados para una fácil integración.
La mayoría de los observadores de
la industria del software están de acuer-
do en que la mejora de la productividad
del desarrollo del software y de la cali-
dad de los productos minimizará el ni-
vel de mantenimiento. En un mundo así,
abundaría el software reutilizable. los
módulos constructivos de software es-
tarían disponibles para la construcción
de grandes programas, con un mfnlmo
esfuerzo de desarrollo, partiendo "de la
nada".
1.5. Formas de estimación
La estimación del costo y del esfuer-
zo del software nunca será una ciencia
exacta. Son demasiadas las variables
(humanas, técnicas, de entorno, políti-
cas)gue pueden afectar el costo final
del software y el esfuerzo aplicado para
desarrollarlo. Sin embargo, fa estimación
del proyecto de software puede dejar de
ser un oscuro arte para convertirse en
una serie de pasos sistemáticos que
proporcionen estimaciones con un gra-
do de riesgo aceptable.
Para realizar estimaciones seguras
de costos y esfuerzos tenemos varias
opciones posibles:
1. Dejar la estimación para más ade-
lante (obviamente, podemos realizar
una estimación del 100% fiable, tras
haber terminado el proyecto).
2. Utilizar técnicas de descomposición
relativamente sencillas, para gene-
rar las estimaciones de costo y es-
fuerzo del proyecto.
3. Desarrollar un modelo empírico, para
el cálculo de costos y esfuerzos del
software.
4. Adquirir una o varias herramientas
automáticas de estimación.
Infortunadamente la primera opción,
aunque atractiva, no es práctica. Las
estimaciones de costos han de ser pro-
porcionadas de antemano. Sin embar-
go, hay que reconocer que cuanto más
tiempo esperemos más cosas sabre-
mos, y cuanto más sepamos menor será
. la probabilidad de cometer serios erro-
res en nuestras estimaciones.
Las técnicas de descomposición uti-
lizan un enfoque de "divide y vencerás",
para la estimación del proyecto de soft-
ware. Mediante la descomposición del
proyecto en sus funciones principales y
en las tareas de ingeniería de software
que le corresponden, la estimación del
costo y del esfuerzo pueden realizarse
de una forma escalonada e idÓnea.
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Igualmente, se pueden utilizar los mo-
delos empíricos de estimación como
complemento de las técnicas de des-
composición. Cada modelo se basa en
la experienC~(datoshistóricos) y toma
como base: =f(vl) donde:
d: es uno de los valores estimados
(por ejemplo: esfuerzo, costo, duración
del proyecto).
VI: son determinados parámetros in-
dependientes (por ejemplo: Líneas de
código o Puntos de función estimados).
Las herramientas automáticas de
estimación implementan una o varias
técnicas de descomposición o modelos
empíricos. Cuando se combinan con una
interfaz atractiva hombre-máquina, las
herramientas automáticas resultan muy
atractivas para la estimación.
Cada una de las opciones viables
para la estimación de costos y esfuerzo
del software sólo será buena si 105 da-
tos históricos que se utilizan como base
de la estimación son buenos. Si no exis-
ten datos históricos, la estimación del
costo descansará sobre una base muy
inestable.
1.6. Parámetros y variables
utilizados en la estimación
Las estimaciones que suelen realizar-
se para el software involucran variables
y constantes, además de datos históri-
cps. Se suele utilizar el supuesto volu-
men del software (líneas de código-
LOC), con otras entradas que caracteri-
zan los factores de riesgos principales
en el desarrollo.
Debido a que las estimaciones
de costo y esfuerzo para un proyecto
de software son demasiado comple-
jas si se consideran como un solo pro-
blema, se hace necesario descompo-
nerlo en problemas más pequeños.
Las técnicas de estimación, las lineas
de código LDC y los puntos de fun-
ción PF difieren en el nivel de detalle
que requiere la descomposición del
problema. Los datos de LDC y PF se
emplean de dos formas en el proceso
de estimación: como variables de esti-
mación y como métricas de base, re-
cogidas de anteriores proyectos.
Debe tenerse en cuenta que mien-
tras el LOC se estima directamente, 105
PF se determinan indirectamente, me-
diante la estimación del número de en-
tradas, salidas, archivos de datos, peti-
ciones e interfaces externas.
1.6.1. Líneas de código (LOe)
La métrica de tamaño tradicional para
est~rñaftO:esf~e~º'y-paraml!ldir-
productividad ha sido' el de las líne~
de código. Un gran número de modelos
dé Elsffmá'don de costo ha sido propues-
to muchos de los cuales están funda-m~ntados en las líneas de código (o
miles de líneas de código - KLDC). Ge-
neralmente, los modelos de estimación
de esfuerzo se componen de dos par-
tes; la primera ofrece una base de esti-
mación en función del tamaño del soft-
ware y es de la forma:
E=A+B (KLDC)C
---~_._-
Oonde E es el esfuerzo estimado en
hombres-mes; A, B YC son constantes
y KLDC es el número estimado en mi-
les de líneas de código en el sistema
final.
En la segunda parte, se ajusta la base
de estimación para responder a la in-
fluencia de factores ambientales. Entre
estos factores ambientales se incluyen
el uso de técnicas, tales como el código
estructurado, el diseño Top-Oown, la
revisión estructurada y los equipos de
programadores especializados; la capa-
cidad de personal; los requerimientos de
hardware. Por ejemplo, el Modelo
COCOMO usa líneas de código eleva-
das a una potencia entre 1.05 y 1.20,
para determinar la base de estimación.
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El exponente específicamente depende
de la simplicidad promedio o de la com-
plejidad del proyecto,
Los siguientes son ejemplos de mo-
delos típicos:
=5.2(KLDC)O.91. Modelo Wlaston-Félix
E=5.S+0.73(KLDC)'16 Modelo Bailey-Basili
E=3.2(KLDC)1.05 Modelo COCOMO
Básico
E=3.0(KLDC)"2 Modelo COCOMO
Intermedio
.E=2.8(KLDC)'2 Modelo COCOMO
Avanzado
E=5.288(KLDCt044 Modelo Doty.
La definición de KLDC es importante
a la hora de comparar estos modelos.
Algunos modelos incluyen líneas de co-
mentarios y otros no. Ja definición de
qué tipo de esfuerzo se h~ es.!L~ª9_~
iguatmenteimportante, ya.qua.eLes1uer.-
2Ose'puede asumir corno la soJa codifi-
caCióri'ocomo el análisis total (el dise:-
ño, la codificación y la fase da pruebas
cOiijüñiamente). Esto nos indica que la
'.comparaCión de modelos que usan cri-
terios distintos; en cuanto a los mismos
. parámetros, es relativamente difícil.
Hay numerosos problemas con e~
uso de .IJneas..aecódlgQ como lIoi$d
aéñ-i.8l:Ma para el tamaijo !l~;>~.
Erprimero consiste en.esta~!~~
cmfinición exacta de.l?q~~J~.§ lJOa Iíoea
'(fé"código y, a la v.f3z,9.u.!l~~.~~l!1i:.
CI6n's~~~~~ta~jY.msalmente~
~ctcon las líneas de código es sQ.
dependencia respecto d~Uenguaje uti-
iiiado. No es posible comparar directa-
ñieñtej:>foyectos desarrollad.~s-~nJeD=_
guajes diferel'l!~~:¿p6i"ejéÍTlplo,el tiem-
po por línea para un lenguaje d~ alto
ñivel pueaesermayor que para uno de
bafónfverPüedeqüínlo sea posible
lóglartrrrmínimo de líneas de código en
un lenguaje de alto nivel para una fun-
ción de un lenguaje de bajo nivel.
Todavía se cuenta con un problema
más y es el de estimar el número delí-
ne~s req~e!.!~liBta.~~rronill:.i¡¡llis­
tema, c9n!a!lQ,Q.só1oconJaIDfonllª-ci9n
proveniente .ele laJase de rG'I' lerimien':.c
to;> o diseiio...$i los modelos para cos-
t'os, basados en el tamaño, son utiliza-
dos, es necesario tener la capacidad de
predecir el tamaño del producto final tan
pronto como sea posible. Es aquí don-
de entra en juego la recolección de da-
tos. Inlortunadamente la estimación del
tamaño, usando las métricas LOC, de-
pende de experiencias previas con pro-
yectos similares, más específicamente
de datos históricos.
UrmJo¡:ma Ele estimar el tamaño dQj..
proyecto, en líneas de código LOC, con-
siste en descomponer el proyecto en su.§
fu~nes principales y se estiman la~
LOC para cada una de éstas. Las esti-
macíones de las funciones se combinan
para producir una estimación global del
proyecto. A partir de 105 <:!~.!.~~ .b!~~Ó!i­
CO$, .seesfuna-taiiiO::él"aíor optimista,
m~~"p.r.o.~él~~.~Eomo el ~jstª~
Loc. Si no se cuenta con datos históri-
COSñó queda más remedio que recurrir
a la intuición para los valores antes men-
cionados. Luego, se calcula el valor
agregado del LDC, el cual será una
media ponderada de las estimaciones
pesimistas (a), más probable (m) yopti-
mista (b), así:
E=(a+4m+b)/6
Por ejemplo, consideremos un pa-
quete de software por desarrollar, para
una aplicación de diseño asistido por
computador (CAD). Supongamos que
las funciones principales para este pro-
yecto son:
Interfaz de usuario y facilidad de con-
trol.
Análisis geométrico bidimensional.
Análisis geométrico tridimensional.
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Función Optimista Probable Pesimista Esperado
Control de periféricos 2.000 2.100 2.450 2.140
1.9. Modelos empíricos
de estimación
Un modelo de estimación utiliza fór-
mulasderi,Úidas §l"!!pjricarn.rm.te p~tra_
preaecírl05diiti$-gue s~JegLJi~_~~fl.l-l~n
eTpaso-de pJ~ÚllficadÓñdeLproye.ctQd.e
softWare. Los datos empíricos que so-
pÓrtlmia-- mayoría de los modelos se
obtienen de una muestra de proyectos
limitada. Se identifican cuatro clases de
modelos: ·mÓdefos:~r.taDJej=ii.~­
tlcos;mode1o:~-:m:ulüvariabJes esbili-
cos, mocielos muJtivariables'dináml-
cosymodelos teóricos•.
Un modelo univariable estático toma
la forma:
Recurso =c1 x(característica estimada)c2
(donde el recurso podría ser el esfuer-
zo, la duración del proyecto, la cantidad
de personal o las líneas requeridas de
documentación del software. las cons·
antes c l y c2 se deriVan de los datos
apilados de los anteriores proyectos_
a característica estimada puede ser la
antidad de líneas del código fuente, el
sfuerzo (si ya está estimado) u otra
ware. En la resolución de cada tarea del
proyecto se aplica un número determi-
nado de personas/día,personas/mes o
personas/año. Se asocia un costo a
cada unidad de esfuerzo y se deriva el
costo total estimado.
Al igual que las técnicas lOC y PF, la
estimación del esfuerzo comienza con
una delimitación de las funciones del
software, obtenidas del ámbito del soft-
ware. Para cada función debe realizar-
se una serie de tareas de ingeniería del
software, tales como análisis de requi-
sitos, diseño, implementación y pruebas.
. Se aplican las tarifas laborales (costo/
unidad de esfuerzo) a cada una de las
tareas de ingeniería del software.
En el último paso se calculan los cos-
tos y el esfuerzo para cada función y se
deriva el costo total del proyecto.
1.8 Estimación del esfuerzo
La estimación del esfuerzo es la téc-
nica mas utilizada Í?ª!ª_<2.l'!IE.~larel costo_
ce un proyecto de ingeniería del soft·
...-- -.". -~--- --------
El ajuste de productividad puede ser
un factor simple o compuesto de facto-
res, tal como apé!rece en el Método
CCCOMO.
<::kas principales fa~.~!es para deter-
minar la productividad son, en su orden
de importancla,la caeacldaa del persa-
nái,la:corñp¡ejidad de la aplicación, el
s.~ftwª¡,e·reutiliZabieY·ktecaalogía apli-
~d.a-
La productividad se ve muy influen-
ciada por el tipo de personal escogido
para realizar el trabajo; luego está el tipo
de trabajo ejecutado. Por ejemplo,
CCCOMO prefiere el ajuste de la esti-
mación del tamaño (OSI) para contabiJi,
zar la reutilización antes de aplicar cual-
quier factor de productividad.
ses del desarrollo. Ya que los puntos de
función están directamente relacionados
con la especificación de requerimientos,
cualquier cambio en éstos puede ser
seguido fácilmente por una nueva esti-
mación.~ro, los usuarios no espe-
cializados en el sistema tienen una m~­
jófcóliipfénSiOriaeéjüééStán mi.diimdo..
Yos_p~!i~~_~J~~
1.7. Estimación del costo
del software
Básicamente, la estimación del cos-
to se hace multiplicando las unidades
del tamaño del software para factores
apropia.dos de productividad. Muchas
ecuaciones del costo tienen la forma:
E=pLe donde:
E=esfuerzo
p=aJuste de productividad
L;"tamaño en líneas de código
c>1, una constante.
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cuales se dividen en datos y transac-
ciones. Los tipos de función de datos
corresponden a Archivos lógicos inter-
nos yArchivos externos de interfase. Los
tipos de función de transacciones co-
rresponden a entradas, salidas y con-
sultas externas. Todos estos términos
serán tratados más adelante.
El enfoque de puntos de función (PF)
tiene características que se sobreponen
a las deficiencias en el uso de las líneas
de código, mencionadas anteriormente.
Primero, los puntos de función so!l.!n:. __
dependientes de la metodología~
herramie-ntaS'y'los-lenguajes utilizados
en el desarrollo del proyecto. Segunao;::
~yntos de 1unci6n.p~de~;e-atimar::__
se con base en la especlhcaclon~_c1!'!.!Q~
reqúerimientos o en ~! cj!~eño; a<!~más)
hacen posible la estimación del esfuer-
zo para el proyecto en las primeras fa-
control de periféricos, para el cual se tie-
ne un valor optimista de 2.000 LDC, un
valor probable de 2.100 LDC y un valor
pesimista de 2.450 LOC. Aplicamos en-
tonces la función del valor esperado y
obtenemos el siguiente resultado:
Sumando verticalmente, en la colum-
na del valor esperado, se establece una
estimación de 25.060 LOC.
1.6.2. Análisis del punto de función
El ~nalisi~el.Qunto.Ee función~
método de cuantificación del ram~?_1_
comPlejidad deI.i9.!!'I!~.~~-~~J.r"!J!.!lQ§.
Oé'ás-nmCíoñé~._q!!~J~t§!~te~
ai-usuarlo. La función entregada no está
refacionada con el lenguaje o herramien-
tas utilizadas en el desarrollo del pro-
yecto. Este anál~~~~señado para_
aplicacio~~..9~!!!~~~;J]o es apropIa-
do p'araaplicaciones de tipo técnico o
científico, ya que éstas tratan con
algoritmos compiejos, que los puntos de
función no están diseñados para mane-
jar.
En este método se contabilizan los
varios tipos de función de usuarios, los
Función Optimista Probable Pesimista Esperado
Interfaz de usuario y facilidad de control 1.800 2.400 2.650 2.340
Análisis geométrico bidimensional 4.100 5.200 7.400 5.360
Análisis geométrico tridimensional 4.600 6.900 6.600 6.800
Control de periféricos 2.000 2.100 2.450 2.140
Módulos de análisis de diseño 6.600 8.500 9.800 8.400
Total 25.060
Realizamos el mismo proceso con las
demás funciones Yconstruimos una ta-
bla como la siguiente:
Control de periféricos.
Módulos de análisis de diseño.
El paso siguiente consiste en esta-
blecer los valores optimista, probable y
pesimista para cada una de las funcio-
nes anteriores. Tomemos por ejemplo el
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característica del software. Un ejemplo
de este tipo de modelo es la versión
básica del modelo de costo constructi-
vooCOCOMO..
/Los modelos multivariables estáti-
( co~ emplean los datos históricos para
btener relaciones empíricas. Un mode-
de esta categoría toma la forma:
Recurso=clle. + c.2e2+...
onde el es la característica i·ésima del
software y cll + c.2 con constantes ob-
tenidas para el'
{Los modelos multivariables diná-
¡micos proyectan los requisitos de recur-
\..sos como una función del tiempo. Los
recursos se definen en una serie de pa-
sos consecutivos en el tiempo, que asig-
nan cierto porcentaje de esfuerzo(o de
otro recurso) a cada etapa del proceso
de ingeniería del software. Este modelo
incluye una "curva continua de utiliza-
ción del recurso" como hipótesis, y a
partir de ella obtiene ecuaciones que
modelizan el comportamiento del recur-
so.
El modelo teórico de recurso exa-
mina el software desde un punto de vis-
ta microscópico; es decir, las caracte-
rísticas del código-fuente (por ejemplo:
el número de operadores y operandos).
2. MODELO COCOMO
Es el modelo más completo existen-
te hasta el momento y ha sido propues-
to por Barry Boehm en su libro Software
Engineering Economics. En este libro,
Boehm trata el ciclo de vida del software
desde una perspectiva económica, en
términos del tiempo y el esfuerzo reque-
ridos para completar cada fase del ciclo
de vida del software. Establece una re-
lación matemática que permite estimar
el esfuerzo y el tiempo requerido para
desarrollar un proyecto, en función del
número de instrucciones-fuente desarro-
lladas.
El modelo inicial, que tenía un único
modo de desarrollo, se ajustó utilizando
los datos correspondientes a doce pro-
yectos completos. El modelo obtenido
fue evaluado contrastando sus resulta-
dos frente a los obtenidos en otros 36
proyectos.
Sin embargo, la aplicación del modelo
a otros proyectos, en una amplia varie-
dad de entornos, indicaron que un úni-
co modo de desarrollo no era suficiente
para explicar las variaciones pbserva-
das, lo que indujo a introducir en el mo-
delo actual tres modos de desarrollo, de
forma que sus predicciones pudiesen
aplicarse, con un buen grado de preci-
sión, en cualquier entorno de desarro-
llo. .
Boehm propuso entonces una jerar-
quía de modelos de estimación para el
software denominada COCOMO, por
Constructive COst MOdel, o Modelo
Constructivo de Costo; dicha jerarquía
de modelos está constituida así:
Modelo básico
Modelo intermedio
Modelo avanzado o detallado.
Para poder aplicar adecuadamente
estos modelos se deben tener en cuen-·
ta las siguientes consideraciones:
1. El factor principal sobre el que sé
basan las estimaciones de costos es
el tamaño del producto, es decir, el.
número de instrucciones-fuente en-
tregadas DSI (Delivered Source
Instructions).
Este término incluye todas las ins-
trucciones creadas por el personal
asignado al proyecto, y procesadas
en código máquina,-~xcluyendo las
líneas de comentarios.
Igualmente, deben considerarse las
sentencias de Lenguaje de Control
de Trabajos (JCL), las sentencias de
formatos y las declaraciones de da-
tos.
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Las instrucciones se definen como
líneas de código y, por tanto, toda
línea que contenga dos o tres sen-
tencias se considerará como una
soja instrucción.
2. COCOMO considera sólo las fases
del período de desarrollo, com-
prendidas desde el comienzo de la
fase de diseño del producto hasta
el final de la fase de integración y
prueba.
Los costos, esfuerzo y tiempo de las
otras fases (planificación, especifica-
ciones, mantenimiento, etc.) deben
estimarse por separado.
3. Los costos estimados mediante este
modelo no incluyen los correspon-
dientes a las actividades de forma-
ción del usuario, la instalación y los
trabajos de conversión, aunque es-
tas actividades se realicen durante
la etapa de desarrollo. Se cubren
todos los costos directos del pro-
yecto; es decir, la gestión del proyec-
to,los trabajos de documentación y
librería, pero se excluyen los corres-
pondientes al personal del centro de
cómputo, las secretarias, los subal-
ternos y los altos directivos que no
estén directamente involucrados en
el desarrollo del proyecto.
4. La unidad de esfuerzo HM (Hombre-
Mes) supone un total de 152 horas
de trabajo por persona, valor toma-
do basándose en la experiencia
práctica, que considera aspectos
tales como vacaciones, permisos,
festivos, licencias, etc.
Para convertir las unidades HM a
otras unidades empleamos las siguien-
tes equivalencias:
1 HM= 152 MH (MH: hombre-hora)
1 HM = 19 MD (MD: hombre-día)
1 HM = 1 MY/12 (MY-Hombre-año).
5. Se supone que después de la fase
de especificación de requerimientps,
éstas no cambiarán substancial-
mente, aunque evidentemente esto
será inevitable. En el caso que se
produzcan modificaciones significa-
tivas, se estaría obligado a revisar
las estimaciones anteriores.
6. El modelo avanzado del COCOMO
asume que los factores que influyen
sobre los costos de desarrollo de-
penden de la fase en que aparecen.
El COCOMO básico y el intermedio
no consideran los factores que afec-
tan el costo, excepto para distinguir
entre desarrollo y mantenimiento.
7. En los costos por fase se incluyen
todos aquellos que se produzcan
durante ese espacio de tiempo. Es
decir que los costos relativos a los
trabajos de actualización del plan de
integración y prueba, la terminación
del plan de pruebas de aceptación,
la actualización de la documenta-
ción, etc., se incluyen dentro de los
costos de la fase de diseño detalla-
do.
8. Para convertir las estimaciones ob-
tenidas de hombres-mes (HM) a uni-
dades monetarias, la mejor forma es
aplicar un valor medio de unidades
monetarias, por unidad de esfuerzo,
para cada una de las fases en el
desarrollo.
2.1. Modos de desarrollo
Como se mencionó anteriormente,
eOCOMO comprende tres modos de
desarrollo que de algún modo reflejan
las diferentes condiciones o entornos de
desarrollo, y aunque matemáticamente
pueden expresarse en forma similar,
conducen a estimaciones diferentes;
estos modos son los siguientes:
2.1.1. Modo orgánico
Este modo abarca sólo los proyec-
tos relativamente pequeños y sencillos;
en éstos trabajan pequeños equipos,
con buena experiencia en otros proyec-
tos relacionados con la misma organi-
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Orgánico E=2.4(KLDC)105 T=2.5(E)038
Semilibre E=3.0(KLDC)1.12 T=2.5(E)o.35
Restringido E=3.6(KLDC)120 T=2.5(E)o.32
Los modelos COCOMO calculan
esencialmente el costo a la entrega, que
puede ser una pequeña proporción del
costo total de la vida del software.
E=2.4(32)'05
=91 hombres-mes
32.000 LDC191 HM=352
LOC/HM
T=2.5 (91)°·38= 14 meses,
esfuerzo:
productividad:
tiempo de
desarrollo:
y el valor medio del número de perso-
nas que, de tiempo completo, serían
necesarias para desarrollar el proyecto
es:
ción para mantener la información so-
bre materias primas. Se desarrollará una
aplicación por un equipo propio de pro-
gramadores y analistas, quienes han
desarrollado aplicaciones similares du-
rante varios años. Además, es un buen
ejemplo de un software de modo orgá-
nico. Un estudio inicial ha determinado
que el tamaño del programa será aproxi-
madamente de 32.000 líneas de código
(32 KLDC). De las ecuaciones básicas
obtenemos las características del pro-
yecto, que son:
PE= 91 HM14 meses = 65 FSP
FSP: Ful/-time-equivalent Personnel:
personal de tiempo completo para el
software.
E=91 HM es el esfuerzo total en hom-
bres-mes necesario en el proyecto.
T=14 meses es el tiempo de desa-
rrollo, expresado en meses.
El Modelo COCOMO ofrece perfiles
obtenidos de aplicar las anteriores
ecuaciones a proyectos de tamaño
estándar. Los tamaños estándares, uti-
lizados por el modelo, son los siguien- .
tes:
Pequeño 2.000 líneas de código
Intermedio 8.000 líneas de código
Medio 32.000 líneas de código
Grande 128.000 líneas de código.
En la siguiente tabla puede observar-
se que un proyecto pequeño es esen-
cialmente un trabajo de una persona,
Tiempo estimadoEsfuerzoModo
2.2. Modelo COCOMO básico
Es un modelo univariable, estático,
que calcula el costo y el esfuerzo de un
proyecto de software, exclusivamente en
función de su tamaño, expresado en lí-
neas de código (KLDC) estimadas. Este
modelo es apropiado para una pronta y
rápida estimación del costo del software,
pero su precisión es necesariamente li-
mitada, porque carece de factores que
involucren los aspectos del hardware, la
calidad del personal, la experiencia, el
uso de modernas herramientas y técni-
cas y otros tributos del proyecto que tie-
nen una significativa influencia en los
costos del software.
,
La siguiente tabla presenta las
ecuaciones para los tres modos de de-
sarrollo del modelo COCOMO básico:
La ecuación E=2.4(KLDC)1.05 es utili-
zada para la estimación de hombres-
mes (HM) requeridos para desarrollar el
tipo más común de productos de soft-
ware, en términos de miles de instruc-
ciones-fuente entregadas KLDC.
Se obtiene también que T=2.5
(HM)o.38 es una ecuación para estimar
el tiempo de desarrollo, en meses.
Estas ecuaciones son aplicables a la
mayoría de los proyectos de software,
de tamaño mediano/pequeño, desarro- .
liados en un ambiente de software fami-
liar. Ejemplo:
Du Bridge Chemical lnc. es una im-
portante compañía de productos quími-
cos, que planea desarrollar una aplica-
tos del sistema que se pretende de-
sarrollar, pero no en todos.
Un típico proyecto, en modo se-
milibre, puede ser un sistema de proce-
so de transacciones con pocas in-
terfaces rigurosas (por ejemplo con la
terminal hardware) y algunas otras
interfaces muy flexibles (naturaleza y
formatos de presentación de mensajes).
El término semilibre hace referencia a
la flexibilidad parcial que presenta un
proyecto de este tipo, el cual general-
mente sobrepasa las 300 KLDC.
2.1 .3. Modo restringido
La principal característica de un pro-
yecto, en este modo, es la necesidad
de operar dentro de fuertes restriccio-
nes. El término incorporado se refiere
básicamente al hecho que el producto
debe operar dentro de un complejo ,al-
tamente interconectado de hardware,
software, reglas y procedimientos
operacionales, como es el caso, por
ejemplo, de un sistema de control de trá-
fico aéreo.
En condiciones de modo de desarro-
llo restringido, el costo de modificar par-
te del complejo sistema es tan alto, que
sus características se podrían conside-
rar inmodificables. Como resultado, este
modo de proyecto no siempre tiene la
opción de realizar fácilmente cambios de
software, por más sencillos que sean,
debido a la modificación de los requeri-
mientos y la especificación de las
interfaces. Por lo tanto, el proyecto debe
emplear más esfuerzo en realizar y ade-
cuar los cambios y correcciones, y en
asegurar que el software actualmente
satisfaga las especificaciones. También
se debe emplear más esfuerzo en veri-
ficar que los cambios se realicen correc-
tamente.
Los proyectos, en este modo, gene-
ralmente abarcan áreas más amplias y
menos conocidas que en los casos an-
teriores.
2.1.2. Modo semilibre
Representa un estado intermedio
entre el modo orgánico y el modo res-
tringido. Son proyectos intermedios en
tamaño y complejidad en los que equi-
pos de trabajo, con variados niveles de
experiencia, deben satisfacer requisitos
poco o medio rígidos.
Con respecto a la experiencia del
equipo de trabajo, se consideran las si-
guientes situaciones:
Todos los miembros del equipo tie-
nen un nivel intermedio de experien-
cia en sistemas relacionados con el
proyeCto.
El equipo de desarrollo está forma-
do por una mezcla de gente experta
e inexperta.
Los miembros del equipo tienen ex-
periencia en algunos de los aspec-
zación y con pleno conocimiento de
cómo el sistema en desarrollo contribuirá
con los objetivos de la organización.
Esto significa que la mayoría de las
personas pueden contribuir de forma
efectiva a la terminación puntual de cada
una de las etapas, sin necesidad de
mucha comunicación, para determinar
con precisión las tareas que cada uno
debe desarrollar en el proyecto. Existe,
por lo tanto, facilidad para establecer los
requisitos y las especificaciones de cada
una de las fases del proyecto.
Otros factores catacterísticos de este
modo son:
- Un ambiente generalmente estable
de desarrollo, con muy poca ocurren-
cia de nuevo hardware y procedi-
mientos operacionales.
- Mínima necesidad para innovar ar-
quitectura de procesamiento de da-
tos o algoritmos.
- Muy pocos proyectos, en este modo,
han desarrollado productos con más
de cincuenta KLDC.
Tamaño Esfuerzo (HM) Productividad (línealHM) T1empo(meses) PE
Pequeño 2KlDC 5.0 400 4.6 1.1
Intermedio 8 KlDC 21.3 376 8.0 2.7
Medio 32 KlDC 91.0 352 14.0 6.5
Grande 132 KlDC 392.0 327 24.0 16.0
mientras que un proyecto considerado
grande requiere un nivel medio de 16
personas. Cabe anotar que para un pro-
yecto pequeño el esfuerzo estimado de
5 HM hace referencia al desarrollo de
2.000 instrucciones del producto, inclu-
yendo, por lo tanto, el esfuerzo de do-
cumentación, las pruebas, las correccio-
nes, etc.
Distribución del esfuerzo estimado (%). Modo semlllbre
FASE TAMAÑO (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación y especificaciones 7 7 7 7 7
Diseño del producto 17 17 17 17 17
Programación 64 61 58 55 52
Diseño detallado 27 26 25 24 23
Codificación ypruebas de unidades 37 35 33 31 29
Integración y pruebas 19 22 25 28 31
Distribución del esfuerzo estimado ('Yo). Modo restringido
Fase Tamaño (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación y especificaciones 8 8 8 8 8
Diseño del producto 18 18 18 18 18
Programación 60 57 54 51 48
Diseño detallado 28 27 26 25 24
Codificación y prueba de unidades 32 30 28 26 24
Integración y pruebas 22 25 28 31 34
Obviamente, el tiempo para desarrollar
un programa, por ejemplo de 2000 ins-
trucciones para uso personal, será me-
nor, ya que éste no requerirá de muchas
exigencias, mientras que si el mismo se
desarrolla como un producto profesio-
nal, entonces requerirá un poco más de
tiempo y esfuerzo.
2.2.1. Distribución del esfuerzo
y tiempos por fases
Es de esperar qiJe las estimaciones
para cada una de las fases del proyecto
difieran considerablemente de un modo
de desarrollo a otro. La distribución por
fases varía en función del tamaño; los
proyectos de gran tamaño precisan
mayor tiempo y esfuerzo para desarro-
llar actividades, tales como la integra-
ción y la prueba, mientras que pueden
reducir el tiempo durante la fase de pro-
gramación, distribuyendo esta actividad
entre un número mayor de programa-
dores. Los pequeños proyectos presen-
tan una distribución más uniforme y tie-
nen que dedicar, relativamente, más re-
cursos a las fases de diseño y progra-
mación que a las de prueba e integra-
ción.
Las siguientes tres tablas presentan
los porcentajes de distribución del es-
fuerzo de desarrollo, entre las distintas
fases, en los tres modos de desarrollo. Las siguientes tres tablas presentan los
porcentajes de tiempo de desarrollo,
para cada una de las fases, en los tres
modos de desarrollo.
Distribución del esfuerzo estimado (%). Modo orgánico
FASE TAMAÑO (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación y especificaciones 6 6 6 6 -
Diseño del producto 16 16 16 16 -
Programación 68 65 62 59 -
Diseño detallado 26 25 24 23 -
Codificación y prueba de unidades 42 40 38 36 -
Integración y pruebas 16 19 22 25 -
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Distribución del tiempo (%). Modo orgánico
Fase Tamaño (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación y especificaciones 10 11 12 13 -
Diseño del producto 19 19 19 19 -
Programación 63 59 55 51 -
Integración ypruebas 18 22 26 30 -
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Productividad (LDC/HM)
Distribución del tiempo (%). Modo semlllbre
Fase Tamaño (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación y especificaciones 16 18 20 22 24
Diseño del producto 24 25 26 27 28
Programación 56 52 48 44 40
Integración y pruebas 20 23 26 29 32
Distribución del tiempo (%). Modo restringido
Fase Tamaño (KLDC)
Pequeño Interm. Medio Grande Muy grande
(2) (8) (32) (128) (512)
Planificación yespecificaciones 24 28 32 36 40
Diseño del producto 30 32 34 36 38
Programación 48 44 40 36 32
Integración ypruebas 22 24 26 28 30
Conceptos
Esfuerzo
(HM)
Tiempo
(Meses)
Personal
8.0
Equiv.
(Pe)
Fases
Planificación y requisitos
Diseño del producto
Programación
Diseño detallado
Codificación yprueba
de unidades .
Integración y pruebas
Esfuerzo total
(Planificación y requisitos
Diseño del producto
Programación
Integración ypruebas
Tiempo total estimado
Planificación y requisitos
Diseño del producto
Programación
1ntegración ypruebas
Pequeño Intermedio Medio Grande
(2 KLDC) (8 KLDC) (32 KLDC) (128 KLDC)
0.3 1.3 5 24
0.8 3.4 15 63
3.4 13.8 56 231
1.3 5.3 22 90
2.1 8.5 34 141
0.8 4.1 20 98
5.0 21.3 91 392
0.5 0.9 1.7 3.1
0.9 1.5 2.7 4.6
2.9 4.7 7.7 12.2
0.8 1.8 3.6 7.2
4.6 8.0 14 24
0.6 1.4 2.9
0.9 2.3 5.6 14
1.2 2.9 7.3 19
1.0 2.3 5.6 14
400 376 352 327
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Esfuerzo (HM) Pequeño Intermedio Medio Grande Muy grande
(2 KLDC) (8 KLDC) (32 KLDC) (128 KLDC) (512 KLDC)
Orgánico 5.0 21.3 91 392
Semilibre 6.5 31 146 687 3.250
Restringido 8.3 44 230 1.216 6.420
Productividad (KLDCIHM) Pequeño Intermedio Medio Grande Muy grande
(2 KLDC) (8 KLDC) (32 KLDC) (128 KLDC) (512 KLDC)
Orgánico 400 376 352 327
Semilibre 308 258 219 186 158
Restringido 241 182 139 105 80
;bE~
Pero ¿cómo usar estas tablas?
Retomando el ejemplo anterior, vamos
a calcular el esfuerzo y el tiempo duran-
te la fase de programación. Recordemos
que en este proyecto se consideran 32
KLDC estimadas; por lo tanto, de acuer-
do con la tabla para el esfuerzo en el
modo orgánico, tenemos que el porcen-
taje para el esfuerzo estimado, en pro-
gramación para 32 KLDC, es del 62%;
entonces:
Eprog=(O.62)(E)
Eprog=(O.62)(91 HM)=56 HM
De la misma manera, el porcentaje
de tiempo destinado a la fase de pro-
gramación, para 32 KLDC, en el modo
orgánico, es del 55%; por lo tanto:
Tprog=(O.55)(T)
Tprog=(O.55)(14 meses)=7.7 meses
El nivel medio de personal equivalen-
te sería de:
Pe=(56 HM)/(717 meses)
=7.3 hombres.
Un proceso similar se puede realizar
con las otras tablas, para los otros mo-
dos de desarrollo, de acuerdo con el ta-
maño estimado del producto cuando
éste se ajusta a los tamaños estánda-
res.
La siguiente tabla muestra los valo-
res nominales obtenidos de aplicar los
porcentajes de las tablas de esfuerzo y
tiempo de desarrollo, en el modo orgá-
nico, a los proyectos de tamaño es-
tándar. Además, se muestran los valo-
res relativos a la productividad del pro-
yecto y el personal medio equivalente
necesario en cada fase.
De igual manera, aplicando 105 porcen-
tajes y ecuaciones adecuados para los
modos semilibre y restringidos, obte-
nemos tablas similares a la anterior
para proyectos de tamaño estándar.
A continuación se presenta una tabla
donde se totalizan los valores de es-
fuerzo, tiempo, productividad y perso-
nal equivalente, para todos los modos
de desarrollo, en proyectos de tama-
ño estándar. Por lo tanto, no se discri-
mina por fases.
Distribución del esfuerzo por actividades. Modo restringido
Ttempo (meses) Pequeño Intermedio Medio Grande Muy grande
(2 KLDC) (8 KLDC) (32 KLDC) (128 KLDC) (512 KLDC)
Orgánico 4.6 8.0 14 24
Semilibre 4.8 8.3 14 24 42
Restringido 4.9 8.4 14 24 41
Personal equivalente -PE Pequeño Intermedio Medio Grande Muy grande
(Hombres) (2 KLDC) (8 KLDC) (32 KLDC) (128 KLDC) (512 KLDC)
Orgánico 1.1 2.7 6.5 16
Semilibre 1.4 3.7 10 29 77
Restringido 1.7 5.2 16 51 157
FASE
Planificación y Diseño del Programación Integración Desarrollo
requisitos producto y prueba
'Tamaño PIMGMG PIMGMG PIMGMG PIMGMG PI MG MG
('Yo) fase completa 8 8 8 8 8 18181818 18 60 57 54 5148 22 252831 34
ACTIVIDAD
Análisis de requisitos 50 48 46 44 42 10 10101010 33333 2 222 2 4 4 4 4 4
Diseño del producto 12 13 14 15 16 42 424242 42 66666 4 4 4 4 4 12 1212 1212
Programación 2 4 6 810 10 11121314 55 55 55 55 55 3236«l44 48 42 43 43 4445
Plan de pruebas 2 3 4 5 6 4 5 678 45678 3 344 5 4 4 5 6 7
Verificación yvalidación 6 7 8 910 6 7 8 910 8 910 11 12 30 28 25 23 20 12 1314 1414
Oficina de proyectos 16 14 12 10 8 15 1311 9 7 9 8 7 6 5 10 9 8 7 6 10 9 8 7 6
GC'CC 5 4 4 4 3 4 3 3 3 2 87776 10 9 9 9 8 8 7 7 7 6
MarJJales 7 7 6 5 5 9 9 8 5 5 77655 9 9 8 7 7 8 8 7 7 6
2.2.2. Distribución del esfuerzo
por actividades
Por último, una vez determinada la
distribución del esfuerzo entre las fases
principales del ciclo de vida de un pro-
ducto software, es necesario conocer
cómo se distribuye entre las diferentes
actividades, de forma que sirva de refp-
rencia para:
- preparar planes de distribución de
los recursos y
- adecuar la estructura de la organi-
zación al tamaño de los equipos de-
dicados a cada una de las activida-
des que, en proyectos de gran ta-
maño, será necesario modificar a
medida que avanza el proyecto, en
función de los cambios de activida-
nes y según la fase en que se en-
cuentre el proyecto.
Las siguientes tablas muestran la dis-
tribución por actividades, dentro de cada
una de las fases principales.
Distribución del esfuerzo por actividades. Modo orgánico
FASE
PlaniflC8ción Diseño del Programación Integración Desarrollo
yrequisitos producto ypruebá
Tamaño P I MG P r M G P I M G PI M G P I M G
(%) Fase completa 6 16 69 65 62 25 16 19 22 25
ACTIVIDAD
Análisis de requisitos 46 15 5 3 6
Diseño del producto 20 40 10 6 14
Programación 3 14 58 34 48474645
Plan de pruebas 3 5 4 2 4
Verificación yvalidación 6 6 6 34 10111213
Oficina de proyectos 15 11 6 7 7
GClCC 2 2 6 7 7
Manuales 5 7 5 7 7
Distribución del esfuerzo por actividades. Modo semllibre
FAse
Planificación y Diseño del Programación
requisitos producto
Tamaño P I M G MG P I M G MG P I M G MG
(%) Fase completa 7 7 7 7 7 17 t7 17 17 17 64 61 58 51 52
ACTIVIDAD
Análisis de requisitos 48 47 46 45 44 12.5 12.5 12.5 12.5 12.5 4 4 4 4 4
Diseño del producto 16 16.5 17 17.5 18 41 41 41 41 41 8 B 8 B B
Programación 2.5 3.5 4.5 5.5 6.5 12 12.5 13 13.5 14 56.5 56.5 56.5 56.5 56.5
Plan de pruebas 2.5 3 3.5 4 4.5 4.5 5 5.5 6 6.5 4 4.5 5 5.5 6
Verificación yvalidación 6 6.5 7 7.5 8 6 6.5 7 7.5 B 7 7.5 B a5 9
Oficina de proyectos 15.514.5 13.5 12.5 11.5 13 12 11 10 9 7.5 7 6.5 6 5.5
GCICC 3.5 3 3 3 2.5 3 2.5 2.5 2.5 2 7 6.5 6.5 6.5 6
Manuales 6 6 5.5 5 5 8 8 7.5 7 7 6 6 5.5 5 5
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Distribución del esfuerzo por actividades. Modo semilibre
(Continuación)
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FASE
Integración
y pruebas Desarrollo
Tamaño P I M G GM P I M G MG
(0/0) Fase completa 19 22 25 28 31
ACTIVIDAD
Análisis de requis~os 2.5 2.5 2.5 2.5 2.5 5 5 5 5 5
Diseño del producto 5 5 5 5 5 13 13 13 13 13
Programación 33 33 37 39 41 45 45 44.5 44.5 44.5
Plan de pruebas 2.5 2.5 3 3 3.5 4 4 4.5 5 5.5
Verificación y validación 32 31 29.5 28.5 27 11 12 13 13.5 14
Oficina de proyectos 8.5 8 7.5 7 6.5 8.5 8 7.5 7 6.5
GC/CC 8.5 8 8 8 7.5 6.5 6 6 6 5.5
Manuales 8 8 7.5 7 7 7 7 6.6 6 6
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Modo de desarrollo Ecuación nominal de esfuerzo
Orgánico E
nom
=3.2(KLDC)'05
Semilibre E
nom
=3.0(KLDC)1.12
Restringido E
nom
=2.8(KSDI)1.2
El modelo intermedio presenta una
tabla de multiplicadores de esfuerzo,
donde cada atributo conductor de costo
tiene asociado un conjunto de multipli-
cadores. Estos, a su vez, están relacio-
nados con un conjunto de clasificacio-
nes de proyectos.
- Atributos del personal:
Capacidad de análisis
Experiencia en aplicaciones
Capacidad de los programadores
Experiencia en el sistema operativo
utilizado
Experiencia con el lenguaje de pro-
gramación
- Atributos del proyecto:
Aplicación de métodos
de ingeniería del software
Utilización de herramientas
de software
Restricción del tiempo
de desarrollo.
Cada uno de estos atributos tiene
asociado un factor multiplicativo, el cual
estima el efecto del atributo en el es-
fuerzo del desarrollo del software; este
factor se denomina multpllcador de
esfuerzo. Estos multiplicadores se apli-
can a un estimativo-base del esfuerzo,
para obtener un estimativo refinado
(ajustado) del esfuerzo del desarrollo.
Este modelo inicia la estimación, con la
generación de un estimativo nominal o
básico del esfuerzo, usando funciones
escalares similares a las del modelo
básico. Este estimativo nominal es, en-
tonces, ajustado, aplicando los multipli-
cadores de esfuerzo, derivados de la
clasificación del proyecto respecto de
los 15 atributos del costo.
La siguiente tabla presenta las
ecuaciones del esfuerzo nominal, para
los tres modos de desarrollo, utilizados
en el COCOMO, intermedio.
Eprog=(O.644){E)
Eprog=(O.644)(35)=22.5 HM
2.3. Modelo COCOMO intennedio
En este modelo se calcula el esfuer-
zo de desarrollo de software en función
del tamaño del programa y de un con-
junto de atributos conductores del cos-
to, que incluyen la evaluación subjetiva
del producto, del hardware, del perso-
nal y de los atributos del proyecto.
El COCOMO intermedio es una ver-
sión ampliada del COCOMO básico,
pues presenta un mayor nivel de detalle
y de seguridad, pero conservando la
misma sencillez.
Los atributos conductores de costos
son 15 factores, compuestos por cuatro
categorías y que no se tienen en cuenta
en el modelo básico. Dichos atributos
son:
- Atributos del producto:
Confiabilidad requerida del software.
Tamaño de la base de datos.
Complejidad del producto.
- Atributos del hardware:
Restricciones de tiempo
de ejecución.
Restricciones de memoria.
Volatilidad de máquina virtual
Tiempo de respuesta del equipo
Pe=22.5HM/5.6 meses=4.01 hombres
De la misma forma podemos obtener
el porcentaje de tiempo de programa-
ción, interpolando los porcentajes de
tiempo, del 59% para 8 KLDC y del 55%
para 32 KLDC.
y.=59+12.8-8(55-59)=58.2
32=8
Entonces, el tiempo en la fase de pro-
gramación corresponde al 58.2% del
tiempo total, es decir:
Tprog=(O.582){9.7 meses)=5.6 meses
El valor medio de personal, equiva-
lente en la fase de programación, será
de:
y=65+ 12.8-8 (62-65)=64.4
32-8
El porcentaje de esfuerzo, para el
tamaño no estándar, es del 64.4% y, por
lo tanto, el esfuerzo dedicado, en la fase
de programación, será:
y=yo+[x~-~~o) (y1-yo)
donde: y es el porcentaje que se de-
sea calcular
x es el tamaño del proyecto en
KLDC
yo y y1 corresponden al 65%
y 62%, respectivamente.
xo y x1 corresponden a 8 KLDC
y 32 KLDC, respectivamente.
total de nuestro proyecto estará com-
prendido entre el 65% del proyecto de
8 KLDC y el 62% del proyecto de
32 KLDC.
El porcentaje buscado, empleando
interpolación lineal, será:
2.2.3. Proyectos de tamaño no
estándar (InterpolacI6n)
En el caso que el tamaño estimado
del producto no se ajuste a los tamaños
estándares, podemos obtener el perfil
del proyecto por interpolación de los
datos de los proyectos estándares de
tamaño inferior y superior.
Por ejemplo, supongamos que de-
seamos obtener el esfuerzo de desarro-
llo en la fase de programación de un
producto de software, cuyo tamaño fija-
o mos en 12.800 Ifneas fuente en el modo
orgánico.
Aplicando las ecuaciones de estima-
ción del esfuerzo total y el tiempo de
desarrollo, tenemos:
Esfuerzo total E=2.4(12.8),·05=35 HM
Tiempo de desarrollo T=2.5(35)°38
=9.7 meses
Para obtener el esfuerzo en la fase
de programación, tenemos que referir-
nos a los proyectos de 8 KLDC y 32
KLDC. El porcentaje sobre el esfuerzo
VALOR
Atributos Muy bajo Bajo Nomil\lll Alto Muy alto Extra alto
Atributos del prod¡cto
Confiabilidad del software requerida 0.75 0.88 1.0 1.15 1.40
-Tamallo de la base de datos
- 0.94 1.0 1.08 1.16
-Comple;dad del producto 0.70 0.85 1.0 1.15 1.30 1.65
Atributos del hardware
Restricciones de tiempo de ejecución
- - 1.0 1.11 1.30 1.66Restricciones de memoria
- - 1.0 1.06 1.21 1.56Volatilidad de la máquina virtual
- 0.87 1.0 1.15 1.30
-Tiempo de respuesta del equipo
- 0.87 1.0 1.07 1.15
-
Atributos del personal
Capacidad de análisis 1.46 1.19 1.0 0.86 0.71
-ExperienCia en aplicadones 1.29 1.13 1.0 0.91 0.82
-Capacidad de programadores 1.42 1.17 1.0 0.86 0.70
-Experienda en el S.O. utilizado 1.21 1.10 1.0 0.90
-
-Experiencia con e/lenguaje 1.14 1.07 1.0 0.95
- -
Atribu10s del proyecto
Aplicadón de la ingeniería del software 1.24 1.10 1.0 0.91 0.82
-Utilización de herramientas del software 1.24 1.10 1.0 0.91 0.83
-Restricdón del tiempo de desarrollo 1.23 1.08 1.0 1.04 1.10
-
E=(Enom)(Factor multiplicativo)
E=(146 HM)(1.40)=204 hombres-mes
dad, puesto que su impacto operacional
es generalmente a largo plazo y muchas
fallas podrían ocasionar pérdidas para
los usuarios, fácilmente recuperables.
Estas características le dan un peso, en
la tabla mencionada, de 0.88 (bajo) para
un ajuste de:
E=(Enom)(Factor multiplicativo)
E=(146 HM)(0.88)-128 hombres-mes
Pero si el sistema por desarrollar es,
por ejemplo, un sistema de control de
reactor nuclear, podría tener un muy alto
requerimiento de confiabilidad. Aquí el
efecto de fallas del software podría pro-
vocar la pérdida de vidas humanas; por
lo tanto, tiene un factor multiplicativo
mayor que el anterior. La estimación del
esfuerzo será, de acuerdo con el nivel
de confiabilidad 1.40 (muy alto), la si-
guiente:
Como ayuda para seleccionar el fac-
tor aplicable en cada caso, la siguiente
tabla establece los criterios que sirven
para elegir el factor adecuado.
Por ejemplo. si consideramos el de-
sarrollo de una aplicación del modo
semilibre, con 32 KLDC, que presenta
diferentes requerimientos de confiabili-
dad debido a la naturaleza de su am-
biente de trabajo, el esfuerzo nominal
se calculará así:
Enom=3.0(32)1.12=146 hombres-mes.
Indica un esfuerzo total de 146 hom-
bres-mes que son requeridos para de-
sarrollar un producto de 32 KLDC, en
modo semilibre, independiente de cual-
quier consideración de los requerimien-
tos de confiabilidad.
A partir de aquí, los ajustes en el es-
timativo final deben hacerse de acuer-
do con el tipo de producto final. Por
ejemplo. si el sistema por desarrollar es
un modelo de predicción del clima, po-
dría tener un relativo nivel bajo de cali-
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Por lo tanto, para ajustar la estima-
ción del esfuerzo usamos la siguiente
ecuación, empleando los factores
multiplicativos:
E=(KLDC)S 1t1 5j=1 FJ
Donde S es el exponente correspon-
diente al modo de desarrollo y F el fac-
tor multiplicativo.
Veamos ahora un ejemplo sobre
cómo aplicar los factores multiplicativos
en el modelo de COCOMO intermedio.
Supongamos que estamos negociando
con la compañía Megabit Comunicacio-
nes el precio de desarrollar un producto
de software para el procesamiento de
funciones de comunicación, en un
microprocesador comercial, cuyo tama-
ño se estima en 10 KLDC y se desarro-
lla en modo restringido. De acuerdo con
la ecuación nominal del esfuerzo para
este modo, obtenemos el siguiente es-
fuerzo nominal:
2.8(10)12°=44 HM
Deseamos ahora determinar el efec-
to de varias características del pro-
yecto, en el esfuerzo y costo de desa-
rrollo. Por ejemplo, el software para el
procesamiento de comunicaciones ge-
neralmente tiene una valoración muy
alta, en la escala de complejidad, pero
se planea usar personal analista y pro-
gramador con alta capacidad, lo cual
balancea la tendencia a incrementar los
costos, debido a la complejidad. El cos-
to del personal será de $6.000 por mes.
En la siguiente tabla tenemos las ca-
racterísticas presentes para el desarro-
llo del producto:
¡
I
!
Atributo Situación Clasificación Multiplicadorde esfuerzo
Capacidad Programadores Alta 0.86
de programadores con experiencia
Experiencia en el 6 meses Baja 1.10
s.a. utilizado
Experiencia 12 meses Nominal 1.00
con el lenguaje
Aplicación de la Muchas técnicas Alta 0.91
ingeniería del por más de
software un año
Utilización Herramientas Baja 1.10
de herramientas
del sotfware
Restricción del 9 meses Nominal 1.00
tiempo de desarrollo
Factor de esfuerzo ajustado (producto de multiplicadores de esfuerzo) 1.17
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Atributo Situación Clasificación Multiplicador
de esfuerzo
Confiabilidad del software Uso local del sistema Nominal 1.00
requerida No hay problemas serios
de recuperación
Tamaño de la base de datos 20.000 bytes Baja 0.94
Complejidad del producto Procesamiento Muy alta 1.30
de comunicaciones
Restricciones de tiempo Se usará el 70% del Alta 1.11
de ejecución tiempo disponible
Restricciones de memoria 45K de 64K disponible Alta 1.06
Volatilidad Basado en Nominal 1.00
de la máquina virtual microprocesador
comercial
Tiempo de respuesta 2 horas Nominal 1.00
del equipo promedio
Capacidad de análisis Analistas Alto 0.86
con experiencia
Experiencia 3 años Nominal 1.00
en aplicaciones
~ES:':-:=========================:
Nótese que el factor de ajuste se in-
crementa en 1.30, debido a la compleji-
dad muy alta, pero más adelante se re-
duce el valor a 0.86, debido a la alta ca-
pacidad de analistas y programadores.
El factor de ajuste final, de 1.17, repre-
senta un incremento del 17% en el es-
fuerzo nominal; entonces, el costo y el
esfuerzo estimados finalmente son:
Esfuerzo: (44 HM)(1.17)=51 HM
Costo: (51 HM)($6.000/HM)=$306.000
2.3.1. Análisis de sensibilidad
El modelo COCOMO intermedio per-
mite realizar un análisis de sensibilidad
con respecto a los atributos directores
del costo, logrando así estimar el efecto
sobre el costo de desarrollo, debido a
los cambios en los niveles de clasifica-
ción de los atributos.
Por ejemplo, supongamos que tene-
mos la opción de realizar el proyecto del
ejercicio anterior con personal de me-
nor capacidad y menos costoso. Para
este caso, el costo por persona-mes
podría ser de $5.000 en lugar de los
$6.000 anteriores, y la capacidad de
análisis y programación la podríamos
clasificar como Nominal. De acuerdo con
la tabla anterior, este nivel de capaci-
dad del personal resulta en un factor
multiplicador de 1.00, en lugar del 0.86
obtenido anteriormente. Esto significa
que el estimativo de COCOMO debe ser
ajustado de acuerdo con las considera-
ciones anteriores:
Nuevo factor de ajuste
de esfuerzo =1.58
Esfuerzo=(44 HM)(1.58)=70 HM
Costo: (70 HM)($5.000/HM)=$350.000
Según lo anterior podemos notar que
resulta más ventajoso usar personal de
mayor capacidad, según el análisis rea-
lizado con el factor de ajuste del esfuer-
zo, porque el estimativo de costo es
menor.
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40%
30%
30%
Veamos otro ejemplo para el factor
de ajuste de restricción del almacena-
miento. Supongamos que por $10.000,
Megabit podría comprar 96K palabras
de memoria para el microprocesador por
usar, en lugar de usar 64K. Esto podría
cambiar las restricciones del almacena-
miento principal del 70% al 47%. El re-
sultado en el multiplicador del esfuerzo
sería de 1.00, que corresponde a una
clasificación Nominal, en lugar de 1.06
(alta), que era el anterior caso. Con lo
anterior se tiene que:
Factor de ajuste del esfuerzo=1.1 O
Esfuerzo=(44 HM)(1.10)=48HM
Costo=(48 MM)($6.000/HM)=$288.000
Lo anterior nos indica que se logra
un ahorro de $18.000, lo cual compen-
sa la inversión de $10.000 en costos de
hardware. Además, al negociar con la
compañía Megabit, se puede proponer
esta opción como forma para reducir el
costo del software.
2.3.2. Estimación de los efectos
de software reutilizable
Hasta ahora todas las estimaciones
se habían basado en el supuesto que la
totalidad del producto estaba siendo
especificado, diseñado y desarrollado
por completo, sin considerar que algu-
no de sus componentes hubieran sido
. desarrollados para otros proyectos pre-
viamente y que pudiesen utilizarse di-
rectamente o por adaptación en el nue-
vo producto.
Obviamente, las líneas-fuente de un
programa adaptado no pueden tener la
misma consideración que la del nuevo
software, para efectos de la estimación.
Por ejemplo, supongamos que utiliza-
mos, como parte de nuestro nuevo pro-
ducto, una rutina simple de entrada/sa-
lida, que ya forma parte de la librería de
utilidades de otros proyectos, con lo cual
se incrementa el número de IIneas-fuen-
te de nuestro nuevo producto, pero a la
vez no incrementa la cantidad de esfuer-
zo requerido para el desarrollo del nue-
vo producto.
Por otra parte, en muchas ocasiones
no se necesita adaptar completamente
un paquete, sino que sólo se precisa
realizar un esfuerzo adicional, pa-
ra rediseñar el software adaptado, para
ajustarlo a los objetivos del nuevo pro-
ducto, el cual consiste en rehacer algu-
nas porciones para acomodarlas a los
cambios del entamo del nuevo produc-
to.
Los efectos de la adaptación de pro-
ductos existentes son tratados por el
Modelo COCOMO, a través del cálculo
del número equivalente de instrucciones
fuente-lE, que se emplean en sustitu-
ción de las líneas de código-fuente LDC.
El número de líneas lE de un produc-
to adaptado se calcula a partir de la esti-
mación de las siguientes cantidades:
• Número de líneas-fuente adaptadas
al nuevo producto, lA.
• Porcentaje de rediseño del software
. MD. Es el porcentaje de diseño del
software que ha sido modificado
para adaptarlo al nuevo entamo. Ne-
cesariamente ésta es una estima-
ción subjetiva.
• Porcentaje de código modificado. Es
aquél que es modificado con el fin
de adaptarlo al nuevo entamo.
• Porcentaje del esfuerzo de integra-
ción del software adaptado MI. Es el
porcentaje de esfuerzo requerido
para integrar el software adaptado
al nuevo producto, el cual se obtie-
ne por comparación con el esfuerzo
de integración necesario para un
producto de tamaño similar.
El total de líneas equivalentes se cal-
cula a través de un factor de adaptación
definido como FA:
FA=0.40 MD+0.30MC+0.30MI
,
~. A partir del cual el número de líneas
equivalentes vendría dado por:
IE=IA*FA Uneas equivalentes.
Este valor puede añadirse a las esti-
maciones de nuestro producto y tratar-
las como hemos estado haciendo hasta
ahora, de forma que el tamaño final del
producto será:
LDC.-=LDC+IE.
Como ejemplo, supongamos que
deseamos convertir un programa de
análisis de circuitos, escrito en FOR-
TRAN, de 50.000 Ifneas, desarrollado en
modo orgánico desde un entorno hard-
ware-software determinado en otro di-
ferente.
Para esta situación podríamos con-
siderar que:
MD=O (es decir, no hay cambios en el
diseño del programa).
MC=15 (posiblemente el 15% de las lí-
neas de código deban cambiarse para
adaptarlo a las características propias
del nuevo sistema operativo, del lengua-
je de control, etc.)..
MI=5 (se precisa una pequeña cantidad
de esfuerzo para integrar estos cam-
bios).
Los resultados de la adaptación serían:
FA=0.40(0)+0.30(15)+0.30(5)=6
y parlo tanto, el número de líneas equi-
valentes sería:
IE=50.000 LDC·0.06=3.000 líneas equi-
valentes.
Utilizando las estimaciones del mo-
delo básico, se obtiene un esfuerzo de
adaptación de:
E=2.4(3)1.05=7.6 HM
Los coeficientes de la ecuación del
factor de adaptación se determinan a
partir del valor medio de los porcentajes
dedicados a las tareas de diseño, cadi-
ficación e integración y pruebas dadas
por el modelo:
Diseño:
Codificación:
Integración y prueba:
Para estimar el tiempo de desarrollo
se emplean las mismas ecuaciones uti-
lizadas en el Modelo COCOMO básico.
En cuanto a la distribución del esfuer-
zo por fase, el modelo intermedio utiliza
las mismas tablas empleadas en el mo-
delo básico.
Los multiplicadores de esfuerzo, en
este modelo, pueden aplicarse a la fase
de mantenimiento, del mismo modo que
se realizan en la fase de desarrollo.
2.4. Modelo COCOMO detallado
Este modelo incorpora todas las ca-
racterísticas del modelo intermedio y lle-
va a cabo una evaluación del impacto
de los atributos conductores del costo,
en cada fase del proceso de la ingenie-
ría del software.
El modelo intermedio es altamente
efectivo para muchos propósitos de es-
timación del software. Sin embargo, tie-
ne dos Iimitantes principales que pue-
den ser significativas en estimaciones
de costo más detalladas para proyec-
tos extensos:
La estimación distribuida de esfuer-
zo, por fases, puede ser inexacta.
Puede ser muy engorroso para usar-
lo en productos con muchos compo-
nentes.
El madelo detallado provee dos prin-
cipales facultades que consignan las
Iimltantes del modelo intermedio.
- Multiplicadores de esfuerzo de fase
sensitiva: en la R!'"áctica, factores ta-
les como confiablli d, experiencia
y desarrollo interactivo ectan a al-
gunas fases mucho más otras.
El modelo detallado ofrece u"",con-
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junto de multiplicadores de esfue~­
zo, de fase sensitiva, para cada atrI-
buto del costo. Estos son usados
para determinar la cantidad de es-
fuerzo requerido para completar
cada fase.
Los multiplicadores se usan de acuer-
do con la precisión que refleje el efecto
de los conductores de costo, en la dis-
tribución de fase del esfuerzo. Por ejem-
plo, un nivel bajo en experiencia de apli-
caciones puede significar esfuerzo adi-
cional en las primeras fases. En las últi-
mas fases el equipo podrá familiarizar-
se con la aplicación y, así, no se reque-
rirá mucho esfuerzo adicional.
De otra parte, un tiempo de respues-
ta alto en el computador tendrá muy
poco efecto en las fases de diseño y
requerimientos, pero ciertamente con-
sumirá más tiempo del equipo durante
la codificación y las pruebas.
- Jerarquía de producto de tres nive-
les: en el modelo intermedio la clasi- .
ficación separada de los conducto-
res de costo puede ser suministra-
da por diferentes componentes del
producto. Este proceso puede ser
tedioso e innecesariamente re-
petitivo si un número de componen-
tes se agrupa en un subsistema, con
prácticamente todas las mismas cla-
sificaciones. El modelo detallado
excluye este problema, ofreciendo la
jerarquía de producto de tres nive-
les, para lo cual:
_ Algunos efectos, que tienden a va-
riar con cada módulo de nivel inter-
no, son' tratados en el nivel de mó-
dulo.
_ Algunos efectos, que varían menos
frecuentemente, son Úatados en el
nivel de subsistema.
- Algunos efectos, tales como el efec-
to de tamaño total del producto, son
tratados en el nivel del sistema.
La jerarquía módulo-subsistema-sis-
tema se da por la descomposición je-
rárquica del producto, del cual se va a
estimar el costo.
El nivel más bajo, el nivel de módulo,
se describe por el número de líneas de
código-fuente en el módulo, y por aque-
llos atributos de costo que tienden a
variar al más mínimo nivel. Por ejem-
plo, la complejidad del módulo y su
adaptación al software existente; la ca-
pacidad de los programadores y la ex-
periencia en el manejo del lenguaje en
el que se desarrolla el software.
El segundo nivel, nivel de sub-
sistema, se caracteriza por el resto de
los conductores de costo (tiempo, con-
diciones de almacenamiento, capacidad
de analistas, herramientas, etc.), los
cuales tienden a variar de un subsistema
a otro, por lo cual tiende a ser lo mismo
para tocios los módulos del subsistema.
El nivel más alto, el nivel del siste-
ma, se usa para aplicar las principales
relaciones del proyecto, tales como las
ecuaciones de esfuerzo y tiempo, y para
aplicar, durante las interrupciones, en el
esfuerzo y 105 tiempos del proyecto.
3. METODOS DE LOS PUNTOS
DE FUNCION
La métrica de 105 puntos de función
~rmit~~aritmcar una,ap~c~~.~~- .
sándose en aosáreaSde evaJ"uaclon:Lapriiñéra consiste' éñ' El cáicÍJTf~,~~ji:
tosdeiüñCíó¡,-simples.LáSégunda área
¿onsísle'eñ-ájustar el 'modelÓ, ·el1 flJ.6::··
ción de la complejidaq y~el aml?l~r!tl3~,
de desarrollo de la aplicación., ..._
L~'fi~alidad de esta metodología es,
en primer lugar, estimar el tamaño de
un producto de software en las etapas
previas de su desarrollo y, por otra par-
te, estimar el esfuerio de desarrollo,
expresado en este caso en horas tra-
bajadas. 'por el punto de función desa-
rrollado. Un ~:: ~~ción es una
métrica .w..e-i "ñ¡dad-deL
...._""'y_., ..~,.,-
roducto de trabajo, tales como
fuerzo e esarro o y o mantenimiento
delSoftware. Una componente of~
.e.l!..'!'lQr:QQeso único o reQperimiento de
datos de la aplicación por ejemplo l/Da
l2flotalla donde se adicionan datos o '10_
~.QQrte impre&o
En este método se evalúa la fun-
cionabilidad de una aplicación en térmi-
nos de qué se le entrega al usuario en
la aplicación y no cómo se le entrega.
Unicamente los componentes visibles y
los requerimientos del usuario son con-
tabilizados. Estos componentes son tra-
tados como Tipos de Función, los cua-
les están divididos en Datos y Transac-
ciones:
Tipos de Función Datos: Archivos
Lógicos Internos (AL!) yArchivos Exter-
nos de Interface (AEI).
TIpos de FunciÓn Transacciones:
Funciones de Entrada (Entradas Exter-
nas), Funciones de Salida (Salidas Ex-
ternas), Consultas Externas (CE).
Los objetivos principales de esta
metodología son:
Medir lo que el usuario requiere y lo
que se le entrega.
Medir la aplicación, independiente-
mente de la tecnología usada para la
implementación.
Proveer una métrica de tamaño que
soporte análisis de calidad y productivi-
dad.
Proveer un vehículo para la estima-
ción del software.
Este último aspecto es el que se tra-
ta en este documento.
3.1. Tipos de función
Los puntos de función sin ajuste tra-
tan exclusivamente del conteo de las
funciones del usuario y se realiza tras
una previa clasificación de las funciones,
basándose en aquellos componentes de
una aplicación que son requeridos y son
visibles al usuario.
3.1.1. Archivo Lógico 1n1ecrJ.":~~I2l![1
conjunto de datos del usuario que están
lógicamente' reiaci9!JªC1o.S.y q~'e son
mantemaós:Y utilizados, por la aplica-
ción! dentro de S~SJKQpiosJfmi.te.$:Man-='
tener los datos se refiere a la capacidad
de adicionar, modificar o borrar datos a
i través de procesos estandarizados de
. la aplicación. También entra en este gru-
po la información de control, es decir,
105 datos usados por la aplicación para
asegurar que se cumplan los requeri-
mientos de funcionamiento especifica-
dos por el usuario.
Para identificar estos archivos se
identifican todos los datos o grupos de
datos que:
Son almacenados dentro del alcan-
ce de la aplicación.
Son mantenidos a través de proce-
sos estandarizados de la aplicación.
Son definidos como requerimientos
de la aplicación por el usuario.
También se identifican estos archivos
agrupando los datos lógicamente, des-
de el punto de vista del usuario:
Agrupar los datos hasta un nivel de
detalle, en el cual el usuario pueda iden-
tificar los datos como satisfacción a sus
requerimientos.
Tratar los datos lógicamente; no de-
ben tomarse en cuenta los archivos físi-
cos.
Los siguientes son los tipos de datos
que pueden relacionarse con uno o más
Archivos Lógicos Internos, dependien-
do de la visión de usuario.
Datos de la aplicación (archivos
maestros, tales como información de
personal o información consolidada).
Datos de seguridad de la aplicación.
Datos de auditoría.
Mensajes de ayuda.
Mensajes de error.
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Las siguientes son Entradas Exter-
nas, tomando en cuenta las anteriores
consideraciones:
• Datos de transacciones: Datos ex-
temos usados para mantener 10sAr-
chivos Lógicos Internos.
• Pantallas de entrada: Se cuenta una
Entrada Extema para cada una de
las funciones de mantenimiento. Si
adiciona, modifica y borra, la panta-
lla debe contarse como tres Entra-
das Externas.
Por cada proceso único que mantie-
ne un Archivo Lógico Interno, contar
una Entrada Externa por cada adi-
ción, modificación y borrado.
Dos o más archivos físicos pueden
corresponder a una sola Entrada Exter-
na, si el procesamiento lógico y el for-
mato para cada uno de estos archivos
es idéntico.
• Entradas Externas duplicadas: Se
hace referencia a aquellos procesos
que presentan la misma Entrada Ex-
tema, pero por diferentes medios.
Por ejemplo, en un sistema banca-
rio que acepta idénticas transaccio-
nes de depósito, a través de un pro-
ceso automático (cajero automático)
y a través de procesos manuales.
Por lo tanto, ambos procesos se
cuentan cada uno como Entrada
Extema.
Las siguientes no se consideran
como Entradas Externas:
• Datos suministrados a la aplicación,
por razones de tecnología emplea-
da.
• Datos externos utilizados por la apli-
cación, pero no mantenidos en Ar-
chivos Lógicos Internos.
• Datos de entrada, usados para se-
leccionar la recuperación de datos.
• Pantallas de menú que únicamente
permiten viajar por las pantallas de
la aplicación y no contribuyen di-
como resultado cálculos inconsistentes.
Para resolver este problema, únicamen-
te la aplicación que recibe los datos pue-
de tenerArchivos Externos de Interface
es decir, que el cálculo se asume desd~
el punto de vista de la aplicación que se
analiza. Como resultado, el cálculo de
los puntos de función depende única-
mente del sistema, como existe actual-
mente, y no de futuros eventos o de la
utilización de los datos.
~3. F.unE!pn~de Entrada (Entra- •
das Externas - E.ttJ'Se hace refereó=--
cia a lasfuncion~ de enirndi"d;d~l~
'Séic6ñsiderañ'Emtonces los ci;fo;('Qi-
c~~ .<:l~~ntradao de CQ1l1[Q!.QUe deben
-suministra¡:se,'ªI~pl¡cacióncon..!tlJin
dé añadirlos aU11ArciiiVoL6gico..1ntel:-
no odemodificarlo. Se deben contar las
iñtrocfucidas"d¡rectamente por el usua-
rio y las obtenidas como resultado de
una transacción, desde otra aplicación.
Una Función de Entrada (Entrada
Extema) se considera única si tiene di·
,ferente formato o si, por su diseño in-
!temo, requiere un proceso lógico, dife-
\rente de otra función de entrada, con el
'mismo formato.
El formato puede ser un conjunto de
datos únicos o un arreglo único de da-
tos o un orden único de datos.
Para identificar las Entradas Extemas
se debe:
• Identificar todos los procesos.J¡ue
actualizan los _A..!'.~h!y--º~).ógicos In-
temos~~---- "
• Por cada proceso identificado, con·
siderar cada-faFmetoC'6ril6ün"pro-
ceso separado; si tos'dl:tl"9s..Li&adQs
'por elprºcesOPUéden's~;recibidQ§
en más de un,formaio';ªsjgna,:-~na'
Entrada Extema por cada una de las
actividades de mantenimiento des-
empeñadas; esto es, adicionar, mo-
dificar y borrar.
Los siguientes son tipos de datos que
pueden relacionarse con uno o másAr-
chivos Lógicos Internos, dependiendo
de la visión del usuario:
• Datos de referencia (datos externos
utilizados por la aplicación, pero que
no hacen parte de sus Archivos Ló-
gicos Internos).
• Mensajes de ayuda.
• Mensajes de error.
Los siguientes no se consideran
como Archivos Externos de Interface:
• Datos que son mantenidos por la
aplicación, pero a los que se tiene
acceso y son utilizados por otra apli-
cación.
• Datos formateados y procesados,
para ser utilizados por otra aplica-
ción.
LosArchivos Externos de Interface no
se atribuyen a la aplicación fuente, es
decir, a la aplicación donde se originan
estos archivos. Esto significa que se atri-
buyen estos archivos a las aplicaciones,
básandose en la dirección del flujo y el
uso de los datos, por la aplicación.
El tipo de archivo se determina ba-
sándose en cómo los utiliza la aplica-
ción que recibe los datos. Si los datos
son usados para actualizar los Archivos
Lógicos Internos, se considera como
una Entrada Externa o una Salida Ex-
terna, dependiendo del flujo. Silos da-
tos no se usan para el mantenimiento
de un Archivo Lógico lntemo, se consi-
deran como un Archivo Externo de
Interface, de acuerdo con el flujo de da-
tos.
El cálculo de los puntos de función
debe ser actualizado si, después del
cálculo, el acceso a un Archivo Lógico
Interno se le permite a otra aplicación.
No siempre se puede determinar
cómo otra aplicación está utilizando los
datos y varios métodos no han involu-
crado esta situación, lo cual ha dado
Ejemplos de Archivos Lógicos Inter-
nos son:
Datos de respaldo (Backup), los cua-
les se cuentan únicamente si son espe-
cíficamente requeridos por el usuario, ya
sea por requerimientos legales o algo
similar.
Archivos Lógicos Intemos que sean
utilizados y mantenidos por más de una
aplicación, es decir, archivos comparti-
dos.
Los siguientes archivos no se consi·
deran Archivos Lógfcos Internos:
Archivos temporales.
Archivos de trabajo.
Archivos de ordenamiento.
3.1.2. Archivos Externos de in-
terface. Son grupos de datos lógica-
mente relacionados o información de
,control utilizados por la aplicación, pero
" que no son mantenidos por ésta sino por
. otras aplicaciones. En este tipo se cuen-
tan archivos transferidos o distribuidos
entre aplicaciones.
Para identificar estos archivos es
necesario:
• Identificar todos los datos que estén
almacenados fuera del alcance de
la aplicación.
• Que no sean mantenidos por la apli-
cación propia.
• Que estén dentro de los requerimien-
tos del usuario.
También se identifican estos archi-
vos agrupando los datos lógicamen-
te, desde el punto de vista del usua-
rio, para lo cual se debe:
• Agrupar los datos hasta un nivel de
detalle, en el cual el usuario pueda
identificar los datos como satisfac-
ción a sus requerimientos.
• Tratar los datos lógicamente; no de-
ben tomarse en cuenta los archivos
físicos.
• ~~star los Puntos de Función, usan-
do el.Fa.:cJºrª~AIyªtiú)¡i'rª-Qbtener'-
Io.s PunlosdeEunciónIeaWs.
Para cada tipo de función se deter-
mina la complejidad de forma diferente,
así:
( Para los Tipos de Función de Datos,
~a complejidad funcional se identifica de
!acuerdo con el número de Elementos
~e Tipo Registro (ETR) y con el número
~e Elementos de Tipo Datos (ETD).
I Los ETR son formatos únicos de re-
d
stros, dentro de un ALI o un AEI.
Los ETD son ocurrencias únicas de
d tos, también tratados como elemen-
to de datos, variables o campos.
~.por cadaAU yA~I identificado, se leIgna una complejidad funcional, ba-ándose en los ETD y los ETR.
Cómo identificar ETR's: Son sub-
grupos de 10sALI's, vistos desde la pers-
pectiva lógica que el usuario tenga de
los datos, es decir, de acuerdo con sus
requerimientos. AU's que no puedan ser
categorizados, se considera que tienen
un solo ETR.
Cómo identificar ETD's: Son campos
reconocibles por el usuario y no re-
cursivos, que residen en un ALI.
Cada campo en un AU debe identifi-
carse como un ETD, tomando en cuen-
ta las siguientes consideraciones:
• Campos que deberían ser vistos
desde un nivel reconocible por el
usuario. Por ejemplo, un número de
cuenta o una fecha que es física-
mente almacenada en múltiples
campos se cuenta como un ETD.
• Campos que aparecen más de una
vez en un AU, debido a la tecnolo-
gía o a las técnicas de implementa-
ción, deben contarse como un ETD,
sólo una vez. Por ejemplo, si un AL!
se compone de más de una tabla en
una base de datos relacional, la cla-
ve usada para relacionar las tablas
se cuenta una sola vez.
Los siguientes son ejemplos de Con-
sultas Externas:
• Pantallas de Modificación/Borrado,
en las que se próVoc~rtct recupera-
ción de datos, antes de ejecutar la
función de Modificación/Borrado.
• Si las entradas y salidas de la con-
-SLilfásoi1Tclemlcas eh am6as TüñCio-
nes de Modificación y Borrado, se
cuenta únicamente una Consulta
Externa. Si se dispone de idénticas
funciones de consulta en pantallas
de Modificación/Borrado y en una
pantalla aparte de consulta, se cuen-
ta sólo una Consulta Externa.
• ~.!:1.!~I!~~.9,E!I.9.9..(),r:!...qi!..E:l proveen fun-
ciones de seguridad, se cuentan
como Consultas Externas.
Tres categoríl:ls~eaYlldas son consi-
deradas como Consultas Externas:
.' -Pantallas totales de ayuda, que son
aquéllas que muésrra:n'~TTéxfo'ae
ayuda relacionado ~on l'a pimfana
que le llamó.
• Ayuda sensitiva del campo, que es
aCj'üettadepelldiente de. ~p9.l>~ión
del cursor o ele algún método de
identificación. que muestra la docu-
mentación de ayuda para ese cam-
pQ,~e cuenta una Consulta Externa
por cada pantalla.
• Subsistema de ayuda, qlJe eSUDa
faC!lbdadi!.~~~i.a. J.ª .ql;Je...~~~'p,u,e­
de acceder y qL!~ ,py.~g!'lseueC.9rri-­
da'!l1dépendiente de la aplicación
asociada. Si el texto recuperado es
idéntico al de una ayuda total, no se
cuenta.
3.2. Cálculo de los Puntos
de FunCiOi'<si'ñajuste)
El ca.lcUío de los Pu~t~;d;F~nción
const~de tres pallaS:
• ObtenEl~ Pl,Jl1tos~eFunción.sin.aLLJ§:.
"te.
• Obte-"-~~.E.t<?E.~~_Ajuste.
-- _....,-....
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3.1.5. Consultas Externas - CE.
EstasconstHuyeñCOrñ'binaciones "IolGas-
-as Entrada/Salida, donde una entrada
causaúna:'saiídainmeai"ata. La consul- -
tase consj(::le~aúnlca Sftié';e un forma-
to diferente de otra función del misrno
tipo (para la entrada y la salida), o si su
diseño externo requiere un proceso ló-
gico diferente.
Para identificar las Salidas Externas
se debe tener en cuenta:
• Identificar todos los procesos en los
que una entrada dispara una recu-
peración inmediata de datos.
• Por cada proceso identificado, veri-
ficar que cada combinación de En-
trada/Salida es única y considerar
cada combinación como un proceso
diferente y acreditar una Consulta
Externa por cada proceso.
rectamente en el mantenimiento de
los Archivos Lógicos.
• Pantallas que facilitan la entrada a
una aplicación; por ejemplo, panta-
llas de logon.
• Múltiples formas de invocar la mis-
ma entrada. Por ejemplo, digitar A o
Add como un comando o como una
tecla de función, para seleccionar la
opción de adicionar; sólo se cuenta
una Entrada Externa.
• Cualquier tipo de consulta no se
cuenta, puesto que pertenece a un
tipo de función diferente.
• ,Reportes .Qada reporte producido
pur la aplicación se cuenta como
Salida Externa. Dos reportes idén-
ticamente formateados se cuentan
cada uno como Salida Externa si tie-
nen procesamiento lógico diferente.
• ¡'salidas en línea de datos que no se
originan por una Entrada Externa.
• ;Reportes idénticos, pero producidos
pOI Illedios dilel elites; por ejemplo,
un reporte originado por una im-
presora y por tarjetas perforadas.
• Una Salida Externa debe asignarse
por cada Entrada Externa que origi-
na mensajes de error o confirmación.
3.1.4. Funciones de Salida(Sal;~ . .
Extemas - SE). Se hacé referen~la a N? s~ consl.deran Sallda~ Externas
lasflJn-clones de sarraa de datos. Se Tos siguientes tipOS de datos.
consiaeranenton¿és~9§!§~;~~ Múltiples formas de invocar la mis-
usuario o d-econfrol: los suministradQ,§ ma salida. Por ejemplo, para selec-
- por la aplicaCion.Se iñc~n dentro d~ cionar un reporte, si se necesita
.' este tipo, salidas tales'comO"i~ digitarR o Report o una tecla de fun-
'mensaie.~ªILlSlJariº.,mensajQSa otras ción, sólo se cuenta una Salida Ex-
aplica~~~~~~~~ terna.
Una Función de Salida (Salida Exter- • Mensajes de confirmación o error,
na) se considera única si tiene diferente originados por una consulta.
formato o si, por su diseño interno, re-
quiere un proceso lógico diferente de
otra función de salida, con el mismo for-
mato.
Para identificar las Entradas Externas
es preciso:
\
Identificar todos los procesos que
suministran datos, fuera de los lími-
tes de la aplicación.
• \ Por cada proceso identificado, con-
¡ siderar cada formato como un pro-
. ceso separado si los datos usados
por el proceso pueden ser suminis-
trados en más de un formato; asig-
nar una Salida Externa por cada pro-
ceso identificado.
Las siguientes son Salidas Externas,
tomando en cuenta las anteriores con-
sideraciones:
.' Datos transferidos hacia otras apli-lcaciones.
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(1 a 19) (20 aSO) (510 más)
ETO ETD ETO
(1 ) ETR Baja Baja Media
(2a5) ETR Baja Media Alta
(6 o más) ETR Media Alta Alta
• Campos repetitivos que son idénti-
cos en formato y existen para per-
mitir múltiples ocurrencias de un va-
lor de un dato, se cuentan una sola
vez. Por ejemplo, unAL! que contie-
ne 12 campos de presupuestos men-
suales y un campo con un presu-
puesto anual (la suma de los men-
suales) deberían contarse como dos
DTE, uno para el campo mensual y
otro para el campo anual.
Por cada AL! y AEI se identifican sus
ETR y ETD; luego se le asigna un gra-
do de complejidad, de acuerdo con la
siguiente tabla:
,
¡.
Para las EE, los ETD son tratados de
igual forma que en los casos anteriores
y, adicionalmente, un ETD se cuenta,
para una EE, con las siguientes consi-
deraciones:
• Líneas de comando o teclas de fun-
ción que proveen la capacidad para
especificar la acción que se tomará
por la EE. Un ETD adicional por EE,
no por tecla de comando.
• Campos que no son suministrados
por el usuario, pero a través de EE
son mantenidos en unAL!, deberían
ser contados. Por ejemplo, un siste-
ma de clave secuencial, mantenido
en un AL!, pero no suministrado por
el usuario, debería contarse como un
ETD.
Para las SE se tratan inicialmente de
igual forma los EDT, con las siguientes
excepciones: No se incluyen literales
como ETD.
No se cuentan las variables de pági-
nas <> los sistemas generados por rótu-
los por el sistema.
La complejidad funcional, para las
funciones de entrada EE, se basa en la
tabla siguiente:
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El peso para cada grado de comple-
jidad es el siguiente:
Para calcular el total de Puntos de
Función, para los AL! y AEI, se usa una
tabla como la siguiente:
(5 a 15) (16 o más)
ETD ETO
Baja Media
Media Alta
Alta Alta
Calcular la complejidad funcional
para la parte de entrada de la Consulta
Externa.
Calcular la complejidad funcional
para la parte de salida de la Consulta
Externa.
Seleccionar el valor más alto de las
dos complejidades funcionales. Usando
una tabla adecuada para los Puntos de
Función sin Ajuste, se transcribe la cla-
sificación de la complejidad a Puntos de
Función sin Ajuste.
Se cuenta un Tipo de Archivo Refe-
renciado por cada AL! y AEI, refe-
renciados durante el proceso de la con-
sulta.
Un ETD se cuenta por aquellos cam-
pos suministrados que especifican la
Consulta por ejecutar o que especifican
los criterios de selección de los datos.
Un ETD se cuenta por cada campo
no recursivo que aparece en la parte de
salida de la consulta.
(1 a 4)
ETO
Baja
Baja
Media
FTR
FTR
FTR
(O a 1)
(2)
(3 o más
Para las funciones de consulta, Con-
sultas Externas, se siguen. los siguien-
tes pasos para determinar el valor de
los puntos de función sin ajuste:
(1 a 5) (6 a 19) (20
a más)
ETD ETD ETD
(O a 1) FTR Baja Baja Media
(2 a 3) FTR Baja Media Alta
(4'0 más)FTR Media Alta Alta
La complejidad funcional para las fun-
ciones de salida, SE, se basa en la ta-
bla siguiente:
El peso para cada grado de comple-
jidad es el siguiente:
EE SE
Baja 3 4
Media 4 5
Alta 6 7
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Complejidad Complejidad
fu"ncional total
ª-Baja x 5 =
ª-Mediax 7 =
~Alta x 10 =
Total de puntos
de función
AEI
l1po de
función
Sumando la columna de complejidad
total, obtenemos un total de puntos de
función sin ajuste de 66.
El siguiente paso consiste en calcu-
lar la complejidad funcional de las fun-
ciones de entrada EE (Entradas Exter-
nas), y SE (Salidas Externas) basándo-
se en el número de Tipos de Archivo
ReferenciadosTAR yel número de ETD.
Un Tipo de Archivo Referenciado se
cuenta por cada AL! y por cada AEI
referenciado, durante el procesamiento
de una Entrada Externa, EE, o una SE,
según el caso.
Sumando la columna de complejidad
total, tenemos un total de puntos de fun-
ción sin ajuste de 96.
De igual forma, tomemos el caso de
tres AEI con complejidad baja, tres con
complejidad media y tres con compleji-
dad alta:
5
7
10
Complejidad
total
7
10
15
AL! AEI
Complejidad Complejidad
funcional total
-Baja x 7=
-Media x 10=
-Alta x 15=
l1po de Complejidad
función funcional
AL!
Baja
Media
Alta
l1po de
función
AL! ª-Baja x 7 = 21
a,.Media x 10 = 30
ª-Alta x 15 = 12
Total de puntos a6.
de función
Por ejemplo, supongamos que se tie-
nen tres AL! con complejidad baja, tres
con complejidad media y tres con com-
plejidad alta:
La complejidad funcional para las Consultas Externas, CE, se basa en las tablas
siguientes:
Una vez obtenidos los puntos de función sin ajuste para cada tipo de función,
podremos obtener el total de puntos de función sin ajuste, mediante la siguiente
tabla:
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Complejidad de entrada
(1 a 4) (5 a 15) (16 o más)
ETD ETD ETD
(O a 1) FTR Baja Baja Media
(2) FTR Baja Media Alta
(3 o más) FTR Media Alta Alta
,
Complejidad de salida
(1 a 5) (6 a 19) (20 o más)
~m ETD Ero
(O a 1) FTR Baja Baja Media
(2 a 3) FTR Baja Media Alta
(4 o más) FTR Media Alta Alta
El peso para cada grado de complejidad es el siguiente:
o: No incluye.
1: Influencia insignificante.
2: Influencia moderada.
3: Influencia media.
4: Influencia significativa.
5: Influencia fuerte.
Actualización en línea.
Complejidad del proceso.
Reutilización.
Facilidad de instalación.
Sencillez de operación.
Adaptabilidad.
Flexibilidad de cambio.
Los grados de influencia se clasifican
así:
3.3.1. Transmisión de.-5!.l!1os _
Los datos e información de contr~
uSáWSelrtaáp¡r~9l).J.S.9n·effiliadus-o
réC1b~medio..de facilidadGs--de
comunicaci6n.-•...-.
;} Baja x4= 12
a Media x 5 = ~
a Alta x7= 21
1a
a Baja x3= ..9
a Media x 4= 12.
J Alta x6= la
a2
Tipo de Complejidad Complejidad Total de puntos
función funcional total de función
EE a Baja x3= 2
a Media x 4= 12.
J Alta x6= la
Total de puntos de función sin ajuste
SE
CE
3.3. Características generales
del sistema
La funcionalidad del modelo puede
varIar dependiendo del entorno etetfe=-
sarr_Qllº.__eoH~staJ:aZÓn....e! modelo ia·
troduce la}{alaraciónde 14 característi-
cas_q,q;:influyeo.sabre.~­
del proceso.
Estas características se evalúan de
conformidad con una escala de grado
de influencia que toma valores enteros
entre Oy 5, para ajustar la complejidad
del proceso.
Las características generales del sis-
tema son:
Transmisión de datos.
Proceso distribuido.
Rendimiento, respuesta.
\ Configuración.
'\ Indice de transacciones.
Entrada de los datos en línea.
Eficiencia del usuario.
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3
4
6
CE
Complejidad Complejidad Total de puntos
funcional total defunción
~ Baja x 7 = 21
a Media x 10 = aQ
~ Alta x 15 = ~
a Baja x 5 = ~
a Media x 7 = 21
J Alta x 10 = JO
Baja
Baja
Alta'
AL!
AEI
Tipo de
función
Puntaje:
o: La aplicación ocurre únicamente
en el procesamiento por lotes o en un
computador aislado.
1: La aplicación se hace por lotes,
pero se tiene una entrada remota de
datos o una salida remota hacia la
impresora.
2: La aplicación se hace por lotes,
pero se tiene una entrada remota de
datos y una salida remota hacia la
impresora remota.
3: Recolección de datos "on line" o
por teleprocesamiento frontal a un pro-
ceso por lotes o un sistema de consul-
ta.
4: Más de un proceso frontal, pero la
aplicación soporta únicamente un pro-
tocolo de teleprocesamiento de comu-
nicaciones.
5: Más de un proceso frontal, pero la
aplicación soporta más de un protocolo
de teleprocesamiento de comunicacio-
r;les.
3.3.2. Proceso distribuido
Son características de la aplicación.
Puntaje:
O: La aplicación no se preocupa por
la transferencia de los datos o el proce-
samiento entre los componentes del sis-
tema.
1: La aplicación prepara datos para
procesamiento del usuario final sobre
otros componentes del sistema, tales
como micras.
2: Los datos son preparados para ser
transferidos y procesados en otros com-
ponentes del sistema (no son para el
usuario final).
3: El procesamiento distribuido y la
transferencia de datos están en línea y
en una sola dirección.
4: El procesamiento distribuido está
en línea y entre direcciones.
5: Las funciones de procesamiento
son dinámicamente ejecutadas en más
de un componente del sistema asocia-
do.
3.3.3. Rendimiento, respuesta
Los objetivos del desempeño de la
aplicación son aprobados por el usua-
rio, como respuesta o por la influencia
del diseño, el desarrollo, la instalación o
el soporte de la aplicación.
O: No hay requerimientos especiales
de desempeño por parte del usuario.
1: Los requerimientos del desempe-
ño y del diseño fueron establecidos y
revisados sin ninguna acción requerida.
2: Tiempos de respuesta "on line" crí-
ticas durante las horas pico. Ningún di-
seño especial se ha requerido para el
uso de la CPU.
3: Tiempos de respuesta críticos du-
rante todas las horas de trabajo. Ningún
diseño especial se ha requerido para el
uso de la CPU.
4: Los requerimientos establecidos
, por el usuario, para el desempeño, son
estrictos; lo suficiente para implemen-
tar análisis de desem'peño en la fase de
diseño.
5: Adicionalmente, las herramientas
del análisis del desempeño han sido
usadas en el diseño, desarrollo y/o im-
plementación, para conocer los reque-
rimientos del usuario.
3.3.4. Configuración
Un uso pesado de la configuración
operacional que requiere consideracio-
nes especiales de diseño, es una carac-
terística de la aplicación (por ejemplo,
el usuario quiere correr la aplicación
sobre un equipo que será altamente
usado).
Puntaje:
o: No están explícitas o implícitas las
restricciones de la operación.
1: Existen restricciones en la opera-
ción, pero son menos restrictivas que en
una aplicación típica. No se necesita
esfuerzo especial para responder ante
las restricciones.
2: Algunas consideraciones de segu-
ridad o tiempo.
3: Los requerimientos específicos del
procesador son necesarios para una
parte de la aplicación.
4: Las limitaciones establecidas para
la operación requieren restricciones es-
peciales sobre la aplicación, en el
procesador central o en un procesador
dedicado.
5: Adicionalmente, hay restricciones
espeCiales para la aplicación en, los
componentes distribuidos del sistema.
3.3.5. Indice de transacciones
El índice o promedio de transaccio-
nes es alto y afecta el diseño, el desa-
rrollo, la instalaciqn y el soporte de la
aplicación.
Puntaje:
o: No se adelantan los períodos críti-
cos de la transacción.
1: Se anticipan los períodos críticos
de transacción mensual.
2: Se anticipan' los períodos críticos
de transacción semanal.
3: Se. anticipan los períodos críticos
de transación diaria.
4: Altos promedios de transacción son
planteados por el usuario en los reque-
rimientos o acuerdos de la aplicación, y
son lo suficientemente altos como para
requerir tareas de análisis de desempe-
ño en la fase de diseño.
5: Al igual que en el punto anterior,
pero adicionalmente se requiere el uso
de herramientas de análisis de desem-
peño en las fases de diseño, desarrollo
y/o instalación.
3.3.6. Entrada de datos en línea
La entrada de datos en línea (on-line)
y las funciones de control son provistas
en la aplicación.
Puntaje:
O: Todas las transacciones son pro"
cesadas en lotes.
1: Del 1% a17% de las transacciones
son interactivas.
2: Del 8% al 15% de las transaccio-
nes son interactivas.
3: Del 16% al 23% de las transaccio-
nes son interactivas.
4: Del 24% al 30% de las transaccio-
nes son interactivas.
5: Más del 30% de las transacciones
son interactivas.
3.3.7 Eficiencia del usuario
Las funciones en W,ea provistas
enfatizan un diseño para la eficiencia del
usuario final. Esto incluye: '
• Menús.
• Documentación y ayudas en líneas.
• Movimiento del cursor automatizado.
• . Desplazamiento de imágenes ("scro-
IIing").
• Impresión remota.
• Teclas de función preasignadas.
• Selección de datos en pantalla por
medio del cursor.
• Uso constante de video inverso,
resaltamiento, delineado en color y
otros indicadores.
• Copia permanente de la documen-
tación del usuario sobre transaccio·
nes en línea.
• Interfases con el "mouse".
• Ventanas "Pop-Pup".
• Fácil navegación entre las pantallas.
• Soportar dos o más lenguajes.
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Puntaje:
o: No se presenta nada de lo ante-
rior.
1: De una a tres de las anteriores.
2: De cuatro a cinco de las anterio-
res.
3: Seis o más de las anteriores, pero
no hay requerimientos específicos de los
usuarios con respecto a la eficiencia.
4: Seis o más de las anteriores, pero
se establecen requerimientos sobre la
eficiencia de los usuarios, hasta un ni-
vel en el que se requieren tareas de di-
seño para los factores humanos por in-
cluirse.
5: Seis o más de los anteriores y se
establecen requerimientos para la efi-
ciencia del usuario, a un nivel en el que
se requieren herramientas y procesos
especiales para verificar que se cumplan
los objetivos planteados.
3.3.8. Actualización en línea
La aplicación provee actualización en
línea para los archivos lógicos internos.
Puntaje:
O: Ninguna.
1:Actualización en línea de uno a tres
archivos de control. La. cantidad de ac-
tualización es baja y de fácil recupera-
ción.
, 2: Actualización en línea de cuatro o
más archivos de control. La cantidad de
actualización es baja y de fácil recupe-
ración.
3: Actualización en línea de los prin-
cipales archivos lógicos inlernos.
4: Adicionalmente, la protección con-
tra pérdida de datos es esencial y ha
. sido especialmente diseñada y progra-
mada en el sistema.
5: Adicionalmente, altas cantidades
involucran consideraciones de costos en
el proceso de recuperación.
Procedimientos altamente automati-
zados de recuperación, con un mínimo
de intervención de operadores.
3.3.9. Complejidad del proceso
La complejidad se categoriza así:
• El control sensible (por ejemplo, un
procedimiento especial de auditoría)
y/o un procesamiento específico de
seguridad de una aplicación.
• El procesamiento lógico extenso.
• El procesamiento matemático exten-
so.
• Mucho procesamiento de excepción,
que resulta en transacciones incom-
pletas, las cuales deben ser proce-
sadas de nuevo.
• Un procesamiento complejo para
manipular múltiples posibilidades de
entrada-salida; por ejemplo, multi-
media, dispositivos independientes.
Puntaje:
O: Ninguno de los anteriores.
1: Alguno de los anteriores.
2: Dos cualquiera de los anteriores.
3: Tres cualquiera de los anteriores.
4: Cuatro cualquiera de los anteriores.
5: Cualquiera de los anteriores.
3.3.10. Reutilización
Se refiere al grado de volver a utili-
zarla aplicación Qn otros proyectos.
Puntaje:
O: Sin código reutilizable.
1: El código reutilizable se usa den-
tro de la aplicación.
2: Menos del 10% de los módulos
producidos consideran más de una ne-
cesidad del usuario.
3: El 10% o más de los módulos pro-
ducidos consideran más de una de las
necesidades de los usuarios.
4: La aplicación fue específicamente
compactada y/o documentada, para
fácil reutilización, y la aplicación está
diseñada para los usuarios, a nivel del
código-fuente.
5: La aplicación fue específicamente
compactada y/o documentada, para fá-
cil reutilización, y la aplicación está di-
señada para usarse por medio de los .
parámetros de mantenimiento del usua-
rio.
3.3.11. Facilidad de instalación
Puntaje:
O: No se tuvieron consideraciones
especiales, por parte del usuario, para
la instalación.
1: No se tienen consideraciones es-
peciales, por parte del usuario, pero sí
se requiere configuración especial para
la instalación.
2: Los requerimientos de instalación
y conversión son requeridos por el usua-
rio. El impacto de la conversión en el
proyecto no es importante.
3: Los requerimientos de instalación
yconversión son requeridos por el usua-
rio. El impacto de la conversión, en el
proyecto, se considera importante.
4: Adicionalmente al puntaje 2, las
herramientas automatizadas de conver-
sión e instalación fueron provistas y pro-
badas.
5: Adicionalmente al puntaje 3, las
herramientas automatizadas de conver-
sión e instalación fueron provistas y pro-
badas.
3.3.12. Sencillez de operación
En esta característica se tiene en
cuenta la efectividad del arranque, el
respaldo y el procedimiento de recupe-
ración, durante la fase de prueba. La
aplicación minimiza la necesidad de ac-
tividades manuales, tales como monta-
jes de cintas, manipulación del papel.
Puntaje:
O: No hay consideraciones especia-
les diferentes de los de procesos de
"backup" normal.
• 1 - 4: Se seleccionan los siguientes
ítems, de acuerdo con la aplicación.
Cada ítem tiene un valor de un pun-
tO,si no se específica lo contrario.
• Procesos efectivos de arranque, res-
paldo y recuperación, pero se requie-
re la intervención del operador.
• Igual que el ítem anterior, pero no
se requiere la intervención del ope-
rador (2 ítems).
• La aplicación minimiza la necesidad
del montaje de la cinta.
• La aplicación minimiza la necesidad
de la manipulación del papel.
5: La aplicación no requiere la inter-
vención directa del operador, salvo en
los procesos de arranque y apagado.
3.3.13. Adaptabilidad
Esta característica se refiere a la ca-
pacidad que tiene la aplicación de ser
instalada en múltiples sitios, para múlti-
ples organizaciones.
Púntaje:
o: No se consideran requerimientos
necesarios para más de un sitio de ins-
talación.
1: Se consideran múltiples sitios ne-
cesarlos. La aplicación es diseñada para
operar únicamente en ldénticas condi-
ciones de software y hardware.
2: La aplicación está diseñada para
operar únicamente en condiciones simi-
lares de hardware y/o software.
3: La aplicación está diseñada para
operar en condiciones diferentes de
hardware y/o software.
4: La documentación y el plan de so-
porte son provistos y probados para que
la aplicación soporte múltiples sitios. Tal
como en los puntajes 1 y 2.
5: La documentación y el plan de so-
porte son provistos y probados para que
la aplicación soporte múltiples sitios. Tal
como en el puntaje 3.
3.3.14. Facilidad de cambio
La aplicación ha sido específicamen-
te diseñada, de forma tal que pueda
soportar cambios fácilmente.
Puntaje:
o: No hay requerimientos especiales
del usuario, con respecto al diseño de
la aplicación, para minimizar o facilitar
el cambio.
1-5: Seleccionar cualquiera de los
sig~i~ntes ítems, de acuerdo con la apli-
caclon.
• Flexibilidad y consultas sencillas (un
ítem).
• Flexibilidad en las consultas, de for-
ma que puedan manipular consultas
. simples o medianamentE! complejas
(dos ítems).
• Flexibilidad en las consultas, de for-
ma que se manejen consultas fáci-
les y complejas (tres ítems).
• El control de los datos se guarda en
tabla~ que son mantenidas por el
usuario con procesos interactivos,
pero los cambios se efectúan única-
mente pasado un tiempo.
• I~ual que en el anterior, pero los cam-
biOS se efectúan inmediatamente
(dos ítems).
3.4. Cálculo del valor del factor
de ajuste
El factor de ajuste se calcula sobre
la base de. las 14 características gene-
rales del sistema. Este valor más ade-
lante servirá para ajustar los puntos de
función sin ajuste. El proceso para ob-
tener este valor de ajuste es el siguien-
te:
Evaluar las 14 características gene-
rales del sistema, de acuerdo con el gra-
do de influencia de cada uno.
Sumar los 14 grados de influencia
para producir un grado de influencia to-
tal.
Introducir el grado de influencia en
la siguiente ecuación, para producir el
factor de ajuste.
(TGI'O.01 )+0.65=VFA
Donde TGI es el total de los 14 gra-
dos de influencia y VFA es el valor del
factor de ajuste. Tomemos el siguiente
ejemplo, en el cual se han evaluado las
14 caracteristicas generales de un sis-
tema, obteniendo, para cada una su
grado de influencia: '
I~ Ahora estamos en capacidad de cal-cular los puntos de función, ajustadosde acuerdo con la siguiente ecuación:
Puntos de Función sin Ajuste * VFA =
Puntos de Función Ajustados
Supongamos ahora que el ejemplo
de los puntos de función sin ajuste an-
terior, cuyo resultado fue de 288, corres-
ponde a la misma aplicación a la que se
le calculó el VAF anterior de 1.07. Apli-
cando la ecuación anterior, obtenemos
los puntos de función, así:
Assembler
C
Cobol
Fortran
ADA
Lenguajes de bases de datos
Generadores de lenguajes
Orientado a objetos
Lenguaje de consulta
Pascal
Hoja de cálculo
288'1.07=308.16; es decir, obtenemos
un valor aproximado de 308 puntos de
función. Finalmente, la estimación del
número de intrucciones-fuente se obtie-
ne a partir de la relación siguiente:
LDC=66·PF.
Para el ejemplo anterior, entonces,
tenemos 20.328 LDC.
Existen relaciones empíricas entre
las líneas de código y los puntos de fun-
ción para los lenguajes conocidos, así:
320 LDC/PF
150 LDC/PF
107 LDC/PF
106 LDC/PF
71 LDC/PF
40 LDC/PF
32 LDC/PF
29 LDC/PF
25 LDC/PF
85 LDC/PF
6 LDC/PF
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nes futuras sean mucho más con-
fiables.
3. Todo proyecto de desarrollo de soft-
ware tiene asociado un conjunto de
atributos, ya sean tecnológicos, eco-
nómicos y de mano de obra, los cua-
les afectan directamente el proceso
de estimación.
4. Uno de los principales factores que
influyen en el costo y esfuerzo de un
proyecto de software es la compleji-
dad misma del proyecto y el grado
de confiabilidad requerida.
5. Es posible realizar estimaciones en
los proyectos de software, desde ~us
primeras etapas de vida. Para ello,
quienes llevan a cabo la estimación,
De la tabla anterior se debe tener cla-
ro que, por ejemplo, para lenguaje C,
150 líneas de código equivalen a un
punto de función.
CONCLUSIONES
1. Son muchos los modelos existentes
para la estimación y que ofrecen di-
versas formas de obtener esti·
mativos de costos y esfuerzo.
2. Cualquiera que sea el método esco-
gido para la estimación del costo-
esfuerzo, es importante que la orga-
nización que desee realizar estima-
ciones recolecte y mantenga un con·
junto de datos históricos de estima-
ciones y métricas de proyectos an-
teriores, de forma que las estimacio-
3
4
4
2
3
3
4
3
3
2
3
3
2
3
42
1.07
Transmisión de datos
Procesamiento distribuido
Desempeño
Configuración
lndice de transacciones
Entrada de datos en línea
Eficiencia de usuario
Actualización en línea
Complejidad del proceso
Reutilización
Facilidad de instalación
Sencillez de operación
Adaptabilidad
Flexibilidad
Total de los grados de influencia (TGI)
Valor del Factor de Ajuste (VAF) (42 * 0.01 )+0.65 =
Características generales del sistema
deben conocer a fondo el sistema
por desarrollar, la tecnología por
emplear y la capacidad humana con
que contará, puesto que con estos
factores se logra un óptimo desarro-
llo del producto.
6. El estudio de los modelos de esti-
mación requiere de buen tiempo de
dedicación, ya que involucra muchos
factores que son difíciles de evaluar,
tales como tecnología, personal, he-
rramientas de desarrollo, etc.
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INTRODUCCION
De las tres partes en las que ha sido
dividido el proyecto de investigación
(propuesta de Interconexión a Internet)
presentamos la primera, que constituye
la presentación teórica, la que permite
ubicar un poco el contexto en el que se
va a trabajar.
Con esto pretendemos empezar a
tratar de una forma cronológica todo lo
necesario para llegar a entender, de
manera clara, lo que es el trabajo en
Internet, lo cual permitirá, posteriormen-
te, realizar un estudio de carácter técni-
co.
1. DEFINICION
La pregunta que más frecuentemen-
te se hace es, "¿qué es Internet?".
La razón por la cual se hace tan a
menudo esta pregunta es que no ha
habido un acuerdo sobre una respues-
ta que ingeniosamente recapitule a
Internet.
Internet puede ser considerada, a
través de la relaci6n con sus protocolos
más comunes, como una colección físi-
ca de emutadores (routers) y circuitos,
como un conjunto de recursos compar-
tidos o simplemente como una actitud
de interconexión e intercomunicación.
Algunas de las definiciones más co-
munes dadas en el pasado son:
Una red de redes, basada en los pro-
tocolos del TCP/IP.
Una comunidad de gente que usa y
desarrolla las mencionadas redes.
- Una colección de recursos que pue-
den ser alcanzados, a través de es-
tas redes.
Hoy en día, Internet es un recurso
global que interconecta a millones de
usuarios, los cuales empezaron como
un experimento (veinte años atrás) del
Departamento de Defensa de los Esta-
dos Unidos de América.
Mientras que las redes que "inventa-
ron" a Internet están basadas en un con-
junto estándar de protocolos (un acuer-
do mutuo de métodos de comunicación
entre los interesados), Internet cuenta
con pasarelas (gateways), hacia redes
y servicios que están basados en otros
protocolos.
