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Abstract
This article offers a comprehensive experimental and theoretical study of the causes of thermal hard-
ening in FCC Al and BCC Fe at high strain rates, with the aim to shed light on important mechanisms
governing deformation and failures in materials subjected to shocks and impacts at very high strain
rates. Experimental evidence regarding the temperature dependence of the dynamic yield point of
FCC Al and BCC Fe shock loaded at 107s−1 is provided. The dynamic yield point of Al increases with
temperature in the range 125K–795K; for the same loading and temperate range, the dynamic yield
point of BCC Fe remains largely insensitive. A Multiscale Discrete Dislocation Plasticity (MDDP)
model of both Fe and Al is developed, leading to good agreement with experiments. The impor-
tance of the Peierls barrier in Fe is highlighted, showing it is largely responsible for the temperature
insensitivity in BCC metals. The relevance of the mobility of edge components in determining the
plastic response of both FCC Al and BCC Fe at different temperatures is discussed, which leads to
developing a mechanistic explanation of the underlying mechanisms leading to the experimental be-
haviour using Dynamic Discrete Dislocation Plasticity (D3P). It is shown that the main contributing
factor to temperature evolution of the dynamic yield point is not the mobility of dislocations, but the
temperature variation of the shear modulus, the decrease of which is correlated to the experimental
behaviour observed for both FCC Al and BCC Fe.
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I. INTRODUCTION
The yield point of most metals loaded with moderate strain rates decreases with increasing
temperature [1]. This would be brought about by increased mobility of the dislocations in
the metal: as temperature increases, dislocations are increasingly able to overcome, through
thermal activation, the Peierls barrier that hinders their motion, leading to easier glide. As a
result, plastic flow becomes increasingly easy, and hence the yield point drops [2]. This applies
mostly to metals subjected to very low strain rate and stress levels, low enough as on the one
hand, the Peierls barrier cannot be overcome solely by the applied stress; and on the other
hand, that increasing the strain rate does not overtake the effect of temperature in facilitating
jumping the Peierls barrier [3].
These conditions are not met in shock loading. For one thing, the magnitude of the applied
loads easily exceeds both the Peierls barrier and even the ideal lattice strength of the material
[4]. For another, the strain rate is high enough that it becomes a dominant factor in activating
the motion of dislocations [5, 6]. This suggests that dislocation mobility may not be governed
by the need to overcome the Peierls barrier anymore, but by the natural lattice resistance
to its motion, which manifests itself as a drag force acting on the dislocation [3]. In that
case, dislocation drag, rather than thermal activation of motion, would dominate the motion
of dislocations in shock loading (and therefore plastic flow)[7]. This resistance to the motion
of dislocations is ultimately caused by phonon scattering and radiation by the dislocation,
and by phonon wind effects, and is known to be proportional to temperature: with increasing
temperature, the dislocation’s drag increases and its motion is consequently hindered [3].
Hence, if yielding is caused by dislocation motion, and if in shock loaded regimes dislocation
motion is dominated by phonon drag effects, which in turn are proportional to temperature, one
could presume that the plastic yielding of metals should in fact increase with temperature. Ex-
perimental observations show that BCC metals such as iron [8, 9], tantalum [10], and vanadium
[10] do not display this behaviour, and the dynamic yield point either remains unchanged or
decreases slightly with temperature. However, FCC metals including aluminium[11], silver[12]
or copper [13], and HCP metals like titanium[14] and cobalt [15] do show an increase in the
dynamic yield point with temperature.
The extraneous behaviour of BCC metals such as iron contrasts with the behaviour of FCC
metals such as aluminium, thereby highlighting the limits of the general assumption that the
increase in the yield point with temperature is the result of dislocation-mediated plasticity
transiting from a thermally activated regime to a pure drag regime (cf.[1, 4]). The aim of this
work is to shed light onto the way temperature may contribute to the attenuation of the dynamic
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yield point in FCC aluminium and BCC iron. Both materials are chosen because of their
characteristic and opposite plastic behaviour under shock loading at different temperatures.
Given that many constitutive models of plastic flow in these regimes rely on physical as-
sumptions for the generation and motion of dislocations, the aim of this work is to provide a
comprehensive analysis of the collective motion and dynamic interactions between dislocations.
This investigation is aimed at unraveling the mechanisms responsible for the observed yielding
of the materials under consideration at different temperatures, and can be employed for the
improvement of the said constitutive laws.
In order to provide a comprehensive analysis of this behaviour and the causes leading to
it, this work comprises both experimental results, and dislocation dynamics simulations across
the length and timescales. Thus, section II reports recent experimental results pertaining to
FCC aluminium and BCC iron shocked at different temperatures. These experiments show
the specific behaviour of the dynamic yield point of Al and Fe at different temperatures and a
constant strain rate of ≈ 107s−1, confirming that the dynamic yield point of Al increases with
temperature, whilst that of Fe remains largely unchanged for the same loading and tempera-
ture range. The experimental findings will be compared to and interpreted with the help of
mesoscopic models of discrete dislocation dynamics subjected to equivalent loading and tem-
perature. These models will be employed to provide a complete explanation of the causes of the
evolution of the dynamic yield point with temperature. To begin with, section IV will present
a three dimensional dislocation dynamics approach, Multiscale Discrete Dislocation Plasticity
(MDDP), with which the inherent differences displayed by FCC Al and BCC Fe upon being
shocked at different temperatures will be studied. The MDDP results will confirm that in-
creasing the temperature leads to an increase in the dynamic yield point of FCC Al, whilst
the dynamic yield point of BCC Fe remains largely unchanged. The study will highlight the
relevance of the mobility of edge components in determining the plastic response of both FCC
Al and BCC Fe at different temperatures.
Section V concerns the in-depth study of the causes leading to the temperature dependence
of the dynamic yield point. Section IV shows that the relaxation of the shock front is mostly
due to the edge components of the dislocation loops, the screw components lagging behind the
front. In fact, Gurrutxaga-Lerma et al.[16] showed that within the shock front, plastic yielding
and the evolution of the yield point are heavily influenced by the destructive interference of the
elastodynamic fields of the dislocations [16], an effect that cannot be accurately captured with
MDDP. Thus, section V is devoted to explaining in depth the causes of this behaviour using a
Dynamic Discrete Dislocation Plasticity (D3P) model where the fields of the dislocations receive
an explicit elastodynamic treatment. This will be used to show the effect of temperature on
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the yield point of shock loaded Al and Fe with increasing temperature, offering a mechanistic
interpretation of the role temperature has in the dynamic yielding of metals. Finally, section
VI summarises the main findings of this work.
II. EXPERIMENTAL RESULTS
Laser-driven compression experiments were performed at the Trident Laser Facility at Los
Alamos National Laboratory. As shown in fig.1a, free-standing thin foil samples of aluminium
and iron were irradiated with a 527 nm primary drive beam focused to a 5 mm FWHM near
flat-topped spot, delivering pulse energies of 100-200 J over 5 ns for intensities on the order
of 1011W/cm2. A pair of line-imaging velocity interferometers (VISARs) was used to monitor
motion of the sample rear surface during arrival of the resulting structured shock wave.
The aluminium and iron samples were acquired as 125 µm foils from Goodfellow, Cambridge
Ltd., from which 12 mm diameter discs were prepared. Both materials were supplied in annealed
condition, with purities of 99.0% and 99.99% for the aluminium and iron, respectively. EBSD
revealed a grain size of 10-50 µm for the aluminium, compared to 40-50 µm for the iron. Both
microstructures were comprised of randomly oriented grains.
Prior to dynamic loading, the samples were subjected to a range of temperatures spanning 80
- 800 K using a novel target holder which enabled control of temperature using a combination
of liquid nitrogen and resistive heating. The liquid nitrogen was delivered through 3 mm
ID steel tubing in an open loop configuration beginning outside the chamber, passing directly
through the target mount, and finally exiting the chamber with the assistance of a small vacuum
pump. Heating was performed using two 120V cartridge heaters, each 3 mm in diameter and
approximately 3 cm long, inserted into the aluminium body of the target holder on opposites
sides of the target. Voltage to the heaters was regulated by a PID controller and a thermocouple
attached directly to the aluminium housing. This thermocouple was previously calibrated
against the temperature at the centre of the foil, and thus additionally provided measure of the
sample temperature just before the shot.
The resulting velocimetry data for aluminium and iron shock compressed at strain rates
around 106-107s−1 are shown in fig.1. It can be seen that for FCC Al the amplitude of the
elastic precursor wave increases with temperature, whereas for BCC Fe it remains largely the
same.
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(a) Schematic of the laser-driven shock experiments. The foil samples
are clamped within a novel holder which enables heating or cooling to
access pre-shock temperatures in the range 80 - 800 K. The samples
are irradiated with 100-200 J in a 5 ns shaped pulse (shown at upper
left), and diagnosed using line-imaging VISAR.
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FIG. 1: Schematic of the experiments and experimental shock wave profiles for FCC Al and
BCC Fe shocked at different temperatures with strain rate of ≈ 107s−1. The peak of the
elastic precursor (the dynamic yield point), marked with a black square, increases with
temperature for FCC Al, and remains largely unchanged for BCC Fe. The apparent
secondary precursors in FCC Al at 455K and 605K are due to rarefaction waves. Equally, the
shocked state is affected by these rarefaction waves.
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III. MULTISCALE DISLOCATION DYNAMICS PLASTICITY
MDDP [17, 18] is a multiscale elasto-viscoplastic simulation model in which three dimen-
sional discrete dislocation dynamics (DDD) is coupled with continuum finite element analysis
(FEA). Isotropic elastic DDD computations are used to determine the plasticity of single crys-
tals by explicit three-dimensional evaluations of dislocations motion and interaction among
themselves and among other defects.
The dislocations are discretised into linear segments of mixed character, and their dynamics
are governed by a mobility law describing the relationship between the segment’s speed and
the applied loads. In the following, the mobility of dislocations is described as[19, 20]
fPK =
d(T )
1− v2
c2t
v (1)
where fPK is the Peach-Koehler force applied over the dislocation segment, v the glide speed,
and d the drag coefficient; ct is the material’s transverse speed of sound. The sigmoidal char-
acter of eqn.1 with respect to v helps capturing the saturation of the dislocation’s speed with
increasing Peach-Koehler force as the glide speed approaches ct.
The system is discretised into linear dislocation segments bounded by two nodes. The mobil-
ity law is applied over each segment, and the positions of the extreme nodes updated following
a Galerkin formulation detailed in [17, 21]. This formulation requires resolving the value of the
Peach-Koehler force over each node for each dislocation segment, which for each segment s is
computed in a way analogous to the one proposed by Van der Giessen and Needleman [22] for
their planar model of discrete dislocation plasticity (DDP):
fsPK =
 N∑
m=1,m 6=s
σ˜ij
+ σˆij
Bs × ξs (2)
where σ˜ij is the stress field due to every other dislocation segment, σˆij the stress field due to
the boundary conditions, B is the segment’s Burgers vector, and ξs its orientation. The way
in which MDDP computes the stress fields of the dislocations, and therefore σ˜ij is discussed
in detail in [17]. Here it suffices to say that unlike in D3P (see section V), the fields of the
dislocations solved in MDDP will be linear elastic and quasistatic, i.e., independent of time.
The external stress field σˆij is computed employing the finite element method, which is
coupled to the dislocation problem using linear superposition (cfr.[17, 22–24]). As a result,
each time step MDDP will resolve the mobility law of each dislocation segment, and advance
its position accordingly, leading to the evolution of the dislocation microstructure in response
to external loading. For each time step, the velocities of the dislocation segments are used to
obtain the plastic strain rate ˙p and the plastic spin W p, which are computed as the aggregate
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TABLE I: Elastic properties of FCC aluminium and BCC iron at different temperatures.
Data extracted from [25–27]. The Burgers vector magnitude is kept constant with
temperature, and is BAl = 2.85A˚ for Al and BFe = 2.48A˚.
Temperature 125K 293K 455K 605K 795K
FCC Al
ρ (kg/m3) 2713.15 2705.14 2683.82 2642.16 2607.76
E (GPa) 71.72 64.03 56.62 49.75 42.7
µ (GPa) 27.02 23.68 20.58 17.84 15.18
ct (m/s) 3155.86 2962.2 2769.05 2593.3 2412.87
cl (m/s) 6406.86 6288.81 6174.97 6069.57 5961.35
BCC Fe
ρ (kg/m3) 7975 7864 7729 7604 7500
E (GPa) 226.5 215.44 201.1 184.5 159.1
µ (GPa) 85.1 80.4 74.4 68 60
ct (m/s) 3267.6 3197.22 3103.96 2986.74 2782.17
cl (m/s) 6486.96 6493.59 6461.41 6385.9 6124.7
over each dislocation:
˙p =
N∑
i=1
livi
2V
(ni ⊗Bi +Bi ⊗ ni) (3)
W p =
N∑
i=1
livi
2V
(ni ⊗Bi −Bi ⊗ ni) (4)
where vi is the glide velocity of each segment, N is the total number of dislocation segments,
ni is the normal vector of each dislocation segment, Bi is the Burger’s vector of each segment,
li is the length of the segment, and V is the volume.
A. Temperature effects on dislocation mobility
Here, temperature effects are captured via the drag coefficient, d(T ), and via the changes
in ct with increasing temperature. The latter are summarised in table I alongside the values
of the elastic constants that are employed in the simulations. The former are extracted from
experimental data and molecular dynamics simulations.
Based on conventional understanding of the effect of temperature in the phonon scattering
and phonon wind effects that drive the drag coefficient[28], d(T ) is made to be directly propor-
tional to temperature for both FCC Al and BCC Fe. For a specific temperature T , the drag
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coefficient d(T ) is
d(T ) =
d(TR)
TR
· T (5)
where TR is the reference temperature (hereafter, TR = 293K), d(TR) = 2 · 10−5Pa·s for FCC
Al [29, 30], and d(293K) = 9.4 · 10−5Pa·s for BCC Fe [31]. This applies well for the mobilities
of FCC aluminium in the range of 216 − 540K[29]; the cases of higher and lower temperature
and that of BCC Fe are extrapolated.
Moreover, it is well established that while the mobility dislocations in FCC metals is inde-
pendent of the dislocation character, the mobility of edge and screw characters in BCC metals
is different[32]. Since the energy involved in creating a new edge segment is about 2 times as
large as it is to create a screw segment [33, 34], edge and mixed dislocation speeds can be one
or even two orders of magnitude higher than the screw ones [35, 36]. This effect is supported by
many experimental observations which show that in BCC metals, such as Mo, the mobility of
screw dislocations is 40 times less than the mobility of non-screw segments [35]; in the case of
Fe, the difference in mobilities is estimated at about 80-100 [37–39]. Thus, in order to model the
constrained motion of screw components in BCC Fe, the MDDP model is modified to account
for the difference in the drag coefficient of screw dislocations, which in the following shall be
dscrew = 100 · dedge (6)
B. Incorporation of temperature and orientation dependent frictional stress for BCC
Iron
The Peierls stress of pure screw dislocations in BCC metals is very large when compared to
the values exhibited by pure edge and mixed dislocations [40, 41]. For example, in Mo and Ta,
the Peierls stress may exceed 1000 MPa[42]. This large value of lattice friction is an indication
of the high energy barrier for the movement of screw dislocations which is associated with the
compactness and polarisation of the screw dislocation core. The effect of the dislocation core
is also reflected on the predominance of thermally and stress activated kink mechanisms, and
the observation of long extended screw dislocations (cf.[43]).
Here, MDDP has been extended to incorporate the anisotropy and temperature effect on the
frictional stress in BCC metals. First, it is assumed that the lattice frictional force of the screw
segments is 10 and 4 times larger than those of pure edge and mixed dislocations respectively
[40]. Moreover, lattice friction is strongly temperature dependent, which is justified by high
temperature sensitivity of yielding in BCC metal. Therefore, the following lattice friction model
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FIG. 2: MDDP simulation set up. The red segments represent the starting Frank-Read source
density.
is incorporated into the MDDP framework
FP (T ) = F
edge
P (TR)
TR
T
Yamp, (7)
where TR is room temperature, T the material’s current temperature, F
edge
P (TR) is the lattice
friction of a pure edge segment at room temperature. Yamp is an amplification factor to account
for the higher frictional stress in non-edge segments observed in BCC metals, with values of
1, 4, and 10 for pure edge, mixed, and pure screw segments respectively [38, 40, 44, 45]. For
dislocations in FCC, it is assumed that Yamp is unity regardless of the dislocation character.
The motion of dislocations is activated once the resolved shear stress over a specific disloca-
tion segment overcomes the value of FP . In the current simulations of BCC Fe, F
screw
P = 600MPa
at room temperature, which declines to around 220MPa at 800K (q.v.[46]).
C. MDDP simulation set up
The MDDP simulations reported here are designed to mimic the shock compression experi-
ments described in section II for FCC Al and BCC Fe shocked with a strain rate of ≈ 107s−1.
As can be seen in fig.2, the simulation domain consists of a column of length L with square cross
section h×h oriented in the [001]. The dimensions of the domain are 0.5µm×0.5µm×12µm for
Al, and 0.5µm×0.5µm×24µm for Fe. The shockwave is generated by applying a displacement-
controlled boundary condition on the upper surface. The four sides are confined[47]1 to achieve
the uniaxial strain condition involved in planar waves, and the lower surface is a reflective
1 The sides are allowed to move in the wave propagation direction, but not in the lateral (x and y) directions.
This is to ensure a uniaxial loading (compression) condition.
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boundary (i.e., rigid). The loading was such that a ramp wave of a particle velocity Up is
produced over a finite rise trise chosen based on the experimentally measured values of ≈ 1ns.
Frank Read (FR) sources are randomly placed on the slip planes to act as a dislocation gen-
eration mechanism. The dislocation source length ranges between 0.25µm to 0.5µm, resulting
in an initial dislocation density is in the order of 1012m−2. This initial value of the dislocation
density is chosen to mimic the response of annealed crystals. It is worth noting that in the
MDDP simulations the homogeneous nucleation mechanism is not considered; as will be argued
in section V, the magnitude of the shock load in the current work is insufficient for the plastic
response to be dominated by homogeneous nucleation (cf.[16, 48–50]). All relevant material
properties used in this work are summarised in table I.
IV. MDDP SIMULATIONS: RESULTS AND DISCUSSION
A. Dynamic yielding in FCC Al at different temperatures
As the shock wave advances in Al, it interacts with the existing dislocation sources leading to
their activation once the resolved shear stress exceeds the critical value to overcome the lattice
fiction and the self-stress of the activated sources. As a result, loops and segments are emitted
from the FR sources and accelerated to a velocity approaching the shear wave velocity almost
instantaneously (fig.3a). Due to the isotropy in the Peierls barrier exhibited by Al, FR source
activation takes places uniformly, where all parts of the source begin to bow out at the same
time irrespective of their character. As the wave propagates, more sources are activated while
the already activated ones continue to emit more dislocations (fig.3b). This process continues
leading to a large increase in the dislocation density at a very high rate (fig.3b), thereby relaxing
the shock front.
Figure 4 depicts the longitudinal wave history computed at a deformation temperature of
293K in Al subjected to a shock wave launched with strain rate 107s−1. The wave history is
plotted at a horizontal section taken after the wave has travelled a distance of 3µm (1/4 of the
height). It is apparent that the wave profile consists of a wave front of a 1.5ns duration followed
a plateau at the peak stress. By inspecting the wave front characteristics, one can see that in
the first 0.7ns, the section was still under ambient pressure condition. The stress then starts
to build up in a purely elastic manner until it reaches a critical value where a change in the
slope defining the dynamic yield point is formed on the elastic front. This yielding behaviour
is a manifestation of plastic relaxation that takes place due to shock-dislocation interaction.
The stress continues to increase to the peak value of 10GPa which is attained after 1.5ns (rise
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FIG. 3: Snapshots of the dislocation microstructure evolution during wave propagation. Each
colour is for dislocations on a specific slip plane (a) Initial dislocation structure. (b) Shock
wave is launched on the top surface with a ramp front that begins to activate the dislocation
sources; (c) the wave travels in the crystal leading to activation of more source while the
previously activated ones continue to emit more dislocation loops. (d) By the time the wave
reaches the bottom surface, the number of emitted dislocations becomes so large that it fills
the entire volume leading to huge increase in the dislocation density.
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FIG. 4: Stress history in a section taken at the upper part of the MDDP sample, for a
travelled distance of about 3µm.
12
00.5
1
1.5
2
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
σ
x
x
(G
P
a)
t (ns)
0.25L
0.5L
0.75L
(a) Stress history in different sections of the
FCC Al sample shocked at 293K.
0
0.5
1
1.5
2
2.5
3
3.5
4
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
σ
x
x
(G
P
a)
t (ns)
795K
605K
293K
(b) Stress wave profiles at 0.75L at 293K,
605K and 795K.
FIG. 5: Stress history taken at different sections of the FCC Al MDDP system..
time).
In order to assess the dynamic yield characteristics, we have computed the stress histories
at three different locations, that is; after the wave has travelled distances of 0.25L, 0.5L and
0.75L, where L is the height of the column. As shown in fig.5a, by inspecting the ramp front
at these locations, we observe the attenuation of the yielding point, which is attributed to
the continuous stress relaxation resulting from dislocation activities as the shock wave travels
through the sample volume.
The effect of deformation temperature on yielding in FCC Al is also investigated. Two
additional MDDP simulations have been carried out at 605K and 795K to compare with the
results obtained at 293K. As can be seen in fig.5b, the stress histories computed at 0.75L show
two distinct features of the temperature effect on the dynamic response: (1) the time of wave
arrival increases with temperature due to the decrease in the shock wave velocity; and (2) the
magnitude of the dynamic yield point increases with temperature.
Fig.6a shows the variation in the dynamic yield stress against the distance travelled by the
shock wave for all simulated temperatures. The data can be approximated by a power function
s = ax−b, with a and b being 0.68 and 0.18 at 300K, 0.64 and 0.183 at 605K and 0.68 and 0.15
at 795K. The elastic precursor decay rate is associated with the parameter b, which slightly
decreases with temperature. This behavior is qualitatively similar to the experimental data
presented in section II; however, the simulation data shown in fig.6a is two to three times
smaller than the experimental values. This is due to the fact that the experimental data are
obtained after a much larger propagation distance, for shock waves which have accordingly
experienced a greater degree of stress relaxation.
The temperature hardening of the dynamic yield point shown in fig.6b, although unusual
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FIG. 6: Effect of temperature in the attenuation of the dynamic yield point.
[51–53], is entirely consistent with dislocation theory. Although at low strain rates yielding is
associated with the thermal activation of the motion of dislocations [3], at the higher strain
rates such as those probed here, plastic slip is expected to be dominated by viscous drag, which
is well-known to increase linearly with temperature; this is confirmed by the MDDP simulation
results shown in fig.6b, and the experimental data gathered in [11, 14] and in section II, all of
which show a linear increase of the shear stress increases with temperature.
B. Dynamic yielding in BCC Fe at different temperatures
The effect of temperature on the dynamic yielding in BCC iron is also investigated using the
MDDP framework. The simulation setup is identical to that of Al, but with double the height
along the direction of propagation of the shock wave (see fig.2). As discussed in section III B,
lattice friction in BCC metals is assumed to be both dislocation character and temperature
dependent2.
Figure 7 shows snapshots of the dislocation evolution in iron subjected to room temperature
deformation at a rate of 107s−1. In contrast to what occurs in FCC Al, dislocation activation in
Fe commences by the emission of pure edge segments that sweep through the crystal, leaving
behind trails of extended screw segments, which can be clearly seen in fig.7 and, on a closer look,
2 Although the ratio of lattice frictions between screw and non screw segments (Yamp in eqn.7) employed here
was 10 and 4 for pure edge and mixed segments respectively, other combinations such as 100 and 40 were
tried, and the change in results seems to be insignificant. However, the lack of a significant lattice friction
for screw components resulted in a qualitative behaviour very similar to that of FCC Al, which suggests that
lattice friction hindering the motion of screw dislocations plays a fundamental role in the behaviour described
in the following.
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FIG. 7: Snapshots of the dislocation microstructure evolution during wave propagation in Fe.
Each colour corresponds to dislocations on a specific slip plane: (a) Initial dislocation
structure; (b) Shock wave is launched on the top surface with a ramp front that begins to
activate the dislocation sources, some FR sources are not activated (red colour) as they reside
on slip planes of zero Schmid factor; (c) the wave travels in the crystal leading to activation of
more source while the previously activated ones continue to emit more dislocation loops; (d)
by the time the wave reaches the bottom surface, the number of emitted dislocations becomes
large, leading to huge increase in the dislocation density.
FIG. 8: Closer look at the dislocation evolution during the initial steps of loading. Here we
show (a) two Frank-Read sources placed on one of the (101) planes; (b) Source activation
with the edge segments (E) move at high speed leaving behind sessile extended screw
segments (S), (c and d) The resolved shear stress becomes high enough to allow the motion of
the screw segments via kink formation (K).
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FIG. 9: Effect of temperature in the attenuation of the dynamic yield point of BCC Fe. The
trends are similar in all cases, and the differences in magnitude can be accounted for by
differences in the location within the sample the shear strength was measured (i.e., different
experimental sample thicknesses).
in fig.8. These extended screw lines stay sessile until the the resolved shear stress becomes high
enough to move them. The formation of these extended lines is attributed predominantly to the
large Peierls barrier of screw dislocations in BCC Fe. As the stress builds up on the wavefront,
the critical value to overcome the lattice friction of the screw segments is reached, enabling
their movement and thus additional stress relaxation. By closely examining the activated
dislocations, one can see that the movement of these screw segments is dominated by kink
or double kink mechanism as illustrated in fig.8. Such dislocation microstructure has been
previously observed in BCC Fe subjected to shock loading[43].
The longitudinal stress histories during the wave passage in Fe are depicted in fig.9a. Sim-
ilar to FCC Al, the elastic precursor peaks at the dynamic yield point, which is continuously
attenuated during wave propagation. Fig.9b compares MDDP computed values of the dynamic
yield point after the wave has travelled 15µm at different temperatures with reported experi-
mental data. In contrast with the response of Al, the dynamic yield point of Fe remains largely
insensitive to increases in temperature (even showing a slight decrease), suggesting that the
dislocation drag hardening expected with increasing temperature is somewhat counterbalanced
by the drop in the Peierls barrier and enhanced dislocation density. This trend is consistent
with the experimental findings reported in section II, and with previous work on BCC Fe sub-
jected to similar loading ranges, where either temperature insensitive yielding [54] or even a
slight decline in plastic yielding [8] was reported. The larger magnitude of the yield point found
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in MDDP (and in different experiments) can be attributed primarily to the difference in the
distance travelled by the shock front before measurement, so the further away from the impact
surface the measurement is performed, the lower the yield point’s magnitude ought to be.
V. A D3P ANALYSIS OF SHOCK LOADED IRON AND ALUMINIUM AT DIFFER-
ENT TEMPERATURES
The MDDP model presented in section IV highlights the importance dislocation mobility
has in the plastic relaxation process of both Al and Fe. For Al, the enhanced mobility of edge
dislocations relative to screw dislocations appears crucial in producing the required degree of
plastic relaxation at the front. Increasing the temperature hinders the motion of the edge
components and, crucially, that of screw components even more; ultimately, this results in the
increase in the dynamic yield point of Al. For Fe, the drag coefficients are larger, and the
motion of screw components is severely limited by much larger Peierls barriers; increasing the
temperature does not result in an appreciable change of the yield point because the mobility
of dislocations is already compromised to begin with.
Thus, the MDDP analysis relates enhanced or hindered dislocation mobilities with increased
or decreased yield points. However, dislocation mobility on its own does not cause plastic
yielding; rather, plastic yielding at the front is caused by the applied load and the elastodynamic
fields of dislocations, which negatively interfere with the front, thereby attenuating it. In that
sense, while MDDP is very useful in explaining the mesoscopic aspects of the shock-induced
plasticity, it cannot provide a detailed analysis of shock front relaxation, because it is a quasi-
static method where the fields of dislocations (and therefore their interactions with one another
and with the medium) are insensitive to the dislocation’s speed.
The aim of this article is to offer an interpretation of the process leading to the attenuation
of the dynamic yield point at different temperatures in both Al and Fe, by focusing on what
happens at the onset of plastic flow in the shock front. In order to do that, Dynamic Discrete
Dislocation Plasticity (D3P), a fully time-dependent, elastodynamic planar model of discrete
dislocation dynamics, will be employed. By using D3P, the effect of dislocation speed in the
fields of the dislocations is naturally captured, which will lead to a mechanistic interpretation
of the effect of temperature in the dynamic yield point.
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A. D3P vs MDDP
The D3P model presented here is based on the work of Gurrutxaga-Lerma et al. [16, 55, 56].
The model arises as the elastodynamic extension to Discrete Dislocation Plasticity (DDP)
[22]. As in DDP, D3P concerns only to plane strain situations, and therefore only deals with
individual edge dislocations, which are treated as infinite and straight. The use of a planar
method to analyse the relaxation of the shock front is in this case doubly justified. On the
one hand, the expected applied loading in the experiments reported in section II is, to a good
approximation, plane strain; on the other hand, the MDDP simulations have highlighted the
dominant role that edge components have in the relaxation of the shock front, whereby screw
dislocations appear mostly as debris behind the front; this is corroborated by prior experiments
[7, 43].
Aside from the planarity, the main difference between D3P and MDDP is that D3P deals
with individual edge dislocations in a planar elastodynamic continuum, whilst in MDDP the
continuum is elastostatic. This means that unlike MDDP, D3P fully incorporates inertial effects
into both the motion and the interactions of the dislocations: interactions of dislocations with
one another and with the medium will be based on a retardation principle, and depend on the
time it takes for elastic perturbation waves to travel from the core of a dislocation to other
defects or the boundaries of the domain. As a result, it provides a much more fine grained
account of the way dislocations behave in the shock front. Thus, although as a planar method
D3P cannot perform detailed analyses of forest hardening, cross-slip or other phenomena where
mixed or screw dislocation lines play a crucial role (all of which are modelled in MDDP), it
recovers causality and provides a much greater deal of accuracy in instances such as the study
of the shock front, where those phenomena have little effect. Further details on the way the
D3P model works can be found in [55, 56].
Here, the D3P model will therefore be employed to study the way in which the dislocations
mediate to relax the shock front at different temperatures.
B. D3P model set up
The modelling system is shown in fig.10. Its dimensions must be wide enough to accommo-
date a shock front of 107s−1. This manifests in the experimental test samples the D3P model
will be compared with, the width of which was 125µm. A simulation of such width in D3P
would be computationally intractable, so here the size of the D3P system is reduced to a 25µm
wide and 0.5µm tall sample, which will accommodate the propagating front over approximately
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FIG. 10: Schematic of the D3P system’s geometry, where x is the direction of propagation of
the shock wave.
FIG. 11: The boundary value problem, using a linear superposition scheme. After [55].
4ns. Upon arrival at the rear surface, the simulation is terminated, so this surface is simulated
as a reflective boundary. In the D3P simulations, the shock wave is launched by suddenly
applying a a distributed load of 5.5GPa over the impact surface (see fig.10). The strain rate
is controlled numerically. As it propagates through the sample, dislocation activity will be
triggered, and plasticity will ensue. Due to the aspect ratio of the experimental sample (see
section II), rarefaction waves coming from the free surfaces (excluding the rear surface, where
measurements are made) are unlikely, so the D3P system will exclude those surface effects
by imposing periodic boundary conditions on the top and bottom surfaces (see fig.10); the
resulting shock wave will accordingly resemble a planar front.
In D3P dislocations are treated as point-like particles that move in preferential directions:
the slip planes. For plane strain, the crystallography of the material is reflected with slip planes
at ±54.7◦ and 0◦ for FCC Al, and ±35.3◦, 90◦ for BCC Fe [57]; the angles are measured with
respect to the direction of propagation of the shock wave, which in this case therefore advances
in the [101] direction (cf.[3, 58]). Since the loading is strongly uniaxial, both the 0◦ and 90◦
slip planes are unlikely to be activated by anything other than other dislocations, because the
applied resolved shear stress is zero.
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As in MDDP, D3P relies on the principle of linear superposition to resolve interactions be-
tween dislocations and between dislocations and the boundaries (cf.[22]). As shown in fig.11,
the domain is decomposed into an infinite plane, Ω˜, and a boundary value problem Ωˆ. The
analytic expressions for the elastodynamic fields of an injected, non-uniformly moving disloca-
tion (found in [55, 59]) are employed to compute interactions between dislocations on the Ω˜
domain, whilst the boundary value problem in Ωˆ is solved numerically, employing an explicit
finite element solver. In both cases the field equation is the fully time-dependant Navier-Lame´
equation (vid.[60]): this enables the propagation of a shock wave in Ωˆ, and the elastodynamic
interactions between dislocations in Ω˜. Closure is offered via the tractions and displacements,
that are computed on the boundary of Ω˜ and applied with reversed sign in Ωˆ. Dislocation
interactions are resolved naturally via the Peach-Koehler force, which is computed as in section
IV, but applied to straight edge dislocations in the plane (vid.[22]):
f sPK = n
s
k
∑
j 6=s
σ˜jkl + σˆkl
Bsl (8)
where for dislocation s f sPK is the glissile component of the Peach-Koehler force, n
s
k is the normal
to the slip plane, Bsl the Burgers vector; σ˜
j
kl is the elastodynamic stress field of dislocation j,
and σˆkl the elastodynamic stress field correction due to the boundary conditions in the Ωˆ field.
Results will be analysed as detailed in [16], by averaging the σxx stress component over
sections perpendicular to the direction of propagation of the front. The elastic precursor peak
is identified when the activity of the fields of dislocations becomes significant for the first time.
C. Temperature and the mobility of dislocations
As in MDDP, the mobility of dislocations is described with eqn.1 (vid.[20]):
f sPK =
d(T )
1− v2s
c2t
vs (9)
where f sPK is the glissile component of the Peach-Koehler force, in the planar case given by
f sPK = B · τ (with τ is the applied resolved shear stress, B the Burgers vector) [3], vs the
glide speed of the s-th dislocation, and d(T ) the drag coefficient. Here, temperature effects are
captured via the drag coefficient which will be described as was done in section IV for MDDP
in eqn.5:
d(T ) =
d(TR)
TR
· T (10)
The same values of d(293K) = 2 · 10−5Pa·s and 9.4 · 10−5Pa·s for Al and Fe respectively will be
used, as in section IV (see [29, 39, 61]).
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FIG. 12: Effect of increasing the temperature over the mobility of dislocations in aluminium
and iron. Higher temperatures result in lower glide speeds for equal applied stresses.
As discussed in section IV, the mobility law is affected by temperature both via variations in
the drag coefficient and the transverse speed of sound ct: the limiting speed of dislocations (the
transverse speed of sound) decreases with temperature (see table 1). The result of increasing
the temperature is lower glide speeds for equal applied stress levels. The resulting dislocation
mobilities are shown in fig.12. The present simulations do not account for changes in the values
of the elastic constants with pressure, which are deemed to be relatively small compared to
the effect of temperature [62]. Equally, local heating due to moving dislocations (see [63]) is
neglected.
D. Temperature and source activation
Since increasing the temperature of the material results in decreasing the value of the elastic
constants of the material and, at the same time, increasing the dislocation drag, this will affect
the activation of dislocation sources in the material. Following [16], two kinds of sources of
dislocations are allowed: Frank-Read sources and homogeneous generation.
1. Homogeneous nucleation
Homogeneous generation of dislocations is implemented by following the rules described in
Gurrutxaga-Lerma et al. (2015) [64]. Upon overcoming a threshold stress of τnuc = µ/(4pi),
a dipole is instantaneously injected (i.e., injected during the same time step the source is
activated); this threshold stress corresponds with the theoretical lattice shear strength of the
material, usually assumed to be somewhere between µ/(4pi) and µ/18. It must be noted that
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the dislocation’s core cut-off distance is chosen to be rc = 10B; the radial stress within the core
matches that at the cut-off distance [55]. This ensures that the stresses within the core always
remain below the lattice shear strength; thus dislocations can only (albeit unlikely) generate
other dislocations homogeneously through long-range interactions—this ensures that avalanches
of homogeneously nucleated dislocations do not take place. The homogeneous injection distance
(i.e., the separation between the two dislocations in the newly injected dipole) follows a rare
event Poisson distribution with λ = 5B (where λ is the expected value), which entails that some
dipoles collapse back onto each other. Any point in the material subjected to these stresses
is considered a possible nucleation site, albeit the nucleation sites are spaced 10B to prevent
newly injected dipoles from overlapping. This exclusion zone only applies to lattice locations,
and remains unaffected by the presence of a dislocation.
As expected (cf.[3, 65, 66]), increasing the temperature facilitates the homogeneous nucle-
ation of dislocation because the shear modulus µ decreases with temperature; as can be deduced
from table 1, the threshold stress τnuc falls by about 50% within the 125− 795K range for both
Al and Fe. Additional effects related to the thermal activation of homogeneous nucleation at
high temperatures (vid.[3]) are not considered in the current model, but will likely lead to
enhanced homogeneous nucleation at higher temperatures.
2. Frank-Read sources
In planar dislocation dynamics, Frank-Read sources are the main source of initial dislocation
densities, and their activity is directly linked to the onset of plastic yielding [22]. Since they
provide an inherent threshold stress to dislocation activity, they play a mechanistic role similar
to the Peierls barrier in 3D dislocation dynamics: they condition the onset of plastic flow, which
in both cases is governed by a temperature dependent threshold. In fact, it is well-known that
both barriers are strongly correlated [3]: the Peierls barrier affects 3D Frank-Read sources, and
it is the latter that provides the material with its initial dislocation density. Here, Frank-Read
sources are modelled as randomly distributed point sources with a density 100 sources per µm2
(cf.[67–73]). The Frank-Read sources represent a pre-existing density of pinned dislocation
segments, which enable yielding once the resolved shear stress over a source exceeds the source
strength, τFR, which is the stress required for a Frank-Read source segment to reach its critical
position (see [6, 70, 74–76]). The source strength τFR is shown to be inversely proportional to
the Frank-Read source segment length[75, 77]:
τFR = β
µB
lFR
(11)
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TABLE II: Frank-Read source strength average τ¯FR and standard deviation σFR for different
temperatures.
Temperature 125K 293K 455K 605K 795K
FCC Al
τ¯FR (MPa) 114.1 100 86.9 75.34 64.1
σFR (MPa) 11.41 10 8.69 7.53 6.41
BCC Fe
τ¯FR (MPa) 105.84 100 92.54 84.57 67.62
σFR (MPa) 10.58 10 9.254 8.46 6.76
where lFR is the segment’s length, µ the shear modulus, B the magnitude of the Burgers vector
and β a material-dependent parameter said to be of the form [78]
β =
C1
2pi
[
ln
lFR
r0
+ C2
]
(12)
where C1 = 1, C2 = −3.4 for FCC aluminium[6], C1 = 1, C2 = 0.5 for BCC Fe, and r0 = 2B
a core cut-off [77]. Eqn.11 states that the Frank-Read source strength is proportional to µ, so
it will decay with increasing temperature, thereby making Frank-Read source activation easier
at higher temperature.
The source length lFR is assumed to follow a log-normal distribution[75], thereby rendering
τFR normally distributed. In both the FCC Al and BCC Fe simulations considered here, the
distribution of Frank-Read source lengths is chosen so that at 293K the mean strength is
τ¯FR = 100MPa and standard deviation σFR = 10MPa. The distribution of strengths and
standard deviations at different temperatures is collected in table II, based on the variation of
µ with temperature.
The source strength must be exceeded for a sufficiently long time called the nucleation time,
tnuc, for the source to be activated. The nucleation time of Frank-Read sources reflects the
dynamics of the bowing Frank-Read source segment [6, 74, 79], corresponding to the time it
takes for the outermost segment to reach the source’s critical position[6]. This time is dependent
on the applied load, the strain rate ˙ and the dislocation drag, and computed as a force balance
between the Peach-Koehler force, the drag force and the line tension on the outermost segment
of the Frank-Read source, the position of which is tracked via the h(t) variable measuring its
distance to the unbowed position, so that the nucleation time is computed as the time t when
h(t) = lFR/2, where lFR/2 is the critical position of the loop; following [6], and in agreement
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FIG. 13: Nucleation time of Frank-Read sources of different strength. The minima displayed
in the solution is related to the nature of the loading, here assumed to be a constant strain
rate 107s−1.
with the mobility law given in eqn.1, the aforementioned force balance is expressed as
τ(t)B︸ ︷︷ ︸
Peach-Koehler force
=
d
1− 1
c2t
(
dh
dt
)2
︸ ︷︷ ︸
Drag coefficient
dh
dt︸︷︷︸
Glide speed
+
µB2
h(t)
2
+
l2FR
8h(t)︸ ︷︷ ︸
Line tension
(13)
where τ(t) is the time-dependent resolved shear stress. For a constant ramping up strain rate,
τ(t) = µ˙t.
As shown by Gurrutxaga-Lerma et al.[6], the nucleation time expected from eqn.13 has the
proportionality
tnuc ∝ d
µ
(14)
Since µ decreases and d increases with temperature, the nucleation time of Frank-Read sources
is expected to increase with temperature. This is confirmed in figure 13, which shows the
tnuc resulting from the numerical solution of eqn.13 for a loading with a constant strain rate
of ˙ = 107s−1. In both the case of Al and Fe, sources of the same strength τFR show longer
nucleation times with increasing temperature. However, excluding very low intensity sources3,
the source activation times evolve differently with increasing τFR: for FCC Al, stronger sources
always take longer time to activate; whilst for BCC Fe stronger sources invariably take shorter
times to activate. As a result, increasing the temperature will not make Frank-Read sources in
FCC Al activate faster; however, it will in sources in BCC Fe. Similarly, albeit in both cases
increasing the temperature leads to longer activation times, in BCC Fe these longer times are
relatively shorter and less sensitive to temperature.
3 where the nucleation time is expected to be very large simply because the bowing segment has a very long
distance to travel before reaching the critical configuration.
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FIG. 14: Evolution of the dislocation density with temperature for the FCC Al and BCC Fe
D3P samples shocked at 107s−1.
Once the τFR has been overcome for the corresponding tnuc, a dislocation dipole is injected
into the system. The dislocations are injected into the system with a separation distance lFR
from one another chosen so as to balance their mutually attractive force with the applied
resolved shear stress, τ [6]:
LFR =
−3b4Bµ√ϑ2 − a2 + 12b2Bϑ2µ√ϑ2 − a2−
−2a2Bϑ2µ√ϑ2 − b2 − pib2ϑτ√ϑ2 − a2√ϑ2 − b2 + 2Bϑ4µ√ϑ2 − b2 +
+
−8a2Bϑ2µ√ϑ2 − b2 − 12Bϑ4µ√ϑ2 − a2 + 8Bϑ4µ√ϑ2 − b2
−2a2Bϑ2µ√ϑ2 − b2 − pib2ϑτ√ϑ2 − a2√ϑ2 − b2 + 2Bϑ4µ√ϑ2 − b2 (15)
where a = 1/cl and b = 1/ct are the slownesses of sound, and ϑ = 1/v is the inverse of the
dislocation’s speed, which is resolved from eqn.1 for both Al and Fe.
The model of Frank-Read sources employed here therefore renders sources that are weaker at
higher temperature, but that for the same strength take longer to activate due to the increase
in dislocation drag; at the same time, stronger sources are activated faster in BCC Fe at higher
temperatures. As is discussed in section V E, in FCC Al these two opposed effects balance each
other, resulting in similar levels of plastic relaxation due to Frank-Read sources; whilst in BCC
Fe, the net result is that stronger sources become more easily activated, leading to a relative
increase in the number of dislocations available at the shock front.
E. Discussion
The increase in temperature has two effects: increasing the dislocation drag and lowering the
threshold stress for nucleation of dislocations. If one considers Orowan’s equation [80], whereby
the macroscopic strain rate ˙ is proportional to the average glide speed of dislocation, v¯, and
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the density of mobile dislocations, ρm, as follows
˙ = ρmv¯B, (16)
this suggests that: (1) an increase in temperature ought to lead to a relatively larger amount
of dislocation generation and, consequently, a larger degree of plastic relaxation at the shock
front; and (2) that plastic relaxation may be impaired by the increased dislocation drag and
the consequent drop in the average speed of dislocations. Thus, one must explore both the role
of dislocation generation and dislocation mobility when varying the system’s temperature.
As shown in fig.14, the dislocation density generated at the shock front is comparable for
each temperature tested in FCC Al, whilst for BCC Fe we report a relative increase in the
density; albeit homogeneous nucleation was allowed in both materials, it remains negligible in
these simulations: in FCC Al, homogeneous nucleation accounts only for around 1 − 5% of
nucleation events irrespective of temperature, and seems localised at the rear end of the shock
front; for BCC Fe, where homogeneous nucleation barriers are much larger, it is not observed.
Frank-Read source activity is slightly different for FCC Al and BCC Fe. For FCC Al, albeit
the source strength decreases with increasing temperature, the nucleation time increases due
to increased drag; this entails that, as can be confirmed in fig.14, the net amount of dislocation
generation activity over a period of time is kept within the same order of magnitude for all
temperatures tested here and, therefore, that the observed differences in the amount of plastic
relaxation at the front cannot be attributed to dislocation generation but, rather, to dislocation
motion. For BCC Fe, the former largely applies as well. However, since the nucleation time
of increasingly stronger sources decreases with source strength, the increase in temperature
makes stronger sources more readily available to relax the shock front; this results in a relative
increase in the dislocation density at the shock front which, as will be seen, helps in explaining
the observed attenuation of the dynamic yield point.
Regarding dislocation mobility, in the D3P simulations reported here the dislocations gener-
ated at the shock front (via Frank-Read source) tend to quickly achieve glide speeds in excess of
≈ 80% of the transverse speed of sound for both Al and Fe. This occurs irrespective of the tem-
perature, because newly generated dislocations at the front are driven mainly by the unrelaxed,
large magnitude shock wave. As seen in table 1, the increase in temperatures over the 125K-
795K range leads to a drop in the transverse speed of sound of about 25% for either material,
which is reflected in the mobility of dislocations (fig.12). However, even if the dislocations keep
moving at speeds in excess of 80% of the transverse speed of sound, the absolute magnitude of
their speed will decrease. Thus, increasing the temperature results in increasingly lower glide
speeds for the dislocations relaxing the shock front, which following the Orowan equation would
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FIG. 15: Global σxx component of a dislocation that was injected at (0, 0) (marked with a
diamond) and moves with uniform speed of v = 0.9ct in FCC aluminium at 125K and 795K
respectively; the case of BCC iron (not represented) is analogous. Note that both the 125K
and 795K figures appear analogous. This is intentional, and it highlights that the only
difference between the two temperatures is the scaling, modulated by Bµ.
entail a diminished rate of plastic relaxation per dislocation.
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FIG. 16: Attenuation of the dynamic yield point at different temperatures for FCC Al and
BCC Fe, both shocked at 107s−1.
However, this alone does not appear to suffice to explain the observed behaviour: the shock
front is not, after all, relaxed by the speed of dislocations. As was shown by Gurrutxaga-
Lerma et al.[16], the plastic relaxation of the shock front is due to destructive interferences
in the elastodynamic fields of dislocations generated at the front: the moving dislocations
radiate elastodynamic waves that interfere and tend to shield the shock front. The faster that
dislocations move relative to the transverse speed of sound, the larger the magnitude of the
relaxation achieved at the front will be, and thus the larger the attenuation of the yield point
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will be (vid.[16]). The mathematical form of the elastodynamic fields (vid.[55, 56]) is such that
in this regard the absolute magnitude of the dislocation’s glide speed is entirely secondary to
its value relative to the transverse speed of sound.
This can be observed in fig.15, which depicts the σxx stress component of a dislocation that,
at two different temperatures (125K and 795K), was injected at (0, 0) and moved along a slip
plane at 45◦ with a uniform glide speed of 90% of the speed of sound; the same instant in
time (t = 145ps) is represented for both temperatures. Had the dislocation been generated in
a longitudinal shock front moving frontward, the main part of the σxx stress field responsible
for the plastic relaxation of the shock front would be the one ahead of the dislocation core
(i.e., the x > 0, y > 0 quadrant in fig.15). The differences in the magnitude of the speeds of
sound, lower at 795K than at 125K, are responsible for the smaller size of both the transverse
and longitudinal injection fronts (the two concentric circles signifying the arrival time of the
longitudinal and transverse components of the stress field of the injected, uniformly moving
dislocation). However, no appreciable change in the Doppler contractions and dynamic mag-
nification of the fields are observed in fig.15; any change in the magnitude of the fields and,
therefore, in the magnitude of the plastic relaxation, are due to the change in the magnitude
of the shear modulus µ that modulates these plots.
Since in the D3P simulation the dislocations are generally moving at an angle with respect to
the shock front, and since it is the σxx component of the stress field that will be responsible for
relaxing the shock front, this simplified case is employed here to illustrate the general mechanics
of the plastic relaxation of the shock front. For both temperatures, the magnitude of the region
responsible for the relaxation of the shock front (in the upper quadrant of both temperatures
in fig.15) appears to be largely the same; the Doppler-like dynamic magnification of the fields
that is a key contributor to the attenuation of the dynamic yield point [20] is the same in either
case.
The crucial difference however lies in the normalisation factor applied to both figures: the
magnitude of the stress has been divided by a factor Bµ, to highlight that the dynamic stress
fields of dislocations are always directly proprotional to the shear modulus µ (or a converse
elastic constant). Thus, albeit no enhanced contractions or Doppler-like magnifications are
observed as a result of an increase in the absolute glide speed of the dislocation, the magnitude
of the plastic shielding provided by each dislocation still decreases with increasing temperature
simply because the stress of dislocations is transmitted in direct proportion to the shear modulus
µ, which does in fact decrease with temperature.
Thus, as the temperature increases, the absolute magnitude of the plastic shielding due to
dislocations being generated at the shock front will decrease mainly because the shear mod-
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ulus of FCC aluminium decreases with temperature. The decrease in plastic shielding effects
immediately impacts the attenuation of the dynamic yield point, which becomes weaker at
higher temperatures. The decrease in the magnitude of µ for FCC Al over the temperature
range tested here is of around 33% for FCC Al; over the same range, the reported experimental
increase in the dynamic yield point is around 29.5%. This effect is therefore less related to the
drop in the absolute average speeds of dislocations suggested by the Orowan equation, and more
to a fundamental change in the elastic constants of the material as a result of a change in the
medium’s temperature. This is shown in fig.16a, which shows the magnitude of the attenuation
of the dynamic yield point achieved in the D3P simulations. As can be seen, the magnitude of
the yield point achieved in the D3P simulations clearly increases with temperature.
In the case of BCC Fe, the larger amount of dislocations available at the shock front as a
result of stronger source activity leads, in turn, to largely the same attenuation of the dynamic
yield point over the same temperature range, as is shown in fig.16b. Due to computational
limitations, the D3P simulations cannot reach the fully relaxed state of the experiments (see
section II); however, the decay observed in fig.16a is consistent with the qualitative behaviour
observed in experiments and predictions from the MDDP simulations, and as has been argued
above, can only be properly explained by a drop in the value of the elastic constants, which is
accompanied by a weakening of dislocation interactions.
VI. CONCLUSIONS
This article has presented the experimental results of the evolution of the dynamic yield
point in laser-shocked FCC Al and BCC Fe. The experiments reported here have shown that,
in agreement with previous observations, whilst the dynamic yield point of Al increases with
temperature, the yield point of Fe remains largely insensitive to temperature. An MDDP
model of the said experiments has been developed, through which the importance of dislocation
mobility and the Peierls barrier has been highlighted. For Al, the enhanced mobility of edge
dislocations relative to screw dislocations appears crucial in producing the required degree of
plastic relaxation at the front. Increasing the temperature hinders the motion of the edge
components and, crucially, that of screw components even more; ultimately, this results in the
increase in the dynamic yield point of Al. For Fe, the mobility of dislocations is more limited
to begin with: the general drag coefficients are larger, and the motion of screw components
severely limited by much larger Peierls barriers; increasing the temperature does not result
in an appreciable change of the yield point because the mobility of dislocations is already
compromised to begin with.
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However, it has been argued that the shock front is not relaxed by the speed of dislocations
— to wit, plastic yield is not caused by dislocation mobility per se, but by the elastic fields
of the dislocations, that negatively interfere with the front itself, shielding it [16]. If plastic
yielding is materialised by the elastic fields of dislocations, which interfere with the shock front,
how is the relative speed of dislocations relevant to the yielding process? The true fields of
dislocations are elastic waves radiated by the moving core. The magnitude of this shielding
depends on the speed of the dislocations at the front.
In order to address this point, and owing to the limitations of MDDP yet building on
the knowledge extracted from the MDDP simulations, a planar Dynamic Discrete Dislocation
Plasticity (D3P) model has been developed to study the attenuation of the elastic precursor
in FCC aluminium and BCC iron at different temperatures and for strain rates of the order
of 107s−1. Experimental studies reported in this work have shown that at that strain rate,
the dynamic yield point of FCC Al increases with temperature, whilst for BCC Fe it remains
largely temperature insensitive. From a dislocation dynamics perspective, temperature effects
materialise in the magnitude of the elastic constants and density of aluminium, which tend
to decrease with increasing temperature; and in the magnitude of the dislocation drag, which
is directly proportional to temperature. The D3P analysis has been employed to produce
an in-detail study of the causes leading to the dynamic yield point behaviour at the shock
front. In this case, it has been shown that the shock front is relaxed by the shielding due to
the elastodynamic fields of dislocations, which negatively interfere with the shock front; the
magnitude of this shielding has been shown to decay with increasing temperature. Thus, the
decrease in the plastic relaxation with increasing temperature is ascribed to effects related to the
motion of dislocations at the shock front. It is argued that plastic relaxation occurs as a result
of the shielding provided by the fields radiated by moving dislocations, and that the magnitude
of the shielding is more strongly affected not by the absolute speed of the dislocations, which
has been shown to be fairly close to the transverse speed of sound for all temperatures, but by
the drop in the value of the elastic constants, which modulate the magnitude of the shielding
fields themselves. Thus, the effect appears to be explained on the grounds that increasing
the temperature produces a drop in the value of the elastic constants of the medium, so all
dislocation activity becomes weaker; and in terms of the ability of dislocation sources to produce
larger numbers to compensate the decrease in the magnitude of the plastic shielding.
Aside from a comprehensive physical explanation of what promotes the thermal hardening
of metals at moderate and high strain rates, both the experiments and simulation results
presented in this work serve to showcase the fundamental changes that plastic flow experiences
as it comes to be governed by dislocations drag. At low strain rates, plastic flow is usually
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governed by plastic slip, i.e., by the motion of, or the hindering of the motion of, dislocations.
Generation mechanisms are secondary at these strain rates. As dislocation motion transcends
from being thermally activated to drag-dominated, there is a sudden and well-attested change
in the materials strain rate sensitivity (at about 103 − 104s−1 for both Fe and Al).
Beyond this point, this work shows that the temperature dependence of the plastic response
changes strongly. While thermally activated, plasticity was dominated by an Arrhenius-like
law for the mobility of dislocations, so that v¯ ∝ e−(E(τ))/(kBT ) (see [3]). Once it becomes drag-
controlled (or relativistic), the mobility of dislocations comes to be directly proportional to the
temperature itself, via the drag coefficient d = dR · T/TR. Whilst the Arrhenius-form implies
greater amount of plastic slip with increasing temperature, the drag-controlled form implies
the opposite, a decrease in plastic slip with increasing temperature. The experiments shown in
section II show thermal hardening, which can only be found in a purely drag-dominated regime.
Furthermore, the simulations show the role relativistic dislocations may play in the plastic
response of the material. This is not accounted for in the conventional treatments proposed in
the past, usually based on constitutive modelling of the response (see [8, 10–15, 81]).The results
presented here show that the temperature dependence of the limiting speed is of great relevance
to explain the experiments. In addition, the simulations highlight the strong correlation that
exists between dislocation mobility and dislocation generation mechanisms (in particular, the
Frank-Read source mechanism), and highlight that generation is as relevant a source of plastic
slip as is dislocation motion. As described above, once the generation and thermal-dependence
of the motion are accounted for, the picture that arises is complicated and comprehensive:
a clear temperature dependence for Al was observed, which one may explain invoking the
temperature dependence of the drag coefficient; however, this temperature dependence is very
weak for Fe, which may only be explained by looking at how temperature affects dislocation
generation at this strain rate, and at whether or not dislocation motion is fully unhindered.
The insights thus gained may be directly translated to the development and modification of
existing constitutive laws for the plastic response of metals. On one hand, the parameters of
phenomenological laws such as the Johnson-Cook equation may be tuned via concurrent cou-
pling of the dislocation dynamics model with continuum plasticity-based regions (see [82, 83]).
On the other hand, the results presented here may be directly used to inform the fundamen-
tal variable dependence of physically motivated plastic flow rules, such as those based on the
Orowan equation [80] (e.g., the MTS [84] or Zerilli-Armstrong models [85]). In the latter, for
instance, given that the temperature response of both metals can only be reproduced by as-
suming that dislocations move in the drag-controlled and relativistic regimes, any constitutive
law attempting to model its response in this regime would have to reflect this, and be modified
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so that the average dislocation speed be directly proportional to temperature or, otherwise, by
adequately modelling the plastic strain rate directly proportional to the temperature.
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