Impulsive noise in power lines usually bears higher power spectral density than the background noise. Even a sample of such noise, if not mitigated, destroys symbols in all the subcarriers affecting channel estimation and information detection. In this paper, we study two maximum-likelihood approaches to estimate the channel in the presence of impulsive noise for an OFDM based PLC system. In both approaches, we approximate the impulsive noise first and use it to determine the channel frequency response. In the first approach, we assume the estimated noise to be random and perform the channel estimation assuming that its statistics are given. In the second approach, the impulsive noise is assumed to be deterministic and the channel frequency response is determined after proper subtraction from the observations. As will be shown by simulation results, the estimator that assumes noise to be random generally performs better than the one that treats the estimated impulsive noise as a deterministic quantity.
INTRODUCTION
Power line communication (PLC) is considered as the most viable enabler of the smart grid [1] . There exist standards, e.g. G3-PLC, PRIME, IEEE1901.2, that support narrow band (NB) PLC in low and medium voltage distribution grids for smart grid applications [2, 3] . These standards are based on the OFDM modulation technique that makes NB PLC robust against the frequency selective multipath fading behavior of the power lines. This modulation scheme allows single tap frequency domain equalization at the individual subcarriers, so that the effect of frequency selectivity is neutralized at the receiver [4] . However, in the presence of impulsive noise (IN), the channel estimation is severely affected and reliable information detection at the receiver is also hindered [5] . Typically, the IN has very short duration and bears much higher power than the background noise. The energy of this type of noise spreads to all the subcarriers while performing the Fourier transform to demodulate the received signal [5] . This spread of noise energy impacts the performance of the channel estimation and hence a robust estimator is required to determine the channel in the presence of IN.
The problem of estimating the channel in the presence of IN has been addressed in many research works carried out in the recent past years [4] [5] [6] [7] [8] [9] [10] [11] . The algorithms proposed in [5, [9] [10] [11] provide solutions to the problem by first mitigating the IN in the received signal and then performing least square (LS) channel estimation using the known preamble symbols or the pilot symbols at the receiver. These algorithms extensively use well-known threshold dependent non-linear techniques like nulling and clipping to suppress the IN. However, if any IN sample is missed, it might still corrupt symbols in all the subcarriers in the system. Since the LS channel estimator, which typically assumes noise to be white, is used to estimate the channel, it loses its optimality in the situation where there is some IN still present in the received signal [8] . Due to this, the error in channel estimation persists. To reduce this kind of error, algorithms that reduce noise from the LS estimated channel frequency response by implementing a domain transformation technique are proposed in [4, 6, 7] . These algorithms improve the performance of LS channel estimation when the channel impulse response has significantly less number of taps than the number of subcarriers that are used for data transmission. This particular condition becomes irrelevant in the case of PLC operating in the NB frequency range, where usually only few number of subcarriers are used to transmit data.
In this paper, we propose two maximum-likelihood (ML) channel estimators that work in the presence of IN. First of all, we estimate the IN in terms of location and amplitude. The estimated IN is then exploited in order to determine the channel frequency response. The proposed schemes follow two distinct approaches to treat the estimated IN while determining the channel frequency response, namely: random 
SYSTEM MODEL
An OFDM based PLC system with N subcarriers is considered. Among N subcarriers only N u subcarriers, indexed from k start to k end , are used for the data transmission. The remaining N − N u subcarriers are nulled/unused as shown in Fig. 1(a) . An M = N cp + N + N cp + N sample long transmission frame containing a preamble and the information bearing OFDM symbol, as shown in Fig. 1(b) , is assumed. The subcarriers in both preamble and OFDM symbol follow identical frequency alignment as shown in Fig. 1(a) . The length of cyclic prefix (CP) is denoted by N cp and is assumed to be longer than the channel delay spread. Symbols in the preamble of the frame are assumed to be known to the receiver and are used for both transmitter-receiver synchronization and channel estimation.
The frequency domain received symbols corresponding to the preamble can be written as:
where diag(p) is the diagonal matrix of dimension (N u ×N u ) whose diagonal is the vectorp of size (N u × 1) containing the frequency domain symbols transmitted in the preamble, h is the channel vector of dimension (N u × 1) containing the coefficients of channel frequency response corresponding to the used subcarriers. The vectors e p and w p in (1), each of dimension (N × 1), contain the time domain samples of IN and background noise respectively. The matrix F in (1) is the unitary discrete Fourier transform (DFT) matrix having 
CHANNEL ESTIMATION
After receiving the symbols transmitted in the preamble as in (1), the channel frequency response corresponding to the used subcarriers can be estimated provided that the IN is approximated and fed to the receiver. A schematic diagram of the proposed scheme is shown in Fig. 2 .
To estimate the IN we can use the true support estimation (TSE) algorithm proposed in [12] . This algorithm exploits the spectrum of unused subcarriers, which contains only noise samples, to estimate the support of the IN. After identifying the locations of IN samples, their amplitudes are determined by the minimum mean square error (MMSE) estimator. Therefore, the output of the TSE algorithm is a sparse vector that contains the time domain samples of the estimated IN. The resulting vector is denoted byê p in the text to follow and contains only C non-zero entries that have amplitudes denoted by a = {a 1 , a 2 , . . . , a C } at locations identified by i = {i 1 , i 2 , . . . , i C } and zeros elsewhere, where C is the estimated number of IN samples.
In the following two subsections, we determine the closed form equations of two novel channel estimators that exploit the knowledge of the estimated IN. The estimators are derived based on two distinct assumptions, where the estimated IN is considered random in one approach and deterministic in the other.
Random approach
Following this approach, the time domain samples of IN are considered random and Gaussian distributed with zero mean and variance |e p | 2 . Assuming that the receiver knows the background noise variance σ 2 w and e p , the log likelihood function z random of (1) up to a constant, is written as:
The ML channel estimator under this assumption can be written in the closed form as:
where F 2 is the sub-DFT matrix that contains only the rows of F that identify the locations of used subcarriers. In practice, e p is not known, so we replace it with its estimateê p . As shown in (3) the channel estimation is done by weighting the received time domain signal by the noise covariance.
Deterministic approach
Under this approach, the estimated IN is considered deterministic. By replacing the IN vector e p in (1) by the column vector e c that contains only C non-zero elements of e p (neglecting the zero entries), the frequency domain received symbols vectorȳ can be re-written as:
where the vectorsȳ 1 ,ȳ 2 andȳ 3 are decomposition ofȳ such thatȳ 1 contains the received symbols in the first (k start − 1) unused subcarriers,ȳ 2 contains the received symbols in N u used subcarriers andȳ 3 contains the received symbols in the last N − k end unused subcarriers. The matrixF in (4) is the sub-DFT matrix that contains only the columns of F that correspond to the locations of IN samples. Assuming that the receiver knows the background noise variance σ 2 w , the log likelihood function of (4) up to a constant, is written as:
whereF 2 is the sub-DFT matrix containing only the rows of F that correspond to the locations of used subcarriers. In practice, e c is not known, so it is replaced by its estimateê c , which is obtained in the first phase of the algorithm. As shown in (6) the estimated IN is canceled out from the received symbols in used subcarriers to estimate the channel.
SIMULATION RESULTS
To evaluate the performance of the proposed channel estimators, an OFDM based PLC system operating in the CENELEC-A band is considered. The system parameters are derived from IEEE 1901.2 corresponding to a NB PLC (NB-PLC) system operating in the frequency range 0-400 kHz. The main targets are smart grid applications in the low voltage and medium voltage distribution grids. According to the standard, there are N = 256 subcarriers in the system. Among these 256, only 36 subcarriers indexed from 23 rd to 58 th are used for data transmission, where each subcarrier conveys a complex symbol that is randomly drawn from QPSK modulation. The frequency selective multipath fading channel proposed in IEEE 1901.2 is considered in the simulation, where the values of all the parameters related to the model are derived from the standard itself.
The IN is defined according to the Bernoulli-Gaussian noise model [11] . Following this model, the occurrence of IN samples is assumed Bernoulli distributed with the probability of success P and the amplitude of IN samples is Gaussian distributed with zero mean and σ 2 e variance. The n th sample of such noise is denoted by e n ∈ [e p ] n and is written as:
where b n denotes a Bernoulli random variable and g n denotes a Gaussian random variable. The performance of the different channel estimation algorithms is evaluated in terms of mean square error (MSE) of the channel estimation and bit error rate (BER) of the receiver. The performances of two other algorithms that are based on nulling [5] and clipping [11] the IN samples followed by LS channel estimation are also shown in the graphs, to compare with the performances of the proposed estimators. In these two approaches, first the IN samples are identified using threshold value and then those samples are nulled/clipped in nulling/clipping algorithms. After suppressing the IN present in the received samples, LS channel estimation is performed using the symbols transmitted in preamble. Apart from these, the performances of two genie aided receivers which have true IN information and perform ML channel estimations as detailed in this paper are also shown. Fig. 3 shows the MSE when SNR is 10 dB and INR is varied from 20-60 dB. Similarly performance of the system where SNR is varied from 0-15 dB and INR is equal to 40 dB. In all the simulation scenarios, the IN occurs with probability P = 1.7 ×10 −2 .
As evident from the simulation results, the proposed estimators outperform both nulling and clipping based IN mitigation channel estimation algorithms. On the other hand, among the proposed estimators, the one that assumes estimated IN to be random performs generally better than the other. However if the receiver is aware of the true IN information, both estimators perform in the same fashion. 
CONCLUSION
Two ML channel estimators have been evaluated in this paper that work in the presence of IN. Both estimators exploit information about the estimated IN to obtain the frequency response of the channel. The performances of both approaches have been evaluated in terms of MSE and BER in different scenarios, verifying significant improvement in channel estimation as compared to the classical techniques. It was further observed that the estimator that assumes the noise to be random and relies on the noise covariance to obtain the channel frequency response, generally performs better than the estimator that assumes the IN to be deterministic. In future work, to have better understanding of the performance of both estimators, we plan to analyze the variance of the proposed schemes and to include the IN estimation process in the ML estimation.
