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We examine a notion of duality which appears to be useful in situations where 
the usual convex duality theory is not appropriate because the functional to be 
minimized is not convex. The principle is a generalization of a duality theorem 
derived previously (J. F. Toland, University of Essex Fluid Mechanics Research 
Institute, Report No. 77, November 1976, Arch. Rational Mech. Analysis (in 
press)), for nonconvex problems. The generalization is considerable, since 
no assumptions are made on the functional to be minimized, other than that it 
can be embedded in a family of perturbed problems. If such an embedding 
is possible, then the main theorem depends only on some rather well-known 
results in the theory of conjugate convex functions. We develop all the 
previously derived abstract results in this more general framework. The 
earlier work is seen to be a special case of this generalized duality theory. We 
treat abstract problems which are typical of those arising in the calculus of 
variations, and some applications are considered. 
1.1. INTRODUCTION 
Many problems in the calculus of variations are concerned with the existence 
of a minimizer of a nonlinear functional in a class of admissible functions. If the 
functional to be minimized is convex, then Rockafellar has shown that, by em- 
bedding the problem in a family of perturbed problems and using the theory of 
conjugate convex functions, a dual problem can be found. Furthermore, if the 
embedding of the original problem is sufficiently regular (or stable), then the 
dual problem is equivalent to the original problem, at least to the extent that 
both extremal problems have the same infimum. For an account of Rockafellar’s 
theory, in the notation of the present paper, the reader is referred to [I]. The 
duality theory concerns itself with the relationship between the primal and the 
dual problems. 
In principle one can inquire for any optimization problem, convex or not, 
whether there is a dual problem associated with it. In a recent paper [2], a notion 
of duality for nonconvex optimization problems was discussed. The approach 
adopted in that paper relies heavily on an assumption that the functional to be 
minimized is of special form, namely G -F where F is convex. Many such 
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It is significant to note that the duality principle which is proved in [2] is not 
arrived at by embedding the original problem in a family of perturbed problems. 
In fact the duality theory of [2] has a rather naive interpretation in a one- 
dimensional situation. 
The object of the current paper is to introduce a duality theory for extremal 
problems when no assumptions are made on the functional to be minimized. 
The dual problem will be defined by embedding the original problem in a 
family of perturbed problems, and calculating the Lagrangian functional corre- 
sponding to this embedding. Since no assumptions are made on the primal 
problem it is not necessarily equivalent to a minimax principle involving the 
Lagrangian. Nonetheless, in Section 2 we show how the Lagarngian can be 
used to define an extremal problem which is dual to the original problem. The 
entire duality theory of [2] is then seen to be a special case of this dual principle. 
Section 2.1 is devoted to an exposition of the duality principle and its implica- 
tions for existence theory. In Section 2.2 a relationship is established between 
minimizing sequences for the primal and the dual problems. 
In Section 3.1 we establish the link between the duality theory of Section 2 
and that of [2], while in Section 3.2 we outline the implications of Section 2 for 
a problem which is typical of those arising in the calculus of variations. 
Finally, in Section 4, the duality theory is applied to a specific class of one- 
dimensional variational problems. Here it is shown that the extremality condi- 
tions of Sections 2 and 3 are enough to ensure that the Euler-Lagrange equations 
and the usual transversal+ conditions hold. 
We begin with some notation. 
1.2. PRELIMINARIES 
We shall use R to denote the real number system, and R to denote the ex- 
tended real numbers. 
Let V and V* be two real vector spaces and let ( , ) be a bilinear form on 
the Cartesian product V x V*. We say that the bilinear form puts the spaces 
in duality. The duality defined by < , ) is said to be separating if 
(i) when u(# 0) E V, h t ere exists u* E V* such that (u, u*> # 0, 
(ii) when u*( # 0) E V* there exists u E V such that (u, u*) # 0. 
If V and V* are vector spaces put in duality by the bilinear form ( , ) then 
we can define a linear functional fU* for each u* E V* by putting f&u) = (u, u*> 
for each u E V. Then the weak topology on V defined by < , > is the coarsest 
topology on V for which all the linear functionals fue, u* E V* are continuous. 
It is denoted by u( V, V*). The weak topologyon V* defined by ( , ) is analo- 
gously defined and is denoted by a(V*, V). 
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In order that u( V, V*) and u( V*, V) be Hausdorff, it is both necessary and 
sufficient that the duality between V and V* be separating. 
Throughout this paper we shall consider the spaces V and I/* in separating 
duality endowed with the topologies u(V, V*) and a(V*, V). All statements 
concerning continuity, lower semicontinuity, convergence, closure, etc., will refer 
to continuity, lower semicontinuity, convergence, closure, etc., in these topologies. 
A functional F: V -+ R is said to be lower semicontinuous (1.s.c.) if for each 
u E V and sequence uob -+ u, F(u) < lim infF(u,). A functional F: V -+ R is 
called convex if, for all w, u E V 
F(/\u + (1 - h)w) < U(u) + (1 - h) F(w) for all h E (0, 1). 
A functional is called strictly convex if it is convex and if the above inequality 
is a strict inequality for all u # w and h E (0, 1). 
PROPOSITION. If a functional V --+ R is convex I.s.c. and takes the value - co 
then it cannot take anyfinite value. 
A function f : V + [w is called afine continuous on V if f(u) = l(u) + CC, 
where 1 is a continuous linear functional on V and 01 E R. 
PROPOSITION. If V and V* are in separating duality (endowed with the topo- 
logies u( V, V*) and u( V*, V)) then all the afine continuous functions on V are of 
theform f(u) = (u, u*) + afor some u* E V*. 
We shall denote by r(V) the set of all functions F: V -+ R each of which is 
the pointwise supremum of a family of affine continuous functions on Il. 
PROPOSITION. FE r(V) if and only zf F is convex and lower semicontinuous 
on V, and if F takes the value - co, then it must be identically - CO. 
If V and V* are in separating duality and F: V -+ R is arbitrary, then the 
polar F*: V* --f R of F is defined by F*(u*) = supUEV((u, u*> -F(u)). 
Clearly, for arbitrary F: V -+ R, F* E r( V*). It is easy to see that if F, G: V --+ R 
andF<G,thenG*<F*,and(F+ol)*=F*-tiforallolE[W. 
If F: V -+ R, then F*: V* + R. So F**: V--t R and F** E T(V). In fact 
F** is the largest convex 1.&z. function on V which is less than F. So in general, 
F**(u) <F(u) for all u E V and F(u) = F**(u) for all u E V, if and only if 
FE T(V). 
A function F: V+ R is said to be subd$%rentiable atu E V if F(u) is finite and 
there exists an element u* E V* such that 
F(u) + <u - u, u*> < F(u) 
for all u E V. In such a case, we say II* E Z%(u) C V*. The following observation 
is crucial in the subsequent analysis and so we designate it a theorem. 
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THEOREM. Let F: V + R and let F* be its polar. Then u* E aF(u) ;f and 
only if 
F(u) + F*(u*) = (u, u*). 
2.1. THE DUALITY THEORY 
Let V and V* be linear spaces in duality and let ( , ): V x V* -+ R denote 
the corresponding bilinear form which is compatible with the topologies on V 
and V*. If J: V -+ R is a nonlinear functional, then by problem .P we shall 
mean the problem of evaluating 
We shall call an element u of V a solution of B if 
---co < in; J(u) = J(u) < a. 
Now let Y and Y* be linear spaces in duality, and without introducing 
ambiguity we shall use ( , ) to denote the bilinear form which is compatible 
with the topologies on Y and Y*. Let @ be a mapping from V x Y into R with 
the property that 
for all u 6 V. 
Then the Lagrangian function L is defined on V x Y* by 
-L(u, p*) = s$<P, p*> - w4 PI>. 
For each p* E Y* put 
--L(p*) = 2; m, p*). 
THEOREM 2.1. 
Proof. 
-inf J(u) > @(u, 0) = sup L(U, p*) 
UW p*PY* 
for all u E V. 
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Therefore, 
inf J(u) < --sup sup L(u,p*) 
UEV UEV p*ey* 
= - sup sup qu, p*) 
p*EY* UEV 
= p$$*4P*). 
This completes the proof of the theorem. 
For each u E V define D5,: Y + R by Q,(p) = @(u, p) for each p E Y. 
THEOREM 2.2. If for all u in V, 




-inf J(u) = sup CD,(O) = sup a,**(O) 
UCV UEV UEV 
= sup sup L(zc, p*) 
usv p*EY* 
= sup -L(p*) = - inf L(p*) 
p*EYf p*EY* 
and the proof is complete. 
COROLLARY 2.3. If SD,(O) # 4 for all u in V, or if Qp,: Y + R is convex and 
lower semicontinuous for all u in V, then (2.2) holds. 
Proof. Under the hypotheses above @z*(O) = a,(O), and Theorem 2.2 
implies the result. 
By problem B* we shall mean the problem of evaluating 
p~!g,~(P*) P’*) 
and an element p* E Y* will be called a solution of B* if 
L(p*) = ,ikl&*L(p*) E [w. 
THEOREM 2.4. If u E V solves 9 and p* E N&(O), then p* solves 9*. Further- 
more 
qu, 0) - qu, p*) = 0, (2.3a) 
-qp*j + qu, p*> = 0. (2.3b) 
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Proof. Since Theorem 2.1 always holds it will suffice to show that L(p*) = 
J(u). Let J(u) = inf,,. J(U) = ol E R. Then 
qu, p) = @a(P) 2 Q”(O) + (P, P*> 
= ---a: + (P, p*> for all p E Y. 
Therefore 
--L(u, p*) = $<PY p*> - @(u, PN 
< a. 
Hence --L(p*) = supUGy L(u, p*) 3 -a, and so p* solves 8*. Since @(u, 0) = 
--ol and L(p*) = a, 
qu, 0) +qp*j = 0. 
Since p* E a@,(O), 
Q”(O) + @.*(P*) = 0. 
In other words 
qu, 0) - Jqu, P”) = 0, 
and (2.3a) and (2.3b) hold. This completes the proof of the theorem. 
Remark. As may be seen in [I, 21, extremality conditions such as those 
above, (2.3a) and (2.3b), are enough to ensure that a weak form of the Euler- 
Lagrange equations holds and that the usual transversality conditions are 
verified, when J arises in the calculus of variations. 
THEOREM 2.5. Suppose (2.1) holds, that p* E Y* and that {un} C b’ is such 
that 
lim L(u, , p*) = su;L(U, p*) = --L(p*). 
n+m 
Then p* is a solution of 9* if and onb if {u,,} is a minimizing sequence for B and 
@(%a 9 0) - -wn , P*) - 0 as n+cO. 
Proof. Let p* solve 9* and L(p*) = a. Then, for each E > 0 there exists 
an N such that 
-a--E <L(u,,p*) < --01 
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for all tl 3 IV. So sup,,r {(p, p*> - tD(u% , p)} < 01+ E for all n > N, and in 
particular, 
J(u*) = -@(u, , 0) < a. + 6 for all n 3 N. 
Since /(uJ 3 OL for all n, {Us} is a minimizing sequence for 9. Since @(us, 0) -+ 
--01 andL(u, , p*) A -(Y, we have that 
w4l3 o)--(%,P*)+o as n+co. 
Conversely, if {u,} is a minimizing sequence for 9, @(24- , 0) - L(u, , p*) + 0 
and L(un , p*) + -L(p*) as n -+ co, then inf,,, J(u) = L(p*). Since (2.1) holds, 
Theorem 2.2 implies that (2.2) holds, and the proof is complete. 
The next result illustrates how the existence of a solution of B* can imply 
that a solution of B exists. In such circumstances we find that the weak form of 
the’ Euler-Lagrange equations and the natural transversality condition (2.3a) 
and (2.3b) hold. 
THEOREM 2.6. Suppose (2.1) holds and that p* solves B*, and suppose that 
the mapping u -+ -L(u, p*) is lower semicontinuous on V. 
If there exists a sequence {un} C V such that u, -+ u in u( V, V*) and 
&L(%, p*) = -L(p*), 
then u solves 9. Furthermore, 
and 
qu, 0) - L(u, p*) = 0 
Lb*) +L(u,P*) = 0. 
Proof. Since u, -+ u in U( V, V*), then 
-L(u, p*) < liy+inf - L(u, , pi) = L(p*). 
Therefore, ~up~*~r ,L(u,p*) 3 -L(p)*. But (2.1) holds andso s~p~*~r*L(u,p*) = 
@(u, 0) 3 -L(p*). This implies that L(p*) = -@(u, 0) and u solves 8. 
We have shown that 
@(u, 0) = L(u, p*) = -L(p*) E R, 
and so the proof is complete. 
THEOREM 2.7. Let V be a reflexive Banach space and let V* be its topological 
dual. Suppose that (2.1) holds, p* solves 9*, and u -+ -L(u, p*) is lower semi- 
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continuous on V. Then if there exists a norm-bounded sequence (u,J C V such that 
lim n+m L(u, , p*) = -L(p*), then there exists a solution u of 9 such that 
0 = @(u, 0) - L(u, p”) = -qu, p*> + L(P*). 
Proof. Since {un> is a bounded sequence in a reflexive Banach space V we 
may suppose that it is weakly convergent to some element u E V, i.e., u, -+ u 
in o( V, V*). Now Theorem 2.6 implies the result. 
2.2. ON MINIMIZING SEQUENCES 
In this section we investigate the connection between minimizing sequences 
for B and for 9’“. 
THEOREM 2.8. Suppose that, for each u E V, 8D,(O) # $, and that {un} 
is a minimizing sequence for 8. Then if pa E a@i,n(0), then (pz) is a minimizing 
sequence for 9*. 
Proof. If infUGV J(z4) = cc then the result is immediate from the fact that 
(2.2) holds. So suppose inf,,, J(u) = 01 E R. Then given E > 0, there exists N 
such that 
-@(G , 0)-cd<(E 
for all n 3 N. But for eachp E Y, 
@(un, P) 3 @(u, > 0) + (P, P,*> 
2-a--EfP,P,*). 
Hence (p, pz) - @(un , p) < 01 + E for all p E Y, which implies that 
L(Un ) p,*) > --cy. - E. 
Hence 
-L(p,*) = sup L(u, p,*) > --01- E, 
UEV 
and so 
So {pz} is a minimizing sequence for 9*. If inf,,, J(u) = - CO, then the above 
argument goes through for any 01 E R, and so the proof is complete. 
THEOREM 2.9. Let Y be a Banach space and suppose that for each u in V 
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@,: Y -+ R is convex and lower semicontinuous on Y. Let {u,} be a minimizing 
sequence for 9, with inf,,, J(U) = 01 E R. 
Then there exists a sequence (vn} C Y such that 
m&&J # 4 and II v, II < l/2”. 
Furthermore there exists q: E 8DU,(v,) such that {q$} is a minimizing sequence 
for 9*. 
Proof. For each n 
and so, for each n there exists an element pz E Y* which is such that 
or 
0 < q&p) + qpg < l/4” + a P,*>. 
Hence [l, Theorem 6.2, Chap. 11, for each integer k > 0, there exists vk E Y 
and q$ E Y* such that jj vk /I 6 ak, II q$ - pt II < 2k/4n, and q$ E 
13Dun(vk). Since @“, is convex and lower semicontinuous, we can choose 
K(n) so large that @Jv~(~)) >, Gt,,(0) - I /2”, k(n) > n and 2k(n) >, (lip, II* + 1)2”. 
Now 
and 
@u,(vkh)) 3 @unto) - 1/2”* 
so 
= <%&) 3 Q&) -P,*> + (vk(& ‘0 + l/2’” 
< II Vkbd !I II 4&d -P,* I! + II %(n) II II P,* II + l/2” 
Hence 0 G -Wn, n&J + @(u, , 0) < 1/2(n-2), and so L(u, , q&J < Q~,(o) d 
1/2’“-2’ + L(% , q&,). Therefore --@(Us , 0) > - 1/2(+2) + L(q&,) for each n. 
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But {un} is a minimizing sequence for 9, and so 
lim supL(q&j) < 01. 
n+m 
But L&&J >, Q, since (2.1) holds. Now putting v,(,) = vu, and qk*(n) 
completes the proof of the theorem. 
3.1. A SPECIAL CASE-THE DIFFERENCE OF Two FUNCTIONALS, 
ONE OF WHICH Is CONVEX 
In this section we shall consider problems B of the form 
= : !?*n 
(9’) 
where FE r( V) and G is an arbitrary functional. Our purpose is simply to 
illustrate briefly how all the abstract results in [2] are a consequence of the theory 
in Section 2 of this paper. 
So let J(u) = G(U) - F(u) for all u E V, and define @: I’ x V -+ R as follows: 
@(u,p) = F(u + P) - ‘34. 
Since F E r(V), we know that 
@z*(O) =F(u) - G(u) = @(u,O) 
for all u E V. Hence (2.1) holds and so the duality result in Theorem 2.2 holds, 
namely, 
innG(u) -F(u) = &,L($J*). 
It remains then to calculate L(p*). First of all, 
qu, p*> = -spu~{(p, *> - Q + P) + G(u)) 
= -sup{(u + p, p*) - F(u + P>> - G(u) + (~7 P*> 
FV 
= -F*(p*) - G(u) + (u, P*>. 
Consequently, 
qp*) = -su; L(U, p*) = F*(P*) - G*(P*)- 
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Thus we have proved that 
in; G(u) - F(u) = $$F*(p*) - G*(p*) 
provided that F E T(V). 
Now this is precisely the duality theorem of [2]. All the results in [2] on 
existence, extremality conditions, minimizing sequences, etc., are all corollaries 
of the results of Section 2 of this paper. 
3.2. THE CALCULUS OF VARIATIONS 
In this section we shall derive the duality principle of Section 2 in the special 
case where the functional to be minimized arises in the calculus of variations. 
Let I’, V* and IV, W* be two pairs of spaces in separating duality. We shall 
use ( , ) to denote the duality between V and V* and between Wand W*. 
Let J: W x V -+ 88 and suppose that for each w E W, the mapping Jw: 
V+ W given by 
is an element of r(V). 
J&4 = -I@, 4 
Under the above hypotheses we shall concern ourselves with the following 
problem 9’: 
if; I(4 4, (9’) 
where A: V + Wis a bijection with adjoint A*: W* -+ V* also a bijection. 
To establish a duality principle for 9 it is necessary to extend J. This we do 
by putting 
@@t P) = - JVa, u + P) 
for all (u,p) E V x V. (Thus the Y of Section 2 is identified with V here.) 
Since Jw E T(V) f or each w E W, the duality result (2.2) of Section 2 holds, i.e., 
We must then calculate L&J*) for each p* E V*. Put 
K(w, P*) = -;$<P> p*) + I@> PN 
for all (w, p*) E W x V* and put 
JTw*, P*) = -~ipJ, w*> + qw, p*)> 
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for all (w*,p*) E W* x V*. Now 
w4 P*) = -vj’P’ p*> - @(% P>> 
= -q$“” t P, P”> + J(A% u + P)> + <u, P”> 
= qflu, p*) + <% p*>. 
Hence 
L(p*) = -i$L(“’ p*) 
= - yc”’ p*> + K(Au, p*)>. 
NOW A: V -+ W is a bijection and so is A*: W* --f V*. Consequently for each 
p* E V* there exists w* E W* such that A*w* = p*. In this case, 
L(p*) = L(A*w*) = -sup{(u, A*w*) + K(Au, A*w*)} 
UEV 
= -sup{(Au, w*> + K(Au, A*w*)} 
UW 
= --sup{(w, w*> + K(w, fl*w*)} 
WEW 
= j(w*, A*w*). 
Hence in this case, the duality principle may be written as 
in$ J(Au, 24) = ,ja* j(w*, A*w*). 
The following theorem is now an immediate consequence of Theorem 2.4. 
THEOREM 3.1. Let J: W x V + R satisfy the hypotheses speci$ed above and 
suppose that u E V is such that 
J(flu, u) = inf J(Lk, U) E R. 
Suppose further that A*w* E 8 J&u), then 
p(w*, A*w*) = id& ](w*, A*w*) = i$ J(Au, u) = J(Au, u). 
Moreover, g(w*, A*w*) + K(A u, A*w*) = (u, -A*w*> and - J(Au, u) - 
K(Au, A*W*) = (u, A*w*). 
Proof. The proof of this result consists or rewriting Theorem 2.4 in the 
notation of this section. 
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4.1. AN EXAMPLE FROM THE CALCULUS OF VARIATIONS 
In this section we will consider a typical one-dimensional example from the 
calculus of variations. By problem B we shall mean the problem of finding 
where V consists of those functions u E IV2[0, 11, with u(0) = 0. 
We want to treat this variational problem as a special case of those problems 
which we considered in Section 3.2, and so we make the following identification. 
The space {U E W1s2: u(O) = 0} is a Hilbert space under the norm inherited 
from WIJ, and we shall use it in the role of the V in Section 3.2. In this section 
both W and W* in Section 3.2 shall be L2[0, I]. Now it is easy to see that a 
bijection /l: V -+ W can be defined by putting flu = u’ for all u E V, where ’ 
denotes weak differentiation. Now let the mapping J: W x V -+ R be given by 
The following hypotheses on f prove useful in what follows. 
(Hl) For each u, w EL2, f (x, u( x ), w x ( )) is measurable and for fixed w E W 
and R E W, there exists g ED[O, l] such that 
I f (x, u(x), w(x))1 < g(x) a.e. 
for all u E V with Ij u llL2 < R. 
The following theorem is to be found in [I, Chap. 9, Proposition 2.11. 
THEOREM 4.1. Let h: [0, l] x R x ilX’ + IR satisfy the following: 
(H2) For each u, w E L2, the function h(x, u(x), w(x)) is measurable, and for 
each w E L2, there exists a function u, E Lm such that 
s 
’ h(x, u,(x), w(x)) dx < 00. 
0 
Then, for all u* eL2, 
SUP s’ {U(X) U*(X) - h(x, u(x), w(x))} dx = L1 h*(x, w(x), u*(x)) dx, 
UOLS 0 
where h*(x, ~56) = sup,,n (5~ - h(x, ~>5))- 
According to the calculation done in Section 3.2 and by the duality principle 
of Theorem 2.1, 
innj(Au, u) < hf* J(w*, A*w*). (4.1) 
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THEOREM 4.2. Iff satis$es (HI), and if 
(H3) for each (x, 6) E [0, l] x R, the mapping n -+ -f(x, 77, E) is conzex, 
then equality holds in (4.1). 
Proof. According to Theorem 2.2, it will suffice for our purposes to verify 
that, provided (Hl) and (H3) hold, the mapping JW E r(U), where 
J&4 = - j)@, 4+44> dx. 
The convexity of JW is obvious from the fact that (H3) holds. Now we shall that 
JW is continuous in the norm topology on V. 
Let (~3 C V and suppose U, -+ u,, in the norm topology on V. Then U%(X) --+ 
z+,(x) almost everywhere as 71 --f 00. Now for fixed (x, f) E [0, I] x [w the 
mapping 7 --j -f(x, 7, 5) is convex and so continuous. Hencef(x, u,(x), w(x)) -+ 
f(x, U,,(X), w(x)) as n --j co, almost everywhere. 
Since (HI) holds, the dominated convergence implies that JJu,J + JW(uO). 
Since Jw: Y + R is convex and continuous its epigraph is closed (in the norm 
topology) and convex. Hence its epigraph is weakly closed and Jw is lower semi- 
continuous in the sense that if u, - u0 in u( V, V*) then Jw(uO) < lim inf Jw(un). 
LEMMA 4.3. Iffsatisfies (Hl) and (H3), thenfor each u* fL2 and w ELM 
sup ~caV ] so’ 44 u*@> -fb 44, w(x)) dj 
Proof. To establish this result it will suffice to show that, for each u E L2 
there exists a sequence (u%} C V with u, + u in L2 and which is such that 
;z j”‘f(x> u,(x), w(x)) dx= L’f(x, u(x), w(x)) dx. 
Nay V is dense in L2 and so, for each u ELM, there exists {u,} C V with u, + u 
in Ls and u,(x) -+ u(x) almost everywhere, as n + CO. Now, as in the proof of 
Theorem 4.2, the dominated convergence theorem can be invoked to prove that 
{un} has the required properties. 
COROLLARY 4.4. Iff satisj?es (Hl) and 
(H4) the mapping 7 -+ f (x, 7, [) is continuous for each (x, 5) E [0, l] x R 
then the result of Lemma 4.3 holds. 
Proof. The proof is identical to that of Lemma 4.3. 
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If we are to exploit the duality theory of Section 3.2 then we must calculate 
explicitly J(w*, A*w*) for each w* gL2. We adopt the notation of Section 3.2 
from now on. 
THEOREM 4.5. Let f satisfy (HI) and (H4). Tken, for each w ELM (= W), 
w* EL2(= w*>, 
K(w, A*w*) 
12 




qw, A*w*) = -spp, fl*w*) + J@h PN 
= -sup 
s l {p’w* + f 65 $5 4 dx. WV 0 
We shall consider separately the cases where w* $ W1s2 and w* E w1.2. 
If w* $ w1os then there exists a sequence {p,) C V such that I/p, IlLs < 1, 
but .I-‘P ( 1 *( ) d o n x w x x -+ CO as TZ + co. So, since f satisfies (Hl), K(w, A*w*) = 
-cc for all w E L2[0, l] in this case. 
If, on the other hand w* E Wrsa, then for each p E Cm@, 11 n V, 
K(w, A*w*) < -p(l) w*(l) + l1 {PW”’ - fb, P, w)> dx. 
Now there exists a sequence {p,} C P[O, l] n V with lip, llLz < 1, but 
p,(l) -+ CO as n -+ 00. It is clear that if w*(l) # 0 then K(u), A*w*) = - cc 
for all w EL2, even if zu* E Wrs2. ’ 
Finally if w* E TV2 and w*(l) = 0, then 
W’, -‘J*w*) = -z; t1 i-e* +f(x, P, w>> dx 
z 
(by Corollary 4.4) 
= - :f”(x, w(x), w*‘(x)) dx 
s 
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by Theorem 4.1, since the fact that f satisfies (H 1) implies that -f satisfies (H2). 
This completes the proof of the theorem. 
THEOREM 4.6. Suppose f satis$es (Hl) and (H4) and that f satisfies (H2); 
then for each w* EL~(= W*) 
j(w*, A*w*) = - j-)x, w*(x), w*‘(x)) dx 
if w* E WI.2 and w*(l) = 0, 
=CO otherwise, 
where 
Proof. If w* $ W1v2 or if w* E W1s2 and w*(l) # 0, then clearly 
j(w*, A*w*) = co. In the other case where w* E IV.2 and w*(l) = 0, then 
jyw*, A*w*) = -su;{(w, w*> + K(w, A*w*)} 
= -sup 
i 
l (WW* - f’(x, w, w*‘)) dx 
WE0 0 
= - 013(x, w*(x), w*‘(x)) dx 
s 
since f satisfies (H2). This completes the proof of the theorem. 
Now we are in a position to show how the extremality conditions of Theorem 
3.1 are enough to ensure that a function which solves problem B satisfies the 
corresponding Euler-Langrange equations, provided that the dual problem 
inf J(w*, A*w*) w*Ew* V’*) 
has a solution. 
Suppose then that u is a solution of 9 and that A*w* E a/,,,(u). Then, by 
Theorem 3.1 
Sf ,‘t (x, w*, w*‘) + f-(x, u’, w*‘) - u’w*} dx = 0. 
However, by definition ofJ‘ the integrand above is positive, and so 
3(x, w*, w*‘) +f(x, u’, w*‘) - l.l‘w* =0. (4.2) 
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Similarly 
s o1 {-f(x, uu’) +F(x, u’, w*‘) +WV*‘> dx = 0, 
and again this implies that 
-f(x, u, u’) + f’(x, u’, w*‘) + uw*’ = 0. (4.3) 
Expressions (4.2) and (4.3) taken together constitute the Euler-Lagrange 
equations for the functional 
s h 4x),44) dx. 0 
It is worth noting that their validity has been established independently 
of any convexity assumption on the integrand f, provided that u solves B and 
(I*w* E aJ&(u). 
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