We study the decays B → D ( * ) τ ντ in light of the available data from BABAR, Belle and LHCb. We divide our analysis into two parts: in one part we fit the form-factors in these decays directly from the data without adding any additional new physics (NP) contributions and compare our fit results with those available from the decays B → D ( * ) ν . We find that the q 2 -distributions of the formfactors associated with the pseudo-vector current, obtained from B → D ( * ) τ ντ and B → D ( * ) ν respectively, do not agree with each other, whereas the other form-factors are consistent with each other. In the next part of our analysis, we look for possible new effective operators of dimension 6 amongst new vector, scalar, and tensor-type that can best explain the current data in the decays B → D ( * ) τ ντ . We use the information-theoretic approaches, especially of 'Second-order Akaike Information Criterion' (AICc) in the analysis of empirical data. Normality tests for the distribution of residuals are done after selecting the best possible scenarios, for cross-validation. We find that it is the contribution from the operator involving left or right-handed vector current that passes all the selection criteria defined for the best-fit scenario and can successfully accommodate all the available data set.
I. INTRODUCTION
The semitaunic decays B → D ( * ) τ ν τ have drawn a lot of attention in recent years as sensitive probes of NP [1] [2] [3] [4] [5] [6] . The present experimental status is summarized in Fig. 1 [7] . Here, R(D) and R(D * ) are defined as 
The Standard Model (SM) predictions for R(D ( * ) ) are taken from [4] and [8] , respectively. The theory uncertainties in these observables are only a few percent, and into two parts. In the first part of our analysis (section II), we will assume that there is no NP in B → D ( * ) τ ν τ , just as in B → D ( * ) ν ( = e or µ), and will fit the form-factors. Different experimental collaborations have already fitted the form-factor parameters [17] from the data collected for the decays B → D ( * ) ν , e.g. [18, 19] . Using the present data on B → D ( * ) τ ν τ , we can check whether the fitted form-factors are in good agreement with those obtained from the decay B → D ( * ) ν . Any discrepancy between the two will indicate a possible new effect in B → D ( * ) τ ν τ , which is absent in B → D ( * ) ν . It will help us to pinpoint the possible type(s) of new interaction which could be responsible for such deviations.
In the second part of the analysis (section III), we will consider the contributions from different NP interactions in B → D ( * ) τ ν τ , but not in B → D ( * ) ν . Our goal will be the search for new interactions most compatible with and best elucidates the present data. Throughout our analysis we will use the q 2 -binned data on the decay rate as well the data on R(D ( * ) ). Detailed discussion on our methodology can be found in sections II B, II C, II D and III B.
II. FORM-FACTORS FROM B → D ( * ) τ ντ

A. Formalism
The amplitudes of semileptonic B meson decays can be factorized in the product of the matrix elements of leptonic and hadronic currents. The matrix elements of the hadronic currents are non-perturbative objects called form-factors. For a precise determination of the formfactors, we have to rely either on lattice QCD calculations or on the light cone sum rule approaches (LCSR). The uncertainties in the form-factors is one of the major sources of uncertainties in the predictions of the decay rates.
In the SM, the differential decay rates for the decay B → D ( * ) ν , where = e, µ or τ , are given by [20] dΓ B → D ν dq 2 = G i,λ 's are defined through the hadronic matrix elements
where λ M and λ are the helicities of the final state meson M and the virtual intermediate boson in the B meson rest frame respectively. Also note that whereas for D meson λ M = s, for D * meson λ M = ±1, 0 and λ = 0, ±1 and t. These helicity amplitudes are related to the formfactors
The form-factors are defined as the matrix elements of various currents,
and
where
A direct comparison of the matrix elements in eq.(6) with those in heavy quark effective theory (HQET) gives us the relations
where h ± (w(q 2 )) are the HQET form-factors, with w = 
where r D = m D /m B . The hadronic form-factors V 1 (w) and S 1 (w) coincide with the Isgur-Wise function ξ(w) in the infinite mass limit of the heavy quark m Q ( = m b or m c ). This function is normalized to unity at zero recoil, i.e at w = 1. In the Ref. [17] , the w dependence is parameterized as in eq. (11) . The idea is to expand V 1 (w) around zero recoil point w = 1.
where z(w) = (
. V 1 (1) includes corrections at order α s (m Q ) and Λ QCD /m Q in HQET. Although V 1 (1) cancels in the ratio R(D), it is better to note that lattice QCD can predict the value of V 1 (1) = 1.053 ± 0.008 [21] . On the other hand, ρ 2 D can be fitted directly from the data on Γ(B → D ν ), where = e, µ 1 . As of now, ρ 2 D = 1.186 ± 0.054, determined by the Heavy Flavor Averaging Group (HFAG) [22] .
Following [5] , we parameterized the w dependence of S 1 (w) as
Here, ∆ parameterizes the unknown higher order corrections in HQET. In earlier analyses, for the prediction of the R(D), ∆ is assumed to have 100% error. The decay rate Γ(B → D ν ) is not useful to fit the parameters of S 1 (w), as it is not sensitive to the decay rates because of the negligible lepton masses. However, in our analysis, we fit ∆ from the existing data on R(D) along with the other parameters defined earlier.
As shown in eq. (7), the B → D * τ ν decays are described by four independent hadronic form-factors: V , A 0 , A 1 and A 2 , which are related to HQET form-factors 1 From hereon, will mean light leptons, i.e. e and µ, unless specified otherwise.
by the following relations [4] :
The w dependencies of the HQET form-factors are parameterized following the ref. [17] ,
Here, the current lattice prediction is h A1 (1) = 0.906 ± 0.013 [23] , the rest of the three parameters like ρ D * , R 1 (1), R 2 (1) are fitted directly from the decay rate
where the second column lists the correlations between the parameters. As B → D * ν decays are not sensitive to R 0 (w), there is only theoretical estimate available on R 0 (1) = 1.14 ± 0.07, based on HQET [4] . However, it can be considered to be a free parameter in our analysis of B → D * τ ν data.
B. χ 2 analysis
Several parameters parameterizing the form-factors,
By taking the binned data from the q 2 -distribution of the decay rates inB →
we fit all the parameters given in section II A. The only exceptions are V 1 (1) and h A1 (1) which will cancel in the ratios. Fig.s 2a and 2b are the measured background subtracted q 2 -distributions for B → Dτ ν τ and B → D * τ ν τ events, extracted from the BABAR data [12] . Fig. 2c [12] sig / norm 0.372 ± 0.010
±0.030
+0.029 −0.026 To fit the parameters of the form-factors, we have performed a test of significance (goodness of fit) by defining a χ 2 statistic, a function of the parameters parameterizing the form-factors, which is defined as
Belle. defined as earlier. We will call this "Fit-2" from hereon.
The utility of considering the systematic uncertainties to be the same as statistical ones and considering 100% systematic correlations in the second analysis are multipronged. First of all, as the statistical uncertainties on the binned data are quite large, this makes the systematic errors similarly large and that in turn can conservatively account for the possible systematic errors coming from a) the 'model-dependence' of the 'background-subtracted' binned data as mentioned in section III B and b) the dependence of the shape of the q 2 -distribution on the experimental cuts on the leptons and hadrons. Secondly, separately analyzing the data in both under-correlated and over-correlated ways and comparing them, gives us an idea of the dependence of the analysis on these unknown systematic bin-bin correlations.
The Belle results [10] used here is the first measurement of R(D * ) using semileptonic tagging method for the "other B", referred to as B tag and instead of a q 2 -distribution, the momentum distribution of D * and are given. For our analysis, we note that p 
C. Goodness of Fit
A true model with true parameter values will generate a χ 2 = d.o.f i.e. χ 2 red = 1 as there is no fit involved. But due to noise present in the data, this is not sufficient information to assess convergence or compare different models. The obligatory step to assess the goodness-of-fit of an analysis after optimization is then to inspect the distribution of the residuals. For the true model, with a-priori known measurement errors, the distribution of normalized residuals (in our case, ) is by definition a Gaussian with mean µ = 0 and variance σ 2 = 1 [24] . This fact is utilized to test the significance of the fit by objectively quantifying a significance test of fitting the distribution of residuals to this Gaussian. For this, we use Shapiro-Wilk's(S-W) test [25] for normality. The reasons for choosing S-W over other competing tests for normality are following: a) Though we have used the algorithm AS R94 by Royston [26] , which was developed for any sample size (n) 3 − 5000, the original S-W test was specifically designed for n < 50; this is precisely our case. b) This is the first test which detected departures from normality using skewness and/or kurtosis and since then have been regularly corrected and developed. c) It has repeatedly been shown [27] that from low to medium sample sizes, where degenerate values occur less, S-W is the 'most powerful' parametric test for normality among other popular contenders like 'Kolmogorov-Smirnov', 'Anderson-Darling', 'Cramér-von Mises', 'Jarque-Bera' etc.; as this identically applies to our case, we choose S-W test throughout this analysis. In all such tests, the validity of a hypothesis depends on whether the probability of the goodness of fit test is above or below the significance, which in our case is set at 5%. Across all the fitted models, the ones with the p-value of the residual-distribution above 5% will be considered to fit the data well; all of the rest can be thrown out. Therefore, if a particular model fitting analysis passes our normality test, we consider that model as the plausible explanation of the data.
D. Fit Results
Obs.
Par The fit results for the parameters of the form-factors are listed in tables II and IV for 'Fit-1' and 'Fit-2' respectively. We find the distribution of the residuals for all those fits and check whether that distribution is accordant with a normal distribution with mean 0 and variance 1 (with the null hypothesis H 0 that this is true). p-values 
Fit from BABAR B→D * τν Binned data
Fit from Belle B→D * τν Binned data 4 5 6 7 8 9 10
Fit from Belle B→D * τν Binned data 4 5 6 7 8 9 10 0.5 obtained in our chosen normality test (S-W) quantify the probability of H 0 being true. After the minimization, we find the uncertainties of and correlations between the parameters around their best fit points. A general approach to find these is to construct the 'Hessian Matrix' H, which is the matrix of second order partial-derivatives of the test-statistic with respect to the parameters; this describes the local curvature of a function of many variables, and find its inverse. This constitutes the 'error matrix', square roots of whose diagonal elements give us the 'standard error' of the parameters and the normalized matrix (w.r.t the errors) makes the 'correlation matrix'. We list such errors in tables II and IV and relevant correlations in tables III and V. In the following we will discuss the outcome of our analysis, and compare our fit results with that determined by HFAG [22] (also given in eq. (15)):
• We fit ρ 2 D only using the BABAR data, the obtained values are consistent with that determined by the HFAG at 1σ. Our fitted values of ∆ include ∆ = 1±1, so far, which is used in the prediction of R(D) by BABAR [12] .
• The analysis of the BABAR bin data on R(D * ) from both 'Fit-1' and 'Fit-2' shows that the fitted parameters like ρ 2 D * and R 1 (1) are consistent within 2σ, with HFAG. However, R 2 (1) shows a large deviation (more than 10σ away). It is important to note that we can extract R 2 (1) with relatively small error.
• After analyzing the data by Belle on R(D * ) from 'Fit-1', we obtain large errors on ρ 2 D * and R 1 (1), and they are consistent with the fitted value by HFAG at 1σ. 'Fit-2' increases both the best-fit value and errors of ρ 2 D * even more. Also in this case, R 2 (1) fits with a small error, and shows a large deviation from that determined by HFAG.
• Whereas the analysis of R(D * ) from 'Fit-1' results obtained using BABAR and Belle binned data (table  II) are roughly consistent with each other, including the best-fit values of R 0 (1), the same analysis from 'Fit-2' (table IV) actually makes the results compatible. So much so, that the R 0 (1) best-fit value becomes almost identical. This makes one inclined to think that Belle binned data is more correlated than is assumed.
We note that across all the cases listed in tables II and IV, R 2 (1) can be fitted with a small error and has large deviations from the value obtained from the analysis of B → D * ν (eq. (15)). As the treatment of uncertainties in 'Fit-1' and 'Fit-2' are vastly different, we can conclude that this large deviation is not dependent on the fitting procedure, rather a consequence of the data-distribution. All other parameters are extracted with relatively larger errors and are consistent with the fit results obtained by HFAG within 68% or 90% confidence levels (C.L.).
The consequence of these results are reflected in the q 2 dependences of the various form-factors, as shown in figures 3 and 4. In these figures we have compared the q 2 -distribution of the form-factors obtained from our fit results with those obtained using the values given in and around eq. (15 ρ 2 D * and its q 2 -distribution does not show any considerable deviation from that obtained from B → D * ν fit. As q 2 -distributions of both these form-factors obtained from our analysis have large errors, at the moment it is hard to conclude anything and we have to wait for more precise data. On the other hand, among the formfactors associated with B → D * τ ν τ , A 2 (q 2 ) depend on R 2 (1) and hence it shows large deviation (in all the q 2 regions) from the analysis of B → D * ν decay. If we assume that the B → D ( * ) ν decays are free from any kind of NP effects, which may be a natural assumption, then our results allow the possibility of a new contribu-tion beyond the SM in B → D * τ ν τ decay. In particular, it could be a beyond-the-SM (BSM) contribution from a pseudo-vector or a pseudo-tensor 2 current. On a similar note, we can comment that the SM contributions in B → Dτ ν τ can explain the observed data.
III. NEW PHYSICS ANALYSIS A. Formalism: Theory
We follow a model independent approach in the search of the type of NP interactions that can best explain the present data on B → D ( * ) τ ν τ . The most general effective Hamiltonian describing the b → c ν transitions (where = e, µ or τ ) with all possible four-fermion operators in the lowest dimension is given by [6] ,
where the operator basis is defined as
and the corresponding Wilson coefficients are given by
In this basis, neutrinos are assumed to be left handed. The complete expressions for the q 2 -distributions of the differential decay rates dΓ/dq 2 in B → D ( * ) τ ν τ decays, obtained using the effective Hamiltonian in eq. (19) , are given by [15] 
The q 2 -distribution of the decay rate of the decays B → D ( * ) ν are obtained from equations (21) and (22) by setting C W = 0 and m τ = 0. we define our observables as given in equations (17) and (18) .
B. Methodology
We know that the yield in each bin depends on the probability density functions (PDFs) of different (56 in case of BABAR) signal and background sources. Considering any NP contribution changes these PDFs and they in turn change the two dimensional m Fig.s 2a, 2b and 2c to perform a phenomenological analysis in a model independent way. Such an assumption can become a source of systematic errors in our analysis and the way we have dealt with that is discussed in section III B 2.
In addition to the binned data from BABAR and Belle, we also have the total R(D ( * ) ) data from various experiments (see table I ). Keeping in mind that the binned data is going to dominate the fit results, we take different combinations of these separate data points and do the whole analysis separately for them.
At the beginning of our analysis, we have defined the most general scenario with contributions from all possible dimension 6 effective operators present simultaneously (with 10 parameters i.e. real and imaginary parts of all C l W s) as the global scenario. We have defined various sub-scenarios as different possible combinations of those operators. Including the global scenario, there are in total 31 such scenarios, which we are going to call "cases" from here onwards.
One of the main motivations of this paper is to do a multi-scenario analysis on the experimentally available binned data, to obtain a data-based selection of a 'best' case and ranking and weighting of the remaining cases in the predefined set of 31. To that goal, we have made use of information-theoretic approaches, especially of AIC c in the analysis of empirical data. Such procedures lead to more robust inferences in simultaneous comparative analysis of multiple competing scenarios. Traditional statistical inference(e.g. confidence levels, errors on fit parameters, bias etc.) can then be obtained based on the current contributions, proportional to these form-factors, in the decay width. 
.
selected best models. 3 .
A Short Introduction to AICc
The 'concept of parsimony' [31] dictates that a model representing the truth should be obtained with "... the smallest possible number of parameters for adequate representation of the data." In general, bias decreases and variance increases as the dimension of the model increases. Often, the number of parameters in a model is used as a measure of the degree of structure inferred from the data. The fit of any model can be improved by increasing the number of parameters. Parsimonious models achieve a proper trade-off between bias and variance. All model selection methods are based to some 3 One of the most powerful and most reliable methods for model comparison (also computationally expensive) is 'cross-validation' [24] . The most straightforward (and also most expensive) flavor of cross-validation is leave-one-out cross-validation (LOOCV). It simultaneously tests the predictive power of the model as well minimizes the bias and variance together. In LOOCV, one of the data points is left out and the rest of the sample ("training set") is optimized. Then that result is used to find the predicted residual for the left out data point. This process is repeated for all data points and a mean-squared-error (MSE) is obtained. For model selection, this MSE is minimized. It has been shown that this method is asymptotically equivalent to minimizing AIC [30] = 0 in each dataset. Note that the case-index values represent a specific set of parameters and each parameter listed here is considered to be complex, so the number of parameters is actually double. w i in the eighth column is defined in eq. (26) . The next column lists the results of the S-W normality test for the assessment of goodness-of-fit. The last column lists the χ 2 value corresponding to the SM for each dataset. Note that AIC c value for SM is same as the χ 2 as no. of fit parameters K = 0 for SM. extent on the principle of parsimony [32] .
In information theory, the Kullback-Leibler (K-L) Information or measure I(f, g) denotes the information lost when g is used to approximate f . Here f is a notation for full reality or truth and g denotes an approximating model in terms of probability distribution. I(f, g) can also be defined between the 'best' approximating model and a competing one. Akaike, in his seminal paper [33] proposed the use of the K-L information as a fundamental basis for model selection. However, K-L distance cannot be computed without full knowledge of both f (full reality) and the parameters (Θ) in each of the candidate models g i (x|Θ) (a model g i with parameter-set Θ explaining data x). Akaike found a rigorous way to estimate K-L information, based on the empirical log-likelihood function at its maximum point. 'Akaike's information criterion'(AIC) with respect to our analysis can be defined as,
where K is the number of estimable parameters. In application, one computes AIC for each of the candidate models and selects the model with the smallest value of AIC. It is this model that is estimated to be "closest" to the unknown reality that generated the data, from among the candidate models considered. While Akaike derived an estimator of K-L information, AIC may perform poorly if there are too many parameters in relation to the size of the sample. Sugiura [34] derived a second-order variant of AIC,
where n is the sample size. is, the less plausible it is that the fitted model g i (x|Θ) is the K-L best model, given the data x. are useful in ranking the models, it is possible to quantify the plausibility of each model as being the actual K-L best model. This can be done by extending the concept of the likelihood of the parameters given both the data and model, i.e. L(Θ|x, g i ), to the concept of the likelihood of the model given the data, hence L(g i |x);
Such likelihoods represent the relative strength of evidence for each model [35] . To better interpret the relative likelihood of a model, given the data and the set of R models, we normalize the L(g i |x) to be a set of positive Akaike weights, w i , adding up to 1:
A given w i is considered as the weight of evidence in favor of model i being the actual K-L best model for the situation at hand, given that one of the R models must be the K-L best model of that set. The w i depend on the entire set; therefore, if a model is added or dropped during a post hoc analysis, the w i must be recomputed for all the models in the newly defined set.
Numerical Multi-parameter Optimization
To compare the latest BABAR and Belle binned data with a specific model, we devise a χ 2 defined as: 2 ) in both channels. Instead of changing the bin width for those last bins, we drop these bins from our analysis. We follow this same philosophy for Belle bins too. V We define the χ 2 statistic for each of the 31 cases, a function of the NP Wilson coefficients. The definition and usage of the observables closely follow the fitting process in section II B. Here, we take the existing worldaverages of the parameters of the form-factors [22] . If we include all the NP interactions, we have total 10 unknown NP parameters and 26 observables for BABAR (14 bins for B → Dτ ν and 12 bins for B → D * τ ν) and 17 observables for Belle. We then minimize the χ 2 for different cases and different set of observables. Though we have varied the process for various global optimization methods to optimize the minimization, due to the presence of large uncertainties, this is not important for the present analysis. To glean any information of goodnessof-fit from χ In many cases in our optimization problem, the minimum is not an isolated single point, rather a contour in the parametric dimensions. For these cases, Hessian in not positive definite and the errors thus obtained are meaningless. In those cases, the 1σ uncertainties have to found from the contours in the parameter space and we have done that for all cases with 2 − 3 parameters. As contours are impossible to draw when number of parameters > 3, we have devised a numerical method to obtain the range of a parameter. In this method, we sequentially minimize or maximize each parameter by scanning along the enclosing 1σ χ 2 N P hyper-contour-surface (the method can be extended to any number of nσ contours). These values give us the range of each parameter while taking their correlation into account all along. These errors, for obvious reasons, are asymmetric. We have also systematically found these uncertainties for all cases. We will in general quote them in our results.
In our present analysis, after optimizing the χ 2 N P for all 31 cases, we make use of ∆
AIC i
and w i to find the 'best' set of cases, which are more favorable compared to others, and do further analysis on them. After selecting a class of models describing the data with optimum bias and variance with AIC c , we check the significance of them to find most suited model to describe the data.
Note on Model Selection Criteria
Unlike the AIC c or the Schwarz-Bayesian Criterion (BIC) [36] , which incorporate the concept of parsimony and can be applied to nested as well as non-nested models, Likelihood-Ratio test -more commonly known as ∆χ 2 test, can only be applied to nested models. When the model with the fewer free parameters (null, in this case) is true, and when certain conditions are satisfied, Wilks' Theorem [37] says that this difference (∆χ 2 ) should have a χ 2 distribution with the number of degrees of freedom equal to the difference in the number of free parameters in the two models. This lets one compute a p-value and then compare it to a critical value to decide whether to reject the null model in favor of the alternative model.
For a demonstration of this method, as an example, we have taken dataset-5 from 'Fit-2' (table VIII) as our experimental input and we have separated all the cases in different sets according to their number of parameters. This means that in this method, all the cases in such a set have same number of parameters and the best among ) is disfavored in comparison to B and C (though it cannot be be discarded at a significance of 5% in comparison with D, the p-value obtained is pretty small), whereas B is favored with very high pvalues when compared to cases with larger number of parameters. This analysis thus picks out the case with both C V2 and C S2 as the winning model among others. Though the system of all competing models are nested in our analysis, merely being able to reject one of the models compared to another is clearly not enough.
On the other hand, BIC, (also defined with the help of the likelihood function) can be defined as:
where n is the sample size and p is the number of parameters. We can then define ∆BIC in a similar manner as ∆AIC. In [38] , the authors have shown that 0 < ∆BIC < 2 selects the best models. AICc and BIC were originally derived under different assumptions and are useful under different settings. AICc was derived under the assumption that the true model requires an infinite number of parameters and attempts to minimize the information lost by using a given finite dimensional model to approximate it. BIC was derived as a large-sample approximation to Bayesian selection among a fixed set of finite dimensional models. The only difference between the two criteria extended to take number of samples into account.
As can be seen from eqs. 23, 24 and 28, the two criteria may produce quite different results for large n.
The reasons we prefer AICc over BIC are as follows:
1. BIC applies a much larger penalty for complex models, and hence may lead to a simpler model than AICc. In general, BIC penalizes models with more parameters than AICc does and thus leads to choosing more parsimonious models than AICc.
2. While AIC compares the cases as approximations of some true model, BIC tries to assign the best model as the true model. This is one of the prevalent arguments against BIC.
3. For realistic sample sizes, BIC selected models may underfit the data.
For a comparative study, we have included table XII, which lists the best scenarios obtained from "Fit-2" using both AICc and BIC. To make BIC selection at par with AIC c , i.e. more lenient, we have chosen a range 0 − 4. This is same as for ∆AIC. We note that, in our case, the same sets of scenarios/models are selected in both the selection criteria. Both AIC, BIC and such criteria fail when the models being compared have same number of independent parameters and comparable likelihood. In such cases, something like 'parametric bootstrap' [39] can be used, but such analysis is out of scope for the present work.
C. Results
Fit-1
In this fit, as mentioned in the previous section, we do not consider the systematic errors or their correlations. The best probable NP cases (scenarios), which are obtained after minimizing the χ 2 N P and using w i (eq. (26)), are listed in table VIII. Then using the formalism defined in section II C), we find the distribution of the residuals for all those fits and we check whether that distribution is accordant with a normal distribution with mean 0 and variance 1. As was mentioned and justified in section II C, we use Shapiro-Wilk's normality-test for this. Also, in order to check the normality of the residuals, we use the graphical method known as quantile-quantile (Q−Q) plot. In general, the Q−Q plots are used to compare two probability ditributions. In fig. 5 , we show the residualdistributions while comparing them with the reference Gaussian (µ = 0, σ = 1). The p-value obtained in the normality-test quantifies the probability of H 0 being true. In Table, where the minimum, instead of being an isolated point, is actually a contour in the parameter-space. For such cases, we have plotted the best-fit contours in the parameter-space. These are shown in fig. 6 . We have prepared these plots in terms of the goodness-of-fit contours for joint estimation of multiple NP parameters at a time. 1σ and 4σ contours that are equivalent to p-values of 0.3173 and 0.0001, correspond to confidence levels of 68.27% and 99.99%, respectively.
For our purpose, each confidence interval corresponds to a particular value of X = ∆χ 2 (i.e. χ 2 − χ The 'cases' for different datasets listed in table VIII, which pass the goodness-of-fit hypothesis tests but could not be listed in table XI as for these cases, the minimum, instead of being an isolated point, is actually a contour in the parameter-space. Though this is true for all plots listed here, some cases have four parameters and we are only able to show the two-parameter cross-sections of these.(e.g. plots 6d and 6e are actually cross-sections of a single four-dimensional plot. Same is true for 6g and 6h).
particular model with d.o.f = N params , where the SM is considered to be the model with no free parameters. For cases up-to 3 parameters, errors on parameters can be estimated from the edges of the 2 or 3 dimensional contours as they properly reflect the correlation between the involved parameters.
From Table VIII , we note that all types of new interactions considered in our analysis can individually explain the data on R(D) bin published by BABAR. However, when it comes to the q 2 -distribution of decay rate of B → D * τ ν τ , both BABAR and Belle data independently allow a contribution from a new left or right-handed vector current effective operator (cases 1 and 2) as plausible explanation. Moreover, when the data (q 2 -bins) from both the BABAR and Belle are combined, the most likely scenarios are the cases with new right handed vector cur- Array-plots showcasing the correlations between the fitted parameters of separate 'cases' for different datasets listed in table XI. The color-coding is explained in the horizontal legend. As can be seen, for the cases with only two independent parameters, the parameters are strongly (negatively) correlated, compared to other cases, as expected.
rent, either alone or along with other new right or left handed scalar current effective operators. In addition to binned data, we have done the analysis by taking into account the Belle and LHCb measurements of the q 2 integrated R(D ( * ) ) (see Table I for numerical values). The outcome of these analyses are shown for datasets 6 and 7 in the table VIII. No scenario passes the normality test for dataset-6. In dataset-7, the most likely scenarios are the new left or right handed scalar or vector current operators, though, across all the cases the reduced χ 2 s are > 1.
Accross all the datasets discussed above, we note that wherever measurements of R(D)s are included in our fit the effective operators associated with the scalar current become relevant, either alone (less preferable) or along with the right handed vector current operator. It could be considered as an indication that current data on R(D) still allow a scalar current contribution as a possible explanation of the observed deviations. Also, across all the scenarios which qualify our predefined test criteria, a common NP explanation is case 2, i.e the presence of a new (V + A) type interaction. Here, we can not distinguish whether the new contribution is a vector or a pseudo-vector or both. However, if we combine the information obtained from the parametric fit of the form factors, it won't be wrong to conclude that the most favorable solution of the present data on the decay B → D * τ ν τ could be obtained from the presence of a Dataset Cases with Cases with Index. 0 < ∆AICc pseudo-vector current.
Fit-2
In this fit, as mentioned earlier, we consider the systematic error-sizes to be same as the statistical ones and assume 100% correlation among them. The best cases according to their Akaike weights are listed in table XIII. The results are obtained and analyzed in the same manner as for 'Fit-1'. Here too, no fit-result for data-set '6' passes the normality criteria. Hence we drop that set from further analysis. The outcome of the analyses of the rest of the datasets are similar to the ones obtained in 'Fit-1', i.e both the fits have almost identical conclusions. The only exception is that, here, the role of left handed vector current becoms equally important as the right handed vector current, i.e apart from a new (V +A) type interaction, the presence of a new (V −A) type interaction can also be considered as common NP explanation of the current data. The best fit values of the fitted parameters along with the corresponding errors are shown in table XIV.
IV. SUMMARY
We look for possible new physics effects in the decays B → D ( * ) τ ν τ in the light of the recently available data from Belle, BABAR and LHCb. At first, the form-factors, relevant in these decays, are fitted assuming the absence of any contribution coming from operators other than the SM. The fitted results are then compared with those obtained by HFAG from a fitting to the available data on B → D ( * ) ν . We note that the fit results of the parameter R 2 (1) largely disagree with each other, while the rest are more or less consistent with each other within errors. The effects are prominent in all the regions of the q 2 distribution of the form-factor A 2 (q 2 ), which is associated with a pseudo-vector current. Therefore, assuming the decays B → D ( * ) ν are free from any new physics effects, such a difference in the q 2 distribution of A 2 (obtained from B → D * τ ν τ and B → D * ν ) can be compensated by adding a contribution from new pseudo vector and/or pseudo tensor currents.
In the next part of our analysis, we consider the new physics contributions in the decays B → D ( * ) τ ν τ which come from new vector, scalar or tensor type operators. In this case, we take the relevant form-factors as obtained using the fit results by HFAG. We define different possible NP scenarios which are obtained after combining contributions from the new operators in many different ways. Our goal is to select the best possible NP scenarios (new interactions) that can accommodate all the available data. In doing so, we use the AIC c in the analysis of the empirical data. Such procedures lead to more robust inferences in simultaneous comparative analysis of multiple competing scenarios. In order to check whether all the NP scenarios that are coming out of AIC c test can fit the data well or not, we have done Shapiro-Wilk's normality-test for each selected model. For a comparative study, we have also analyzed the data for selecting the best model using Schwarz-Bayesian Criterion (BIC). For our different datasets the best selected models are identical in both the selection criteria.
Our analysis of the available data on R(D * ) from BABAR, Belle, and LHCb shows that the most plausible explanation of the data can be obtained from the presence of new effective oparators with left or right handed charged vector current. In addition, if we include R(D) in our fit, apart from the vector currents the contributions from charged scalar currents might become relevant, either alone (though less preferable) or along with right handed vector current operators.
Overall, our analysis of B → D * τ ν τ shows that it is the contribution from a left or right-handed charged vector current effective operator, that, as well as accommodating all the available data, passes all the selection criteria for being the best possible NP scenario.
Here, we would like to point out that we have made use of the available data on the q 2 (bins) distributions of the decays B → D ( * ) τ ν τ , which have large errors. This, in turn, gives our fitted results large errors. Once the more 
