In this letter, we develop an efficient linear programming (LP) decoding algorithm for low-density paritycheck (LDPC) codes. The LP relaxation is formulated based on a check-node decomposition approach. Our main contributions are as follows. First, we propose an algorithm based on the alternating direction method of multipliers (ADMM) technique to solve this LP relaxation. By exploiting the orthogonality structure of the LP model, each ADMM update step can be implemented in parallel. Second, the proposed decoding algorithm under this LP formulation eliminates the Euclidean projection on the check polytope compared with the existing ADMM-based LP decoding algorithms. Third, the feasibility analysis of the proposed algorithm is presented. Moveover, complexity analysis shows that our proposed LP decoder in each iteration has a lower complexity than the state-of-the-art ADMM-based LP decoders. Simulation results demonstrate that the proposed LP decoder achieves better performance than other competing ADMM-based LP decoders in terms of decoding time.
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I. INTRODUCTION
L INEAR programming (LP) decoding has been considered as a promising decoding approach for low-density paritycheck (LDPC) codes [1] . Compared with the classical belief propagation (BP) decoder, LP decoding can be supported by theoretical guarantees for decoding performance. However, the original LP decoder suffers from high complexity and thus cannot be efficiently implemented in practice. Therefore, reducing the complexity of LP decoding becomes an attractive but challenging topic.
On the one hand, several studies have focused on transforming the maximum-likelihood (ML) decoding problem into LP ones with fewer constraints. For instance, Taghavi and Siegel [2] proposed a small-sized LP decoding model by adaptively adding necessary constraints. In [3] , another new LP formulation, in which variables and constraints grow only linearly with the check node degree, was introduced. On the other hand, increasing research efforts have been devoted to investigating how the inherent structures of LP problems can be exploited to develop efficient decoding algorithms. In [4] , a distributed algorithm based on the alternating direction method of multipliers (ADMM) technique [9] was first proposed to solve the LP decoding problem [1] . However, this ADMM-based algorithm involves time-consuming checkpolytope projection and thus limits its efficiency. Subsequently, Zhang et al. [5] , [6] , and Wei and Banihashemi [7] independently optimized the projection algorithm to further reduce the complexity of the LP decoder [4] . In [8] , a projectionreduction method was proposed by decreasing the number of projection operations to simplify the ADMM decoding algorithm.
To the best of our knowledge, developing efficient algorithms for other types of LP decoders has not been well investigated in the existing literatures. In this letter, we consider the minimum-polytope-based LP (MPB-LP) relaxation, which is based on a factor graph with only degree-3 check nodes in [3] , and then develop an efficient decoding algorithm based on the ADMM technique to solve this MPB-LP relaxation. The main contributions of this letter are threefold.
• By exploiting the orthogonality structure of the MPB-LP relaxation, each ADMM update step can be solved in parallel. Moreover, the proposed algorithm under the MPB-LP formulation eliminates the Euclidean projection onto the check polytope compared with the state-of-theart ADMM-based LP decoders. • We analyze the feasibility of the proposed algorithm and also present that the complexity of our proposed algorithm in each iteration is lower than that of the existing ADMM-based LP decoding algorithms. • Simulation results show that the proposed decoder consumes less decoding time than competing ADMM-based LP decoders, and displays superior error rate performance than the conventional BP decoder at high signal-to-noise ratios (SNRs) with a shorter decoding time.
II. MINIMUM-POLYTOPE-BASED LP DECODING MODEL A. Minimum Polytope and Relaxation of Parity-Check Equation
First, we consider the three-variables parity-check equation C 3 defined by
where [ · ] 2 denotes the modulus-2 operation. Then the convex hull of C 3 can be expressed by
where P 3 is called the minimum polytope in [3] . Define where (·) T denotes the transposition operation. Then, the minimum polytope in (1) is equivalent to
where x = [x 1 , x 2 , x 3 ] T and the symbol " " denotes componentwise inequality between two vectors. The idea of minimum polytope can also be applied to the general parity-check equation with more than three variables. Specifically, consider the following equation
where h = [h 1 , . . . , h n ] T ∈ {0, 1} n includes d nonzero elements. By the check-node composition approach in [3] , the above equation (4) can be equivalently transformed to d − 2 three-variables parity-check equations with introducing d − 3 auxiliary variables. Then, by relaxing each three-variables parity-check equation into a minimum polytope, the parity polytope describing the convex hull of (4) is equivalent to the intersection of the d − 2 minimum polytopes. To be spe-
, in which each row vector only includes one nonzero element and the indices of the three nonzero elements are
respectively. Then, the general parity-check equation (4) can be relaxed to
B. ML Decoding Problem and Its LP Relaxation
Consider a binary LDPC code C of length n and its corresponding m × n parity-check matrix defined by H. Let I = {1, . . . , n} and J = {1, . . . , m} denote the set of variable nodes and check nodes of C, respectively. Suppose a codeword x ∈ C is transmitted over a noisy memoryless binary-input output-symmetric channel, and a corrupted signal r is received. Then, the ML decoding problem can be formulated as the following optimization problem (6) where γ γ γ is the log-likelihood ratios (LLR) vector defined as
). Assume there are d j nonzero elements in the jth row vector of matrix H. For the corresponding jth parity-check equation, we introduce d j − 3 auxiliary variables and construct d j − 2 minimum polytopes. Then, the total numbers of the minimum polytopes and introduced auxiliary variables corresponding to the problem (6) respectively are
Through similar derivations of (4) in the previous section, we introduce auxiliary variable u ∈ [0, 1] Γa , and define v = [x T , u] T and the variable selecting matrix Q τ ∈ {0, 1} 3×(n+Γa ) . Then, the τ th minimum polytope can be expressed by
where the operator "⊗" denotes the Kronecker product, symbols "1" and "0" are the length Γ c all-ones row vector and the length Γ a all-zeros row vector respectively. Then, the ML decoding problem (6) can be relaxed to the following LP form [3] :
The problem (8) certainly can be solved by general-purpose LP solvers, such as the SIMPLEX method or the interiorpoint method. However, the high computational complexity limits their practical applications. Therefore, in the following, we will propose an efficient algorithm based on the ADMM technique to solve the problem (8) .
III. PROPOSED ADMM-BASED DECODING ALGORITHM
This section discusses the detailed ADMM-based algorithm for solving the LP decoding problem (8) , and presents its feasibility and complexity analysis.
A. ADMM Algorithm Framework
To make the problem (8) fitting into the ADMM template, we have to add an auxiliary "transforming" variable w ∈ R 4Γc + so as to change the inequality into an equality constraint. With w, the linear program (8) is equivalent to
where N = n + Γ a and M = 4Γ c . Then the augmented Lagrangian function (using the scaled dual variable) for the problem (9) is expressed by
where λ λ λ ∈ R M denotes the scaled dual variable vector, μ > 0 is the penalty parameter, and · 2 represents the 2-norm operator. Then the scaled ADMM-based algorithm [9] for solving (9) can be described by the following iterations
where k denotes the iteration number. Observing (11) , the majority of its computational complexity depends on solving (11a) and (11b). However, both of them can be implemented efficiently since matrix A owns the following properties.
Lemma 1: Matrix A possesses the following properties:
(1) The elements of A (i.e., A ji ) are either 0, −1, or 1.
(2) Matrix A is sparse.
(3) The column vectors of A are orthogonal to one another.
Proof: See the Appendix. In the following we will show that each sub-problem in the above algorithm (11) can be solved efficiently by exploiting these favourable features of matrix A.
B. Solving the Sub-Problem (11a)
Since matrix A is column orthogonal, A T A is a diagonal matrix. This implies that variables in the problem (11a) are separable. Therefore, solving the problem (11a) can be equivalent to solving the following N subproblems independently
where e = diag(A T A) = [e 1 , · · · , e n+Γa ] T and diag(·) denotes the operator of extracting the diagonal vector of a matrix, andâ i is the i-th column of matrix A. Then, the procedures for solving the sub-problem (12) can be summarized as follows: setting the gradient of the objective (12a) to zero, then projecting the resulting solution to the interval [0, 1]. Finally, we can obtain the following solution to the problem (12) as
where Π [0,1] (·) denotes the Euclidean projection operator onto the interval [0, 1].
C. Solving the Sub-Problem (11b)
Observing (11b), we can find that the variables in w are also separable in either objective or constraints. Hence, the sub-problem (11b) can be solved by fixing v and λ λ λ, and then minimizing L μ (v, w, λ λ λ) under the constraint w ∈ R M + (i.e., w ∈ [0, +∞] M ). Using a technique similar to that described in the previous subsection, w (k +1) can be updated by
where Π [0,+∞] M (·) denotes the Euclidean projection onto the positive quadrants [0, +∞] M . Clearly, the w-update can also be written in a component-wise manner, i.e.,
where a T j is the j-th row of matrix A and j ∈ {1, 2, . . . , M }. Finally, we summarize the proposed minimum-polytopebased ADMM-solved (MPB-ADMM) LP decoder in Algorithm 1. Here we make three remarks for the proposed algorithm:
(1) In Algorithm 1, the multiplications with respect to matrix A, such asâ T i b et al., are just considered as addition operations based on the first property of matrix A.
(2) All the variables in v and w can be updated in parallel.
(3) Compared with previous works [4] - [8] that require the check-polytope projection, the w-update in (15) only involves a simple projection onto the positive quadrant. Hence the update of w significantly reduces the decoding complexity of the proposed ADMM algorithm and can be implemented much more easily in practice.
D. Feasibility Analysis
The convergence analysis of our proposed algorithm can be found in [9] . Since the LP problem (8) is convex, our proposed algorithm is guaranteed to converge to the global solution v * . On the other hand, as shown in [3] , the MPB-LP decoder (8) is equivalent to the original LP decoder. Therefore, our proposed decoder shares the same properties as the original LP decoder such as all-zeros assumption and ML-certificate property [1] . As a result, if the output of Algorithm 1 is an integral solution denoted by v * , the ML-certificate property ensures that x * corresponds to the ML solution.
Algorithm 1 Proposed MPB-ADMM LP Decoding Algorithm 1: Calculate the log-likelihood ratio γ γ γ based on received vector r and construct the vector q based on γ γ γ. Construct the M × N matrix A based on the parity-check matrix H and construct the vector b. 2: Set w (0) and λ λ λ (0) to the length M all-zeros vector, and initialize the iteration number k = 0. 3: repeat 4: for i ∈ {1, 2, . . . , N } do 5: Update v
, and λ (k +1) j = 0.
11:
else 12: Update w (k +1) j = 0, and λ
. 13 :
E. Complexity Analysis
Note that matrix A contains only 0, −1, or 1 elements, thus its related matrix multiplications can all be performed using addition operations. Equation (13) implies that the computational complexity of updating v in each iteration scales linearly with N, i.e., O(N ). Observing (15), one can find that the w-update does not involve multiplications and it has O(Γ c ) complexity. As for the update of λ λ λ, combining (11c) with (15), it can be equivalently transformed to
where t
j . Note that t (k +1) j has been calculated in the w-update. Thus, computing the λ λ λ-update needs neither multiplications nor additions. As a result, the complexity of the λ λ λ-update is O (1) . Combining all the above analysis, the total computational complexity of our proposed algorithm in each iteration is O(N + Γ c ). Moreover, Γ a and Γ c are proportional to the code length since the parity-check matrix H is sparse in the case of LDPC codes. Thus, the complexity of the proposed ADMM-based algorithm in each iteration is linear in terms of LDPC code length.
In Table I , we compare the complexities of our proposed algorithm and the check-polytope-based ADMM-solved (CPB-ADMM) LP decoding algorithms in [5] and [7] . We can observe that our proposed MPB-ADMM LP decoder at each iteration achieves the lowest computational complexity.
IV. SIMULATION RESULTS
In this section, we present the simulation results of our proposed MPB-ADMM LP decoder, the CPB-ADMM LP decoders in [5] and [7] , and the classic sum-product BP decoder [10] . The simulations are performed on a computer with i5-3470 3.2GHz CPU and 16 GB RAM under the Microsoft Visual C++ 6.0 environment.
We simulate two LDPC codes, namely the (2640, 1320) rate-1/2 (3,6)-regular "Margulis" LDPC code C 1 [12] and the (1152, 288) rate-3/4 irregular LDPC code C 2 in the 802.16e standard [13] . All the code bits x are sent over an additive white Gaussian noise (AWGN) channel using binary phase-shift-keying (BPSK). In our decoding algorithm, the penalty parameter μ is set to 0.6 and 1.0 for C 1 and C 2 , respectively. The maximum number of decoding iterations is set to 500 and the tolerance ξ is set to 10 −5 . Fig. 1(a) shows the frame-error-rate (FER) performance of C 1 with different decoding algorithms. In the case of the MPB/CPB-ADMM LP decoding algorithms, we collect 50 error frames at E b /N 0 = 2.7 dB and 200 for all other SNRs. The FER results indicate that our proposed MPB-ADMM LP decoder has the same performance as the CPB-ADMM LP decoders in [5] and [7] , which is consistent with the statements in Section III-D. Moreover, all the LP decoders achieves better error rate performance than the BP decoder at high SNRs.
In Fig. 1(b) and Fig. 1(c) , we make a comparison in decoding efficiency of our proposed algorithm and other competing decoding algorithms for C 1 . Each point in these two figures is averaged over one million frames. And note that over relaxation (OR) and early termination (ET) techniques [9] are both applied in ADMM-based LP decoders. From Fig. 1(b) and Fig. 1(c) , we observe that our MPB-ADMM LP decoder costs the least amount of decoding time among all the competing decoders although it requires more number of iterations. This is because the proposed LP decoder eliminates the time-consuming check-polytope projection compared with other LP decoders. Moreover, Fig. 1(d) shows that our proposed LP decoder is also efficient for the high-rate code C 2 .
V. CONCLUSION
In this letter, we propose an efficient LP decoding algorithm based on the ADMM technique for LDPC codes. In the proposed algorithm, the Euclidean projection onto the check polytope is eliminated. Simulation results confirm the efficiency of our proposed LP decoder. Furthermore, it is well worth investigating how to improve the error rate performance of the proposed LP decoder by penalizing its objective as in [11] or other strategies in the future.
APPENDIX PROOF OF LEMMA 1
We consider the first property of the matrix A. Since each row in the matrix Q τ includes one nonzero element "1", any element in the matrix FQ τ is either 0, −1, or 1. The same applies to the matrix A. Moreover, we can see that there are only 12 nonzero elements in FQ τ . It means that there are only 12Γ c nonzero elements in the matrix A. It is far smaller than the size, 4Γ c × N , of the matrix A. Therefore, we obtain the sparsity of A. Furthermore, we note that any two column vectors in F are orthogonal to each other. Thus, each two column vectors in FQ τ are also orthogonal. This implies that A is a matrix with orthogonal columns because A is formed by cascading the matrices {FQ τ : τ = 1, 2, . . . , Γ c }.
