In this paper we are concerned with analyzing the behavior of a semiparametric estimator which corrects for endogeneity in a nonparametric regression by assuming mean independence of residuals from instruments only. Because it is common in many applications, we focus on the case where endogenous regressors and additional instruments are jointly normal, conditional on exogenous regressors. This leads to a severely ill-posed inverse problem. In this setup, we show first how to test for conditional normality. More importantly, we then establish how to exploit this knowledge when constructing an estimator, and we derive results characterizing the large sample behavior of such an estimator.
1 Introduction
General Motivation
Regression models with endogenous regressors are a commonplace throughout much of applied Economics, and perhaps the rule rather than the exception. To deal with this problem, most of the time applied researchers employ instrumental variables (in the following denoted W ).
While it is well established how they are to be used if the model is known to be linear, it is much less clear in more general settings. Indeed, in this paper we will be concerned with the most general, the nonparametric setting, where it is only known that the structural relationship between a variable Y and an endogenous regressor X is a smooth, but otherwise unrestricted function m. In this setting, we focus specifically on the case when the endogenous regressor X and the instrument W are jointly normally distributed.
This choice of focus is intentional: Indeed, the aim of the paper is to show the scope of the nonparametric IV approach in a typical economic application -and (approximate) normality is arguably the leading distribution of continuous variables we find in applications 1 . Consider for instance figure 3 which shows a kernel density estimate of the marginal distribution of log total expenditure against a maximum likelihood estimate of a normal distribution using the same data. Judging from the marginals, normality of the joint distribution of log income and total expenditure seems to provide an acceptable description of the data.
In consumer demand, a well developed area of application, log total expenditure is suggested by economic theory as one of the regressor. However, it is believed to be endogenous, and log disposable income is usually taken as instrument. As we will demonstrate below, both variables are well characterized by joint normality, conditional on household covariables. While normality is commonly associated with benign behavior, this is not at all the case in a nonparametric regression with endogenous regressors. Indeed, joint normality can lead to very slow rates of convergence as is established by various authors (Blundell where m is an unknown function, Y, X and W are as defined above, Z denotes additional exogenous regressors, and U is an (unobservable) random error. This model will be called a 1 Of course, joint (conditional) normality can be tested, and we will propose and implement a test below. A byproduct is that once conditional normality is accepted, it is actually possible to derive a test for identification, as demonstrated below.
nonparametric IV regression model.
We propose a series estimator in the Hermite polynomials where the coefficients are obtained by additional nonparametric regression of the relevant quantities on Z. In comparison with other estimators in related settings, our estimator has the main advantages that its construction is intuitive, that it is simple and transparent, that it is fairly easy to compute, and that it is designed for an economically particularly relevant situation (model (1.1) with continuously distributed Z and conditional normality of (X, W ) given Z). Given the complexity of the other approaches in this area, for these reasons it should be rather attractive for applied researchers.
Relationship to the Literature
The approach put forward in this paper is nonparametric, but under a semiparametric specification. Moreover, it is motivated by an application and also provides, to the best of our knowledge, the first application of a kernel based nonparametric model to an economic application in an ill-posed scenario. Therefore, it is most closely related to the model of BCK, who successfully implement a semiparametric generalized partially linear model using the method of sieves. We will compare our approach to theirs at various places throughout the paper. Specifically, we discuss specification issues arising from heterogeneity of a population of rational individuals for both approaches in section 5. Here we just mention that BCK assume discrete exogenous covariates Z, and model their influence semiparametrically. For the nonparametric part, BCK use a sieve estimator. As candidate sieve spaces they consider the Hermite functions (not the polynomials), but in addition other bases like spline bases as well. Thus, their estimation strategy allows for quite some flexibility by allowing to choose the appropriate sieves.
They introduce a sieve measure of ill-posedness, and obtain rates of convergence both for the mildly ill-posed (polynomial decay) as well as severely ill-posed (exponential decay) case.
Other than through the (testable) semiparametric element of joint normality, our paper is estimator is similar to the series estimator with Tikhonov regularization scheme, except that they have an additional estimation error arising from nonparametric estimation of the operator 
Structure of the Paper
The paper proceeds as follows. In section 2, we introduce the exact assumptions for model (1.1), in particular conditional normality of (X, W ) given Z. In order to check this assumption in applications, we propose a novel bootstrap test for conditional normality against nonparametric alternatives. Section 2.3 contains a result on identification of m under our semiparametric specification. In contrast to fully nonparametric specifications, identification in our semiparametric framework can be tested statistically. We suggest an estimator based on the principle of sample counterparts, and establish rates of convergence of this estimator, both in L 2 as well as uniformly. As an illustration, in Section 2.5 we briefly discuss the case where all variables (X, W, Z) are jointly normally distributed. In section 3 we investigate the finite sample behavior of our estimator in a Monte Carlo experiment, before we turn to an application in section 4 . Specifically, we analyze the behavior of our estimator in a real world scenario, by using food expenditure from the British Family Expenditure Survey. The greater perspective of our application is discussed in section 5, where we argue that the conditions when a model with additive error arises are restrictive from an economic perspective. In particular, as an example we show that the the semiparametric specification of BCK is only compatible with a population with heterogeneous preferences if all individuals are identical (and the error is an orthogonal measurement error or the like), or a set of fairly implausible and untestable additional conditions hold. We conclude this paper with a summary.
2 Nonparametric IV Regression when Instruments and
Regressors are Gaussian
In this section we discuss the core elements of our model. In particular, we show how the additional information about the joint distribution of observables may be incorporated when discussing identification and constructing estimators in model (1.1), and characterize the large sample behavior of such an estimator.
Basic Assumptions and Notations
Throughout this paper, we assume to have i.
. . , n from the population model (1.1). This assumption can be relaxed to allow for some mixing type of dependence, but this is beyond the scope of this paper. Moreover, we focus on the case where X i ∈ R and W i ∈ R (i.e., the univariate case), but we invoke this assumption only to keep the exposition concise. In Remark 2.2 we briefly sketch how to extend our approach to the multivarite case.
The main additional assumption that we add to the specification of model (1.1) is the following: The conditional distribution of (X, W ) given Z = z is normal:
This assumption does not imply that the regression function m(x, z) itself in (1.1) is parametrically specified, only that there are certain restrictions on the joint distribution of (X, W, Z).
Moreover, we assume that Z ∈ R d is continuously distributed, but this assumption can be relaxed, see the discussion after theorem 2. This set of assumptions will be invoked without further mentioning. In Sections 2.3 and 2.4 we discuss identification and estimation under this model specification, respectively. As an illustration of the features of the model, in Section 2.5
we go one step further and assume full joint normality of (X, Z, W ). In the following section, however, we discuss first how to scrutinize the assumption of conditional normality. As we will see below, this assumption admits a test for identifiability of m and is supported in our application by the data.
To proceed, we introduce the following notation: Let µ XZW denote the joint distribution of (X, Z, W ), and let the marginal distributions be denoted in a similar fashion (e.g. µ XW
is the distribution of (X, W )). Let f XZW denote the Radon-Nikodym derivative of µ XZW with respect to Lebesgue measure (i.e., a density under our assumptions, and set
where the marginal densities are again denoted in an obvious fashion. The conditional distribution of X given Z = z is denoted by µ X|Z=z , it has density f XZ (x, z)/f Z (z), and similarly for the conditional distribution of
We denote the L 2 norm w.r.t. the probability measure µ X|Z=z by · · µ X|Z=z , and similarly for
Testing Conditional Normality
Although there is an abundance of methods to test the goodness of fit of a parametric family of distributions, tests for a parametric form of a conditional distribution are surprisingly rare.
In a recent contribution, Delgado and Stute (2008) suggest tests for parametric families of conditional distributions based on the martingale transform method. Here we propose a simple test based on comparing the L 2 distance of densities, using the bootstrap. To start with, the hypothesis needs to be specified. We want to test whether
is true. Here, f (x, w|z) denotes the joint (nonparametric) density of X, W conditional on Z = z, and f (X, W |Z; θ)) denotes the joint density of X, W conditional on Z = z under the assumption that they are normally distributed with parameter θ, depending on Z, i.e. θ = θ(Z).
The alternative is that these functions differ on a subset of the support of (X, W, Z) of positive measure. The null is equivalent to the condition that the L 2 distance of the two functions is zero. Using a nonzero and bounded weighting function a, this condition can be written as
2)
The natural sample counterpart to Γ 1 is given by
is the ratio of two standard leave-one-out nonparametric kernel density estimators (e.g.,f ( 
where φ is the density of the standard normal distribution. The asymptotic distribution of the test statistic (2.3) can be obtained using arguments as in Ait-Sahalia, Bickel and Stoker (2002), and because the large sample behavior of this test is not in the center of the paper we desist from presenting it here. Arguments for the consistency of bootstrap based procedures for the asymptotic distribution may be found there, as well as in Härdle and Mammen (1993) . The following bootstrap procedure seems natural:
5. Repeat steps 2 to 4 often enough to obtain critical values for Γ 1 .
This summarizes how to obtain a bootstrap test for conditional normality. We leave the associated large sample theory for future research, and proceed by discussing how the assumption of conditional normality simplifies things.
Identification under Conditional Normality
First, to see how an integral equation arises in model (1.1), consider the conditional expectation
The regression function m is determined as the solution of the integral equation
Thus, both the left hand side of (2.5) as well as the operator A are unknown in general and have to be estimated from the data.
Next, to understand how conditional normality helps in identifying and estimating m, assume for the moment that 6) and consider the conditional expectation operator given Z = z,
where obviously both µ X|Z=z and µ W |Z=z are the standard normal distribution for any z. Under assumption (2.6), the spectral decomposition of A z involves the Hermite polynomials and the correlation ρ(z). More precisely, consider the normalized Hermite polynomials
where ϕ(x) is the density of the standard normal distribution. The (
i.e. they form the orthonormal bases in the singular value decomposition of A z , where the singular values are given by ρ
where
is the Fourier coefficient (w.r.t. the Hermite basis), conditional on z. Then in view of (2.7),
where for all z ∈ I (or at least µ Z -almost all z ∈ I). In the general case (2.1), since all the objects µ i and σ 2 i , i = 1, 2, are identified, we can simply assume that (X, W )|Z is standardized. Thus, we obtain the following theorem giving sufficient and necessary conditions for identification under conditional normality:
Remark 2.1 In the absence of restrictions on the joint distribution of (X, W, Z), in order to achieve identification one has to require that the conditional operators A z are one-to-one for (a.e.) z or equivalently, that the singular values λ k,z , k ≥ 1, are non-zero for each z. This is clearly not a testable assumption, since it involves all the λ k,z simultaneously. Thus, even if one is not willing to assume any parametric restrictions on the joint distribution of (X, W, Z), in order to achieve identification for m (and therefore to estimate m), there are still implicit assumptions involved.
In contrast, under the (testable) assumption (2.1), one can establish identification. Suppose that ρ(z) is a nonparametric estimate of ρ(z) which does not change sign (otherwise identifiability is questionable), w.l.o.g. assume thatρ(z) > 0. For a compact interval I with high concentration of observations Z i , one can now bootstrap the distribution of inf z∈Iρ (z). If the 5% quantile of this distribution is larger than zero, the hypothesis of identification is not rejected. 
Estimation under Conditional Normality
Now let us turn to estimation under Assumption (2.1)
. Therefore, using the estimated normalized variableŝ
we can estimate β k (z) by nonparametric regression. For example, the Nadaraya-Watson esti-
,
In the following, we shall use a local linear estimator and for simplicity, restrict the following discussion to the case d = 1.
Then the estimator for β k (z) is given bŷ
and K is a kernel function and h > 0 the bandwidth.
The final estimator of m(x, z) is hence given bŷ
Here, w(·, ·) is a regularisation scheme, and M its regularisation parameter. For example, if ρ(z) = 0 for all z, one can use a simple truncation scheme (spectral cut-off)
Alternatively, the Tikhonov regularization scheme with regularization parameter α > 0 (α → 0 as n → ∞) is given by
We analyze the asymptotic behavior of this estimator under the following set of Assumptions.
Here, C > 0 is an arbitrarily large but fixed constant. 
and m is uniformly bounded by C > 0. 
Assumption 5. The kernel function K in the local linear estimators (2.9) is a bounded, symmetric probability density function, zK(z)dz
= 0, z 2 K(z)dz < ∞ and K 2 (x)dx < ∞.
The bandwidth is chosen as
Further, for compact J ⊂ R we have that for all z ∈ I, 
Identification and Estimation under Full Joint Normality
In general the eigenvalues ρ k (z) of the operator A z in section 2.3 will depend on z, and although the rate is independent of the magnitude of ρ(z), the relevant constants will strongly depend on it. Therefore, we investigate the dependence of ρ(z) on z in a particular case, namely when we have joint normality of the vector (X, W, Z). It turns out that in this important special case, ρ(z) will be constant. We shall suggest an alternative estimator under full joint normality and study its large sample behaviour.
Assume for simplicity that the (X, Z, W ) have been standardized, so that they are jointly normally distributed with mean-vector zero and covariance matrix
Then the entries in the conditional distribution (2.1) are given by
and σ 14) so that σ 1 , σ 2 and ρ are in this case independent of z. Thus, global regularization in z is reasonable in this case. Also note that identification of m is now equivalent to ρ = 0, which can easily be tested parametrically. Under joint normality, one can also give the spectral decomposition of the unconditional operator A. It is in fact easy to show that the functions
form orthonormal bases of the spaces L 2 (µ XZ ) and L 2 (µ ZW ), respectively, and
where ρ is given in (2.14). Therefore, under joint normality one can also use a double series estimator. Let
An estimator with a truncation regularisation scheme is given as follows.
where M 1 and M 2 are truncation parameters, and
Further, one can e.g. chooseρ XZ = 1 n n k=1 X k Z k , andρ ZW andρ XW are similar parametric estimators. Further,ρ,σ 1 andσ 2 are obtained by plugging these into the corresponding expressions for ρ, σ 1 and σ 2 , respectively. The convergence rates (2.11) and (2.12) also hold for this estimator. Moreover, one can give an even more global convergence result (w.r.t. the joint distribution µ XW ) under the following assumptions. 
Simulation
In this section we report the results of an extensive simulation study. We start with a scenario with conditional normality. More precisely, our simulation setup is as follows. We generate
The (X, Z, W, U ) are generated as follows. Generate a three-dimensional normal random vector The results for estimation at z 1 are presented in Tables 1 -3 , for z 2 , the results were similar though a little less good. We see that for suitably chosen truncation parameter M , the estimator performs well for all target functions m j , j = 1, 2, 3. However, if M is chosen too high, then the estimation precision decreases significantly, in particular the 0.75 and 0.95 quantiles of the distribution of the (weighted or unweighted) MISE increase. This effect is stronger for the unweighted case then for the weighted case. A similar effect can be observed for the coefficients β j (z i ). The estimates of higher order coefficients have high variance. Thus, even though the median of these estimates is reasonable, the variability becomes large, which can lead to very bad estimators in some cases if these coefficients are included. Nevertheless, since only a few (small and discrete) values of M have to be tested, a proper choice of the smoothing parameter is no problem in practice.
We also perform simulations for the Tikhonov regularization scheme, see Tables 1 -3 We use a direct plug-in rule for estimating the bandwidth, which performs reasonably well in the majority of cases, but sometimes is also much too small, so that the estimator behaves rather poorly. When applying the estimator with exogenous covariates in practice, one can of course check whether the preestimates look reasonably (and are not extremely wiggly), and therefore this problem is somewhat reduced.
We furthermore conducted simulations with a nonconstant correlation function, in order to investigate its effect, in particular concerning the uniform choice of the truncation parameter M . We chose ρ(z) = 0.6 + z 0.3, where Z ∼ B(1.5, 1.5), and considered the regression function m(x, z) = x 2 + 2, which does not depend on z (so that the same conditional function is estimated). We chose z 1 = 0.2 and z 2 = −0.2, and compared the estimation results. However, these did not differ substantially, the errors when estimating nonparametrically the functions β k (z) and ρ(z) by local linear estimation had the most effect. Further, since only small values for M are required and ρ(z) is comparatively large, the error when dividing by the small power ofρ(z i ) does not have much more effect than the error when estimatingβ k (z i ).
Finally, in a different scenario under full joint normality of (X, W, Z) we compare the performance of the estimators (2.10) (which only uses conditional normality) and (2.15) (which exploits the full joint normality). In turns out that the estimator (2.15) performs only slightly better than the estimator (2.10), even though it takes stronger advantage of the distributional properties. Thus, in practice we recommend to choose the estimator (2.10) which has less stringent distributional assumptions.
Application

Empirical Specification
Neglecting the issue of preference heterogeneity for the moment, following BCK we simply assume that the there is a relationship m between a K-vector of dependent variables Y , in our case budget shares, and total expenditure X as well as a set of exogenous regressors Z such that
holds, where W is disposable income. The reason that X is believed to be endogenous in demand analysis is that total expenditure and demand for individual goods are both believed to be parts of a general preference ordering of individuals which is partly incorporated in the error U (an example of how preference heterogeneity manifests itself in the error was given in section 2). Disposable income of individuals in contrast is believed to be exogenous, because the driving unobservables like ability are assumed to be independent of the preference orderings.
Of course, this assumption is questionable, but in this paper we follow the demand literature in assuming that this is the case. Additionally, we assume that preferences are such that they admit a sufficiently smooth demand relationship (e.g., preferences are strictly convex, with associated differentiable utility functions). We use household data, but abstract from any inter family allocation issues, which we feel is justified given the focus of this paper.
At the core of the paper is the joint normality of X and W , conditional on Z, which we argue to be a reasonable assumption in our application. Indeed, our approach aims at exploiting this knowledge about the distribution, or turned a bit more negatively, argues that even using this knowledge the situation is difficult. One advantage associated with this semiparametric element is the standard semiparametric one: It allows to mitigate the curse of dimensionality. This is however not the only feature we employ to make nonparametric analysis tractable in the high dimensional environment that we are working in. Specifically, when conditioning on household observables we use a low dimensional vector of principal components instead of the original high dimensional vector of household covariables. Like much of the demand literature we condition on some of them because we are working in a specific subpopulation, defined by household characteristics. However, in the original data there are more than 100 household covariates, many of which are discrete. Including them in an unrestricted nonparametric analysis is impossible. Instead, we have some consistency checks for our use of principal components.
In a mild abuse of notation we refer to these components from now on also as Z. We now turn to a precise description of the data.
Data Description
For our analysis we employ the British FES. Every year, the FES reports the income, expenditures, demographic composition and other characteristics of about 7,000 households. The sample surveyed represents about 0.05% of all households in the United Kingdom. The information is collected partly by interview and partly by records. Records are kept by each household member, and include an itemized list of expenditures during 14 consecutive days.
The periods of data collection are evenly spread out over the year. The information is then compiled and provides a repeated series of yearly cross-sections.
The category of goods we consider is food related, and consists of the subcategories food bought and catering, which are self explanatory. Together our food category accounts for 28% of expenditures on average. We removed outliers by excluding the upper and lower 2.5% of the population. Income is constructed as in the definition of the "household below average income study" (HBAI). It is roughly defined as net income after taxes, but including state transfers.
This is done in both data sets to define nominal income. Real income is then obtained by dividing through the retail price indices. As mentioned, we stratify the population to obtain a relatively homogeneous subpopulation, which is equivalent to controlling for the influence of discrete controls nonparametrically. Like much of the demand literature we focus on one subpopulation (namely two person households, both adults, at least one working and the head of household a white collar worker), to minimize measurement error.
Results
We first start by reporting the results for the test of conditional normality. The value of the test statistic Γ 1 is 0.13463 which corresponds to a p-value of the bootstrap distribution of 0.85.
This indicates clearly that conditional normality is not rejected. The stronger hypothesis of joint normality, however, is rejected using a standard normality test with a p-value of virtually zero.
Since our analysis is nonparametric, much of our findings can be conveniently summarized in univariate graphs. We will be particularly concerned by the following issues, all of which will be illustrated by a comparative graph: Sensitivity of our results with respect to the choice of All figures displayed up to now showed the behavior of the estimator at the center of Z distribution. With slightly varying Z, the behavior still remains acceptable. However, for Z = −0.3, the estimator shows an oscillation that is economically implausible (cf. figure 6 ).
Here it has to be taken into account that the estimator is designed for estimation in L 2 (µ X|Z=z ), The effect of correcting for endogeneity is analyzed in the following graph (figure 7), which shows a comparison of an exogenous nonparametric regression with our CNE. Moreover, an alternative way of controlling for endogeneity is displayed: control function IV. Indeed, we find only moderate evidence that correcting for endogeneity does affect the results too much.
Certainly, the downward trend in food budget shares is unambiguous and very pronounced throughout the specifications. Correcting for endogeneity does seem to have a mitigating effect on the marginal effect. This effect is perhaps most pronounced when comparing exogenous with control function IV, while our CNE is somewhere in the middle. These findings seem to suggest that our estimators are robust to misspecification. However, they are not: If instead of conditional normality we employ joint normality, much less sensible results appear, cf. figure   8 .
Indeed, we observe an implausible strong decline in food budget shares across the totexp range, which is in contradiction with virtually all findings in the literature. But then again, we already know that joint normality is rejected. We conclude that the CDE is sensitive to small changes in the specification. That this effect is not apparent when analyzing endogeneity in figure 7 is more of an indication that the effect of endogeneity is rather moderate in our application (which is in surprising contradiction to BCK, who used very similar data). How the estimator performs in a setting where the regressors are strongly endogenous remains to be determined.
Are Nonparametric IV and Heterogeneous Populations Compatible in Empirical Work?
In the previous sections, we have shown that feasible nonparametric IV techniques can be proposed and implemented even in situations where the problem at hand is severely ill-posed. Since many continuous variables in economic applications are approximately normally distributed, our results are encouraging for the applicability of this method. However, at this point we would like to raise an issue which suggests to apply these type of methods with caution and only after careful deliberation, at least in some economic applications. This issue is unobserved heterogeneity, and the related question about the identification of structural parameters in a heterogeneous population. Indeed, we will argue in this section that the mean independence restriction we employ, namely E [U |W, Z] = 0 is not likely to identify meaningful parameters of interest in a heterogeneous population.
We illustrate this issue with the model of BCK. We take their approach, because their paper is (to the best of our knowledge) the only successful attempt for application of the techniques put forward in the econometric literature on ill-posed inverse problems, and hence is most closely related to our work. Also, the point we make can be illustrated best in the semiparametric specification they suggest. But it is by no means confined to their paper, and hence is not a specific drawback of their approach. Indeed, it will become obvious that if anything the point aggravates in the entirerly nonparametric approach. Moreover, the approach put forward in our paper does not really offer a means to circumvent this problem, it (only) allows to deal with observable heterogeneity in a slightly more general fashion.
But let us sketch the problem: On individual level, BCK consider the class of preferences giving rise to following model: 
Obviously, this model is distinct from the one considered in BCK. If the population were completely identical, i.e., ∀i : h i = h, θ i = θ, these common coefficients h, θ could be estimated from the data. But in this case there were also no residual U and no endogenous regressor.
Returning to the unrestricted model defined through equation ( However, a distribution of marginal effects is not what is of interest in the nonparametric IV literature. Hence, in this section and throughout the rest of the paper, we assume that interest centers on some average or "typical" effect in a heterogeneous population. Since BCK are not explicit about this issue, we assume it is the mean value of the coefficient (denoted θ)
across the heterogeneous population
3
. From now on, for the rest of this section we will drop the subscript i on the coefficients, and assume that all variables other than the means θ vary across the population. To make life simple, we assume that the model on individual level is the less general
where θ 3 is a scalar random coefficient, i.e. h(ξ) = θ 3 ξ. In loose analogy to the semiparametric efficiency literature, we could argue that the case with general h cannot be better than the worst parametric submodel. It is easy to show that we may rewrite this model as To this end, we assume that we have instruments that are independent of unobserved preference heterogeneity. In our setup, assume that (W, Z) ⊥ θ, which corresponds also to the economic motivation BCK provide. Then, The drawback of these alternative approaches is that they employ control function methods to correct for endogeneity, i.e., they require that the control functions V be correctly specified and hence require correct specification of the relationship that defines it, e.g.,
It is the advantage of the ill-posed inverse literature that this equation need not be specified, and no risk of misspecification arises. But, as we have seen, there may be a price to pay in terms of economic foundation in a heterogeneous population.
Conclusion and Outlook
This paper is concerned with analyzing issues in the application of nonparametric IV regression models, which lead to ill-posed inverse problems for economic questions. As an example of a simple setup in which rationality restrictions and economic behavior may be analyzed we take consumer demand. We establish that the relationship between nonparametric IV models and the recently emphasized issue of unobserved heterogeneity in structural models is tenuous at best for the case of consumer demand. As such, we believe that in such a problem a nonseparable control function approach is perhaps more suitable to deal with the issues of endogeneity and preference heterogeneity (see, e.g., Lewbel (2001) or Hoderlein (2005 Hoderlein ( , 2008 ). Still, the fact that approaches like the one put forward in this paper dispense with the requirement in the control function models that one has to specify the relationship that defines the control functions (i.e., the relationship between endogeneous regressors and instruments) make these models attractive. Therefore, approaches involving nonparametric IV which lead to ill-posed inverse problems may have some scope in demand analysis if one is not too concerned about unobserved heterogeneity.
The obvious following question is then: How do these models perform in practice? As in many applications that involve continuous endogenous regressors and instruments, it is also the case in consumer demand that these are approximately normally distributed. Unfortunately, for the literature on inverse problems this is bad news, since a normal specification leads to a severely ill-posed inverse problem with very slow (in general only logarithmic) convergence rates. Moreover, an additional error is introduced when estimating the operator. To achieve the best possible performance and to construct a simple and transparent estimator, in this paper we show how knowledge of joint (conditional) normality may be incorporated when estimating these models semiparametrically, and we devise and analyze such an estimator. An interesting feature of our semiparametric approach is that it suggests a test of identification.
Both in our simulation, as well as in the application, we do find our estimator to perform reasonably well, at least when one takes into account that it is designed to provide a good fit in the center of the data (in the tails, the behavior is less satisfactory). However, the estimator turns out to be quite sensitive towards specification issues, like the choice of the truncation parameter, and to misspecification (e.g., the breakdown when wrongly assuming joint, instead of conditional normality). In particular, higher order Hermite polynomials in particular exhibit a high degree of variability. Choosing other basis functions may improve the performance of the estimator in finite sample situations, but at the cost of a more sophisticated estimator, and the precise performance still has to be investigated in our setup with continuous exogenuous covariates.
In summary, this paper has shown that estimation methods work reasonably well even in severely ill-posed problems, and as such may be a useful tool in those applications where the structural model is indeed given by a nonparametric model with additive error.
Proofs
For simplicity, we give the proof of Theorem 2 only for the conditionally normalized case (2.6).
Estimating the error when standardizing is detailed in the proof of Theorem 3, and the case of Theorem 2 is quite similar. First we prove two lemmas. 
where ρ min is as in Assumption 2. Further,
Proof. From Assumptions 2 and 3, given δ > 0 there is an n 0 such that for all n ≥ n 0 ,
Now, we have thatρ
, where ξ k,z is betweenρ(z) and ρ(z). Since |ρ(z)| > ρ min , from (6.3) we get for n ≥ n 0 with probability > 1 − δ/2,
From Assumption 3, given η > 0 we can choose n 0 so large that for n ≥ n 0 , we also have
for some C > 0 we conclude that for n ≥ n 0 ,
which proves (6.1). The proof of (6.2) proceeds along completely similar lines.
Lemma 6.2. Under the assumptions of Theorem 2, there is a C > 0 such that for any k ≥ 0
and any z ∈ I, k, but it will be enough to show that it is uniformly bounded (in z and k). To this end, we
Since m is uniformly bounded by Assumption 2, and we are under the conditionally normalized case,
Therefore, using results of Fan (1992) (Theorem 1 and Remark 1), under Assumptions 4 and 5
we have for the pointwise MSE that
where C > 0 can be chosen independently of k and z.
Proof of Theorem 2. First we prove (2.11). We have
The bias term k≥M +1 α k (z) 2 can be easily estimated using Assumption 1 as
). Now let us turn to the variance term in (6.5). We have
(6.6)
In order to bound the second term on the right in (6.6), we estimate by using (6.4) that for
where ρ is as in Assumption 2 and C > 0 does not depend on z. Thus, we also get convergence in probability with constant not depending on z.
In order to bound the first term on the right in (6.6), we estimate
We have
), where the constant in O P does not depend on z, and therefore also
where the constant in O P does not depend on z. Moreover, since the β k (z) are bounded uniformly in k and z, we furthermore get that
Combining these estimates and (6.1), we get that
where the constants do not depend on z. Therefore, we get that
), (6.7) where the constants in O P and O do not depend on z. Letting M = c log n for sufficiently small c, we get (2.11).
Remark: The additional nonparametric regression on Z does not occur in the final rate, but it occurs in the estimate (6.7) (in the term n −min (4/5, 0 ) instead of the typical n 
First consider the bias terms in (6.9). These can be estimated by using Assumption 6. as follows.
Using Assumption 7, we have for the variance
.
Hence, we get that 
We start by estimating the second term. Compute
The second term is estimated similarly as in Lemma 6.1 as follows
For the first term, we estimate using
, where the intermediate values ξ i can be chosen identically distributed. Hence,
).
Now we consider the first term in (6.10). We have
Collecting terms, this concludes the proof of Theorem 3. 
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