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0.1 Abstract
The method of computing eigenvectors from eigenvalues of submatrices can be shown as equiv-
alent to a method of computing the constraint which achieves specified stationary values of a
quadratic optimization. Similarly, we show computation of eigenvectors of an orthonormal basis
projection using eigenvalues of sub-projections.
1 Eigenvector Element Magnitude from Sub-Matrix Eigenvalues
A recent result proposed by Denton and proven by Tao showed [1]:
Let A be a Hermitian matrix of size n × n where A = QWQ∗ is its eigendecomposition having
eigenvectors qi with j
th element qij and corresponding eigenvalues wi. If Mj is the (n− 1)× (n− 1)
matrix formed by deleting the jth row and column of A where Mj = QjXjQ
∗
j with eigenvalues xjk,
then:
q∗ijqij =
∏
n
k=1;k 6=i wi − wk
∏
n−1
k=1 wi − xjk
2 Quadratic Program Constraints from Stationary Values
Previously results by Golub had shown [2]:
1. Let A be a real symmetric matrix of order n. Let c an n-vector with cTc = 1. The stationary
values of xT Ax subject to xTx = 1 and cTx = 0 are the eigenvalues of PAP where P = I− ccT.
2. If A has eigendecomposition A = QWQT with eigenvalues wi, PAP has non-zero eigenval-
ues of xk, and and Qd = c with dj the j
th element of d,then
d2j =
∏
n
k=1;k 6=j wj −wk
∏
n−1
k=1 wj − xk
This allows us to find the constraint vector c which produces a set of arbitrary stationary values
xk by the relationship Qd = c where there are two possibilities for each dj from our computation
of d2j .
1
3 Equivalence
We can show that these two results are equivalent if the Golub result is extended to accomodate
complex coefficients and we choose c = ej. In this case P = I − cc
∗ is a projection matrix which
sets the jth row and column to zero in PAP, so we can see that the eigenvalues xk are equivalent to
the xjk in the Tao result, and therefore the dj are equivalent to the qij. Thus the eigenvector element
magnitudes can be constructed by iterating through all values of c = ej.
4 Arbitrary Orthonormal Basis
The procedure above is equivalent to choosing I as the orthonormal basis for a set of constraints,
or equivalently, to form the projection matrix. We may choose any orthonormal basis C∗C = I
with columns cj forming projection matrix Pj = I − cjc
∗
j . If A = QWQ
∗, S = CQ has elements sij,
and yjk denote the nonzero eigenvalues of Pj APj, then
s∗ijsij =
∏
n
k=1;k 6=i wi −wk
∏
n−1
k=1 wi − yjk
5 Numerical Experiments
[1]: import numpy as np
[2]: n = 100
eps = 1e-10
Define a random hermitian matrix and compute the eigenvectors/values
[3]: A = np.random.random((n,n))+np.random.random((n,n))*1j
A = A+A.conj().T
w,Q = np.linalg.eigh(A)
Define the eigenvector computation function.
[4]: def fR(W,w):
'''
W: eigenvalues of submatrices (n,n-1)
w: eigenvalues of matrix (n,)
output: matrix of eigenbasis squared magnitudes (n,n)
'''
return np.prod(
w[:,np.newaxis,np.newaxis]-W[np.newaxis,:,:],
axis=2
)/np.prod(
w[:,np.newaxis]-w[np.newaxis,:]+np.eye(n),
2
axis=1
)[:,np.newaxis]
5.1 Test of Tao’s Method
[5]: W = np.asarray([
np.linalg.eigvalsh(
A[[j for j in range(n) if j!=i],:][:,[j for j in range(n) if j!=i]]
) for i in range(n)
])
R = fR(W,w)
((R-(Q*Q.conj()).T)<eps).all()
[5]: True
5.2 Test of Equivalence
[6]: C = np.eye(n)
P = [np.eye(n)-np.outer(c,c.conj()) for c in C]
W = np.asarray([
v[np.argsort(np.abs(v))[1:]]
for v in [
np.linalg.eigvalsh(np.linalg.multi_dot([p,A,p]))
for p in P
]
])
R = fR(W,w)
((R-(Q*Q.conj()).T)<eps).all()
[6]: True
5.3 Test of Arbitrary Orthonormal Basis
[7]: from scipy.stats import ortho_group
C = ortho_group.rvs(n)
P = [np.eye(n)-np.outer(c,c.conj()) for c in C]
W = np.asarray([
v[np.argsort(np.abs(v))[1:]]
for v in [
np.linalg.eigvalsh(np.linalg.multi_dot([p,A,p]))
for p in P
]
])
3
R = fR(W,w)
S = np.dot(C,Q)
((R-(S*S.conj()).T)<eps).all()
[7]: True
6 Discussion
We have shown equivalence of the methods of Denton-Tao and Golub for computing eigenvec-
tor element magnitudes from eigenvalues resulting from row-column eliminations, and shown a
generalization of these relationships to projections composed from an arbitrary orthonormal ba-
sis. We have produced program code to test these methods, and provided evidence by computing
results of randomized inputs.
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