Abstract. A fairly general class of nonlinear evolution equations with a self-adjoint or non self-adjoint linear operator is considered, and a family of approximate inertial manifolds (AIMs) is constructed. Two cases are considered: when the spectral gap condition (SGC) is not satisfied and an exact inertial manifold is not known to exist the construction is such that the AIMs have exponential order, while when the SGC is satisfied (and hence there exists an exact inertial manifold) the construction is such that the AIMs converge exponentially to the exact inertial manifold.
Introduction
In the study of the long term behavior of solutions of a dissipative nonlinear evolution system, one encounters the so-called global (or universal) attractor, which is a compact invariant set with finite Hausdorff or fractal dimension and which attracts all orbits of the system uniformly for initial conditions on a given bounded set. Usually, such attractors have complicated geometric and dynamical structures and are responsible for the chaotic motion of the system once the orbits tend to wander around the complicated attractors. Such chaotic behavior makes the system extremely sensitive to perturbations, which brings difficulties to any attempt to understand the system by approximating it by a simpler problem. This is particularly crucial, for instance, in numerical methods, where the truncation of an infinite dimensional system to a finite dimensional one is often one of the major sources of errors.
The concept of inertial manifold introduced by Foias, Sell & Temam [9, 10] is an important development in the study of systems with a complicated attractor since it reduces an infinite dimensional problem to a finite dimensional one without introducing any error. We recall that an inertial manifold is a smooth (at least Lipschitz) finite dimensional manifold of the phase space that is positively invariant, contains the universal attractor, and attracts exponentially all orbits uniformly for initial conditions on a given bounded set. The restriction of the system to the positively invariant inertial manifold is called the inertial form, which contains all the relevant informations about the long term behavior of the system.
Since the reduction from an infinite dimensional system with an inertial manifold to its finite dimensional inertial form does not introduce any error, approximation schemes based on the theory of inertial manifolds are expected to significantly improve over the usual schemes. It was in this direction that the concept of approximate inertial manifold was introduced by Foias, Manley & Temam [7, 8] . An approximate inertial manifold (AIM) is a smooth finite dimensional manifold of the phase space which attracts all orbits to a thin neighborhood of it in a finite time uniform for initial conditions on a given bounded set. In particular, this neighborhood contains the universal attractor. We say that an AIM has order η when its associated neighborhood has width η.
Usually, the AIMs are simple algebraic sets and are useful when an inertial manifold is not known to exist, or when an explicit representation for the inertial manifold is not available, or simply when the dimension of the inertial manifold is too high and we want an approximation by a lower finite dimensional system. Moreover, the AIMs can be obtained without the restrictive spectral gap condition used to prove the existence of inertial manifolds.
The first AIM was introduced by Foias, Manley & Temam [7, 8] in the context of the 2D Navier-Stokes equations and it has since then been called the FMT manifold. Its order was estimated to be
where λ n is the n th distinct eigenvalue of the Stokes operator. Many articles have studied numerical schemes based on the FMT manifold and have shown that such schemes can indeed give better results than the classical schemes. See for instance Chen & Temam [1] , Debussche, Dubois & Temam [2] , Jaberteau, Rosier & Temam [14] , Jolly, Kevrekidis & Titi [15] , and Marion & Temam [19] , and the references therein.
Although the point of view was different, another manifold was introduced by Foias & Temam in [12] which is similar to the approximate inertial manifold M 2 in [23] (see below). The manifold in [12] was also introduced in meteorology in relation with the concept of slow manifolds (see Machenhauer [17] , Tribbia [26] , and Debussche & Temam [3] ). This manifold and other related ones have been studied as approximate inertial manifolds by Foias, Jolly, Kevrekidis, Sell & Titi in [6] .
Since then, other AIMs have been introduced in an attempt to improve over the order of these manifolds; see for instance Debussche & Temam [4] , Demengel & Ghidaglia [5] , Foias & Temam [13] , Foias, Sell & Titi [11] , Sell [21] , Temam [23, 24] , and Titi [25] . In Temam [24] , a finite family
in his notation) of AIMs was constructed with each of the AIMs of order
This same order was also obtained in Temam [23] for now an infinite family {M j } +∞ j=0
of AIMs. However, the constants K j in both families grow very quickly with j (faster then λ j n ). Then, Foias & Temam [13] constructed another family {M j } +∞ j=0 with order
with δ positive, so that the manifolds are of exponential order with respect to j and λ n . Here, the manifolds are not graphs as the previous ones, but more complicated level sets of algebraic or analytic sets. In Foias, Manley & Temam [7, 8] , a single AIM was obtained which has exponential order with respect to λ n , but the method was not constructive. Finally, Debussche & Temam [4] obtained by a constructive method a family of AIMs with exponential order with respect to j and λ 1−α n with α less than 1 for general abstract semilinear evolution equations. Their idea was to approximate the map used in the Lyapunov-Perron method to prove the existence of inertial manifolds. In this way they also obtained the convergence of the AIMs to the exact inertial manifold when the spectral gap condition is satisfied.
Our aim in this work is to present an easier construction of another family which has also exponential order with respect to j and λ 1−α n , and converges even exponentially to the exact inertial manifold when the spectral gap condition is satisfied. Our construction is based on a variation of the Lyapunov-Perron method and is somehow simpler since we do not have to approximate an ordinary differential equation as done by Debussche & Temam. Our hypotheses are then less involved.
The framework used here is the same as that considered by Debussche & Temam [4] , so that the present construction can be applied to all the examples considered there with a self-adjoint or a non self-adjoint linear operator. This includes the Navier-Stokes, Kuramoto-Sivashinsky, Cahn-Hilliard, and reaction-diffusion equations, as well as equations in meteorology and the laser equation considered by Demengel & Ghidaglia [5] .
The article is organized as follows. In section 2, we introduce the notation and make the basic assumptions, as well as recall the variation of the Lyapunov-Perron method on which the construction is based. In section 3, we show exactly how the AIMs are constructed. Section 4 is devoted to the approximation of the attractor by the AIMs when the spectral gap condition is not satisfied. And finally in section 5 we assume the spectral gap condition is satisfied and prove that the AIMs converge to the exact inertial manifold, and we also show how the AIMs can be constructed so that the convergence to the exact inertial manifold is exponential.
After this paper was completed, M. S. Jolly pointed out to us a computational advantage of the present approach over the approach in [4] . This will be presented and developed in an article in preparation [16] .
Preliminaries

Basic Assumptions.
We consider an abstract evolution equation of the form
in a Banach space E, where f is assumed to be continuous from a Banach space E into another Banach space F , with
the injections being continuous, and each space dense in the following one. The norms on E, F and E are denoted respectively by | · | E , | · | F and | · | E .
We assume that −A generates a strongly continuous semigroup {e −tA } t≥0 of bounded operators on E such that
and that there exist two sequences of numbers {λ n } n∈I N , {Λ n } n∈I N , with 0 < λ n ≤ Λ n , for all n ∈ IN , and a sequence {P n } n∈I N of finite dimensional projectors, such that if Q n = I − P n , then the following exponential dichotomies hold:
• P n E is invariant under e −tA , for t ≥ 0, and {e −tA } t≥0 can be extended to a strongly continuous group {e −tA P n } t∈I R of bounded operators on P n E with
and
• Q n E is positively invariant under e −tA , for t ≥ 0, with
where K 1 , K 2 ≥ 1, and 0 ≤ α < 1. We also assume that the nonlinear term f is globally Lipschitz continuous, and we let M 1 > 0 be its Lipschitz constant, so that
From (2.4), we find that
for some M 0 ≥ 0. We assume furthermore that equation (2.1) defines a continuous semiflow {S(t)} t≥0 in E, given by S(t)u 0 = u(t), where u = u(t) is the mild solution of (2.1) defined through the variation of constants formula:
The above assumptions are basic and will be assumed throughout the paper. We finally set
Remark 2.1. In general in applications the nonlinear term f is only Lipschitz on bounded sets. In this case it is assumed that the evolution equation possesses an absorbing set so that the nonlinear term can be truncated outside the absorbing set to become globally Lipschitz, giving rise to the so-called prepared equation. We can then consider the construction of the AIMs based on the prepared equation, which contains all the informations about the long term behavior of the original system.
Existence of an exact inertial manifold.
There are a number of methods available in the literature to prove the existence of inertial manifolds, but all of them obtain the manifold as a graph of a function from a finite dimensional subspace of the phase space into a complementary infinite dimensional subspace, and they are all based on variations of either the geometric ideas of Hadamard or the analytic approach of Lyapunov and Perron. We describe here the method used in Rosa & Temam [20] , which is based on a variation of the Lyapunov-Perron method.
As usual, the inertial manifold is obtained under the so-called spectral gap condition, which in our case has the form 6) for some n ∈ IN . Thanks to (2.6), we can find σ such that
Now, if u = u(t), t ∈ IR, is a global solution of (2.1), then we can write, using that {e −tA P n } t∈I R is a group,
for any τ < t < 0. Then, if u is such that |u(t)| E = 0(e −σt ), as t → −∞, for some σ, we find using (2.3) that
as τ → −∞. Hence, if σ is such that Λ n > σ, we can let τ → −∞ above to find that
for all t < 0, where u 0 = u(0). This motivates the definition of the space
which is a Banach space when endowed with the norm · σ , and the definition of the map
for ϕ ∈ F σ and y ∈ P n E. We have then that formally u = u(t) is a fixed point of T (·, P n u 0 ). It turns out that for σ satisfying (2.7), the map T is well defined from F σ × P n E into F σ , and is a strict contraction in F σ , uniformly in P n E, with
where
We also have that
From (2.10) and (2.11), we deduce that for each y ∈ P n E, there is one and only one ϕ(y) ∈ F σ such that T (ϕ(y), y) = ϕ(y), and then by (2.12) we see that
As expected, ϕ(y) is a "backward" solution of (2.1), and we define then a manifold M as a graph, M = graph Φ, of a function Φ : P n E → Q n E defined by Φ(y) = Q n ϕ(y)(0), ∀ y ∈ P n E.
So q = Φ(y) is defined as the unique element in Q n E such that y + q belongs to a complete orbit which does not grow faster than a constant times e −σt , as t → −∞, for any σ satisfying (2.7). This characterization gives immediately that M is positively and negatively invariant for {S(t)} t≥0 , and then that
where y = y(t; y 0 ) solves in (−∞, 0] :
We also have that Φ is Lipschitz continuous:
for all σ satisfying (2.7).
In order to show that M attracts exponentially all orbits, we use (2.6) and consider σ such that
We consider then the manifolds
One can prove that those manifolds are indeed graphs,
for all σ satisfying (2.7). For σ satisfying (2.18), we have that 19) and then that , < 1. Thus, one can show that we have a continuous foliation E = v 0 ∈M N v 0 , and hence that for any u 0 ∈ E, there is a v 0 ∈ M such that
which shows that M attracts exponentially all orbits, and hence that M is an inertial manifold for {S(t)} t≥0 .
For further details and the proofs, see Rosa & Temam [20] .
Construction of the Approximate Inertial Manifolds.
The construction of the approximate inertial manifolds is based on the Picard iterations of the map T introduced in Section 2. Since we aim for a construction that can be numerically implemented, we shall consider, in the Picard iterations, only functions which are piecewise constant with a finite number of discontinuities, so that we can construct the manifolds in a finite number of steps and with a formula involving only summations rather than integrals. Such piecewise constant functions are expected to approximate each orbit lying on the inertial manifold (or on the attractor, in case the spectral gap condition is not satisfied).
More precisely, we consider the spacẽ
with a finite number of discontinuities .
Given τ > 0 and a nonnegative integer N , we then define for ψ ∈F, y ∈ P n E, and fixed n ∈ IN , the piecewise constant function given by
Note since ψ ∈F is piecewise constant with a finite number of discontinuities the expression (3.1) for T N τ (ψ, y 0 ) can be written as a finite sum without integrals, which is then well-suited for numerical implementation. An explicit formula for (3.1) in terms only of sums is given in (3.6) and (3.7) below.
Note also that formally
so that the map T N t can be regarded as a sort of "projection" of T into the space of piecewise constant functions.
We then construct a family {M n,j } j∈I N of manifolds as follows. We take two sequences {τ j } j∈I N , τ j > 0, and
Define by recursion
3)
for j = 1, 2, . . . . Clearly, ϕ j ∈F, for all j = 0, 1, . . . . For notational purposes, we will consider τ 0 and N 0 , but their value are not relevant since ϕ 0 (y 0 ) is a constant equal to P n y 0 .
Set then
for j = 0, 1, . . . , so that the manifolds take the form
Note that Φ n,j is a map from P n E into Q n E, so that M n,j has the dimension of P n E. However, we still have to prove under which conditions on {τ j } j and {N j } j the maps Φ n,j are Lipschitz continuous, so that the M n,j 's are really topological submanifolds of E. We will consider basically two cases for the sequences {τ j } j and {N j } j , depending on whether the spectral gap condition is satisfied or not. In the first case, when the spectral gap condition is not satisfied, we will require in particular that N j τ j ≤ N j−1 τ j−1 , for j ≥ 1; while in the second case, when the spectral gap condition is satisfied, we will consider sequences such that N j τ j → +∞ as j → +∞.
In any case, since the approximate orbits are piecewise constant, we can give a more explicit formula for the recursion (3.3). We start by defining the sequences
where k is a nonnegative integer defined by
otherwise. Now, since the ϕ j−1 (y 0 )'s are constant, we can explicitly calculate the integrals above. For instance, in case A is invertible, we obtain
For the case when kτ j ≥ N j−1 τ j−1 , the formula is simpler; it reduces to
Note that the maps T N τ and the "approximate orbits" ϕ j (y 0 ) depend on n ∈ IN , but for notational simplicity we do not write this dependence explicitly. Similarly the sequences {τ j } j and {N j } j also depend on n and can be different for different n. The actual family of manifolds is then a two parameter family {M n,j } n,j .
The first manifold M n,0 of the family {M n,j } j for fixed n ∈ IN is given by the graph of Φ n,0 (y) = Q n ϕ 0 0 (y) = 0, so that M n,0 is the flat manifold, while the second manifold, M n,1 , is given by the graph of Φ n,1 (y) = A −1 Q n f (y), so that M n,1 is the FMT manifold first introduced by Foias, Manley & Temam [7, 8] .
For a more elaborate approximate inertial manifold of higher order, we can consider N 1 = 1 and τ 1 = τ > 0 fixed. In this case, we have
and then
which gives a manifold M n,2 = graph Φ n,2 .
Of course, instead of (3.1), other approximations of the map T can be considered.
Approximation of the Attractor.
In this section, we are interested in the approximation of the attractor when the spectral gap condition (2.6) is not assumed to be satisfied. This situation is typical when an inertial manifold is not known to exist; or when a high dimensional inertial manifold exists, but we are interested in the approximation by lower dimensional manifolds.
We assume then the existence of the universal attractor for (2.1), denoted by A, and we let u(·; u 0 ) be the global trajectory through a point u 0 ∈ A, i.e., u(·; u 0 ) solves (2.1) in IR with u(0; u 0 ) = u 0 . We assume that the attractor is regular in the sense that the time derivative ∂ t u(t; u 0 ) exists for all t ∈ IR and all u 0 ∈ A, and is uniformly bounded in E, i.e.,
for some constant β 1 > 0. As noted in Remark 2.1, we can assume that the nonlinear term has been truncated outside an absorbing ball, in the vicinity of the attractor, so that it becomes bounded. We let then M 2 be such that
Finally, we assume that
for some β 2 > 0.
For notational purposes, we will consider, for any T ≥ 0 and σ ≥ 0, the seminorm
defined for ψ in F σ or inF. Now, we start by obtaining estimates for some integrals that will appear throughout this section.
Lemma 4.1. Let N and k be nonnegative integers such that 0 ≤ k ≤ N . Let τ > 0 and t ≤ −kτ . Let also σ be such that λ n ≤ σ ≤ Λ n for a fixed n ∈ IN . Then 6) and
Proof : First, we have
where we changed variables; r = kτ + s. This proves (4.5).
For (4.6), we change variables to r = −kτ − s to find
Finally, for (4.7), we use the change of variables r = −N τ − s to obtain
But t ≤ −kτ , so that
which proves (4.7).
Let us now obtain conditions that guarantee the Lipschitz continuity of Φ n,j . We start with a Lemma. 
then, for any y 0 ∈ P n E,
Proof . For an integer k, 0 ≤ k ≤ N , and t such that
−kτ e −λ n (−kτ −s) e −σs ds
Hence, using (4.5), (4.6) and (4.7), we obtain
Now, by assumption (4.8), we find, for any s ≤ 0,
Insert (4.10) into (4.9) to obtain
for all t ≤ 0, which proves the Lemma.
Lemma 4.3. Let σ be such that λ n ≤ σ ≤ Λ n for a fixed n ∈ IN . If the sequences {τ j } j and {N j } j are such that
for all j ∈ IN and some η > 0, then
and in particular
13)
for all y 1 , y 2 ∈ P n E, and all j ∈ IN . Hence M n,j = graph Φ n,j is a Lipschitz topological submanifold of E with the same finite dimension of P n E. Proof . Let y 1 , y 2 ∈ P n E, and assume (4.11) holds and λ n ≤ σ ≤ Λ n . By definition, we have, for j ∈ N,
(4.14)
From (3.1), we find that
for t ≤ 0, and an integer k,
We now apply Lemma 4.2 with T = N j−1 τ j−1 ; (4.8) is satisfied since ϕ j−1 is constant for t ≤ N j−1 τ j−1 . Hence upon using (4.11) we find
Insert then (4.15) and (4.16) into (4.14) to obtain
for j ∈ IN . Iterate the inequality above to find
Since ϕ 0 (y i )(t) = P n y i , for i = 1, 2 and for all t ≤ 0, we see that
for all j ∈ IN , and all y 1 , y 2 ∈ P n E, which proves (4.12). The other assertions follow easily from (4.12).
We are now interested in estimating the distance from the manifolds M n,j to the attractor. We start then by analyzing how the map T N τ brings elements inF closer to the orbits on the attractor. Lemma 4.4. Let N be a nonnegative integer, and let τ > 0. Assume λ n ≤ σ ≤ Λ n for a fixed n ∈ N. Then for any ψ ∈F, we have
17)
for all u 0 ∈ A.
Since A is invariant and bounded in E, we have u(t; u 0 ) uniformly bounded in t, so that we can proceed as in (2.8) to find that
Using (4.18) and the definition of T N τ , we find
Hence, using (4.2),
Then, using (4.2), and (4.5), (4.6) and (4.7),
which gives (4.17) and completes the proof. We can now use (4.17) to estimate the distance from each "approximate orbit" ϕ j (P n u 0 ) to the orbit u(·; u 0 ) on the attractor. We do this by assuming that the sequences {τ j } j and {N j } j are such that N j τ j ≤ N j−1 τ j−1 and
for all j ∈ IN , and for some δ > 0. We then have from (4.17) and the definition (3.3) of ϕ j that
Iterate this inequality to find
We finally note that ϕ 0 (P n u 0 ) ≡ P n u 0 , so that
where we used that A is invariant and compact. Now, by inserting (4.20) into (4.19), we prove the following result:
Lemma 4.5. If N j τ j ≤ N j−1 τ j−1 and
for all j ∈ IN , and some δ > 0, then
for all u 0 ∈ A, and where σ is such that λ n ≤ σ ≤ Λ n .
We are now able to prove our first main result:
Theorem 4.6. Assume that the hypotheses (4.1), (4.2) and (4.3) hold, as well as the hypotheses made in subsection 2.1. Assume also that n ∈ IN is fixed such that
for some c 0 ≥ 2M 1 K 2 (1 + γ α ), and let c 1 > 0 be small enough such that
Let now c 2 be a constant such that 0 < c 2 ≤ c 1 , and let a n , b n be such that 25) which is possible thanks to (4.22) .
If the sequences {τ j } j∈I N and {N j } j∈I N are such that
for j = 1, 2, . . . , J, for some J ∈ IN , and some c 3 > 0 and γ, 0 < γ < 1, then M n,j = graph Φ n,j is a finite dimensional Lipschitz submanifold of E such that
for j = 1, 2, . . . , J.
Proof . In view of (4.26), we see that (4.21) holds with
Hence, from Lemma 4.5, we find
for j = 1, 2, . . . , J, where σ is such that λ n ≤ σ ≤ Λ n . Now, from (4.22), (4.27), (4.24), (4.3) and (4.23), we see that
Moreover, since σ ≥ λ n and N j τ j ≥ c 2 λ −α n , we obtain
Also, from (4.28) and the assumption that 0 < γ < 1, we have
Insert now (4.32) and (4.33) into (4.30) to obtain (4.29).
For the Lipschitz continuity of Φ n,j , note by (4.27) that for any σ, λ n ≤ σ ≤ Λ n , we have
so that by (4.25),
which together with (4.31) and (4.26) implies that (4.11) is satisfied for some η < 1. Therefore, Lemma 4.3 holds and gives the Lipschitz continuity of Φ n,j .
Remark 4.7. Theorem 4.6 gives an estimate for the distance from the manifold M n,j = graph Φ n,j to the universal attractor A which is exponential in both j and λ 1−α n . Since ε < 1/2, we have for j = j(n) large enough depending on n:
where we set M n = M n,j(n) . We also have that the orbits are in a thin (provided λ 1−α n is large) neighborhood of M n after a finite time uniform for initial conditions on bounded subsets of E. More precisely, given a bounded subset B of E, there exists a time T = T (B) such that
for all t ≥ T (B), and for all u 0 ∈ B. This is a direct consequence of (4.34) and the fact that A is a universal attractor and hence attracts uniformly all bounded subsets of E. Therefore, M n can be regarded as an approximate inertial manifold in the sense described in the Introduction. In applications, estimate (4.35) implies that the family {M n } n is of exponential order with respect to its dimension (or to some power of its dimension).
Remark 4.8. Usually in applications the constants M 1 , M 2 , K 1 and K 2 introduced in subsection 2.1 contain physical parameters relevant to the physical system modelled by a particular evolution equation of the form (2.1). It is therefore appropriate to estimate for instance (4.22), (4.29) and (4.34) in terms of M 1 , M 2 , K 1 and K 2 . We can do this by taking for instance
, (4.37) so that ε = 1/3 in (4.23). Then for simplicity we take c 2 = c 1 , c 3 = 1 and γ = 1/2, so that (4.29) becomes
Then, for j = j(n) large enough we find for the manifolds
Note that j = j(n) can also be computed in terms of the physical constants.
Remark 4.9. We can also consider for fixed j ∈ IN the family of manifolds {M n,j } n . One can show then that this family is of algebraic order with respect to λ 1−α n (up to a logarithmic term). More precisely, let
which are the terms containing the physical constants. Then choose
and take c 0 = λ
1/2 }, and for simplicity take c 2 = c 1 , c 3 = 1 and γ = 1/2. Note that the conditions and estimates in Theorem 4.6 are for arbitrary but fixed n, so that c 0 , c 1 and c 2 can depend on n as long as (4.22), (4.23) and (4.24) remain valid.
If we consider n large enough such that
and
then one can show that c 0 ≥ 2µ 1 K 1 (1 + γ α ), ε ≤ µ 1 c 1 = 1/3, and then that
which is of the order of 1/λ
(1−α)j n up to the logarithmic term. Estimate (4.44) is to be compared to the estimates obtained for the AIMs constructed in Temam [19, 20] of order
where the constants K j involve factorials of j and grow faster than λ j/2 n , which is not the case here. Recall that the AIMs in [19, 20] are for the 2D Navier-Stokes equation, in which case we can take α = 1/2. ) is no longer necessary, so that we can take a n = c 2 and b n = c 1 in (4.27) and that c 0 in (4.22) need not be larger than or equal to 2M 1 K 2 (1 + γ α ). Moreover, estimate (4.29) becomes
The difference is in the last term which is half of the corresponding term in (4.29). Remarks similar to those in (4.7), (4.8) and (4.9) also apply to the family {M n,j }.
Convergence of the Approximate Inertial Manifolds
Our aim in the present section is to consider the case when the spectral gap condition is satisfied, and hence that an inertial manifold exists, and to address the question of the convergence to the exact inertial manifold of the approximate inertial manifolds introduced in section 3. We will study in what sense and under which conditions on the sequences {τ j } j and {N j } j the convergence takes place.
We assume then that the spectral gap condition (2.6) is satisfied so that, as described in section 2, an inertial manifold M = graph Φ, Φ : P n E → Q n E, exists. We let ϕ(y 0 ) denote the backward solution of (2.1) that passes through y 0 + Φ(y 0 ) ∈ M at time t = 0, and assume that all the results and estimates described in section 2 and concerning ϕ = ϕ(y 0 ) hold.
Since P n is a finite dimensional projector, AP n is a bounded linear operator, and we assume then that its norm is bounded as
for some K 3 ≥ 0 independent of n.
Since n ∈ IN is fixed for a fixed inertial manifold M = graph Φ, Φ : P n E → Q n E, we write the family {M n,j } j of AIMs simply as {M j } j , where the index n is understood. Similarly, we write simply Φ j for Φ n,j .
Regularity of the AIMs.
When the spectral gap condition is satisfied, the Lipschitz continuity of the AIMs is not difficult to obtain: Lemma 5.1. Let σ satisfy (2.7) for a fixed n ∈ IN . Then 2) and in particular
for all y 1 , y 2 ∈ P n E, and all j ∈ IN . Hence, M j = graph Φ j is a finite dimensional topological submanifold of E.
Proof. By comparing the definition of T N τ to that of T , it becomes clear that estimate (2.10) also holds for T N τ . More precisely, we have
for all ψ 1 , ψ 2 ∈F and all y ∈ P n E, where N is any nonnegative integer, τ > 0 and θ n,σ is as in (2.11) . Therefore, for y 1 , y 2 ∈ P n E, and j ∈ IN , we have
But as in (4.15), we again have
which gives
By iterating (5.5), we obtain
Since also
we find
Since θ n,σ < 1, estimate (5.6) readily implies (5.2). Estimate (5.3) is a direct consequence of (5.2) since Φ j (y) = ϕ j 0 (y) = ϕ j (y)(0), for all y ∈ P n E. Since P n is a finite dimensional projector, we deduce finally that M j = graph Φ j is a finite dimensional Lipschitz submanifold of E.
Convergence of the AIMs.
We need first an estimate on the derivative of the exact solutions that lie on the inertial manifold:
Lemma 5.2. Let n ∈ IN be fixed so that the spectral gap condition (2.6) is satisfied. For t < 0 and τ such that 0 ≤ τ ≤ −t, we have then
for all y 0 ∈ P n E, where
and σ satisfies (2.7). Proof. Fix y 0 ∈ P n E and let y(t) = P n ϕ(y 0 )(t), for t ≤ 0. It follows from (2.15) and (2.16) that
Hence, using (5.1), (2.2) and (2.5),
Now, for t < 0 and 0 ≤ τ ≤ |t|, we find using (2.15) and the fact that Φ has Lipschitz constant less than 1,
for some t * , t ≤ t * ≤ t + τ . Hence using the estimate above,
Therefore, using (2.14) and the fact t ≤ t * we obtain (5.7). We now study how the map T N τ brings elements inF closer to the orbits on the inertial manifold:
Lemma 5.3. Let N be a nonnegative integer and τ > 0, and assume σ and σ 0 satisfy (2.7) for a fixed n ∈ IN with σ 0 < σ. Then for all y 0 ∈ P n E and all ψ ∈F, we have
where β n,σ and β n,σ 0 are as in Lemma 5.2. Proof . For −N τ < t ≤ 0, we let k be an integer such that −(k + 1)τ < t ≤ −kτ , so that we have
Hence, using Lemma 5.2 and the fact that t ≤ −kτ , we obtain
Since ϕ(y 0 )(−kτ ) = T (ϕ(y 0 ), y 0 )(−kτ ), which is formally T N τ (ϕ(y 0 ), y 0 )(−kτ ), one can easily show as in (5.4) or (2.11) that 9) so that the previous estimate becomes 10) for −N τ < t ≤ 0. Now, for t ≤ −N τ , we find using Lemma 5.2 with σ 0 instead of σ,
Clearly, (5.9) also holds for k = N , so that (5.11) becomes e σt |ϕ(y 0 )(t) − T We are now able to estimate the distance from the "approximate orbits" ϕ j (y 0 ) to the exact orbits ϕ(y 0 ) as follows. But from (2.14) and the fact that ϕ 0 (y 0 ) = P n y 0 , we have ϕ(y 0 )−ϕ 0 (y 0 ) σ ≤ ϕ(y 0 ) σ + P n y 0 σ
so that (5.13) follows. Thanks to Proposition 5.4, we can obtain the convergence of the manifolds M j = graph Φ j to the inertial manifold M = graph Φ in a suitable topology. The topology that we consider is that defined by the metric d(Φ, Φ j ) = sup
We have then:
Theorem 5.5. Assume that (5.1) holds, as well as the assumptions made in subsection 2.1 and the spectral gap condition (2.6). Assume also that the sequences {τ j } j and {N j } j are such that τ j → 0, and N j τ j → +∞, as j → +∞. Then d(Φ, Φ j ) → 0, as j → +∞, and the manifolds M j = graph Φ j are finite dimensional Lipschitz submanifolds of E. Proof . As noticed in subsection 2.2, the spectral gap condition (2.6) implies the existence of a σ satisfying (2.7) and for which θ n,σ < 1. The result follows then directly from Proposition 5.4 by noting that Φ(y 0 ) = Q n ϕ(y 0 )(0) and Φ j (y 0 ) = Q n ϕ j (y 0 )(0). We also have a stronger result, namely an exponential convergence if the sequences {τ j } j and {N j } j are chosen appropriately: Theorem 5.6. Assume that (5.1) holds, as well as the assumptions made in subsection 2.1 and the spectral gap condition (2.6). Assume also that the sequences {τ j } j and {N j } j are chosen so that 0 < τ j ≤ c 1 γ j θ j n,σ , ∀ j ∈ IN , (5.14)
with θ n,σ as defined in (2.11) , and Proof . First note that θ n,σ < 1 for σ satisfying (2.7) (see (2.11) ). Then the result follows from Proposition 5.4 by treating the sums in (5.13) as follows. We use (5.14) to obtain Remark 5.9. Debussche & Temam [4] have also constructed a family of AIMs converging to the exact inertial manifold, but the convergence was not proven to be exponential, in part probably because they have to approximate an ordinary differential equation which is not involved in our construction (see Remark 4.1(i) in [4] ).
Remark 5.10. It is easy to estimate the constants c 3 and c 4 in (5.16) in terms of the parameters of the problem. For instance, we can choose σ 0 and then c 2 such that e −(σ−σ 0 )c 2 ≤ θ n,σ , and find then that d(Φ, Φ j ) is of the order of θ j/2 n,σ .
Remark 5.11. In case θ n,σ is too small or cannot be estimated, we can relax condition (5.14) to read 0 < τ j ≤ c 1 γ j j , ∀j ∈ N, (5.20)
for some 0 < < 1. In this case, (5.16) still holds, but with a bigger constant c 4 if θ n,σ < .
Remark 5.12. In case the nonlinear term is C 1 , it can be further proved that the AIMs are of class C 1 and converge in the C 1 norm on bounded sets to the exact inertial manifold. In case the derivative of the nonlinear term is Hölder continuous, the AIMs can be chosen so that the C 1 convergence is exponential. This result will be presented elsewhere.
