Comparing the spatial distribution of two spatial point patterns is an important issue in many scientific areas such as ecology, epidemiology or environmental risk assessment. However, up to date, the analysis of multitype point processes has been mainly focused on searching for interactions between events of different patterns, i.e. on the second-order structure, while the first-order structure has received less attention. This work proposes testing the similarity between two spatial point patterns through the comparison of their densities of event locations. For this purpose, we consider the usual squared discrepancy measure to propose a nonparametric statistical test. The asymptotic normal distribution of the associated statistic provides a calibration procedure. The simulation study conducted to analyze the performance of the test shows that this calibration can be too conservative and supports the use of a proposed bootstrap calibration. The performance of the test is also illustrated throughout its application to the analysis of the spatial patterns of wildfires registered in Galicia (NW Spain) during 2006.
Introduction
A common question in the analysis of multitype spatial point processes is whether two types of events have the same spatial structure. This ques-tion can arise in different scientific contexts such as ecology, where we can compare the spatial distribution of several species in a given region, in the analysis of environmental risks, where we can wonder if the spatial distribution of arson and natural wildfires is the same, or in epidemiology, where the spatial patterns of disease cases are compared with the population at risk. However, up to date the analysis of multitype point processes has been mainly focused on testing for interactions between spatial patterns through Monte Carlo tests based on second-order characteristics such as the K-cross and the mark correlation functions (Diggle, 2013; Ripley, 1981) . For instance, these techniques have been widely used to search for relationships between different types of wildfires (Fuentes-Santos et al., 2013; Hering et al., 2009; Juan et al., 2012) , or to analyze species distribution in plant ecology (Fibich et al., 2016; Getzin et al., 2008; Perry et al., 2006) .
A spatial point process is a stochastic process governing the location of a random number of events, X = {x 1 , . . . , x N }, irregularly placed in a planar region W ⊂ R 2 . If each event has associated any measure or mark, we have a marked point process. A multitype point process is a marked point process with categorical marks that define different groups or types of events (Diggle, 2013) . Throughout this paper, point processes and patterns are denoted in bold capitals, and events are denoted in bold. The firstorder intensity function (Diggle, 2013; Illian et al., 2008) , which measures the expected number of events per unit area, is defined as follows
where |dx| and N (dx) denote the area and the number of events of X in dx.
The first-order intensity function is crucial to describe the spatial distribution of events in a spatial point process, in particular, λ(·) characterizes the distribution of spatial Poisson point processes. The dependence structure of univariate and multitype point processes is characterized by second-order functions such as the K-function K(r), which measures the expected number of further events within distance r of an arbitrary event in a given point process (Ripley, 1977) , and the K-cross function K ij (r), which measures the expected number of type j events within distance r of an arbitrary type i event (Ripley, 1981) .
Two spatial point patterns with the same spatial structure can be seen as the type i and type j patterns of a random labeled bivariate point process, or as independent realizations of a point process, in both cases their K-functions are equal, K i (r) = K j (r) (Diggle, 2013; Ripley, 1977) . This property suggests using nonparametric tests based on these second-oder characteristics to check the similarity between two observed patterns (Hahn, 2012) . However, differences between the K-functions of two inhomogeneous spatial point patterns can reflect differences in the first-order intensities or in the dependence structure. On the other hand, recent studies have introduced area-based tests (Alba-Fernández et al., 2016; Andresen, 2009) , which count the number of events within predefined spatial units (e.g. quadrants, space-filling curves) to measure local and global discrepancies between two observed point patterns.
A natural way to test whether two spatial point patterns have the same spatial structure should be through comparison of first-order properties, since these properties describe the spatial distribution of events in the observation domain. In this line, Kelsall and Diggle (1995) proposed a kernel estimator for relative risk functions, defined as the ratio between the first-order intensities of disease cases and a control population. They also considered associated surface p-values of tolerance contours based on Monte Carlo simulations of the null hypothesis of equal spatial distribution of disease cases and controls, including a global Monte Carlo homogeneity test. Davies and Hazelton (2010) introduced an adaptive kernel estimator of the relative risk function, which is asymptotically normal, and provides tolerance contours without the need of Monte Carlo simulations.
The main aim of this work is to develop a new nonparametric procedure to test whether two spatial point patterns have the same first-order structure. For this purpose, we take into account that the first-order intensity functions of spatial point patterns with the same structure are proportional, and consequently, they have the same density of event locations (Cucala, 2006) . The equivalence between the density of event locations of spatial Poisson point processes and the bivariate density function of random variables, and the consistency of the kernel estimator of the density of event locations (Cucala, 2006; Fuentes-Santos et al., 2016) , suggest to extend the test introduced by Duong et al. (2012) for comparison of multivariate distributions to the point process framework.
The plan of this paper is the following. In Section 2 we introduce the statistical test, obtain its asymptotic null distribution to calibrate the distribution of the associated statistic, and propose an alternative calibration by bootstrap. The performance of the test is scrutinized by a simulation study in Section 3 and through its application to the analysis of wildfires in Galicia (NW Spain) in Section 4. The paper ends with some conclusions in Section 5. Appendix A provides the proof of Theorem 1, which establishes the asymptotic null distribution of the test statistic.
Comparison between kernel intensity estimators

The statistical test
Let X = {x 1 , . . . , x N } be a realization of a bivariate inhomogeneous spatial Poisson point process observed in a bounded region W ⊂ R 2 , and
where N = N 1 + N 2 , the spatial patterns of type 1 and type 2 events in X. We denote by λ 1 (x) and λ 2 (x) the first-order intensities of X 1 and X 2 , and by λ 01 (x) = λ 1 (x)/m 1 , λ 02 (x) = λ 2 (x)/m 2 their densities of event locations (Cucala, 2006) , where m 1 and m 2 are the expected number of events of each point process.
The density of event locations for X j , j = 1, 2 can be estimated by kernel smoothinĝ
where the kernel function, k (·), is a radially symmetric bivariate probability density function, G j , j = 1, 2, is the symmetric and positive-definite bandwidth matrix, |G j | denotes the determinant of G j , and
The Poisson assumption is needed to guarantee the consistency of the kernel estimator of the densities of event locations (Fuentes-Santos et al., 2016) and to obtain the asymptotic null distribution of the test statistic that will be later introduced. However the nonparametric test proposed in this work can be applied to non-Poisson point processes. Notice that we can not distinguish between hetereogeneity and interaction in an observed point pattern unless we have some additional information, such as the knowledge of covariates or the assumption of a parametric model (Diggle, 2013) . Thus, a common practice in the analysis of spatial point patterns is assuming that the point process is Poisson, estimating the first-order intensity, and then estimating the second-order properties to test the Poisson assumption.
If X 1 and X 2 have the same spatial distribution, their densities of event locations are equal. On the other hand, conditional to the number of events N j = n j , the observed patterns can be seen as random samples of the bivariate random distributions with densities λ 0j (·), j = 1, 2. Thus, we can extend the proposal of Duong et al. (2012) for multivariate data to the spatial point process framework and use a squared discrepancy measure to test the null hypothesis H 0 : λ 01 (x) = λ 02 (x) = λ 0 (x) almost ∀x ∈ W , of the form
Expression (2) can be rewritten as T = ψ 1 + ψ 2 − (ψ 12 + ψ 21 ), where
, for i, j = 1, 2. Assuming W = R 2 to avoid the limitation of edge-effects, and using kernel smoothing to estimate each component of T , we obtain the test statistiĉ
where,ψ
and where G 1 and G 2 are the bandwidth matrices for the kernel estimators of the density functionals ψ 1 and ψ 2 .
Asymptotic theory and calibration
In the multivariate density framework, Duong et al. (2012) showed that the null distribution ofT is asymptotically normal, and proposed nonparametric estimates of its mean and variance to calibrate the test. The following theorem establishes the asymptotic null distribution ofT in our framework of spatial point processes.
Theorem 1. Given a bivariate inhomogeneous Poisson point pattern, X = {x 1 , . . . , x N }, let X 1 = {x 1 , . . . , x N 1 }, X 2 = {x N 1 +1 , . . . , x N 1 +N 2 }, with N = N 1 + N 2 , be the spatial patterns of type 1 and type 2 events in X, and λ 01 (x) = λ 1 (x)/m 1 , λ 02 (x) = λ 2 (x)/m 2 their densities of event locations. Under the following regularity conditions for j = 1, 2 H1 The densities of event locations λ 0j (·) have partial derivatives up to order 2, all their second-order partial derivatives are bounded, continuous and square integrable.
H2
The bandwidth matrices G j used to computeT are symmetric and positive-definite, and such that all entries of G j tend to 0 and m j |G j | 1/2 → ∞ as m j → ∞.
H3
The kernel function k(·) is a continuous, symmetric, square integrable density function such that R 2 uu T k(u)du = µ 2 (k)I 2 , where I 2 is the two-dimensional identity matrix and 0 < µ 2 (k) < ∞.
and assuming that the null hypothesis H 0 : λ 01 (x) = λ 02 (x) = λ 0 (x) for all x ∈ W holds, thenẐ
where
and
See the proof in Appendix A.
To use the asymptotic normal distribution ofT given by expression (4) to calibrate our test, we first need to estimate µT and σT . Given that for any observed patterns the number of events N j = n j , j = 1, 2 is fixed, and consequently X j can be seen as a random sample of the bivariate variable with density λ 0j (·), we can use the nonparametric estimators introduced by Duong et al. (2012) , where A (m j ) in expression (5) is estimated by 1/n j in our case.
Theorem 1 provides an asymptotic calibration for our test. However, this asymptotic normal calibration can produce a test that does not achieve the nominal significance level, specially when we compare small point patterns. For this reason, we propose using smooth bootstrap to generate resamples of X 1 and X 2 under H 0 and estimate the null distribution ofT . The bootstrap calibration can be implemented as follows:
1. Compute the test statisticT for the observed patterns, X 1 and X 2 . 2. Let X = {X 1 , X 2 } be the unmarked spatial point pattern comprising both types of events, obtain the kernel estimator of its density of event locations,λ 0,H (x). Two bandwidth selection procedures are involved in this bootstrap algorithm. The bandwidth matrix for the kernel density of event locations (1) in step 2 can be obtained by the plug-in bandwidth selector introduced by Fuentes-Santos et al. (2016) . We also need bandwidth matrices, G j , j = 1, 2, for the kernel estimators of the squared density integrals ψ j , j = 1, 2 in (3) to conduct steps 1 and 3.2. Taking into account the closeness between the kernel estimators of the density of event locations of spatial point processes and the density of bivariate random variables, these bandwidths can be obtained by the plug-in algorithm proposed by Chacón and Duong (2010) for integrated density derivatives considering, in this case, order r = 0.
Simulation study
We have conducted a simulation study to analyze the performance of the nonparametric test introduced above. We have checked the normality ofT under the null hypothesis, and compared the probabilities of rejecting H 0 provided by the asymptotic and bootstrap calibrations. We have also analyzed the power of the test for different ways and degrees of departure from the null hypothesis.
We first generated inhomogeneous spatial Poisson point processes (IPP1) with first-order intensity functions λ j (x) = a j exp(−3x 2 ), j = 1, 2, for any x = (x 1 , x 2 ) ∈ R 2 on the unit square. Different values of a j , j = 1, 2 were considered to obtain different proportions of type 1 and type 2 events in order to check whether the asymmetry in the size of the point patterns affects the performance of the test. The alternative hypothesis was generated adding a random number of events uniformly distributed on a subregion of the type 2 point pattern as follows
Using a 1 = a 2 = 1700 we generate realizations of a bivariate point process with m 1 = m 2 = 500. (1/4) 2 in expression (7) is the area of the subregion of the unit square where 100 events are added to generate realizations of the alternative hypothesis in the balanced design, and , which takes values between 0.2 and 0.8 at 0.2 intervals, determines the number of events added to the type 2 point process, that is the level of departure from the null hypothesis ( Figure 1 ). These processes are an inhomogeneous and discretized version of the point processes used in Díaz- Avalos et al. (2013) to check the performance of nonparametric separability tests.
We also tested the performance of the test for pairwise comparisons on a multitype inhomogeneous spatial Poisson point process (IPP2) with marginal intensities
where φ(µ, σ) denotes the density function of the univariate normal distribution with mean µ and variance σ 2 , and a j ranked from 500 to 50 at 50 intervals to generate marginal patterns with different sizes. As we can see in Figure 2 , where the marginal patterns are labeled from A ( 1 = 0) to I ( 9 = 0.1), the high-intensity area moves upwards as increases.
We generated 1000 realizations under each one of the different scenarios defined by the values of in expressions (7) and (8), and conducted the asymptotic and bootstrap tests based onT . The bootstrap distribution of T under H 0 was obtained from B = 1000 realizations of the null hypothesis ( = 0). The probabilities of rejecting H 0 at any significance level, α, were computed as the proportion of times the p-value provided by each calibration was smaller than α. The simulation study was conducted with the help of the spatstat (Baddeley and Turner, 2005) and ks (Duong, 2013a) For the spatial point processes with univariate intensities defined in expression (7), Figure 3 and Table 1 show thatT is far from being normally distributed. In addition the asymptotic calibration overestimates the variance ofT and leads to a conservative test. The bootstrap calibration provides type I errors close to the nominal significance level, although the test can be slightly conservative for unbalanced designs. As expected, given their performance under H 0 , the bootstrap test is more powerful than the asymptotic test. The power of the test increases with departure from the null hypothesis, and decreases for unbalanced designs. Table 2 show that the null distributions ofT for the pairwise comparisons in IPP2 (Figure 2 ) are also far from being normal. Table 2 also shows that the bias ofμ Z increases as the number of events in each pattern decreases. In contrast,σ Z approximates 1 as the pattern size decreases, leading to more conservative tests for large patterns. The bootstrap calibration is less affected by the sample sizes, and provides type 1 errors reasonably close to the nominal significance levels. Although, for type H events the asymptotic calibration performs better than the bootstrap calibration for α = 0.01, the general behavior of the latter is better under the null hypothesis. Tables 3 and 4 show that the bootstrap test is more powerful than the asymptotic test. For both calibrations, the power increases with the size α = 0.05 of the observed patterns. As for IPP1, the probability of rejecting the null hypothesis increases with the discrepancy between the univariate first-order intensities, in fact we only obtain probabilities of rejection lower than 1 for consecutive patterns. This simulation study shows the good performance of the nonparametric test introduced in this paper. Comparison between calibration of its null distribution supports the need of a bootstrap resampling, though the asymptotic test performed reasonably well for IPP2, perhaps because normal distributions were involved in the first-order intensities of the simulated patterns. Finally the power of the test increases with the departure from the null hypothesis, as expected, and decreases for small patterns and unbalanced designs.
Comparison between spatial patterns of wildfires in Galicia
Wildfire is the most ubiquitous natural disturbance in the world and represents a problem of considerable social and environmental importance. Particularly in Galicia (NW Spain) arson wildfires are the main cause of Asymptotic test
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In this section we consider the dataset comprising the spatial locations and time of occurrence for the wildfires registered in Galicia during 2006. In agreement with the classification of the Galician government (PLADIGA, Consellería do Medio Rural (2016)), wildfires were grouped into three types according to the burned area (S): 4800 small fires (S < 1 ha), 1767 regular fires (1 ≤ S < 25 ha), and 337 large wildfires (S ≥ 25 ha), thus the majority of wildfires in this region, above 70% in 2006, had less than 1 ha affected, while large fires represented less than 5% of wildfires. We also classified wildfires into five groups according with their cause: 5090 arson, 120 natural, 400 due to negligence, 475 reproductions, and 819 with unknown cause. We observe a high incidence of arson wildfires, over 73%, in contrast with the low risk of fires with natural cause, below 2%.
Both the high incidence of arson and small wildfires are particular features of Galicia, in contrast with other regions of Spain (Juan et al., 2012; Serra et al., 2014) . We have applied the nonparametric procedure introduced in this work to test whether, in addition to the clear differences in fire incidence, wildfires with different burned area or cause also have a different spatial distribution.
Pairwise comparisons between the first-order intensity functions of small, regular and large wildfires ( Figure 5 ) confirmed that the three point patterns have different spatial distribution (p-values < 0.001 with both asymptotic and bootstrap calibrations). Pairwise comparison between the five causes of wildfires ( Figure 6 ) also detected significant differences between their firstorder intensities (p-value < 0.001 with both asymptotic and bootstrap calibrations).
The test statisticT can also be used to test the separability assumption (Díaz-Avalos et al., 2013; Schoenberg, 2004) on spatio-temporal point processes with discrete temporal component. For instance, we can stratify the spatio-temporal pattern of wildfires registered in 2006 by months and test whether their spatial structure changes over time. The number of wildfires shows an important seasonal variability, with maximum values in summer (2230 ignition points in August) and minimum values in autumn (6 ignition points in October). We have considered the wildfires registered between January and September, as the small number of events registered during the last 3 months do not allow estimating the corresponding first-order intensity functions.
The kernel intensity estimators in Figure 7 show that the region with high incidence of wildfires shifted from the southern area of Galicia, from January to March, to the west coast, which registered the highest fire intensity during summer. The asymptotic and bootstrap tests (Table 5 ) confirmed the temporal variability in the spatial patterns of ignition points, being April and May the only pair of months with homogeneous spatial structure. We considered the period January-September as less than 30 fires by month were observed from October onwards. n is the number of wildfires registered each month.
Conclusions
Up to date the similarity between two spatial point processes has been addressed through distance-based (Hahn, 2012) or area-based (Alba-Fernández Duong et al. (2012) for comparison of multivariate random distributions, we have proposed a nonparametric test based on a square discrepancy between densities of event locations to compare the firstorder structure of inhomogeneous spatial point patterns. Assuming that the point processes are Poisson and considering regularity conditions analogous to those assumed by Duong et al. (2012) in the multivariate framework, we have seen that the statistical test is asymptotically normal. In addition, taking into account the limitations of asymptotic calibrations for small sample sizes in other areas of statistics we have proposed an alternative calibration procedure through smooth bootstrap.
The simulation study has shown that the asymptotic test can be quite conservative, while the bootstrap procedure provides reasonable estimates of the nominal significance level and is more powerful than the asymptotic test. These results point out the need of using the computational demanding bootstrap calibration. The test was able to detect different ways of departure from the null hypothesis, and its power increases with departure from H 0 . However, the power of the test reduces for small point patterns and for unbalanced designs.
In the application to the analysis of wildfires the asymptotic and bootstrap tests lead to the same conclusions. However, in view of the simulation study we recommend using the bootstrap calibration. The results of the pairwise comparisons among sizes and causes of wildfires indicate that different covariates and models should be used to predict the occurrence of each type of wildfire. For instance, the different spatial distribution of natural and arson fires, along with the low incidence of fires with natural cause, warns against using wildfires risk indexes based on meteorological conditions in Galicia, although their good performance has been tested in other countries. We have also seen that the test introduced in this work can be used to test the separability assumption, i.e. to test whether the spatial distribution of events varies over time, which is one of the main issues when dealing with spatio-temporal point processes (Díaz-Avalos et al., 2013; Schoenberg, 2004) . For this purpose we should stratify the temporal component into subgroups to generate a multitype point process. Arranging the temporal component into subgroups is recommended when data are collected at coarse level or to avoid the negative effect of temporal sparseness.
Along this work we have introduced a nonparametric test to check whether two spatial point patterns have the same spatial distribution. The simulation study and application to real data confirm the good performance of the test. Future research can address two possible extensions of this work. On one hand, we can be interested on testing whether p > 2 spatial point processes have the same spatial structure. For this purpose we need to extend the pairwise discrepancy measure and the bootstrap calibration procedure introduced in this work to the multitype framework. On the other hand, we have developed a test that analyzes the global discrepancy between the first-order structure of two spatial point processes. We may also be interested on measuring local discrepancies between first-order intensity functions, for instance we can wonder whether the risk of arson wildfires at a given location is higher than the risk of natural wildfires. Considering once again the equivalence between the bivariate density function and the density of event locations, we can extend the nonparametric test introduced by Duong (2013b) to measure local discrepancies between multivariate density functions to the spatial point process framework.
Appendix A. Proof of Theorem 1
Expected value
From expression (3) we have that
For j = 1, 2 we havê
Given that X j is Poisson and k is a measurable function we can use the same properties as those used by Cucala (2006) and Fuentes-Santos et al. (2016) to develop the asymptotic performance of the kernel estimator of the density of event locations to obtain
The second term in the right hand side of expression (A.2) is
where vecA is the vector operator applied to the symmetric matrix A, that is the column vector containing all entries in A, µ 2 (k) < ∞ is a positive number such that R 2 uu T k(u)du = µ 2 (k)I 2 , where I 2 is the two-dimensional identity matrix, and ψ
Plugging (A.3) into expression (A.2) we obtain
which when m j → ∞ yields
For the cross-product integrated densities of event locations we have
Applying a second-order Taylor expansion we obtain
Therefore if we plug expressions (A.4) and (A.5) into (A.1) we obtain
Under the null hypothesis H 0 : λ 01 = λ 02 = λ 0 and, consequently ψ 1 = ψ 2 = ψ 12 = ψ 21 = ψ. Thus, the terms with order O (trG 1 ) and O (trG 2 ) in expression (A.6) vanish, and the mean ofT reduces to expression (5)
The variance ofT is
as Cov ψ 1 ,ψ 2 = 0 given that X 1 and X 2 are independent point processes.
For j = 1, 2, the law of the total variance yields
Using the same arguments as in Wand and Jones (1995) , p. 69, the variance in the first summand of expression (A.8) is
using some Taylor expansions we obtain
where R (k) = k 2 (u)du, and
and, as seen above
Plugging these values into expression (A.9), and using the properties of measurable functions of a Poisson point process (Cucala, 2006) , we obtain the following expression for the first summand of (A.8)
Similar arguments yield the following expression for the second summand in expression (A.8)
Plugging expressions (A.10) and (A.11) into expression (A.8) and taking into account that B(m j ) = o (A(m j )), the variance of ψ j , for j = 1, 2 is
The variance of the cross-product functionalψ 12 is
Theorem 1 in Lee and Dehling (2005) and some Taylor expansions yield the following expression for the variance in the first summand in expression (A.13) .14) where
Plugging these values into expression (A.14), using the properties of measurable functions of a Poisson point process (Cucala, 2006) , and taking into account that X 1 and X 2 are assumed to be independent, and consequently N 1 and N 2 are independent Poisson distributions, we obtain the following expression for the first summand of (A.13)
Similar arguments yield the following expression for the second summand in expression (A.13) A.17) since O (e −m 1 + e −m 1 ) = o (A(m 1 )), the first summand is the dominant term in the variance of the cross-product functionalψ 12 , thus .18) and
The law of total covariance yields the following expression for the crosscovariance
The covariance in the first summand of expression (A.20) is
Therefore, since the marginal processes are Poisson, the first summand in expression (A.20) is
Using similar arguments, we have that the second summand in expression (A.20) is
The covariance in the first summand of expression (A.27) is
Plugging expression (A.28) into the first summand of (A.27), and taking into account that the marginal processes are Poisson we obtain Using similar arguments, we have that the second summand in expression (A.27) is 
Asymptotic normality
The Central Limit Theorem for U-statistics of Poisson point processes (see Theorem 4.7 in Reitzner et al. (2013) ) asserts the asymptotic normality of ψ j for j = 1, 2.
In order to prove the asymptotic normality of ψ ij , i, j = 1, 2, we apply a Hoeffding´s decomposition (Lee and Dehling, 2005) to φ(x i,1 , x j,1 ) = k G j (x i,1 − x j,1 ) for j = 1, 2, which yields k G j (x i,1 − x j,1 ) = θ + k 1,G j (x i,1 ) + k 2,G j (x j,1 ) + k * G j (x i,1 − x j,2 )
where θ = Ek G j (x i,1 − x j,1 ) and
Since O (N 1 N 2 ) < O (N i ) , i = 1, 2, the two first summands are the dominant terms in expression (A.32). These terms are U-statistics of spatial Poisson pint processes, thus asymptotically normal according to Theorem 4.7 in Reitzner et al. (2013) . Therefore,T =ψ 1 +ψ 2 − ψ 12 +ψ 21 is asymptotically normal as stated in expression (4).
