D
uring the past few decades, vadose zone modeling has received signifi cant impetus due to the advancement in computing power and technology. Hence, the focus on vadose zone models has shifted from coarse lumped models to more realistic, spatially distributed models. These spatially distributed models have drastically increased the need for soil hydraulic data at a fi ner resolution. Direct (fi eld and laboratory) measurement of soil hydraulic data is labor intensive, time consuming, and expensive, as these methods require restrictive initial and boundary conditions. For a detailed review of different laboratory and fi eld measurements of soil hydraulic data, see Klute (1986) . The problems (labor intensive, time consuming, and expensive) associated with direct measurement of soil hydraulic properties make it quite impractical to amass a data set at a resolution required for implementing such a spatially distributed model. Alternatively, these soil hydraulic properties can be estimated from more easily available soil data by the use of pedotransfer functions (PTFs) (Bouma, 1989) .
Pedotransfer functions are predictive functions that can translate basic soil data like particle-size distributions, bulk density, and organic matter content into soil hydraulic properties. Because of this, interest in developing PTFs is increasing (Rawls and Brakensiek, 1983; Cosby et al., 1984; Saxton et al., 1986; Vereecken et al., 1990; van Genuchten et al., 1992; Leij et al., 2002) . A detailed review of different PTFs was given by Wösten et al. (2001) . Several methods have been adopted to develop PTFs. These methods range from simple look-up tables to more complex data-driven methods like regression analysis, neural networks (NNs), the group method of data handling, and regression trees. Gupta and Larson (1979) used linear regression to estimate the soil water characteristic. Rawls et al. (1991) and Minasny et al. (1999) used nonlinear regression to develop PTFs. The regression models are being gradually replaced by the NNs models in developing PTFs. Key examples of such studies include Pachepsky et al. (1996) , Schaap and Bouten (1996) , Minasny et al. (1999) , and Tamarai et al. (1998) . Another data-driven technique, the group method of data handling, has been used by Pachepsky et al. (1998) , Nemes et al. (2005) , and Ungaro et al. (2005) for developing PTFs. The technique of regression trees has been used by McKenzie and Jacquier (1997) for developing PTFs. As evident from a plethora of studies on NN-based PTFs, the NN appears to be the most widely adopted method for developing PTFs.
Saturated hydraulic conductivity (K s ) is one of the key parameters in modeling solute and water movement in the vadose zone. Field and laboratory measurement of K s is time consuming, and hence is not practical for characterizing the large spatial and temporal variability of K s . As an alternative to direct measurements, pedotransfer functions (PTFs), which estimate K s from readily available soil data, are being widely adopted. This study explores the utility of a promising data-driven method, namely, genetic programming (GP), to develop PTFs for estimating K s from sand, silt, and clay contents and bulk density (D b ) . A data set from the Unsaturated Soil Hydraulic Database (UNSODA) was considered in this study. The performance of the GP models were compared with the neural networks (NNs) model, as it is the most widely adopted method for developing PTFs. The uncertainty of the PTFs was evaluated by combining the GP and the NN models, using the nonparametric bootstrap method. Results from the study indicate that GP appears to be a promising tool for developing PTFs for estimating K s . The better performance of the GP model may be attributed to the ability of GP to optimize both the model structure and its parameters in unison. For the PTFs developed using GP, the uncertainty due to model structure is shown to be more than the uncertainty due to model parameters. Moreover, the results indicate that it is diffi cult, if not impossible, to achieve better prediction and less uncertainty simultaneously.
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Abbott, 1997), rainfall-runoff processes (Whigham and Crapper, 2001; Savic et al., 1999) , runoff forecasting (Khu et al., 2001) , urban fractured-rock aquifer dynamics (Hong and Rosen, 2002) , temperature downscaling (Coulibaly, 2004) , the rainfall-recharge process (Hong et al., 2005) , soil moisture (Makkeasorn et al., 2006) , and evapotranspiration (Parasuraman et al., 2007) .
Although GP and the most widely used method for developing PTFs, namely the NN, can be seen as alternative techniques for the same task, such as, e.g., classifi cation and approximation problems, in contrast to NN, studies to determine the utility of GP in developing PTFs have not been attempted yet. Hence in this study, an attempt has been made to explore the effi cacy of GP in developing PTFs for estimating saturated hydraulic conductivity (K s ). The specifi c objectives of this study include: (i) developing PTFs for estimating K s using GP; (ii) comparing the performance of the GP-based PTFs with the performance of the NN-based model, as it is the most widely used method for developing PTFs; and (iii) highlighting the potential as well as the shortcomings of the use of GP for geophysical applications.
MATERIALS AND METHODS

Data Set Used
The data set used in this study was derived from the Unsaturated Soil Hydraulic Database (UNSODA; Leij et al., 1996) . The UNSODA was developed to provide a source of hydraulic data and other soil properties for practitioners and researchers, and derived from soil samples from Europe and North America. Compared with soils with fi ner texture, coarse-textured soils are in a majority in the UNSODA (Leij et al., 1996) . The UNSODA has been widely used for developing PTFs (e.g., Schaap and Leij, 1998; Schaap et al., 2001; Ungaro et al., 2005) . Sand, silt, and clay content (SSC), bulk density (D b ), and K s values of 314 samples were extracted from the UNSODA. Out of the 314 samples, 200 and 114 samples were selected for model calibration and validation, respectively. The K s values were log transformed to account for their lognormal distribution. One of the samples in the calibration data set had K s = 1 cm d −1 , which when log transformed resulted in log 10 (K s ) = 0. As detailed below, the mean absolute relative error (MARE) was used as one of the measures for evaluating the models' performance. Hence, the above-mentioned value was discarded from the calibration set, as it was not possible to calculate the relative error for that particular sample. Because the UNSODA was created by assembling different sources of data that came from different parts of the world, the data set as such is stratifi ed randomly. Hence, no special consideration was given to specifi cally sample the data set between the training and the testing set. From the available 313 data instances, the fi rst 199 instances were selected for training, and the remaining 114 data instances were used for testing. The descriptive statistics, along with the correlation matrix, of the data set used for calibration and validation are presented in Tables 1 and 2 , respectively. The coeffi cient of variation (CVs) of different variables during training and testing are comparable (Tables 1 and 2 ).
Genetic Programming
Genetic programming, introduced by Koza (1992) , is a new addition to a class of evolutionary algorithms such as evolutionary programming (Fogel et al., 1966) , genetic algorithms (Holland, 1975) , and evolution strategies (Schwefel, 1981) . In GP, a population of solution candidates evolves through many generations toward an optimal solution, using the concepts of natural selection and genetics. Genetic symbolic regression (GSR) is a special application of GP in the area of symbolic regression, where the objective is to fi nd a mathematical expression in symbolic form that provides an optimal fi t between a fi nite sampling of values of the independent variable and its associated values of the dependent variable (Koza, 1992) .
Genetic symbolic regression can be considered as an extension of numerical regression problems. In numerical regression problems, one predetermines the functional form (linear, quadratic, or polynomial) , and the objective is to fi nd the set of numerical coeffi cients that best fi ts the chosen model structure. Genetic symbolic regression does not require the functional form to be defi ned a priori, however, as GSR involves fi nding the optimal mathematical expression in symbolic form (both the discovery of the correct functional form and the appropriate numerical coeffi cients) that defi nes the predictand-predictor relationship. More information on GP can be found in Koza (1992) and Babovic and Keijzer (2000) . Figure 1 shows the fl owchart of the GSR paradigm. For a given problem, the fi rst step is to defi ne the functional and terminal sets, along with the objective function and the genetic operators. The functional set and the terminal set are the main building blocks of the GSR, and hence their appropriate identifi cation is central in developing a robust GSR model. The functional set consists of basic mathematical operators {+, −, ×, /, sin, exp, …} that may be used to form the model. The choice of operators depends on the degree of complexity of the problem to be modeled. The terminal set consists of independent variables and constants. The constants can be either physical constants (e.g., Earth's gravitational acceleration, the specifi c gravity of fl uid) or randomly generated constants. Different combinations of functional and terminal sets are used to construct a population of mathematical models. Each model (individual) in the population can be considered as a potential solution to the problem. The mathematical models are usually coded in a parse tree form. For example, Fig. 2 shows the parse tree notation of a mathematical model f(x,y,z) = (x + y)(6/z). In Fig. 2 , the connection points are called nodes, and it can be seen that the inner nodes of the parse tree are made up of functions, and the terminal nodes are made up of variables and constants. Hence in GP terminology, the variables and constants are referred to as terminals, and the functions are referred to as non-terminals. The depth of the sparse tree shown in Fig. 2 is three. Objective or fi tness or cost function is used to evaluate the value or fi tness of each individual in the population. Usually, the squared error statistic or its variant (MSE and RMSE) is used as the objective function. Genetic operators include selection, crossover, and mutation, and they are discussed in detail below.
Once the functional and terminal sets are defi ned, the next step is to generate the initial population for a given population size. The initial population can be generated in a multitude of ways, including the full method, the grow method, and the ramped half-and-half method. In the full method, the new trees are generated by assigning non-terminal nodes until a predescribed initial maximum tree depth is reached, and the last depth level is limited to the terminal node. The full method usually results in perfectly balanced trees with branches of the same length. In the grow method, each new node is randomly chosen between the terminals and the non-terminals, with the terminals making up the node at the initial maximum tree depth. As a consequence, the grow method usually results in highly unbalanced trees. The ramped half-and-half method is a combination of the full and the grow methods. For each depth level considered, half of the individuals are initialized using the full method and the other half using the grow method. The ramped half-and-half method produces highly diverse trees, both in terms of size and shape (Koza, 1992) , and thereby provides a good coverage of the search space. More information on the different methods of generating the initial population can be found in Koza (1992) . Once initialized, the fi tness of each individual (mathematical model) in the population is evaluated based on the selected objective function. The higher the fi tness of an individual, the greater is the chance of the individual being carried over to the next generation. At each generation, new sets of models are evolved by applying the genetic operators: selection, crossover, and mutation (Koza, 1992; Babovic and Keijzer, 2000) . These new models are termed offspring, and they form the basis for the next generation.
After the fi tness of the individual models in the population is evaluated, the next step is to carry out selection. The objective of the selection process is to create a temporary population called the mating pool, which can be acted on by the genetic operators crossover and mutation. Selection can be performed by several methods such as truncation selection, tournament selection, and roulette wheel selection (Koza, 1992) . As roulette wheel selection is the most widely used method, including Koza (1992) , it has been adopted in this study. A roulette wheel is constructed by proportioning the space in the roulette wheel based on the fi tness of each model in the population. The selection process ensures that the models with higher fi tness have more chance of being carried over to the next generation.
Crossover is performed by choosing two parent models from the mating pool and swapping corresponding subtree structures across a randomly chosen point to produce two different offspring with different characteristics. The number of models undergoing crossover depends on the chosen probability of crossover, P c . Mutation involves random alteration of the parse tree at the branch or node level. This alteration is done based on the probability of mutation, P m . For an overview of different types of computational mutations, see Babovic and Keijzer (2000) . While the role of the crossover operator is to generate new models that did not exist in the old population, the mutation operator guards against premature convergence by constantly introducing new offspring into the population. Figure  3 demonstrates the crossover and mutation operators. The crossover point between Parent 1 and Parent 2 is shown by the dashed line, and the corresponding subtree structures are swapped, resulting in Offspring 1 and Offspring 2. In Offspring 1, the terminal node has undergone mutation (2 replaced by z). The genetic operators, crossover and mutation, are shown to produce new models (offspring), which are structurally different from their parent models (Fig. 3) . These operators ensure that the model space is sampled thoroughly to arrive at the optimal model. After the initial population has been acted on by the genetic operators, the resultant individuals form the new population for the next generation. This iterative process is performed for a predetermined number of iterations or until a specifi ed value of cost function is reached. In this study, the GP system used is an adaptation of GPLAB (Silva, 2007) , a GP toolbox for MATLAB. Since the values of the GP system parameters (e.g., crossover rate, mutation rate, population size) are problem dependent, the usual practice is to determine them using a trial-and-error process with the objective of minimizing the cost function during the training process. This study adopted a similar approach in arriving at the GP parameters, and the resulting parameter values are shown in Table 3 . One of the main issues that needs to be addressed in developing a GP system is that of "bloating." Bloating refers to the exponential growth of redundant and functionally useless trees. This is caused by the genetic operators (crossover and mutation) in their quest to arrive at better solutions. Several bloat control techniques have been proposed, and a review of these methods can be found in Soule and Foster (1999) , Poli (2003) , and Silva and Costa (2004) . This study adopted the heavy dynamic limit method proposed by Silva and Costa (2004) , which is based on attaching a dynamic limit on the depth of the trees allowed in the population, initially set with a low value, and only raised and lowered when needed to accommodate an individual with better performance that would otherwise break the limit. More information on the heavy dynamic limit method can be found in Silva and Costa (2004) .
Two GP models, GP(1) and GP(2), were developed to estimate K s . While the functional set of the GP(1) and GP(2) models was {+, −} and {+, −, /, ×}, respectively, the terminal set of both the models remained the same. Along with randomly generated constants, {sand, silt, clay, D b } constituted the terminal set of both the GP(1) and GP(2) models. This exercise was performed to evaluate the performance of the GP models with varying levels of mathematical operators (complexity) that can be used to defi ne the predictand-predictor relationship. Before developing PTFs for estimating K s using GP, both the independent (sand, silt, clay, D b ) and the dependent [log10(K s )] variables were normalized by dividing each variable by its corresponding maximum value. This was done to overcome the problem of dimensional inconsistency and to achieve better generalization. These standardized values are simply referred to as sand, silt, clay, D b , and K s .
Performance Evaluation
The performance of the GP-based models was compared with the NN model, as it is the most widely used method for developing PTFs. A detailed description of NN is beyond the scope of this study. For a detailed understanding of NNs, see Haykin (1999) . The NN model adopted in this study used a Bayesian-regularization (BR) algorithm for training the networks. The BR algorithm has the advantage of producing networks with a good generalization property, as the cost function (Eq. [1]) involves minimizing both the mean sum of squares of the network errors and the mean of the sum of squares of the network weights and bias. In Eq. [1], y i and y i ′ are the measured and computed log10(K s ) values, α is the regularization parameter, w j are the connection weights and bias values, and n and N are the number of training instances and the number of network parameters, respectively. More information on BR algorithms can be found in Demuth and Beale (2001) . By the trialand-error method, the optimal number of hidden neurons was found to be six. The hidden layer neurons use a tan-sigmoidal activation function and the output layer neurons use a linear activation function. This NN model will be referred as NN(BR). The performance of the different models was evaluated based on (i) RMSE, (ii) MARE, and (iii) mean residual (MR). The RMSE, MARE, and MR statistics are calculated using Eq. 
Pedotransfer Function Uncertainty Wösten (1990) and McBratney et al. (2002) underscored the need for uncertainty estimates as part of the PTF performance evaluation. The uncertainty estimate, unlike the RMSE, MARE, and MR statistics, indicates the reliability of K s estimated by the model. Calculation of RMSE, MARE, and MR is possible only when measured K s values are available. In such instances, an uncertainty estimate can still provide the measure of reliability of K s estimated by the model. Usually, PTF uncertainty is calculated using the nonparametric bootstrap method (Efron and Tibshirani, 1993) . The bootstrap method presumes that the training data set is a good representation of the original population, and that this data set is only one particular realization of that population. Hence, training the model on a different realization of the population would result in a slightly different prediction of K s . To account for such uncertainty in prediction, B independent data sets (T B ), of size N, can be generated by repeated random resampling with replacement of the training data set (T), of size N. Hence each bootstrap data set T B may have many instances of T repeated several times, while other instances may be left out. Since T B contains a different realization of T, models trained on each of the T B may be slightly different. It should be noted that the different realizations produced by the bootstrap method are different not in terms of relative values, but only in the order and occurrence of the data instances. For this study, bootstrap size, B, was assumed to be 50.
For a rational comparison, initially the resampled data sets (T B ) were generated and predetermined so that the NN and GP models could be trained on the same resampled data sets. The model accuracy and its related uncertainty was calculated in the following manner: (i) since a bootstrap size of 50 was used in this study, for each input vector in the data set, the NN and GP PTFs resulted in 50 different model predictions, based on models trained on the 50 resampled data sets (i.e., for each input vector, the PTF resulted in 50 different model predictions); (ii) for that particular input vector, the estimated PTF value and its related uncertainty was determined by calculating the mean and standard deviations of the 50 different model predictions. The mean represents the model-estimated value, and the standard deviation represents the uncertainty associated with that particular model estimate; (iii) similarly, the model estimates and their related uncertainty were evaluated for all the input vectors in the training and testing data sets; (iv) for a particular PTF, the performance in terms of RMSE, MARE, and MR statistics was then calculated by comparing the model estimates with their measured counterparts across the entire training and testing ranges; and (v) the overall uncertainty associated with that particular PTF was calculated by averaging the standard deviations of the ensemble model predictions across the entire training and testing ranges.
Adopting the ensemble technique in PTF development not only assists in evaluating the uncertainty of the developed PTFs, but also helps in addressing one of the pertinent issues in any machine learning (e.g., artifi cial neural networks, GP) algorithm, namely generalization. Iba (1999) applied the ensemble method of bagging and boosting within the framework of GP and obtained encouraging results. Keijzer and Babovic (2000) and Folino et al. (2006) demonstrated that ensemble methods like bagging and boosting can reduce the generalization error in GP. Hence, the models developed in this study by combining a self-organizing algorithm with statistical resampling techniques were expected to reduce, if not fully overcome, the generalization error. It should be noted that in the case of the GP models [GP(1) and GP (2)], for each T B , both the model structure and the model parameters were evolved simultaneously by the self-organizing nature of the GP algorithm. Nevertheless, in the NN(BR) model, for each T B , the model structure was assumed to be deterministic, with the model parameters alone optimized based on T B . Although, the framework of the GP and NN(BR) models are not functionally identical, the comparison of the these models was effected to illustrate the value of the self-organizing ability of the GPbased PTFs, proposed in this study, against the conventional method by which NN-based PTFs were developed.
RESULTS AND DISCUSSION
The performance statistics of different models in estimating K s , during both training and testing, are presented in Table 4 . During training, NN(BR) resulted in a RMSE of 0.61, MARE of 0.55, MR of −0.01, with an uncertainty of 0.26 (Table 4) . During testing, however, the corresponding values were 1.04, 2.23, −0.09, and 0.27 (Table 4) . It can be observed that, compared with training, the testing RMSE and MARE estimates increased signifi cantly in the case of the NN(BR) model compared with the GP models (Table 4 ). This demonstrates that although the NN(BR) model was robust in learning the input-output patterns in the training data set, it was not able to generalize the relationship.
During training, the GP(2) (more complex) model performed better than the GP(1) (less complex) model in terms of RMSE and MARE, and equally in terms of MR and the uncertainty estimate (Table 4) . During testing, the GP(2) model performed better than the GP(1) model in terms of RMSE, MARE, and MR. Compared with the GP(1) model, however, the GP(2) model resulted in a higher value of the uncertainty estimate (Table 4 ). This indicates that increasing the number of mathematical operators, which can be used to defi ne the predictand-predictor relationship, would lead to a better fi t (less error) of the function, but at an increasing level of uncertainty. Based on this result, it can be concluded that it is diffi cult, if not impossible, to achieve both higher prediction accuracy and less uncertainty in tandem. In general during training, the NN(BR) model performed better than both the GP(1) and GP(2) models in terms of RMSE, MARE, MR and the uncertainty estimates (Table  4) . While both the GP models were slightly overpredicting (positive MR) K s , the NN(BR) model was slightly underpredicting (negative MR) K s (Table 4) . Because of the very small MR values, both the NN(BR) and the GP models can be considered unbiased. During testing, however, all the models resulted in a negative MR, which indicates that the models were underpredicting the K s values. Nevertheless, the least RMSE and MARE values of 0.89 and 1.98 were achieved by the GP(2) model. Overall during testing, the GP(1) model resulted in the smallest uncertainty estimate of 0.26, and the NN(BR) model resulted in the smallest MR estimate of −0.09. One of the main differences between the NN(BR) model and the GP models adopted in this study is that, in the case of the NN(BR) model, we predefi ned the initial structure of the network (network inputs, number of hidden layers and hidden neurons). Hence, the structure of the neural networks remained static for each of the resampled data sets, with the values of connection weights of the network optimized every time to fi t the corresponding resampled data set. On the other hand, the GP models are self-organizing in nature, i.e., the model structure and its parameters are evolved simultaneously during the estimation process, learning from the features of the data set. Therefore, each of the resampled data sets would result in a GP model with different structure and parameters, which would near optimally fi t the corresponding resampled data set. Figure 4 shows the correlation plots between the measured and estimated K s values by different models during training and testing. Although the regressions (Fig. 4) are not substantial and account for only a moderate proportion of the variance, the results are encouraging considering the presence of large scatter between the independent and the dependent variables, typical in the application of PTFs (Pachepsky and Rawls, 1999) .
One of the important issues in the development of neural network models is the determination of the optimal confi guration of the model. The optimal number of hidden neurons and the most signifi cant inputs are usually determined by the trialand-error method. This innate problem in NN modeling can be overcome, however, by the ability of GP to evolve its own model structure with relevant inputs. Table 5 shows the most relevant inputs identifi ed by the GP models for the 50 realizations of the training data set. The values in Table 5 represent the percentage of occurrence of each of the variables of the terminal set in the 50 optimum models. As in the case of the GP(1) model, when only additive operators like + and − are included as part of the functional set, the corresponding percentage of occurrence of sand, silt, clay, and D b among the optimal models identifi ed for each bootstrapped data set are 20.6, 20.6, 26.5, and 32.4%, respectively.
When multiplicative operators × and / are added as part of the functional set, however, as in the case of the GP(2) model, the percentage of occurrence of sand, silt, and D b increased to 21.7, 21.4, and 38.5, respectively. Meanwhile, the percentage of occurrence of clay content decreased to 18.4%. It can be observed that both GP(1) and GP(2) identifi ed D b as the most signifi cant input variable (Table 5) , followed by clay, silt, and sand contents in the case of the GP(1) model, and by sand, silt, and clay contents in the case of the GP(2) model. These results indicate that the most relevant input variables (model structure) for estimating K s using GP are not unique, but rather depend on the kind of mathematical operators (model complexity) that are considered part of the functional set of the GP paradigm to fi nd the predictand-predictor relationship.
DISCUSSION
Although NNs have been successfully adopted in developing PTFs for estimating different hydraulic characteristics of soils, their interpretation is often diffi cult. In NN-based PTFs, the knowledge of the predictand-predictor relationships is represented in the form of a weight matrix, which is diffi cult to comprehend. For the same problem, however, a GP-based PTF gives an explicit equation that can be elucidated with relative ease, depending on the complexity of the evolved equations. As described above, in this study, the GP models were combined with the parametric bootstrap method, which generated 50 realizations of the training data set. Hence, for the 50 realizations of the training data set, GP based on self-organizing learning would have arrived at 50 different PTFs. It is not feasible to present all 50 different PTFs for each of the GP models. Nevertheless, to enunciate the transparency of the GP models, both GP(1) and GP(2) were applied to the actual training data to arrive at corresponding representative PTFs. The GP parameters used in the previous simulation runs (Table 3) 
Uncertainty in the PTF can result from data, model parameters, and model structure. Data uncertainty stems from natural uncertainty and variability. For calibrated models, the model parameter uncertainty also incorporates the effects of data uncertainties because of the curve-fi tting property of the calibration process. Model structure uncertainty arises from the inability to truly represent the predictand-predictor relationship. These aspects of uncertainty have led to the concept of equifi nality (Beven and Freer, 2001) , which argues that there are many different model structures and many different parameter sets within a chosen model structure that may be behavioral or acceptable in reproducing the observed behavior of a complex environmental system. In most of the PTF literature, NN-based PTFs usually account for the model parameter uncertainty by including the parametric bootstrap method. In this case, the confi guration of the NN models remains the same for each of the bootstrapped data sets, with the connection weights and bias alone varying depending on the samples present in each of the resampled data sets. In this study, however, both the model parameter uncertainty and model structure uncertainty are accounted for by combining GP and the parametric bootstrap method. In this case, for each of the bootstrapped data sets, both the model structure and the model parameters are optimized in unison by GP. Hence, the value of uncertainty of the NN(BR) model (Table  4) indicates the model parameter uncertainty only, while the GP models' uncertainty (Table 4) indicates both the model parameter and model structure uncertainty.
For the GP models, the relative contribution of the model parameter uncertainty and the model structure uncertainty to the total uncertainty reported in Table 4 was also examined in this study. To accomplish this, instead of simultaneously evolving both the model structure and the model parameters using the self-organizing nature of GP, by predefi ning the model structure and optimizing its corresponding model parameters alone, the uncertainty due to model parameters could be determined. By comparing this uncertainty with the total uncertainty (model parameter and model structure) reported in Table 4 , it was possible to determine the relative contributions of the model parameter uncertainty and the model structure uncertainty to the total uncertainty. The model structures based on Eq.
[5] and [6] , which represent the PTFs obtained by the GP(1) and the GP(2) models, respectively, for the original training data set, were chosen to be the representative model structures for all the 50 resampled data sets. Keeping the model structure static, their respective model parameters alone were optimized for each of the 50 resampled data sets. Equation [5] and [6] have three and four parameters, respectively, that need to be optimized. The uncertainty estimate and the performance statistics were calculated as outlined above. When Eq.
[5] [based on GP(1)] was used as the representative model structure, during training it resulted in an uncertainty of 0.11, RMSE of 0.85, MARE of 0.78, and MR of 0. The corresponding values during testing were 0.09, 0.93, 2.31, and −0.26, respectively. Comparing these statistics with those of the GP(1) model statistics (Table 4) , it can be concluded in general that, keeping the model structure static and optimizing the model parameters alone during both training and testing resulted in less uncertainty but at the expense of higher error statistics. The uncertainty estimates of 0.11 during training and 0.09 during testing are relatively small when compared with the uncertainty estimates of the GP(1) model (Table 4) , which resulted in uncertainty estimates of 0.27 and 0.26 during training and testing, respectively. When Eq. [6] [based on GP(2)] was used as the representative model structure, during training it resulted in an uncertainty of 0.09, RMSE of 0.77, MARE of 0.76, and MR of −0.01. The corresponding values during testing were 0.10, 0.87, 1.89, and −0.01, respectively. Comparing these statistics with that of the GP(2) model statistics (Table 4 ), keeping the model structure static and optimizing the model parameters alone during training resulted in less uncertainty but with higher error statistics. Nevertheless, during testing, compared with the GP(2) model, the performance of the model with static model structure and optimized model parameters resulted in a considerably lower uncertainty estimate and also relatively better error statistics. Hence, in general, it can be stated that, compared with the models with optimized model structure and model parameters [GP(1) and GP(2)], the models with static model structure and optimized model parameters resulted in markedly lower uncertainty estimates. As argued above, since the former models account for both the model parameter and model structure uncertainty, and the latter models account for the model parameter uncertainty alone, it can be concluded that, compared with the model parameter uncertainty, the contribution of model structure uncertainty to the actual uncertainty is more signifi cant. Based on the above analysis, it can be stated that for ensemble modeling of K s using GP, for each of the resampled data sets, the choice between (i) keeping the model structure static and optimizing the model parameters alone and (ii) self-organizing both the model structure and model parameters should be made considering the kind of uncertainty (model
