model with two latent variables, samples of 400 were needed to get good results.
Here I derive an exact formula for the special but important case of ordinary least squares estimation of recursive models with all variables observed (except for the random disturbance terms). The derivation is accomplished by applying a conditioning argument to a reduced-form parameterization of the indirect effects. I then show that a consistent estimator of the exact variance is identical to the estimator obtained with the delta method.
Unlike Sobel, who worked with all the indirect effects for an entire structural equation system, I focus on a single dependent variable at a time. That is because the derivation involves conditioning on a different set of variables for each equation, making it extremely awkward to treat all the dependent variables at once.
THE MODEL
Consider the equation y = 'z + y'x + ,
where y is the observed dependent variable, z is an m x 1 vector of observed endogenous variables, x is an n x 1 vector of observed exogenous variables, e is an unobserved disturbance term, f is an m x 1 vector of coefficients, and y is an n x 1 vector of coefficients. All variables are expressed as deviations from their respective means, and both x and z are assumed to be independent of e. A second set of equations describes the dependence of z on x and itself:
z= Az + Kx + v,
where A is an m x m matrix of coefficients, K is an m x n matrix of coefficients, and v is an m x 1 vector of unobserved disturbances. Again we assume that both x and e are independent of v. Our concern is with the indirect effects of x on y through z. These will be defined momentarily. If we want the variance of the indirect effects of x on y alone, the only restriction on A is that (I -A) must have an inverse.1 On the other hand, if we also want the exact variance of the indirect effects of x on z, we must assume that the system in (2) is fully recursive, meaning that A is lower triangular (zeros on and above the main diagonal), V (v) is diagonal (all covariances between disturbances are 0), and zj is independent of vk for all k > j. For simplicity, we begin with the case in which there are no overidentifying restrictions on the coefficients. Overidentified models will be considered later.
Solving (2) for z gives reduced-form equations z = Hx + u,
where = (I-A)-1 K and u = (I -A)-v. Let V(u) = 1f. Althoughx is still independent of u, S2 will not, in general, be diagonal. In standard terminology, the coefficient vector y in equation (1) is described as the "direct effect" of x on y. The "total effect" of x on y may be found by substituting (3) into (1), yielding y = I'(Hx + u) + y'x + E = (,'H + y')x + f'u + E.
We see then that the total effect is p8 ' + y'. The "indirect effect" of x on y is just the total effect minus the direct effect, which is apparently 'I'H. This parameterization of the indirect effects differs from that of Sobel and Bollen, who expressed them in terms of the structural coefficients. One advantage of the reduced-form expression is that none of the "paths" from x to y involve products of more than two coefficients. Let b be the OLS estimator of ,f and let P be the OLS estimator of H. A natural estimator of the indirect effects is just d = P'b. If we assume multivariate normality of E and v, then d is the maximum likelihood estimator of the indirect effects. We now obtain the variance of d.
DERIVATION OF EXACT VARIANCE
Assume that we have a simple random sample of N observations on y, z, and x. Let Z be the N x m matrix of data on z and let X be the N x n matrix of data on x. Using a well-known decomposition of the variance (Goldberger 1991), we can write 
=P'f.
Substituting (6) and (7) into (5), we have
I now focus on the second term on the right-hand side of (8). Let pj be the jth row of P; that is, pj is the vector of OLS coefficients from the regression of zj on x. We can write m P'I = E Pij. where ojkis an element of f2, the covariance matrix for the reducedform disturbances. Substituting (11) into (10) and rearranging terms, we get V(P'f) = P 'PJE(X'X)-1. 
At no point in this derivation did I assume that the disturbance terms were normally distributed. On the other hand, I did assume that the model has no overidentifying restrictions. Frequently, however, researchers will estimate models that restrict certain structural coefficients to be zero. Although this may complicate the argument somewhat, it does not change the basic result.
First, consider the case in which some elements of y, the direct effect of x on y, are set to zero. Since y does not appear in any of the derivations of the exact variance of d, restrictions on y cause no problem whatsoever. Neither does any complication arise from setting to zero one or more coefficients in 1, the direct effect of z on y.
Although the OLS estimator b does appear in the derivations, the restricted OLS estimator is readily obtained by deleting the appropriate variables from the model, and the variance matrix Q is adjusted accordingly.
The situation is slightly more complicated when restrictions are imposed on the structural parameters in equation (2). Linear restrictions on A and K typically imply nonlinear restrictions on H, the reduced form coefficients. Accordingly, the OLS estimator P must also satisfy those restrictions, but estimation with nonlinear restrictions is usually not possible with standard regression programs. Nevertheless, the derivation in (5) through (13) still applies to the restricted estimator.
ESTIMATION
By substituting sample for population quantities in (13), we obtain a consistent estimator
Now @ is just the usual estimated covariance matrix for b. To get f2, we can compute the covariance matrix for the residuals from regressing z on x. Alternatively, 2 can be gotten directly by using a structural equations program like LISREL or EQS and parameterizing the model in terms of the reduced form in (3).3 Regarding (X'X)-1, many regression programs can write out this matrix, although it is necessary to strip off the first row and column corresponding to the intercept. Another approach to getting (X'X)-~ is to note that V(p)-the estimated covariance matrix of the coefficients for regressing any one of the zj's on x-is just s2 (X'X)-1, where s2 is the estimated disturbance variance from that regression. Hence (X'X)-1 is obtained by multiplying V(pj) by 1/sj. A third method follows immediately from the fact that X'X = (N -1)C6v(x).
When there is a single x variable, (14) reduces to
where d is now a scalar and p is the single column in the P matrix. When there is a single z variable, we have
where s2b is the squared standard error estimate for b, and V(p) is the estimated covariance matrix for p. Note that the main diagonal elements of (16) are just
Thus, in this special case, the variance of each indirect effect is easily obtained from standard OLS regression output. For a fully recursive system, it is straightforward to extend the preceding results to get the variance of the indirect effects of x on each of the z's. For a given zk, simply redefine zk as y in equation (1) and delete from the system any z's that are causally consequent to Zk. Then apply the results already obtained. It is also straightforward to get the indirect effect of any zk on y: Move Zk and any other z's that are causally prior to zk into the x vector (i.e., treat them as exogenous) and proceed as before. Finally, to get the variance of the "specific" indirect effect of x on y through zk, delete all z's that are causally consequent to Zk and move all causally prior z's into the x vector. Then use equation (16).4 3To accomplish this, constrain all direct effects of z on itself to be zero, and let the covariance matrix for the disturbances in the equations for z be unrestricted.
4This approach cannot be used to estimate the variance of specific indirect effects that operate through two specified variables. 
AN EXAMPLE
where 0 and 2t are consistent estimators of ( and fl. Substituting (22) and (23) into (21), we get
which is identical to (14). Thus we see that the delta method applied to the reduced-form parameterization leads to an estimator of the variance of the indirect effects that is identical to an estimator based on the exact variance. This equivalence does not rest on any assumptions since the claim is that the estimators are the same, regardless of whether the postulated model is correct or not. But what if the delta method is applied to the structural parameters, as in Sobel's derivation? The first question is whether the estimates of the indirect effects are the same whether they are calculated from the reduced form or the structural form. It is well known that maximum likelihood estimates are invariant to reparameterization and, in the case of fully recursive models, ML may be accomplished by OLS applied to each equation. So in that setting the answer is definitely yes. For nonrecursive models, however, the use of methods other than full-information maximum likelihood (e.g., two-stage least squares) may yield different estimates for indirect effects calculated from the structural and reduced forms.
For ML estimates of the indirect effects, the next question is whether variance estimates obtained by the delta method are invariant to reparameterization. The answer depends on how the original variance estimates are obtained. In the appendix to this chapter I show that if the variance estimates are based on the observed information matrix, the delta method is invariant to reparameterization. Therefore the estimates produced by Sobel's formulas (which presume that the variance estimates come from the observed informa-tion matrix) will be identical to those obtained with the formulas given here.
DISCUSSION
Variance estimates produced by the delta method ordinarily have two sources of error: (1) 
