The stationary Fokker-Planck Equation (FPE) is solved for nonlinear dynamic systems using a local numerical technique based on the meshless Partition of Unity Finite Element Method (PUFEM). The method is applied to the FPE for two-dimensional dynamical systems, and argued to be an excellent candidate for higher dimensional systems and the transient problem. Variations of the conventional PUFEM are used to improve the quality of approximation, by using novel pasting functions to blend the various local approximations. These functions, besides satisfying the conditions for a partition of unity are easy to integrate numerically and provide solution continuity of any desired order. Results are compared with existing global and local techniques.
I. Introduction
Numerous fields of science and engineering present the problem of uncertainty propagation through nonlinear dynamic systems with stochastic excitation and uncertain initial conditions. 1, 2 One may be interested in the determination of the response of engineering structures like trusses under random excitation (in structural mechanics 3 ), the propagation of initial condition uncertainty of an asteroid for the determination of its probability of collision with a planet (in astrodynamics 4 ), the motion of particles under the influence of stochastic force fields (in particle physics 5 ) , or simply the computation of uncertainty in the prediction step in the design of a Bayes filter (in filtering theory 6 ). All these applications require the study of the time evolution of the probability density function (pdf ) W(t, x), corresponding to the state x of the underlying stochastic dynamic system. While being of such great relevance, the problem of uncertainty propagation is also a very difficult one to solve in the exact sense, i.e. to solve for the exact time varying pdf . Therefore, several techniques have been developed that approximate the actual pdf with a finite number of parameters, e.g. its first N moments. The most popular among these techniques are the Monte Carlo methods, 7, 8 Gaussian closure (or higher order moment closure), 9-12 equivalent linearization and stochastic averaging. 10, 13 The Monte Carlo method essentially involves the sampling of the underlying probability space to generate a family of test points, which are individually propagated forward through the exact nonlinear system. The pdf at any time step is then approximated by evaluating the desired number of moments from the distribution of the propagated sample points (see Fig.1 ). This method generally requires extensive computational resources and effort, and becomes increasingly infeasible for dynamic systems with high-dimensional state space and for long-term simulations. All the latter methods are similar to one another at some level and involve the linearization (or a higher order approximation) of the underlying dynamic system. Consequently, they are suitable only for linear or moderately nonlinear systems, because the effect of the neglected higher order terms can lead to significant errors. Furthermore, all these approaches provide only an approximate description of the uncertainty propagation problem by restricting the solution to a small number of parameters, for example the first N moments of the sought pdf . The exact description of uncertainty propagation under white-noise excitation is provided by the well known Fokker-Planck-Kolmogorov equation (FPKE), or simply the Fokker-Planck equation (FPE) . 2 The solution to the FPE contains the complete information about the state pdf , W. With reference to Fig.1 , this implies that the FPE captures the exact shape of the uncertainty cloud, rather than providing a fit that is correct to some order of approximation (e.g. Gaussian, as shown in Fig.1(b) ). Unfortunately, the FPE is very difficult to solve. Analytical solutions are known to exist only for linear systems and a particular class of nonlinear systems with a Hamiltonian like function. 2 This class of systems fails to represent a noteworthy percentage of the multifarious nonlinear systems encountered in science and engineering. Therefore, numerical techniques are required to approximately solve the FPE for general N -D nonlinear systems. In the pre and early-computing era, several numerical and semi-numerical approaches were developed -e.g. eigenfunction expansion techniques 14 and perturbation methods 15 which produced numerical results for moderately nonlinear systems residing in 1 or 2-D state space. With the increasing computational capability, more sophisticated algorithms like the global Galerkin method, [16] [17] [18] finite differences, 19 finite elements, 20, 21 and multi-scale finite elements 22 have been developed and used on this problem. However, due to the inherent difficulties associated with these methods when faced with dimensionality issues (e.g. discretization of a high dimensional state space), their application to complicated high dimensional systems has been restricted. Recently, a multi-resolution meshless method 23 (based on the Meshless Petrov-Galerkin method 24 (MLPG)) was implemented to solve the stationary FPE and shown to provide immense benefits over existing global and local methods. By virtue of its meshless nature, the implementation of this algorithm on high dimensional problems is straightforward, which is an advancement over the conventional mesh-based FEM. However, the associated time of execution of the algorithm for such problems is significantly greater than can be provided by a workstation, and convergence remains a challenge. In this paper, a variation of a different meshless method, namely the Partition of Unity Finite Element Method 25 (PUFEM) is employed to tackle the issue of excessive computation time. With PUFEM, a significant improvement in computational efficiency is achieved while retaining the extremely attractive meshless feature of the algorithm for application to high-dimensional systems. The current method also provides greater flexibility in the use of different shape functions in different local approximation domains and gives the option of enforcing continuity of any desired order across the local domain boundaries. The former is achieved by isolating the various local approximations by means of compactly supported weight functions and utilizing the property of partition of unity to merge them together in an unbiased manner. The latter is achieved by using the recently developed GLO-MAP functions 26, 27 as the weights. The GLO-MAP weight functions are of polynomial form, which also simplifies the process of numerical integration. For the purpose of illustration, we shall restrict our concern to the stationary FPE for dynamic systems of a certain form, namely, non-conservative nonlinear systems with a Hamiltonian like energy function. The reason for this choice is that for such systems, a unique globally asymptotically stable stationary solution exists which can be determined analytically. 1 We emphasize however that the scope of the algorithm discussed in this paper extends to well beyond this class of systems. 
II. The Fokker-Planck Equation
As previously mentioned, the Fokker-Planck equation provides the exact description of the uncertainty propagation problem for dynamic systems driven by white-noise excitation. In essence, the FPE is a scalar partial differential equation of the parabolic type, which captures the time evolution of the actual state-pdf of a given stochastic system. The exact solution to this equation contains the complete information about the probability distribution of the concerned system's state-space at all times. Consider a general N -dimensional white-noise driven nonlinear dynamic system with uncertain initial conditions, given by the following equation:
where, Γ(t) represents a Gaussian white-noise process with the correlation function Qδ(t 1 − t 2 ), andx 0 represents the nominal initial state. The initial probability distribution of the state is given by the pdf W(t 0 , x), which captures the state uncertainty at time t 0 . Then, the time evolution of W(t 0 , x) is described by the following FPE, which is a second order, linear PDE in W(t, x):
where,
where, L F P is the Fokker-Planck operator, D (1) is known as the drift coefficient vector and D (2) is the diffusion coefficient matrix. The drift vector captures the drifting apart of the mean of the propagated pdf from the propagated mean of the initial pdf . Generally, this drift increases with the degree of the nonlinearity of the underlying dynamics, i.e. f (t, x). The diffusion matrix captures the spreading out of the substantial portion of the pdf (e.g. the 3σ region) over the state space. In simple terms, it governs how flat (or diffuse) the pdf turns out to be. In case the underlying governing dynamics (Eq.1) is deterministic, i.e. g(t, x) = 0 and the source of uncertainty lies only in the initial state, the diffusion matrix is identically zero and the reduced FPE is called the Liouville equation. An example of such a problem is the forward propagation of the initial state uncertainty of an asteroid through the underlying 2/N -body equations of motion, for the purpose of prediction of its probability of collision with a planet. We mention here that Eq.4 represents the Stratonovich form of the drift vector. There exists another form known as the Itô form, which is generally different from the Stratonovich form and is considered by mathematicians to be the rigorously correct expression for D (1) . In engineering fields however, the Stratonovich form in preferred, to avoid the necessity of Itô calculus which is required to deal with the Itô form. The two forms are identical in the case of state additive noise, i.e. when g(t, x) = g(t). This is typically the case with most real life stochastic systems and we consider only such systems in this paper.
A. FPE: Difficulties
Despite its innocuous appearance, solving the FPE for the pdf is a formidable problem because of the following issues:
Normalization constraint of the pdf : (1) and (2) represent additional constraints that the solution obtained for Eq.2 must satisfy in order to be a valid pdf . Therefore, these constraints must be accommodated in the numerical method. While (2) can be enforced by a simple renormalization of the obtained solution, (1) is a tough proposition. Several researchers have used a log-transformation of the FPE to ensure positivity (the inverse exponential transform of the solution obtained in the transformed coordinates ensures positive values). 16, 17 However, this approach converts the linear PDE (Eq.2) into a nonlinear PDE, which is generally not desirable. The domain issue (3) is also difficult to resolve and heuristic methods are typically used to define a conservatively sized domain for numerical implementation. Currently, homotopic principles are being developed by the authors to deduce the location and size of the domain for numerical computation.
In the following section the meshless Partition of Unity Finite Element Method, used in this paper to solve the FPE for N-D dynamic systems is described and compared with the traditional FEM and other meshless methods.
III. The Partition of Unity Finite Element Method (PUFEM)
The partition of unity (PU) approach to finite elements was developed by Babuška and Melenk. 25 It is one of the several recently developed meshless algorithms 24, 25, [28] [29] [30] [31] for solving PDEs in complicated high-dimensional domains. In this section, we desrcibe briefly the various aspects of the method -domain discretization, shape function construction and development of the local weak form equations.
A. PUFEM Discretization
Consider a domain Ω and a collection of overlapping subdomains Ω s , s = 1, 2, . . . , P , which form a cover for Ω. PU is a mathematical paradigm in which each of the overlapping subdomains Ω s is associated with a compactly supported function ϕ s called the PU pasting function, which is strictly zero outside Ω s and has the property that:
The above paradigm represents the skeleton for a powerful meshless finite element method for solving PDEs on the domain Ω. By assigning each of the subdomains (Ω s ) to individual nodes distributed over the global domain Ω, we obtain an implicit "discretization" of Ω, using which a local variational form of the PDE to be solved can be formulated. The discretization is not to be understood in the usual sense because of the overlap among neighboring subdomains and the fact that there is no role of inter-node or inter-element connectivity in this setup. By virtue of the latter property, this discretization is meshless and has immense advantage in application to high dimensional PDEs, e.g. the FPE for the 3-D motion of an asteroid, which involves a six dimensional state space discretization in addition to time. Also, the absence of inter-element boundaries is a great convenience in problems with moving boundaries, since no remeshing is required to maintain the inter-element boundary information. Figure 2 illustrates the PUFEM implicit discretization on the 1-D domain [−1, 1]. The tent functions shown in Fig.2 (a) are typically used as PU functions (ϕ s ). The PU functions and their supports for the first two nodes have been highlighted, and the overlap between elements Ω 1 and Ω 2 is clearly visible. In this paper, we employ weight functions used in the GLO-MAP algorithm, 26 which provide several advantages over the tent functions as PU functions (see Fig.2(b) ). These functions are further discussed in section D.
B. PUFEM Shape Functions
Using the above described collection of node-centered, compactly supported subdomains forming a cover for the solution domain, a finite element approximationŴ of the function W can be constructed by setting up a conformal space of shape functions in Ω. This is accomplished by introducing basis functions -ψ sj (j = 1, . . . , Q s ), within each Ω s . Note that in this paper, we differentiate between the terms "basis functions" and "shape functions". Shape functions are the final form of the functions used in the approximation space and are constructed out of the basis functions in different ways, depending on the various meshless methods. In PUFEM, the basis functions ψ sj may be chosen from the space of polynomials or they may be special functions, based on prior knowledge about the problem. For example, if the solution of the PDE in question is known to be highly oscillatory, harmonic functions with frequencies close to those of the system can be used in the basis set. Such special functions may be introduced either by themselves, or to supplement a previously existing polynomial basis. This aspect, called "basis enrichment" is one of the greatest advantages of PUFEM because it allows the use of local functions of different form and number in the individual subdomains. While such freedom provides great flexibility and can immensely improve the approximability, it generally prevents the basis functions from constituting a conformal space; i.e., the inter-element continuity of the approximation is not ensured. This task is accomplished by the PU pasting functions, which merge together the various local approximations. Figure 3 illustrates the process of shape function construction in the PUFEM algorithm. In these figures, the basis functions (ψ sj ) have been drawn using bold lines and the PU pasting functions (ϕ s ) using light lines. Also, all functions corresponding to the odd-numbered nodes are drawn with solid lines and those corresponding to even-numbered nodes with dashed lines. The 1-D domain [−1, 1] is discretized using 5 subdomains with tent-functions in Fig.3(a) and C 1 GLO-MAP weights in Fig.3(b) . The use of quadratic polynomials as basis functions has been shown in all the subdomains. Additionally, a sinusoidal function (which enriches the existing polynomial basis) has been introduced locally only in the third subdomain (corresponding to the highlighted Node # 3). Clearly, these basis functions do not form a conformal space on their own. However, when these functions are multiplied with the PU pasting functions of the corresponding nodes, the resulting functions satisfy interelement continuity and we refer to the product as pasted basis functions, or shape functions (see Figs.3 (c) and 3(d)):
In essence, the above approach delegates the burden of enforcing inter-element continuity to the PU functions so that the user is free to select basis functions purely on the criteria of local approximability. In comparison, in the conventional FEM the basis functions are the same as the shape functions. Therefore they need to form a conformal space on their own, which limits their range of selection. In most other meshless methods like SPH, MLPG etc, shape functions are constructed using data fitting algorithms like the Moving Least Squares (MLS), using a pool of basis functions which may be non-polynomials. We mention that the order of continuity of the shape functions across the local subdomains is inherited from the continuity of the PU functions. 25 Thus, the tent-functions, which are C 0 continuous, lead to shape functions whose derivatives are not continuous (Fig.3(e) ). On the other hand, the use of the GLO-MAP weight with C 1 continuity leads to C 0 derivatives (Fig.3(f) ), which is an advantage (see Sec.D). C. Local Variational Formulation of the FPE Given the shape functions described above, the global approximation is written by putting together the various local approximations as follows:
where, a sj are the Fourier coefficients corresponding to the various basis functions denoted by ψ sj (.). The role of the PU functions is further clarified by the above equation. Besides providing compact support and enforcing inter-element continuity, they act as averaging weights, merging together the approximations from neighboring subdomains. By virtue of the PU property (Eq.6), these weights add to 1 over the entire domain, hence leading to an unbiased average. Using the PUFEM approximationŴ given in Eq.8, we obtain the following local variational form for the N-D stationary FPE over the subdomain Ω s with boundary Γ s :
where v is a test function belonging to the space of functions V, onto which the residual is projected for error minimization, and α is a penalty parameter used to enforce the boundary condition W Γ = 0. The test functions in the above variational equation have compact support on Ω s . Notice that the integral is carried out over the local domain and the boundary condition is enforced over the part of the local boundary that coincides with the global boundary. Substituting Eq.8 in Eq.9, we obtain the following relation:
The coefficients a sj in Eq.10 are the unknowns, which can be found by using sufficient number of distinct test functions in order to set up a determined system of equations. From the above equation, a total of P s=1 Q s distinct test functions is required for this purpose. Following the Galerkin approach, we choose the test functions to be the same as the shape functions, i.e., V = {ϕ s ψ sj } (no summation of repeated index implied). This leads to the following system of linear algebraic equations involving the stiffness matrix K and load vector f :
where
Notice that K is a square matrix of dimension P s=1 Q s . Clearly for this problem, the solution lies in the span of the null-space of the matrix K. Theoretically, for the type of stochastic dynamic systems considered in this paper (non-conservative systems with a Hamiltonian like energy function), the null-space of K is unique and 1 dimensional, because there exists a unique globally asymptotically stable stationary solution of the FPE for such systems. However, this may not be true in the numerical implementation shown above. We mention that if the parameter α is chosen to be too large, it may cause a rank deficiency in K of greater than 1. In such event, one may study the equation error to determine the best solution. Alternatively, the penalty parameter α can be tuned to obtain a 1-D null-space; or the boundary conditions can be implemented not as W Γ = 0, but a very small value, W Γ = (∼ 10 −9 ), so that the RHS of Eq.11 is not zero. The latter approach gives highly acceptable results even with a very coarse tuning of α. The rank deficiency of K may also be caused due to other factors besides α, like the failure to incorporate the constraints (1) and (2) mentioned in Sec.A in the numerical method. Of course, the matrix K will always be ill-conditioned if α is not chosen judiciously. Notice that the solution to Eq.11 results in a functional approximation of the pdf W. This is highly desirable because there is no additional error incurred (interpolation error) in finding the solution at points other than the nodal points. In the next section, we discuss the use of GLO-MAP weight functions as PU functions to improve the PUFEM approximation obtained above.
D. Partition of Unity Pasting Functions: GLO-MAP Weights
It was stated in foregoing sections that the PU pasting functions are of key importance in the PUFEM algorithm. They bring about the implicit domain discretization, merge together the various local approximations by performing an unbiased average, and determine their order of continuity across the local boundaries. 25 Because of the requirement of the PU constraint, it is generally a difficult task to construct pasting functions that enforce continuity of any desired order. As previously mentioned, simple tent-functions are typically used, which provide C 0 continuity. More sophisticated positive functions have been used after renormalization to enforce the PU constraint in the following manner: ϕ i (.) = ϕi(.) P j ϕj (.) (Shepard's functions). However, these functions are generally very difficult to integrate. The use of higher order polynomials as PU functions, which could be automatically generated depending on the specified order of continuity of the approximation has not been explored to a great extent in the PUFEM literature so far. In this section, we briefly discuss the weight functions derived in the recently developed GLO-MAP algorithm 26, 27 as PU pasting functions. These functions are of polynomial form, satisfy Eq.6, and have compact support -thus satisfying the requirements for a PU. Figs. 2(b) and 4 illustrate GLO-MAP weights upto C 2 continuity in 1 and 2 dimensions respectively. The idea behind the GLO-MAP weights is amazingly simple -given a node belonging to a discretized domain, the polynomial function of the lowest degree, which assumes the value unity at the concerned node and decays to zero at all its neighboring nodes with the specified degree of smoothness satisfies the property of partition of unity on the global domain Ω. It is possible to write a general expression for such polynomials to any order of continuity:
where, m is the order of continuity. The tent-functions shown in Fig.2(a) are a special case with m = 0. In the PUFEM framework, these weights come as an invaluable construct because of their several relevant properties:
26, 27
1. Polynomial form: By virtue of their polynomial form, GLO-MAP weights are very easy to integrate. Additionally, if polynomial bases are used, the resulting weak form integrals can be evaluated analytically.
2. They satisfy the PU property. It is very easy to prove the fulfillment of this constraint when the GLO-MAP weights are written in local co-ordinates centered at the corresponding nodes and scaled with the inter-nodal distance along each dimension, h (i) . This implies that in the local co-ordinates, the central node is at the centroid of a N -hypercube and all its neighboring nodes are at the various 2 N vertices. The value of the GLO-MAP weights are 1 and 0 respectively at these locations.
3. They can provide any desired order of continuity across subdomain boundaries. This is very useful in applications which require the solution derivatives to satisfy certain error bounds.
4. Easy extension to higher dimensions: It is surprisingly easy to construct GLO-MAP weights in higher dimensions. A simple continued product (tensor product) of 1-D weights written along the various dimensions gives the weight function in the higher dimensional space which satisfies all the properties mentioned above. E.g., w (2) (x, y) = w (2) (x)w (2) (y), i.e. a GLO-MAP weight in 2-D providing C 2 continuity is simply the continued product of two 1-D weights providing the same level of smoothness.
In summary, the generality provided by GLO-MAP weight functions and their easy extension to N -dimensions opens up the path for the implementation of the PUFEM algorithm to solve high dimensional PDEs (including the FPE). Furthermore, if basis functions orthogonal to these weight functions are used, we obtain an improvement in the condition number of the stiffness matrix, K. 27 A limitation of these functions is that in order to satisfy the PU constraint, the nodes must be aligned as if on a rectangular grid. However, it is possible to have variable inter-nodal separation between the various adjacent nodes along any particular dimension. This restriction implies that the PUFEM algorithm can be applied directly only to PDEs defined on N -hypercuboids. Domains of all other shapes would require a transformation into a hypercuboid. In the current application (FPE) however this is not a problem, because the domain of solution can be chosen to be a N -hypercube. 
IV. Results
In this section, we show results for various dynamic systems using the above outlined algorithm. GLO-MAP weights providing C 1 continuity were used for all these simulations, although our code can automatically generate weights of any specified order using Eq.14.
A. Dynamic System 1
We first consider the following 2-D nonlinear dynamic system:
Eq.15 represents a noise driven Duffing oscillator with a soft spring (αβ < 0, η > 0), and included damping (to ensure the presence of a stationary solution, which is a bimodal pdf , see Fig. 5 ). The expression for the true solution to the stationary FPE for this system is as follows:
where C is a normalization constant. Notice that the stationary pdf is an exponential function of the steady-state system energy (a Hamiltonian-like function), scaled by the parameter −2 η g 2 Q .
1 For simulation purposes, we used α = −15, β = 30, η = 10 and the noise was assumed to be of unit intensity (Q = 1) along with g = 1. The expressions for the elements of the stiffness matrix and load vector are given by: Following the discussion of rank deficiency of K in Sec.C, the boundary condition was implemented as W Γ = (≈ 10 −9 ), resulting in a non-zero load vector. In Eq.17, i and j are related to p and q as in Eq.12. Fig.6 shows the solution and error surfaces obtained using the PUFEM algorithm on a 14 × 14 rectangular grid. We solved the same problem using the global-Galerkin approach with scaled Hermite polynomials as basis functions for comparison purposes. It was found that although the global approximation is able to provide similar accuracy for this problem, it is not a suitable approach because it is extremely sensitive to certain tuning parameters, like a reference pdf which is critical to the global approximation. The reference pdf is used to determine the finite domain of solution, and attaches relative weights to different regions of the domain. A slight perturbation in the reference leads to a significant rise in the error, and the degree of tuning achieved in this study case may not be possible for general N -dimensional systems. An example of such sensitivity is shown in Fig.6(c) , in which the mean of the reference pdf was perturbed towards one of the modes, resulting in unbalanced weighting of the domain leading to significant errors. On the other hand, the PUFEM is not subject to such tuning issues. Also, there is no scope for local solution improvement in the global method. In Kumar et al., 23 the above problem was solved using a multi-resolution meshless method (MRMM) based on MLPG. The convergence characteristics of PUFEM is found to be significantly better than MRMM, as seen in Fig.7 . Although the convergence rate of the latter algorithm is faster, the RMS-error values are higher. The fast rate of convergence of MRMM is most likely due to the decrease in interpolation errors as the density of nodes is increased. Furthermore, the PUFEM algorithm is considerably more computationally efficient, i.e. the time of execution of the PUFEM algorithm is much less the computation time for MRMM. This is primarily due to the fact that MRMM requires the solution to several MLS problems (see Sec.V) in the process of evaluating the weak form integrals. Thus for this particular problem, PUFEM provides improvement in accuracy and efficiency over other meshless methods based on MLS.
B. Dynamic System 2
Consider now the following 2-D quintic oscillator:
The stationary pdf for this system is given by the following expression:
The values of the various parameters used in this simulation are: ε 1 = 1, ε 2 = −3.065, ε 2 = 1.825, η = 1.5, g = Q = 1. The stiffness matrix and load vector for this system are constructed exactly in the same manner as for system 1. From Fig.8 it is clear that the method is able to handle systems with high order nonlinear with ease. The comparative convergence curves for this system, using PUFEM and MRMM show 
V. Evaluation of PUFEM Against Other Existing Techniques
In this section, we make a point-wise comparison of various finite element based numerical techniques for solving the FPE for nonlinear dynamic systems on hypercuboids. We shall compare the PUFEM against the global Galerkin method (GM), the conventional FEM, and the other meshless methods like the one used in used in Kumar et al. 23 (MRMM).
• Shape function selection: PUFEM offers great flexibility in the selection of local approximation spaces as it is possible to introduce different number of independently chosen basis functions in the different subdomains. The shape functions are constructed by simply multiplying the basis functions with the PU pasting functions. In most other meshless methods, the shape functions are constructed using data fitting algorithms like the MLS. Consequently, while it is possible to use non-polynomial functions in the approximation space, it is a relatively difficult task to use different basis functions in different regions of the solution domain. Conventional FEM typically uses only polynomial shape functions in the approximation space, the order of which is determined by the shape of the finite element. Finally, there is no scope for local error improvement of the solution in the global methods because of the nature of the formulation.
• Error characteristics: The convergence of PUFEM is expected to be superior to that of FEM, especially with the use of special functions in the approximation space which directly improves its approximability. From our experience in the current application, we conclude that the convergence characteristics of PUFEM is better than that of MRMM, using the same basis function set (Figs.7,8(c) ). This could be partially due to the absence interpolation errors in PUFEM, whereas in MRMM additional errors are introduced due to interpolation required to find the solution at points other than the solution nodes.
• Computational load: If we divide the computational load of the various algorithms into three stages -pre-processing (grid generation), integration (evaluation of the weak form integrals) and postprocessing (finding solution at several points in the domain) stages, we get the following relative ordering: PUFEM and MRMM rank above FEM in the pre-processing stage because the required grid information is minimal in the former. PUFEM and FEM are faster than most other meshless methods in the integration stage because the latter require the solution to a MLS problem for every quadrature point used for the numerical evaluation of the integrals. PUFEM ranks above both FEM and other meshless methods in the post-processing stage because it provides a functional form of the approximation; i.e., no interpolation procedure is required to construct the solution at any given point in the domain, as in the other methods. However, this very aspect (functional form of the approximation inside each subdomain) implies that PUFEM demands greater computational memory than other meshless methods, which typically give only the solution values at the nodes. Clearly, the functional form requires a greater number of parameters for solution characterization as opposed to specifying only the solution value at the various nodes.
• Application to high dimensional problems: PUFEM and MRMM stand out from the conventional FEM in the aspect of implementation to higher dimensional problems because mesh generation in 3 and higher dimensions is still not practical. Comparing MRMM and PUFEM in this respect, PUFEM has some advantage because of its simpler algorithm structure and smaller time of execution. While MRMM requires a much greater amount of time in the face of the curse of dimensionality, it provides benefit in the aspect of memory requirement because of the smaller number of degrees of freedom involved in the approximation.
Summary: PUFEM emerges as the algorithm that is the easiest to implement in the current application because of its simplicity. While it involves only the numerical evaluation of integrals in the weak form followed by the inversion of the stiffness matrix, most other meshless methods require the solution to several MLS problems in addition to these tasks. Furthermore, if polynomial bases are used, the PUFEM integrals can be found analytically. On the other hand, most other meshless methods require numerical integration even with polynomial bases because the shape functions resulting from the MLS procedure are not polynomials. Both algorithms are equally easy to extend to higher dimensions. MRMM has an advantage over PUFEM in one critical aspect -it can be easily used on domains with boundaries of arbitrary shape -whereas in the PUFEM framework, it is essential to have the solution domain as a N -hypercube. In the current application however, this is not a problem.
VI. Conclusions
We conclude that the PUFEM is a robust and promising approach for attacking the FPE for high dimensional systems due to its multiple advantages. The use of GLO-MAP weights as PU pasting functions further improves the quality of approximation by improving its continuity characteristics. Future application of this method to 4 and higher dimensional systems will quantify the exact advantages of this methodkeeping in mind the fact that none of the existing methods have satisfactorily solved the 4-D FPE to date. We have currently obtained initial results with our algorithm for the 3-D problem, although refinement of the solution has not yet been achieved because of the limitations in our current computer implementation.
