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Abstract
In this work we explore the capability of audiovisual param-
eters (such as voice frequency, rhythm, head motion or facial
expressions) to discriminate among different dramatic attitudes.
We extract the audiovisual parameters from an acted corpus of
attitudes and structure them as frame, syllable, and sentence-
level features. Using Linear Discriminant Analysis classifiers,
we show that sentence-level features present a higher discrim-
inating rate among the attitudes and are less dependent on the
speaker than frame and sylable features. We also compare the
classification results with the perceptual evaluation tests, show-
ing that voice frequency is correlated to the perceptual results
for all attitudes, while other features, such as head motion,
contribute differently, depending both on the attitude and the
speaker.
Index Terms: attitude characterization, expressive audiovisual
contours, complex emotion
1. Introduction
Attitudes refer to the expression of social affects, which is one
of the main goals of speech. The acoustic and visual manifesta-
tions of attitudes are linked to conventions and cultural behav-
iors [1], thus differing from basic emotional expressions, which
may be seen as more spontaneous and universal [2].
The study of audiovisual parameters which encode the par-
alinguistic content of speech plays an essential role in im-
proving the recognition and synthesis of expressive audiovisual
speech. To this goal, there has been a great amount of work on
the analysis and modeling of features which are found to help in
the discrimination between expressive styles. Audiovisual fea-
tures such as voice quality [3], acoustic prosodic features (F0,
rhythm, energy) [4] [5] [6] [7], head motion [8] [9] [10], eye
motion [11] and facial expressions [12] [13] [14] [15], have
proven to be efficient in discriminating between basic emotions,
attitudes or even speaker styles.
While recognition of emotion or psycho-physiological state
is largely based on signal-based data mining and deep learn-
ing with features collected with a sliding window over multi-
modal frames [16] [17] [18] [19] , early studies have pro-
posed that speakers use global prosodic patterns to convey an
attitude [20][21]. These patterns are supposed to be anchored
on the discourse and its linguistic structure, rather than encoded
independently on parallel multimodal features. We recently ev-
idenced the relevance of such patterns in facial displays [22].
This work does not focus on proposing an exhaustive list
of features for audiovisual emotion recognition, but rather ex-
plores the effectiveness of using audiovisual features at differ-
ent structural levels to discriminate among expressive styles and
speakers. We thus compare below the discrimination between
attitudes at frame, syllable and sentence-level and with different
acoustic and visual features in order to evaluate the importance
of the positioning of discriminant audiovisual events within the
utterance. To that purpose, we performed a series of Linear Dis-
criminant Analysis (LDA) on an expressive corpus of dramatic
attitudes. In line with Iriondo et al [23] who used the results of
a subjective test to refine an expressive dataset, we compare our
best classification results with perceptual evaluation tests for the
set of attitudes which are best discriminated.
Section 2 presents our corpus of attitudes and the extraction
and representation of audiovisual features. Section 3 presents
the experiments we carried for automatic classification, percep-
tual evaluation and comparison techniques.
2. Corpus of dramatic attitudes
We use audiovisual data from a corpus of 16 attitudes. The
recording and annotation processes are described in [22]. The
chosen attitudes represent a subset of the Baron-Cohen’s Mind
Reading project [24], which proposes a taxonomy of 412 com-
plex emotions. The attitudes were performed by two semi-
professional native French actors (one male and one female)
under the active supervision of one theater director. In front
of a Kinect camera, they were asked to perform 35 utterances
(with a technique similar to the Exercises in Style by Raymond
Queneau [25]) in the following attitudes: declarative (DC), ex-
clamative (EX), question (QS), comforting (CF), tender (TE),
seductive (SE), fascinated (FA), jealous (JE), thinking (TH),
doubtful (DI), ironic (SH), scandalized (SS), dazed (SD), re-
sponsible (RE), confronted (HC) and embarrassed (EM). Given
the posed context and the complexity of the expressive cate-
gories, we denominate these attitudes as dramatic.
2.1. Feature extraction
Voice frequency (F0). We automatically aligned all utterances
with their phonetic transcription and further checked and cor-
rected the automatic estimation of melody by hand using Praat
[26]. Therefore, we obtained reliable F0 contours which we
further normalized and then converted to semitones.
Rhythm (Rth). For rhythm we used a duration model
[27] [28] where syllable lengthening/shortening is characterized
with a unique z-score model applied to log-durations of all con-
stitutive segments of the syllable. We compute a coefficient of
lengthening/shortening C corresponding to the deviation of the
syllable duration ∆ relative to an expected duration ∆′:
C =
∆ − ∆′
∆′
(1)
∆′ = (1 − r) ·
∑
i
d¯pi + r ·D (2)
where i is the phoneme index within the syllable, d¯pi is the
average duration of phoneme i, D is the average syllabic dura-
tion (=190ms here) and r is a weighting factor for isochronicity
(=0.6 here). We note C as the rhythm coefficient which is com-
puted for every syllable in all sentences in the corpus.
Energy (Enr). Energy is extracted at phone-level and com-
puted as mean energy (dB).
Spectrum (Spec). The audio features are extracted using
the STRAIGHT vocoder [29]. We use 24 mel-cepstral coeffi-
cients, from the 2nd to the 25th (i.e. excluding the energy).
Motion (Head, Gaze). Head and gaze motion are obtained
directly from the processing of the Kinect RGBD data by the
Faceshift ®software and processed at 30 frames/s.
Facial expressions (Up, Low). Facial expressions are re-
turned by the Faceshift software as blendshape values, to which
we apply Non-negative Matrix Factorization (NMF) [30]. We
split these into two main groups: upper-face expressions (6
components) and lower-face expressions (6 components).
2.2. Feature stylization
By stylization we mean the extraction of several values at spe-
cific locations from the feature trajectories with the main pur-
pose of simplifying the analysis process while maintaining a
constant number of characteristics of the original contour for
all structural levels whatever the linguistic content. We propose
the following stylization methods:
• audio: the audio feature contours are stylized by extract-
ing 3 values: at at 20%, 50% and 80% of the vocalic
nucleus of each syllable.
• visual: the visual feature contours are stylized by extract-
ing contour values at 20%, 50% and 80% of the length
of each syllable.
• rhythm: the rhythm is represented by one parameter per
syllable: the lengthening/shortening coefficient.
3. Experiments
3.1. Discriminant analysis
Discriminant analysis between the 16 attitudes is performed us-
ing Fisher classification with 10-fold cross-validation. Speaker-
dependent and speaker-independent classification of attitudes
were performed at three structural levels for each feature sep-
arately and for the concatenation of all audiovisual features:
• frame-level: data extracted from each stylization point
• syllable-level: concatenation of the frame-level features
at each syllable
• sentence-level: concatenation of the first and last
syllable-level features for a sentence. For sentences com-
posed of one syllable, we perform data duplication to ob-
tain the desired feature dimension (see table 1).
Table 1: Dimension and size for all features.
F0 Rth Enr SpecHeadGaze Up LowAll
Dimension 1 1 1 24 6 2 6 6 47
Frame sz 1 - - 1 1 1 1 1 1
Syllable sz 3 1 1 3 3 3 3 3 3
Sentence sz 6 2 2 6 6 6 6 6 6
Results. We observe that the discrimination rate increases
as feature granularity increases (see figure 1). Higher scores
at sentence-level indicate that order matters: the overall shapes
of the features within the sentences have better discrimination
power than local feature values. For F0, head motion and gaze
the average F1-score is increased by more than 30% of the
scores obtained for the frame- and syllable-level. In the case
of spectrum the gain is smaller, showing that it already contains
enough discriminant information at frame- and syllable-level.
Individual features generally show a higher score for
speaker-dependent classification. It is especially the case for
F0, head motion and face expressions, showing that these ges-
tures manifest different strategies for attitude expression. How-
ever, the advantage of structuring features at sentence-level is
especially significant in the speaker-independent case. Surpris-
ingly, for the concatenated feature we observe similar scores at
sentence-level for all classifiers, while the frame- and syllable-
level scores are higher for the speaker-dependent classifiers.
This shows there may be a benefit in using speaker-independent
models with sentence-level features.
Figure 1: Average F1-scores obtained for all features at frame,
syllable and sentence-level, for the male (top), the female
speaker (middle) and speaker-independent (bottom). Marked
values represent mean F1-scores for sentence-level features.
Table 2 presents the F1-scores for all features at sentence-
level. For both speakers, we observe that the highest scores are
obtained for head movements, followed by upper-face expres-
sions and voice spectrum. The following features appear in the
descending order of the scores: gaze, F0, lower-face expres-
sions for the male speaker and F0, lower-face expressions and
gaze for the female speaker. Finally, the lowest scoring fea-
tures are energy and rhythm for both actors. Such observations
related to the discrimination capacity of individual features can
be used to improve the generation of expressive audiovisual fea-
tures for discrete attitudes and thus, to expressive audiovisual
speech synthesis.
Table 2: F1-scores for the automatic classification. LDA classifiers are trained using sentence-level features over 16 attitudes: for the
male speaker (a) and female speaker (b). Values in bold are greater than 0.6.
(a) F1 score for the male speaker
F0 Rth Enr Spec HeadGazeUp Low All
Declarative 0.49 0 0.29 0.61 0.82 0.43 0.70 0.08 0.77
Exclamative 0.43 0.15 0.10 0.27 0.70 0.33 0.58 0.28 0.72
Interrogative 0.48 0.36 0.28 0.56 0.82 0.65 0.88 0.29 0.94
Comforting 0.08 0.16 0.14 0.20 0.66 0.42 0.44 0.36 0.79
Tender 0.43 0 0.40 0.47 0.73 0.33 0.54 0.56 0.95
Seductive 0.30 0.03 0.23 0.47 0.59 0.39 0.55 0.39 0.87
Fascinated 0.34 0 0.13 0.67 0.67 0.41 0.78 0.30 0.94
Jealous 0.15 0.08 0.19 0.33 0.42 0.19 0.27 0.53 0.70
Thinking 0.58 0.40 0.22 0.41 0.72 0.41 0.75 0.13 0.89
Doubtful 0.27 0.16 0.11 0.42 0.66 0.31 0.62 0.45 0.88
Ironic 0.11 0 0.12 0.59 0.77 0.44 0.77 0.53 0.89
Scandalized 0.46 0.09 0.82 0.25 0.66 0.41 0.59 0.37 0.85
Dazed 0.46 0.08 0.31 0.38 0.52 0.16 0.78 0.29 0.76
Responsible 0.37 0.11 0.41 0.26 0.60 0.36 0.69 0.39 0.72
Confronted 0.45 0 0.10 0.28 0.69 0.28 0.44 0.21 0.80
Embarrassed 0.37 0.18 0.62 0.90 0.56 0.71 0.79 0.63 1
Mean 0.36 0.11 0.28 0.44 0.65 0.37 0.64 0.36 0.85
(b) F1 score for the female speaker
F0 Rth Enr Spec HeadGazeUp Low All
Declarative 0.29 0 0.20 0.55 0.73 0.36 0.80 0.37 0.83
Exclamative 0.31 0 0.14 0.43 0.68 0.36 0.61 0.19 0.82
Interrogative 0.71 0.07 0.34 0.77 0.60 0.07 0.39 0.31 0.97
Comforting 0.11 0.10 0.17 0.61 0.49 0.34 0.28 0.51 0.84
Tender 0.56 0.04 0.31 0.36 0.54 0.26 0.53 0.69 0.94
Seductive 0.36 0.08 0.24 0.40 0.50 0.16 0.38 0.48 0.82
Fascinated 0.36 0 0.12 0.67 0.70 0.44 0.61 0.26 0.94
Jealous 0.25 0 0.04 0.41 0.48 0.19 0.65 0.18 0.90
Thinking 0.31 0.24 0.04 0.37 0.63 0.37 0.58 0.27 0.94
Doubtful 0.66 0 0.15 0.36 0.58 0.37 0.49 0.25 0.78
Ironic 0.37 0 0.16 0.22 0.47 0.26 0.36 0.42 0.75
Scandalized 0.61 0.20 0.83 0.66 0.47 0.20 0.46 0.45 0.86
Dazed 0.36 0.19 0.11 0.31 0.61 0.12 0.37 0.30 0.71
Responsible 0.31 0.32 0.25 0.39 0.67 0.60 0.53 0.23 0.91
Confronted 0.68 0.07 0.19 0.58 0.73 0.35 0.59 0.72 0.96
Embarrassed 0.33 0.24 0.31 0.44 0.73 0.58 0.56 0.94 0.97
Mean 0.41 0.10 0.21 0.47 0.61 0.31 0.51 0.41 0.87
3.2. Perceptual test
In order to assess the perceptual correlates of these features we
carried an attitude recognition test using recorded data from the
two speakers. The stimuli were obtained using an animation
system, in which the recorded motion is directly mapped to a
cartoon-style 3D model of the speaker (see figure 2) and the au-
dio signal is represented by the original voice recordings. The
shape deformation of the avatar corresponds exactly to the an-
alyzed visual features, while appearance is represented by car-
toon style textures, thus justifying the comparison between the
objective and the perceptual test. We focused on a subset of
8 attitudes (Tender, Seductive, Fascinated, Jealous, Thinking,
Ironic, Scandalized and Embarrassed) that are best produced
and perceived (see [22]).
Figure 2: Video and corresponding animation frames for the
two speakers performing the attitude Seductive.
The test consists of a set of 32 animations such that no two
consecutive performances contain identical attitudes, sentences
or speakers. Random sentences are chosen from a subset of 6
sentences such that each attitude appears twice for each speaker.
A total of 63 French native speakers participated in this experi-
ence. The online test can be found at 1.
Results. The recognition rates for the two speakers are:
55% (male) and 45% (female). The confusion matrices are pre-
sented in table 3. The best recognized attitudes are Seductive,
Thinking and Scandalized, and lowest is Jealous for both speak-
ers. Generally, the male speaker was better recognized, this
1http://www.gipsa-lab.fr/∼adela.barbulescu/test recognition/
observation being supported by the results obtained in the auto-
matic classification. Notable observations: for the male speaker,
Jealous and Ironic are interchangeably confused, while for the
female speaker, Jealous is confused with Embarrassed.
Table 3: Confusion matrices obtained for the perception test
with performances of the male speaker (top) and female speaker
(bottom). Values in bold are greater than 30%.
(%) TE SE FA JE TH IR SS EM
TE 47.7 8.5 24.0 0.8 6.2 10.0 0.0 3.1
SE 9.2 52.3 4.7 7.0 6.9 15.4 1.5 3.1
FA 10.0 3.8 71.3 0.0 8.5 0.0 1.5 4.6
JE 2.3 2.3 0.0 34.9 6.2 46.2 6.2 1.5
TH 0.8 1.5 3.1 3.1 74.6 9.2 0.8 6.9
IR 1.5 10.8 0.8 18.6 8.5 51.5 3.8 4.6
SS 0.8 0.0 18.6 4.7 0.8 3.1 68.5 3.8
EM 20.0 10.8 13.2 0.8 10.8 3.8 0.0 40.8
(%) TE SE FA JE TH IR SS EM
TE 37.7 9.2 30.8 1.5 4.7 4.6 5.4 6.2
SE 18.5 49.2 4.6 3.1 10.9 5.4 1.5 6.9
FA 13.8 4.6 30.8 0.8 31.8 0.8 3.1 14.6
JE 9.2 8.5 2.3 17.7 10.9 13.8 6.9 30.8
TH 2.3 2.3 1.5 7.7 50.4 12.3 3.1 20.0
IR 4.6 2.3 1.5 16.2 14.7 35.4 11.5 13.8
SS 0.8 0.0 8.5 2.3 0.8 0.8 84.6 2.3
EM 9.2 16.2 3.1 1.5 3.1 3.8 0.0 63.1
3.3. Comparison between objective and perceptual scores
In order to compare the discrimination scores obtained by au-
tomatic classification and the perceptual test results, we trained
separate LDA classifiers for the two speakers with the 8 atti-
tudes used in the perceptual tests. Data was partitioned into
training and testing such that the testing sentences coincide with
Table 4: F1-scores and correlation coefficients for the automatic classification and perceptual tests. LDA classifiers are trained using
sentence-level features over 8 attitudes and tested on sentences used in perceptual test (Perc): for the male (a) and female speaker (b).
Values in bold are greater than 0.6.
(a) F1-score for the male speaker
F0 Rth Enr Spec HeadGazeUp Low All Perc
TE 0.33 0.35 0.76 0.54 0.91 0.23 0.50 0.83 0.79 0.49
SE 0.63 0.12 0.62 0.50 0.56 0.36 0.70 0.71 0.71 0.54
FA 0.56 0.02 0.20 0.71 0.87 0.89 0.94 0.58 0.99 0.61
JE 0.10 0.42 0.27 0.46 0.47 0.36 0.32 0.79 0.74 0.40
TH 0.67 0.22 0.05 0.20 0.86 0.46 0.89 0.33 0.91 0.67
IR 0 0 0.70 0.58 0.80 0.89 0.86 0.71 0.97 0.43
SS 0.66 0.12 0.98 0.59 0.95 0.64 0.95 0.78 0.98 0.76
EM 0.61 0.30 0.69 0.74 0.55 0.60 0.93 0.84 0.92 0.50
Mean 0.45 0.19 0.54 0.54 0.75 0.55 0.76 0.70 0.88 0.55
(b) F1-score for the female speaker
F0 Rth Enr Spec HeadGazeUp Low All Perc
TE 0.67 0 0.56 0.43 0.71 0.26 0.93 0.96 0.80 0.38
SE 0.40 0.30 0.53 0.32 0.71 0.08 0.38 0.87 0.67 0.51
FA 0.34 0.02 0.16 0.36 0.73 0.72 0.91 0.41 0.83 0.33
JE 0.07 0.09 0.46 0.22 0.32 0.49 0.48 0.49 0.82 0.23
TH 0.76 0.26 0.02 0.27 0.38 0.55 0.55 0.24 0.69 0.44
IR 0.35 0 0.26 0.56 0.29 0.24 0.19 0.62 0.80 0.40
SS 0.98 0.30 0.99 0.55 0.59 0.44 0.74 0.62 0.95 0.79
EM 0.39 0.37 0.76 0.16 0.76 0.75 0.84 0.98 0.96 0.49
Mean 0.50 0.17 0.47 0.36 0.56 0.44 0.63 0.65 0.82 0.45
Table 5: Correlation coefficients for the automatic classification and perceptual tests for the male (a) and female speaker (b). Values in
bold are associated with p-values < 0.1.
(a) Correlations for male speaker
F0 Rth Enr Spec Head Gaze Up Low All
r 0.78 -0.3 0.04 -0.1 0.62 0.16 0.62 -0.4 0.50
p 0.02 0.38 0.91 0.68 0.09 0.69 0.09 0.26 0.20
(b) Correlations for female speaker
F0 Rth Enr Spec Head Gaze Up Low All
r 0.78 0.64 0.65 0.40 0.27 -0.1 0.10 0.20 0.35
p 0.02 0.08 0.07 0.31 0.50 0.79 0.80 0.62 0.38
the ones used in the perceptual test. Table 4 shows the F1-scores
obtained by automatic classification for all features at sentence-
level and the scores obtained for the perceptual tests.
As expected, the perceptual test scores are generally lower
than the automatic classification scores. This phenomena has
multiple causes, such as: the acting strategy may not correspond
to the subjects’ view of that attitude, the decrease of expressive-
ness introduced by animation etc. For the objective and percep-
tual tests, the highest recognized attitude is Scandalized, while
the least recognized is Jealous. As in the case of automatic clas-
sification for 16 attitudes, the male speaker generally obtained
higher scores and this is reflected also in the perceptual test.
We computed the Pearson correlation between the F1-
scores obtained for the tests (see table 5). We set the signif-
icance level at 0.1 and obtained strong correlations for F0 for
both speakers. Moderate correlations are also obtained for the
female speaker for rhythm, and for the male speaker for head
motion and upper-face expressions. The male speaker seems to
make a better use of head motion to encode attitudes and this
is perceived and effectively used by viewers. However, the use
of recorded voices with synthetic visual input may explain the
dominance of F0 correlations in the perceptual scores. Figure 3
illustrates attitude discriminant stylized contours.
4. Conclusion
We analyzed audiovisual speech utterances with similar content
(sentences) in different styles (dramatic attitudes). In a series
of experiments, we found that LDA classifiers trained on indi-
vidual features at sentence-level outperform classifiers trained
on frame- or syllable-level features, thus showing a benefit in
introducing the temporal dimension for audiovisual features at
the level of the sentence for the recognition and synthesis of
attitudes. Among these features, head motion and facial expres-
sions show higher discrimination scores than F0.
Moreover, we observed that the usage of sentence-level fea-
Figure 3: Mean stylized F0 contours for the female speaker for
the 8 attitudes as a function of number of syllables of the ut-
terance (here 1 to 6 syllables). This evidences that Scandalized
and Thinking patterns strongly stand out from the others.
tures brings the highest gains in score for speaker-independent
classifiers. This finding encourages future work in the direc-
tion of building speaker-independent models of attitudes with
sentence-level features. As previous studies show that prepara-
tory movements help in the discrimination of expressive styles
[8], the analysis could also include motion data extracted from
pre- and post-phonatory silences.
By analyzing individual features at sentence-level, we
found that F0 is strongly correlated with perceptual judgements,
while for other features, correlations are found only for one
speaker. Such an example is the effective usage of head motion
by the male speaker. Future work will focus on analyzing the
individual contributions of visual features in the perception of
attitudes, similar to the approach presented in [31]. For this, we
are creating synthetic stimuli by individually controlling visual
features at sentence level using our 3-D animation platform.
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