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Abstract
We consider the extragradient method to minimize the sum of two functions, the ﬁrst one being
smooth and the second being convex. Under the Kurdyka- Lojasiewicz assumption, we prove that the
sequence produced by the extragradient method converges to a critical point of the problem and has
ﬁnite length. The analysis is extended to the case when both functions are convex. We provide, in this
case, a sublinear convergence rate, as for gradient-based methods. Furthermore, we show that the recent
small-prox complexity result can be applied to this method. Considering the extragradient method is
an occasion to describe an exact line search scheme for proximal decomposition methods. We provide
details for the implementation of this scheme for the one norm regularized least squares problem and
demonstrate numerical results which suggest that combining nonaccelerated methods with exact line
search can be a competitive choice.
Keywords Extragradient, descent method, forward-backward splitting method, Kurdyka- Lojasiewicz in-
equality, complexity, ﬁrst order method, ℓ1-regularized least squares.
1 Introduction
We introduce a new optimization method for approximating a global minimum of a composite objective
function, i.e., a function formed as the sum of a smooth function and a simple nonsmooth convex function.
This class of problems is rich enough to encompass many smooth/nonsmooth, convex/nonconvex opti-
mization problems considered in practice. Applications can be found in various ﬁelds throughout science
and engineering, including signal/image processing [1] and machine learning [2]. Successful algorithms
for these types of problems include for example fast iterative shrinkage-thresholding algorithm (FISTA)
method [3] and forward-backward splitting method [4]. The goal of this paper is to investigate to which
extent extragradient method can be used to tackle similar problems.
The extragradient method was initially proposed by Korpelevich [5] and it has become a classical
method for solving variational inequality problems. For optimization problems, this method generates a
sequence of estimates based on two projected gradient steps at each iteration.
After Korpelevich’s work, a number of authors extended his extragradient method for variational in-
equality problems (for example, see [6,7]). In the context of convex constrained optimization, [8] considered
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the performances of the extragradient method under error bounds assumptions. In this setting, Luo and 
Tseng have described asymptotic linear convergence of the extragradient method applied to constrained 
problems. To our knowledge, this is the only attempt to analyse the method in an optimization setting.
A distinguishing feature of the extragradient method is its use of an additional projected gradient step, 
which can be seen as a guide during the optimization process. Intuitively, this additional iteration allows 
us to examine the geometry of the problem and take into account its curvature information, one of the 
most important bottlenecks for ﬁrst order methods. Motivated by this observation, our goal is to extend 
and understand further the extragradient method in the speciﬁc setting of optimization. Apart from the 
work of Luo and Tseng, the literature on this topic is quite scarce. Moreover, the nonconvex case is not 
considered at all.
We combined the work of [5,8] and some recent extensions for ﬁrst-order descent methods, (see [9–12]), 
to propose the extented extragradient method (EEG for short) to tackle the problem of minimizing a com-
posite objective function. The classical extragradient method relies on orthogonal projections. We extend 
it by considering more general nonsmooth functions, and using proximal gradient steps at each iteration. 
An important challenge in this context is to balance the magnitude of the two associated parameters to 
maintain desirable convergence properties. We devise conditions which allow to prove convergence of this 
method in the nonconvex case. In addition, we describe two diﬀerent rates of convergence in the convex 
setting.
Following [9–12] we heavily rely on the Kurdyka- Lojasiewicz (KL for short) inequality to study the 
nonconvex setting. The KL inequality [13, 14] has a long history in convergence analysis and smooth 
optimization. Recent generalizations in the seminal works [15, 16] have shown the important versatility 
of this approach as the inequality holds true for the vast majority of models encountered in practice, 
including nonsmooth and extended valued functions. This opened the possibility to devise general and 
abstract convergence results for ﬁrst order methods [10, 11], which constitute an important ingredient of 
our analysis. Based on this approach, we derive a general convergence result for the proposed EEG method.
In the convex case, we focus on global convergence rates. We ﬁrst describe a sublinear convergence 
rate in terms of objective function. This is related to classical results from the analysis of ﬁrst order 
methods in convex optimization, see for example the analysis of forward-backward splitting method in [3]. 
Furthermore, we show that the small-prox result of [12] also applies to EEG method which echoes the 
error bound framework of Luo and Tseng [8] and opens the door to more reﬁned complexity results when 
further properties of the objective function are available.
As already mentioned, a distinguished aspect of the extragradient method is its use of an additional 
proximal gradient step at each iteration. The intuition behind this mechanism is the incorporation of 
curvature information into the optimization process. It is expected that one of the eﬀects of this additional 
step is to allow larger step sizes. With this in mind, we describe an exact line search variant of the method. 
Although computing exact line search is a nonconvex problem, potentially hard in the general case, we 
describe an active set method to tackle it for the speciﬁc and very popular case of the one norm regularized 
least squares problem (also known as the least absolute shrinkage and selection operator or LASSO). In 
this setting the computational overhead of exact line search is approximately equal to that of a gradient 
computation (discarding additional logarithmic terms).
On the practical side, we compare the performance of the proposed EEG method (and its line search 
variant) to those of FISTA and forward-backward splitting methods on the LASSO problem. The numerical 
results suggest that EEG combined with exact line search, constitutes a promising alternative which does 
not suﬀer too much from ill conditioning.
Structure of the paper. Section 2 introduces the problem and our main assumptions. We also recall
important deﬁnitions and notations which will be used throughout the text. Section 3 contains the main
convergence results of this paper. More precisely, in subsection 3.3, we present the convergence and ﬁnite
length property under the KL assumption in the nonconvex case. Subsection 3.4, contains both a proof
of sublinear convergence rate and the application of the small-prox result for EEG method leading to
improved complexity analysis under the KL assumption. Section 4 describes exact line search for proximal
gradient steps in the context of one norm regularized least squares and results from numerical experiments.
2 Optimization Setting and Some Preliminaries
2.1 Optimization Setting
We are interested in solving minimization problems of the form
min
x∈Rn
{F (x) := f(x) + g(x)}, (P)
where f, g are extended value functions from Rn to ]−∞,+∞]. We make the following standing assump-
tions:
• argminF 6= ∅, and we note F ∗ := minx∈Rn F (x).
• g is a lower semi-continuous, convex, proper function.
• f is diﬀerentiable with L-Lipschitz continuous gradient, where L > 0.
2.2 Nonsmooth Analysis
In this subsection, we recall the deﬁnitions, notations and some well-known results from nonsmooth anal-
ysis which are going to be used throughout the paper. We will use notations from [17] (see also [18]).
Let h : Rn → ]−∞,+∞] be a proper, lower-semicontinuous function. For each x ∈ domh, the Fre´chet
subdiﬀerential of h at x, written ∂ˆh(x), is the set of vectors u ∈ Rn which satisfy
lim inf
y→x
h(y)− h(x)− 〈u, y − x〉
‖x− y‖ ≥ 0.
When x /∈ domh, we set ∂ˆh(x) := ∅. We will use the following set
graph(∂ˆh) :=
{
(x, u) ∈ Rn × Rn : u ∈ ∂ˆh(x)
}
.
The (limiting) subdiﬀerential of h at x ∈ domh is deﬁned by the following closure process
∂h(x) :=
{
u ∈ Rn : ∃ (xm, um)m∈N ∈ graph(∂ˆh)N, xm →m→∞ x, h(xm) →m→∞ h(x), um →m→∞ u
}
.
graph(∂h) is deﬁned similarly as graph(∂ˆh). When h is convex, the above deﬁnition coincides with the 
usual notion of subdiﬀerential in convex analysis
∂h(x) := {u ∈ Rn : h(y) ≥ h(x) + 〈u, y − x〉 for all y ∈ Rn}.
Independently, from the deﬁnition, when h is smooth at x then the subdiﬀerential is a singleton, ∂h(x) =
{∇h(x)}.
We can deduce from its deﬁnition the following closedness property of the subdiﬀerential: if a sequence
(xm, um)m∈N ∈ graph(∂h)N, converges to (x, u), and h(xm) converges to h(x) then u ∈ ∂h(x). The set
crith := {x ∈ Rn : 0 ∈ ∂h(x)} is called the set of critical points of h. In this nonsmooth context, Fermat’s
rule remains unchanged: A necessary condition for x to be local minimizer of h is that x ∈ crith [17,
Theorem 10.1].
Under our standing assumption, f is a smooth function and we have subdiﬀerential sum rule [17,
Exercise 10.10]
∂(f + h)(x) = ∇f(x) + ∂h(x). (1)
We recall a well known important property of smooth functions which have L-Lipschitz continuous gradient,
(see [19, Lemma 1.2.3]).
Lemma 1 (Descent Lemma) For any x, y ∈ Rn, we have
f(y) ≤ f(x) + 〈y − x,∇f(x)〉+ L
2
‖x− y‖2.
For the rest of this paragraph, we suppose that h is a convex function. Given x ∈ Rn and t > 0, the
proximal operator associated to h, which we denote by proxth(x), is deﬁned as the unique minimizer of
function y 7−→ h(y) + 1
2t
‖y − x‖2, i.e:
proxth(x) := argminy∈Rn
{
h(y) +
1
2t
‖y − x‖2
}
.
Using Fermat’s Rule, proxth(x) is characterized as the unique solution of the inclusion
x− proxth(x)
t
∈ ∂h (proxth(x)) .
We recall that if h is convex, then proxth is nonexpansive, that is Lipschitz continuous with constant 1
(see [18, Proposition 12.27]). As an illustration, let C ⊂ Rn be a closed, convex and nonempty set, then
proxiC is the orthogonal projection operator onto C. The following property of the prox mapping will be
used in the analysis, (see [3, Lemma 1.4]).
Lemma 2 Let u ∈ Rn, t > 0, and v = proxth (u), then
h(w)− h(v) ≥ 1
2t
‖u− v‖2 + ‖w − v‖2 − ‖u− w‖2) , ∀w ∈ Rn.
2.3 Nonsmooth Kurdyka- Lojasiewicz Inequality
In this subsection, we present the nonsmooth Kurdyka- Lojasiewicz inequality introduced in [15] (see also
[16, 20], and the fundamental works [13, 14]). We note [h < µ] := {x ∈ Rn : h(x) < µ} and [η < h < µ] :=
{x ∈ Rn : η < h(x) < µ}. Let r0 > 0 and set
K(r0) :=
{
ϕ ∈ C0 ([0, r0[) ∩ C1 (]0, r0[) , ϕ(0) = 0, ϕ is concave and ϕ′ > 0
}
.
Definition 1 The function h satisﬁes the Kurdyka- Lojasiewicz (KL) inequality (or has the KL property)
locally at x¯ ∈ domh if there exist r0 > 0, ϕ ∈ K(r0) and a neighborhood U(x¯) such that
ϕ′ (h(x)− h(x¯)) dist (0, ∂h(x)) ≥ 1 (2)
for all x ∈ U(x¯) ∩ [h(x¯) < h(x) < h(x¯) + r0]. We say that ϕ is a desingularizing function for h at x¯. The
function h has the KL property on S if it does so at each point of S.
When h is smooth and h(x¯) = 0 then (2) can be rewritten as
‖∇(ϕ ◦ h)‖ ≥ 1, ∀x ∈ U(x¯) ∩ [0 < h(x) < r0] .
This inequality may be interpreted as follows: The function h can be made sharp locally by a reparame-
terization of its values through a function ϕ ∈ K(r0) for some r0 > 0.
The KL inequality is obviously satisﬁed at any noncritical point x¯ ∈ domh and will thus be useful
only for critical points, x¯ ∈ crith. The  Lojasiewicz gradient inequality corresponds to the case when
ϕ(s) = cs1−θ for some c > 0 and θ ∈ [0, 1[. The class of functions which satisfy KL inequality is extremely
vast. Typical KL functions are semi-algebraic functions, but there exists many extensions, (see [15]).
If h has the KL property and admits the same desingularizing function ϕ at every point, then we say
that ϕ is a global desingularizing function for f . The following lemma is given in [11, Lemma 6].
Lemma 3 (Uniformized KL property) Let Ω be a compact set and let h : Rn → ]−∞,∞] be a proper
and lower semicontinuous function. We assume that h is constant on Ω and satisﬁes the KL property at
each point of Ω. Then, there exist ε > 0, η > 0 and ϕ such that for all x¯ ∈ Ω, one has
ϕ′(h(x)− h(x¯)) dist(0, ∂h(x)) ≥ 1,
for all x ∈ {x ∈ Rn : dist(x,Ω) < ε} ∩ [h(x¯) < h(x) < h(x¯) + η] .
3 Extragradient Method, Convergence and Complexity
3.1 Extragradient Method
We now describe our extragradient method dedicated to the minimization of problem (P). The method is
deﬁned, given an initial estimate x0 ∈ Rn, by the following recursion, for k ≥ 1,
(EEG)
{
yk := proxskg (xk − sk∇f(xk)) , (3)
xk+1 := proxαkg (xk − αk∇f(yk)) . (4)
where (sk, αk)k∈N are positive step size sequences. We introduce relevant quantities, s− = infk∈N sk, s+ =
supk∈N sk, α− = infk∈N αk and α+ = supk∈N αk. Throughout the paper, we will consider the following
condition on the two step size sequence,
(C) : 0 < α−, 0 < s−, s+ <
1
L
and 0 < sk ≤ αk, ∀k ∈ N.
Depending on the context, additional restrictions will be imposed on the step size sequences.
3.2 Basic Properties
We introduce in this subsection two technical properties of sequences produced by EEG method. These
two technical properties, as abstract conditions introduced in tame nonconvex settings [9–11], allow us to
prove the convergence of the sequences. We begin with a technical lemma.
Lemma 4 Let x ∈ Rn, y ∈ Rn, t > 0, and p = proxtg (x− t∇f(y)), then, for any z ∈ Rn, we have
(i) F (z)− F (p) ≥
(
1
2t
− L
2
)
‖p− z‖2 + 1
2t
‖x− p‖2 − ‖x− z‖2)+ 〈p− z,∇f(y)−∇f(z)〉 .
(ii) F (z)− F (p) ≥ 1
2t
‖x− p‖2 + ‖z − p‖2 − ‖x− z‖2)+ 〈y − z,∇f(y)〉+ f(z)− f(y)− L
2
‖p− y‖2.
In addition, when f is convex, we get 〈y − z,∇f(y)〉+ f(z)− f(y) ≥ 0. Therefore, inequality (ii) implies
that
F (z)− F (p) ≥ 1
2t
‖x− p‖2 + ‖z − p‖2 − ‖x− z‖2)− L
2
‖p− y‖2.
Proof : We apply Lemma 2 with u = x− t∇f(y), v = proxtg(u) and z = w which leads to
g(z)− g(p) ≥ 1
2t
(‖x− t∇f(y)− p‖2 + ‖z − p‖2 − ‖x− t∇f(y)− z‖2)
=
1
2t
(‖x− p‖2 + ‖z − p‖2 − ‖x− z‖2)+ 〈p− z,∇f(y)〉 . (5)
Now using the descent Lemma 1, we have that
f(z)− f(p) ≥ −L
2
‖p− z‖2 − 〈∇f(z), p− z〉 . (6)
The ﬁrst claimed inequality results from summation of (5) and (6). Now using the descent Lemma 1 again,
we have that
〈∇f(y), p− y〉 ≥ f(p)− f(y)− L
2
‖p− y‖2. (7)
Combining (5) and (7), we obtain
g(z)− g(p) ≥ 1
2t
‖x− p‖2 + ‖z − p‖2 − ‖x− z‖2)+ 〈y − z,∇f(y)〉+ f(p)− f(y)− L
2
‖p− y‖2. (8)
The second claimed inequality follows by adding f(z)− f(p) to (8). This concludes the proof. ✷
We are now ready to describe a descent property for EEG method.
Proposition 5 (Descent condition) For any k ∈ N, we have
F (xk)− F (xk+1) ≥ 1
2αk
‖xk − xk+1‖2 +
(
1
sk
− L
2
− 1
2αk
)
‖xk − yk‖2 +
(
1
2αk
− L
2
)
‖yk − xk+1‖2.
Proof : We ﬁx an arbitrary k ∈ N. Applying inequality (i) of Lemma 4, with x = xk, y = xk, t = sk,
p = yk and z = xk, we obtain
F (xk)− F (yk) ≥
(
1
sk
− L
2
)
‖xk − yk‖2. (9)
Similarly, applying inequality (i) of Lemma 4, with x = xk, y = yk, t = αk, p = xk+1 and z = yk, we obtain
F (yk)− F (xk+1) ≥ 1
2αk
(‖xk − xk+1‖2 − ‖yk − xk‖2)+
(
1
2αk
− L
2
)
‖yk − xk+1‖2. (10)
Combining inequalities (9) and (10), we obtain
F (xk)− F (xk+1) ≥ 1
2αk
‖xk − xk+1‖2 +
(
1
sk
− L
2
− 1
2αk
)
‖xk − yk‖2 +
(
1
2αk
− L
2
)
‖yk − xk+1‖2,
which concludes the proof ✷
Remark 6 If we combine the constraint that 0 < αk ≤ 1L for all k ∈ N with condition (C), we deduce
from Proposition 5 that, for all k ∈ N, 1
sk
− L2 − 12αk ≥ 0, and
F (xk)− F (xk+1) ≥ 1
2αk
‖xk − xk+1‖2.
Under this condition, we have that EEG is a descent method in the sense that it will produce a decreasing
sequence of objective value.
We now establish a second property of sequences produced by EEG method which is interpreted as a
subgradient step property. We begin with a technical Lemma.
Lemma 7 Assume that (sk, αk)k∈N satisfy condition (C). Then, for any k ∈ N, it holds that
‖xk+1 − yk‖ ≤
(
1
1− Lsk −
sk
αk
)
‖xk − xk+1‖. (11)
Proof : Denote zk+1 = proxskg(xk − sk∇f(yk)), since proxskg is 1-Lipschitz continuous, we get
‖yk − zk+1‖ ≤ ‖(xk − sk∇f(yk))− (xk − sk∇f(xk))‖
≤ Lsk‖xk − yk‖,
where the second inequality follows from the fact that ∇f is L–Lipschitz continuous. Therefore,
‖xk − zk+1‖ ≥ ‖xk − yk‖ − ‖yk − zk+1‖ ≥ (1− Lsk)‖xk − yk‖. (12)
Writing the optimality condition for (4), yields that
xk − xk+1
αk
−∇f(yk) ∈ ∂g(xk+1), (13)
and the convexity of g implies〈
xk − xk+1
αk
−∇f(yk), zk+1 − xk+1
〉
≤ g(zk+1)− g(xk+1).
Similarly, using the deﬁnition of zk+1, we get〈
xk − zk+1
sk
−∇f(yk), xk+1 − zk+1
〉
≤ g(xk+1)− g(zk+1).
Adding the last two inequalities, we obtain〈
xk − zk+1
sk
− xk − xk+1
αk
, xk+1 − zk+1
〉
≤ 0,
or equivalently 〈
xk − zk+1
sk
− xk − xk+1
αk
, (xk+1 − xk) + (xk − zk+1)
〉
≤ 0.
It follows that
‖xk − zk+1‖2
sk
+
‖xk − xk+1‖2
αk
≤
(
1
sk
+
1
αk
)
〈xk − zk+1, xk − xk+1〉 .
Using the Cauchy-Schwarz inequality, we get
‖xk − zk+1‖2
sk
+
‖xk − xk+1‖2
αk
≤
(
1
sk
+
1
αk
)
‖xk − zk+1‖.‖xk − xk+1‖.
Since from condition (C), 0 < sk, this is equivalent to
(‖xk − zk+1‖ − ‖xk − xk+1‖)
(
‖xk − zk+1‖ − sk‖xk − xk+1‖
αk
)
≤ 0.
This inequality asserts that the product of two terms is nonpositive. Hence one of the terms must be
nonpositive and the other one must be nonnegative. From condition (C), we have sk
αk
≤ 1, the last term is
bigger than the ﬁrst one and hence must be nonnegative. This yields
sk
αk
‖xk − xk+1‖ ≤ ‖xk − zk+1‖ ≤ ‖xk − xk+1‖.
By combining the latter inequality with (12), we get
(1− Lsk)‖xk − yk‖ ≤ ‖xk − zk+1‖ ≤ ‖xk − xk+1‖. (14)
Similarly, from the deﬁnitions of yk, xk+1 and the convexity of g, we obtain that〈
xk − yk
sk
−∇f(xk), xk+1 − yk
〉
≤ g(xk+1)− g(yk),
and 〈
xk − xk+1
αk
−∇f(yk), yk − xk+1
〉
≤ g(yk)− g(xk+1).
Summing the last two inequalities, we have that
1
sk
‖xk+1 − yk‖2 +
(
1
sk
− 1
αk
)
〈xk+1 − yk, xk − xk+1〉 ≤ 〈xk+1 − yk,∇f(xk)−∇f(yk)〉.
Using the condition 0 < sk ≤ αk and the Cauchy-Schwarz inequality, we get
1
sk
‖xk+1 − yk‖2 ≤
(
1
sk
− 1
αk
)
‖xk+1 − yk‖‖xk − xk+1‖+ ‖xk+1 − yk‖‖∇f(xk)−∇f(yk)‖.
Using the Lipschitz continuity of ∇f , we have that
‖xk+1 − yk‖ ≤
(
1− sk
αk
)
‖xk − xk+1‖+ Lsk‖xk − yk‖.
Combining this inequality with (14), we obtain
‖xk+1 − yk‖ ≤
(
1− sk
αk
+
Lsk
1− Lsk
)
‖xk − xk+1‖
=
(
1
1− Lsk −
sk
αk
)
‖xk − xk+1‖, (15)
which is the required inequality. ✷
We are now ready to prove the subgradient step property which is the second main element of the conver-
gence proof.
Proposition 8 (Subgradient step) Assume that (sk, αk)k∈N satisfy condition (C). Then, for any k ∈ N,
there exists uk+1 ∈ ∂g(xk+1) such that
‖uk+1 +∇f(xk+1)‖ ≤ Lαk + (1− Lsk)
2
αk(1− Lsk) ‖xk − xk+1‖.
Proof : Thanks to (13), we deduce that there exists uk+1 ∈ ∂g(xk+1) such that
xk − xk+1
αk
+∇f(xk+1)−∇f(yk) = uk+1 +∇f(xk+1).
This implies that
‖uk+1 +∇f(xk+1)‖ ≤ ‖xk − xk+1‖
αk
+ ‖∇f(xk+1)−∇f(yk)‖.
Since ∇f is L-Lipschitz continuous, it follows that
‖uk+1 +∇f(xk+1)‖ ≤ ‖xk − xk+1‖
αk
+ L‖xk+1 − yk‖. (16)
Combining Lemma 7 with (16), we get
‖uk+1 +∇f(xk+1)‖ ≤ Lαk + (1− Lsk)
2
αk(1− Lsk) ‖xk − xk+1‖, (17)
and the result is proved. ✷
Combining Remark 6 and Proposition 8 above, we have the following corollary which underlines the fact
that EEG is actually an approximate gradient method in the sense of [10].
Corollary 9 Assume that (sk, αk)k∈N satisfy the following
(C1) : (sk, αk)k∈N satisfy condition (C) and αk ≤
1
L
, ∀k ∈ N.
Then, for all k ∈ N
(i) F (xk+1) +
1
2αk
‖xk − xk+1‖2 ≤ F (xk).
(ii) There exists ωk+1 ∈ ∂F (xk+1) such that
‖ωk+1‖ ≤ bk‖xk − xk+1‖,
where,
0 < bk :=
Lαk + (1− Lsk)2
αk(1− Lsk) ≤ b :=
2
α−(1− s+L) .
3.3 Convergence of EEG Method under KL Assumption
In this subsection, we analyse the convergence of EEG method in the nonconvex setting. The main result
is stated in Theorem 11, which also describes the asymptotic rate of convergence. This result is based
on the assumptions that F has the KL property on critF and that (sk, αk)k∈N satisfy conditions (C1)
from Corollary 9. We will also assume that the sequence (xk)k∈N generated by EEG is bounded. This
boundedness assumption is not very restrictive here, since under condition (C1), Corollary 9 ensures that
it is satisﬁed for any coercive objective function. Similarly to [11, Lemma 3.5], we ﬁrst give some properties
of F on the set of accumulation points of (xk)k∈N.
Lemma 10 Assume that the sequence (xk)k∈N generated by EEG method is bounded and that (sk, αk)k∈N
satisfy condition (C1). Let Ω0 be the set of limit points of the sequence (xk)k∈N. It holds that Ω0 is compact
and nonempty, Ω0 ⊂ critF , dist(xk,Ω0)→ 0 and F (x¯) = limk→∞ F (xk) for all x¯ ∈ Ω0.
Proof : From the boundedness assumption, it is clear that Ω0 is nonempty. In view of Corollary 9 i), it
follows that (F (xk))k∈N is nonincreasing. Furthermore, F (xk) is bounded from below by F ∗, hence there
exists F¯ ∈ R such that F¯ = limk→∞ F (xk). In addition, we have
m∑
k=1
‖xk+1 − xk‖2 ≤ 2α+ (F (x1)− F (xm+1)) ,
therefore
∑∞
k=1 ‖xk+1 − xk‖2 converges, thus (xk+1 − xk) → 0. We now ﬁx an arbitrary point x∗ ∈ Ω0,
which means that there exists a subsequence (xkq)q∈N of (xk)k∈N such that limq→∞ xkq = x
∗, therefore, by
lower semicontinuity of g and continuity of f ,
g(x∗) ≤ lim inf
q→∞ g(xkq), f(x
∗) = lim
q→∞ f(xkq). (18)
From the deﬁnition of xkq and condition (C1), we get for all q ∈ N,
g(xkq) +
1
2s+
‖xkq−1 − xkq‖2 +
〈
xkq − xkq−1,∇f(ykq−1)
〉
≤ g(xkq) +
1
2skq
‖xkq−1 − xkq‖2 +
〈
xkq − xkq−1,∇f(ykq−1)
〉
≤ g(x∗) + 1
2skq
‖x∗ − xkq−1‖2 +
〈
x∗ − xkq−1,∇f(ykq−1)
〉
.
≤ g(x∗) + 1
2s−
‖x∗ − xkq−1‖2 +
〈
x∗ − xkq−1,∇f(ykq−1)
〉
.
Let q → ∞, it follows that lim supq→∞ g(xkq ) ≤ g(x∗), thus, in view of (18), limq→∞ g(xkq ) = g(x∗), 
therefore limq→∞ F (xkq ) = F (x
∗). Since F (xk) is nonincreasing, limq→∞ F (xkq ) = F¯, and we deduce that
F (x∗) = F¯ . Since x∗ was arbitrary in Ω0, it holds that F is constant on Ω0.
Now, thanks to Corollary 9 ii), there exist ωk+1 ∈ ∂F (xk+1), such that
‖ωk+1‖ ≤ bk‖xk − xk+1‖.
Under condition (C1), it holds that bk remains bounded. Since limk→∞ xk − xk+1 = 0, it holds that
ωk → 0. Combining with the closedness of ∂F , this implies that 0 ∈ ∂F (x∗), hence x∗ ∈ critF . Since x∗
was taken arbitrarily in Ω0, this means that Ω0 ⊂ critF . The compactness of Ω0 is implied by [11, Lemma
5]. Combining the boundedness of (xk)k∈N and the compactness of Ω0, we deduce that dist(xk,Ω0) → 0
which concludes the proof. ✷
By combining Corollary 9, Lemma 3, 10 and using the methodology of [11, Theorem 1], we obtain a
proof of convergence of EEG method in the non-convex case.
Theorem 11 Let (xk)k∈N be a sequence generated by EEG method which is assumed to be bounded. Sup-
pose that (sk, αk)k∈N satisfy condition (C1) and that F has the KL property on critF . Then, the sequence
(xk)k∈N converges to x∗ ∈ critF , moreover
∞∑
i=1
‖xk − xk+1‖ <∞.
Proof : The proof is similar to the proof of [11, Theorem 1] and will be omitted. ✷
Remark 12 (Convergence rate) When the KL desingularizing function of F is of the form ϕ(s) =
cs1−θ, where c is a positive constant and θ ∈ (0, 1], then we can estimate the rate of convergence of the
sequence (xk)k∈N, as follows (see [9, Theorem 2]).
• θ = 0 then the sequence (xk) converges in a ﬁnite number of steps.
• θ ∈ [0, 12] then there exist C > 0 and τ ∈ (0, 1) such that
‖xk − x∗‖ ≤ Cτk, ∀k ∈ N.
• θ ∈ ]12 , 1[ then there exist C > 0 such that
‖xk − x∗‖ ≤ Ck−
1−θ
2θ−1 , ∀k ∈ N.
3.4 The Complexity of EEG in the Convex Case
Throughout this section, we suppose that the function f is convex and we focus on complexity and non
asymptotic convergence rate analysis.
3.4.1 Sublinear Convergence Rate Analysis
We begin with a technical Lemma which introduces more restrictive step size conditions.
Lemma 13 Assume that (sk, αk)k∈N satisfy the following
(C2): (sk, αk)k∈N satisfy condition (C) and sk ≤ 1
2L
, αk ≤ 1
L
− sk, ∀k ∈ N.
Then, for all k ∈ N,
1
αk 
‖xk − xk+1‖2 − L‖xk+1 − yk‖2 ≥ 0.
Proof : First, we note that if (sk, αk)k∈N satisfy condition (C2) then they also satisfy condition (C1) and
Proposition 8 applies. Thanks to Lemma 7, we get
1
αk
‖xk − xk+1‖2 − L‖xk+1 − yk‖2 ≥ 1
αk
‖xk − xk+1‖2 − L
(
1
1− Lsk −
sk
αk
)2
‖xk − xk+1‖2
=
−Lα2k + (1− s2kL2)αk − Ls2k(1− Lsk)2
α2k(1− Lsk)2
‖xk − xk+1‖2. (19)
In addition, it can be checked using elementary calculation that
−Lα2k + (1− s2kL2)αk − Ls2k(1− Lsk)2 ≥ 0,
is equivalent to
(1− Lsk)
(1 + Lsk)−
√
(1 + Lsk)2 − 4L2s2k
2L
≤ αk ≤ (1− Lsk)
(1 + Lsk) +
√
(1 + Lsk)2 − 4L2s2k
2L
. (20)
Note that, for 0 ≤ b ≤ a then a− b ≤ √a2 − b2. Using this inequality, with the condition 2Lsk ≤ 1, we get
(1 + Lsk)− 2Lsk ≤
√
(1 + Lsk)2 − 4L2s2k. Thus,
(1− Lsk)
(1 + Lsk)−
√
(1 + Lsk)2 − 4L2s2k
2L
≤ (1− Lsk) [(1 + Lsk)− (1− Lsk)]
2L
= (1− Lsk)sk ≤ sk,
and
(1− Lsk)
(1 + Lsk) +
√
(1 + Lsk)2 − 4L2s2k
2L
≥ (1− Lsk)(1 + Lsk) + (1− Lsk)
2L
=
1
L
− sk.
Condition (C2) ensures that sk ≤ αk ≤ 1L − sk and hence identity (20) holds and (19) implies that
1
αk
‖xk − xk+1‖2 − L‖xk+1 − yk‖2 ≥ 0, ∀k ∈ N.
✷
With a similar method as in [3], we prove a sublinear convergence rate for (F (xk))k∈N in the convex case.
Theorem 14 (Complexity of EEG method) Let (xk)k∈N be a sequence generated by EEG method.
Suppose that (sk, αk)k∈N satisfy condition (C2) and that f is convex. Then, for any x∗ ∈ argminF , we
have
F (xm)− F (x∗) ≤ 1
2mα−
‖x0 − x∗‖2, ∀m ∈ N∗.
Proof : We ﬁrst ﬁx arbitrary k ∈ N and x∗ ∈ argminF . Since f is convex, applying inequality (ii) of
Lemma 4 with x = xk, y = yk, t = αk, p = xk+1 and z = x
∗, we obtain
F (x∗)− F (xk+1) ≥ 1
2αk
‖x∗ − xk+1‖2 − ‖x∗ − xk‖2
)
+
1
2αk
‖xk − xk+1‖2 − L
2
‖xk+1 − yk‖2.
Using the fact that F (xk) is noninreasing and bounded from bellow by F (x
∗), it follows from Lemma 13
that
0 ≥ F (x∗)− F (xk+1) ≥ 1
2αk
‖x∗ − xk+1‖2 − ‖x∗ − xk‖2
) ≥ 1
2α−
‖x∗ − xk+1‖2 − ‖x∗ − xk‖2
)
.
Summing this inequality for k = 0, · · · ,m− 1 gives
mF (x∗)−
m∑
k=1
F (xk) ≥ 1
2α−
(‖x∗ − xm‖2 − ‖x∗ − x0‖2). (21)
Coming back to Corollary 9, it is easy to see that the sequence (F (xk))k∈N is nonincreasing, then
m∑
k=1
F (xk) ≥ mF (xm). Combining with (21), we get
m (F (x∗)− F (xm)) ≥ 1
2α−
‖x∗ − xm‖2 − ‖x∗ − x0‖2
)
.
It follows that
F (xm)− F (x∗) ≤ 1
2mα−
‖x∗ − x0‖2, ∀m ∈ N∗.
✷
3.4.2 Small-Prox Type Result under KL Property
We now study the complexity of EEG method when F has, in addition, the KL property on critF . First,
using the convexity of f , Proposition 5, can be improved by using the following result.
Proposition 15 Assume that f is convex and (sk, αk)k∈N satisfy condition (C), then for all k ∈ N, we
have
F (xk)− F (xk+1) ≥ ck‖xk − xk+1‖2,
where
ck :=
1
αk
− L
2
(
1
1− Lsk −
sk
αk
)2
.
Proof : Fix an arbitrary k ∈ N. Since f is convex, applying inequality (ii) of Lemma 4, with x = xk,
y = yk, t = αk, p = xk+1 and z = xk, we get
F (xk)− F (xk+1) ≥ 1
αk
‖xk − xk+1‖2 − L
2
‖xk+1 − yk‖2. (22)
Combining inequality (22) with Lemma 7, we get the desired result,
F (xk)− F (xk+1) ≥
[
1
αk
− L
2
(
1
1− Lsk −
sk
αk
)2]
‖xk − xk+1‖2.
✷
We now consider another step size condition.
Lemma 16 Suppose that sk, αk satisfy the following condition
(C3)
{
sk, αk satisfy condition (C)
sk ≤
√
5−1
2L , and αk ≤ 2L − 2sk − (1− Lsk)Ls2k, ∀k ∈ N.
Then, for all k ∈ N,
1
αk
− L
2
(
1
1− Lsk −
sk
αk
)2
≥ C := L
3s2−(1 + Ls−)
2(2− L2s2−)2(1− Ls−)
> 0.
Remark 17 Before starting the proof, we make a comment on the restriction sk ≤
√
5−1
2L , which is only
presented here to ensure consistency of condition (C) and condition (C3). By analysing a degree three
polynomial, one can check that
Lsk ≤ 2− 2Lsk − (1− Lsk)L2s2k
if and only if
Lsk ∈
[
−
√
5 + 1
2
,
√
5− 1
2
]
∪ [2,+∞[ .
Hence the bound sk ≤
√
5−1
2L is a necessary condition to ensures that sk ≤ 2L − 2sk − (1 − Lsk)Ls2k. This
upper limit on sk could be removed from condition (C3), but then it would be enforced implicitly by the
combination of conditions (C) and (C3) which results in sk ≤ αk ≤ 2L − 2sk − (1−Lsk)Ls2k. We preferred
to write it explicitly.
Proof : We ﬁx an arbitrary k ∈ N. Set
α+k =
2
L
− 2sk − (1− Lsk)Ls2k (23)
Q(u) = u− 1
2
(
1
1− Lsk − Lsku
)2
, (24)
where one can think of u satisfying u = 1
Lαk
∈
[
1
Lα+
k
, 1
Lsk
]
. The maximum of Q(u) is attained for
u = 1
(1−Lsk)L2s2k
≥ 1
Lsk
, and the inequality stands because Lsk ≤ 1 and 1− Lsk ≤ 1. Note that conditions
(C) and (C3) ensure that α+k ≥ sk, hence Q is increasing on
[
1
Lα+k
,
1
Lsk
]
. Combining conditions (C) and
(C3), we have that sk ≤ αk ≤ α+k and therefore,
LQ
(
1
Lαk
)
=
1
αk
− L
2
(
1
1− Lsk −
sk
αk
)2
≥ LQ
(
1
Lα+k
)
. (25)
We now turn to algebraic manipulations to compute LQ
(
1
Lα+
k
)
. First we expand and reduce to common
denominator.
LQ
(
1
Lα+k
)
(26)
= L
(
1
Lα+k
− 1
2
(
1
1− Lsk − Lsk
1
Lα+k
)2)
=
L
2(1− Lsk)2(Lα+k )2
2Lα+k (1− Lsk)2 − (Lα+k )2 + 2Lsk(1− Lsk)Lα+k − L2s2k(1− Lsk)2
)
=
L
2(1− Lsk)2(Lα+k )2
−(Lα+k )2 + 2(1− Lsk)Lα+k − L2s2k(1− Lsk)2
)
.
We now use the expression of α+k given in (23) and expand the expression in (26) by using Lα
+
k =
(1− Lsk)(2− L2s2k).
LQ
(
1
Lα+k
)
=
L
2(1− Lsk)4(2− L2s2k)2
−(1− Lsk)2(2− L2s2k)2 + 2(1− Lsk)2(2− L2s2k)− L2s2k(1− Lsk)2
)
=
L
2(1− Lsk)2(2− L2s2k)2
(−(2− L2s2k)2 + 2(2− L2s2k)− L2s2k)
=
L
2(1− Lsk)2(2− L2s2k)2
(−4 + 4L2s2k − L4s4k + 4− 2L2s2k − L2s2k)
=
L
2(1− Lsk)2(2− L2s2k)2
(
L2s2k − L4s4k
)
=
L3s2k
2(1− Lsk)2(2− L2s2k)2
1− L2s2k
)
=
L3s2k
2(1− Lsk)(2− L2s2k)2
(1 + Lsk) . (27)
Combining (25) and (27), we obtain
1
αk
− L
2
(
1
1− Lsk −
sk
αk
)2
≥ LQ
(
1
Lα+k
)
=
L3s2k(1 + Lsk)
2(2− L2s2k)2(1− Lsk)
≥ L
3s2−(1 + Ls−)
2(2− L2s2−)2(1− Ls−)
= C,
which is the desired result. ✷
We can check that, when condition (C3) is satisﬁed, one has
0 < bk =
Lαk + (1− Lsk)2
αk(1− Lsk) ≤
2− 2Lsk + (1− Lsk)2
αk(1− Lsk) =
3− Lsk
αk
≤ B = 3
α−
.
Combining this with Proposition 8, 15 and Lemma 16, we obtain the following corollary.
Corollary 18 Suppose that (sk, αk)k∈N satisfy condition (C3) and that f is convex, then
(i) F (xk+1) + C‖xk − xk+1‖2 ≤ F (xk), ∀k ∈ N.
(ii) There exists ωk+1 ∈ ∂F (xk+1) such that
‖ωk+1‖ ≤ B‖xk − xk+1‖, ∀k ∈ N.
where C is given in Lemma 16 and B = 3
α−
.
We now consider the complexity for EEG method under the nonsmooth KL inequality in the form of a
small prox result as in [12]. First, we recall some deﬁnitions from [12]. Let 0 < r0 := F (x0) < r¯, we assume
that F has the KL property on [0 < F < r¯] with desingularizing function ϕ ∈ K(r¯).
Set β0 := ϕ(r0) and consider the function ψ := (ϕ|[0,r0])−1 : [0, β0] → [0, r0], which is increasing and
convex. We add the assumption that ψ′ is Lipschitz continuous (on [0, β0]) with constant ℓ > 0 and
ψ′(0) = 0.
Set
ζ :=
√
1 + 2ℓC B−2 − 1
ℓ
.
Starting from β0, we deﬁne the sequence (βk)k∈N by
βk+1 : = argmin
{
ψ(u) +
1
2ζ
(u− βk)2 : u ≥ 0
}
= proxζψ(βk).
It is easy to prove that βk is decreasing and converges to zero. By continuity, lim
k→∞
ψ(βk) = 0.
Now, applying the result of [12, Theorem 17], we have the complexity of EEG method in the form of
a small prox result.
Theorem 19 (Complexity of EEG method) Let (xk)k∈N be a sequence generated by EEG method.
Assume that f is convex and (sk, αk)k∈N satisfy condition (C3). Then, the sequence (xk)k∈N converges to
x∗ ∈ argminF , and
∞∑
i=1
‖xk − xk+1‖ <∞,
moreover,
F (xk)− F ∗ ≤ ψ(βk), ∀k ≥ 0,
‖xk − x∗‖ ≤ B
C
βk +
√
ψ(βk−1)
C
, ∀k ≥ 1,
where B and C are given in Corollary 18.
4 Numerical Experiment
In this section, we compare the EEG method with standard algorithms in numerical optimization: Forward-
Backward and FISTA. We describe the problem of interest, details about exact line search in this context
and numerical results.
4.1 ℓ1 Regularized Least Squares
We let A ∈ Rp×n be a real matrix, b ∈ Rn be a real vector and λ > 0 be a scalar, all of them given and
ﬁxed. Following the notations of the previous section, we deﬁne f : x 7→ 12‖Ax − b‖22 and g : x 7→ λ‖x‖1
(the sum of absolute values of the entries). With these notations, the optimization problem (P) becomes
min
x∈Rn
1
2
‖Ax− b‖22 + λ‖x‖1. (28)
Solutions of problem of the form of (28) (as well as many extensions) are extensively used in statistics and
signal processing [2,21]. For this problem, we introduce the proximal gradient mapping, a specialization of
the proximal gradient step to problem (28). This is the main building block of all the algorithms presented
in the numerical experiment.
p : Rn × R+ 7→ Rn
(x, s) 7→ Ssλ(x− s∇f(x)). (29)
where Sa (a ∈ R+) is the soft-thresholding operator which acts coordinatewise and satisﬁes for i = 1, 2 . . . , n
[Sa(x)]i =
{
0, if |xi| ≤ a.
xi − asign(xi), otherwise.
4.2 Exact Line Search
One intuition behind Extragradient-Method for optimization is the use of an additional iteration as a
guide or a scout to provide an estimate of the gradient that better suits the geometry of the problem.
This should eventually translate to taking larger steps leading to faster convergence. In order to evaluate
Extragradient-Method, we need a mechanism which would allow us to take larger steps when this is
beneﬁcial. One such mechanism is exact line search. This strategy is not widely used because of its
computational overhead. In this section, we brieﬂy describe a strategy which allows to perform exact line
search eﬃciently in the context of ℓ1-regularized least squares. As far as we know, this approach has not
been described in the literature. Furthermore, this strategy may be extended to more general least squares
problems with nonsmooth regularizers. For the rest of this section, we assume that x ∈ Rn is ﬁxed. We
heavily rely on the two simple facts:
• The mapping s→ p(x, s) is continuous and piecewise aﬃne.
• The objective function x 7→ f(x) + g(x) is continuous and piecewise quadratic.
We consider the following function
qx : R+ → R
α→ f(p(x, α)) + g(p(x, α)).
It can be deduced from the properties of f , g and p that qx is continuous and piecewise quadratic. In
classical implementation of proximal splitting methods, the step-size parameter α is a well chosen con-
stant which depends on the problem, or alternatively it is estimated using backtracking. The alternative
which we propose is to choose the step-size parameter α minimizing qx. Since qx is a one dimensional
piecewise quadratic function, then we only need to know its expression between the values of α which
constitute breakpoints where the quadratic expression of the function qx changes, i.e. points where qx is
not diﬀerentiable.
The nonsmooth points of qx are given by the following set
Dx =
{
xi
∂f(x)
∂xi
− λ
,
xi
∂f(x)
∂xi
+ λ
}n
i=1
∩ R+
and correspond to limiting values for which coordinates of p(x, α) are null. We assume that the elements
of Dx are ordered nondecrasingly (letting potential ties appear several times). The comments that we have 
made so far lead to the following.
• Dx contains no more than 2n elements.
• Given x and λ, computing Dx is as costly as computing ∇f .
• qx is quadratic between two consecutive elements of Dx.
In order to minimize qx, the only task that should be performed is to keep track of its value (or equivalently
of its quadratic expression) between consecutive elements of Dx. Here, we can use the fact that elements
of Dx corresponds to values of α for which one coordinate of p(x, α) goes to zero or becomes active (non-
zero). A careful implementation of the minimization of qx amounts to sort the values in Dx, placing them
in increasing order, keeping track of the corresponding quadratic expression and the minimal value. We
provide a few details for completeness.
• The vector dx(s) :=
(
∂[p(x,s)]i
∂s
)n
i=1
∈ Rn is constant between consecutive elements of Dx. Furthermore
the elements of Dx (counted with multiple ties) corresponds to value of α for which a single coordinate
of dx(s) is modiﬁed.
• Suppose that α1 < α2 are two consecutive elements of Dx. Then for all α ∈ [α1, α2], letting dx(α) = d
on this segment, we have p(x, α) = p(x, α1) + (α− α1)d, hence,
1
2
‖Ap(x, α)− b‖22 + λ‖p(x, α)‖1
=
1
2
‖Ap(x, α1)− b‖22 + λ‖p(x, α1)‖1
+
(α− α1)
n
〈Ad,Ax− b〉+ (α− α1)
2
2n
‖Ad‖22 + λ(α− α1)
〈
d¯, d
〉
,
where d¯ ∈ Rp is a vector which depends on the sign pattern of p(x, α1) and d.
• For α = α2, the sign pattern of p(x, α2) and the corresponding value of d and d¯ (for the next interval)
are modiﬁed only at a single coordinate, the same for the three of them. In other words, updating
the quadratic expression of qx at α2 only requires the knowledge of this coordinate, the value of the
corresponding column in A and can be done by computing inner products in Rp. This requires O(p)
operations.
• Given these properties, we can perform minimization of qx by an active set strategy, keeping track
only of the sign pattern of p(x, α), the value of
〈
d¯, d
〉
, the value of Ad, Ap(x, α) − b and ‖p(x, α)‖1
which cost is of the order of O(p). This should not be repeated more than 2n times.
Using this active set procedure provides the quadratic expression of qx for all intervals represented by
consecutive values in Dx. From these expressions, it is not diﬃcult to compute the global minimum of 
qx. The overall cost of this operation is of the order of O(np) plus the cost of sorting 2n elements in R.
This is comparable to the cost of computing the gradient of f . Hence in this speciﬁc setting, performing 
exact line search does not add much overhead in term of computational cost compared to existing step-size
strategies.
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Figure 1: Suboptimality (F (xk)−F ∗) as a function of time for simulated ℓ1 regularized least squares data.
FB stands for Forward-Backward and EG for Extra-Gradient. The color is related to the algorithm used
and the dots are related to the step size used. Diﬀerent windows show diﬀerent values of the parameter
δ (see the main text for a precise description). On the left we have a well conditioned problem and on
the right the conditioning is much worse. For δ = 0.1, 0.3, 0.9, the condition number of the matrix A are
approximately 6, 15 and 300 respectively.
4.3 Simulation and Results
We generate a matrix A and vector b using the following process.
• Set n = 600 and p = 300.
• Set A = DX where X has standard Gaussian independent entries and D is a diagonal matrix which
i-th diagonal entry is 1
iδ
where δ is a positive parameter controlling the good conditioning of the
matrix A (the smaller δ, the better).
• Choose b with independant Gaussian entries.
• We set λ = 1/n ≃ 0.001.
We compare the forward-backward splitting algorithm, FISTA [3] and the proposed extragradient method
with diﬀerent step size rules (L is the Lipschitz constant of f computed from the singular values of A).
• A step of size 1/L.
• A step of size 2/L.
• A step given by backtracking line search (see e.g. [3]). The original guess for L is chosen to be 1 and
the multiplicative parameter is 1.2.
• A step given by exact line search as described in the previous section.
For the extragradient method, we always choose s = 1/L and determine α by the chosen step-size rule. 
For FISTA algorithm, we do not implement the 2/L and exact line search step size rules as they produce 
diverging sequences. The exact line search active set procedure is implemented in compiled C code in order 
keep a reasonable level of eﬃciency compared to linear algebra operations which have eﬃcient implemen-
tations. The algorithms are initialized at the origin. We keep track of decrease of the objective value,
the iteration counter k and the total time spent since initialization. The iteration counter is related to
analytical complexity while the total time spent is related to the arithmetical complexity (see the introduc-
tion in [19] for more details). Comparing algorithms in term of analytical complexity does not reﬂect the
fact that iterations are more costly for some of them compared to others so we only focus on arithmetical
complexity which in our case is roughly proportional to computational time.
Computational times for a generic LASSO problem are presented in Figure 1 for δ = 0.1, 0.3, 0.9. The
main comments are as follows:
• For well conditioned problems, the forward-backward algorithm with step size 2/L performs the best.
This is not the case for the less well conditioned problem where exact line search method shows some
advantage.
• The extragradient method with exact line search performs reasonably well, independently of the
conditioning of the problem.
• FISTA algorithm is outperformed by other methods in terms of asymptotic convergence. Further-
more, FISTA’s performance is very sensitive to step-size tuning.
This experiment illustrates that exact line search can improve performances for ill-conditioned prob-
lems and that the proposed extragradient method is able to take advantage of it, independently of the 
problem’s conditioning. This observation is based on a “generic” instance of the LASSO problem. Further 
experiments on real data are required to conﬁrm generality of the observation. This is a matter of future 
research.
5 Conclusions
In this paper, we presented an extension of extragradient method, EEG, and used it to tackle the problem 
of minimizing the sum of two functions. Under step size conditions, we showed that EEG is a ﬁrst order 
descent method. By using the KL inequality, we obtained the convergence of the sequence produced by 
EEG method and estimated the complexity of EEG method via the small-prox method. In the convex 
setting, we obtained a classical sublinear convergence rate for the objective function value. Finally, we 
described an exact line search strategy for the ℓ1 regularized least square problem and conducted numerical 
comparisons with existing algorithms on a generic instance of the LASSO problem.
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