Abstract-In this paper, we study the weight enumerator and the numerical performance of a class of binary linear block codes formed from a family of rate-compatible punctured convolutional (RCPC) codes. Also, we present useful numerical results for a well-known family of RCPC codes.
I. INTRODUCTION
Rate-compatible punctured convolutional (RCPC) codes, first introduced by Hagenauer [1] , are a powerful form of punctured convolutional codes, having flexible rates and requiring an adaptive decoder. Any binary (punctured) convolutional code can be transmitted as a fixed length binary block code, and the knowledge of the weight distribution of linear codes is crucial in its error performance analysis. Methods to obtain the weight distribution of linear block codes formed from a convolutional code were presented in [2] , [3] . In this paper, we extend the previous results to compute the weight enumerator of a family of RCPC codes.
II. RCPC CODES: ENCODING AND DECODING
RCPC codes are a special case of punctured convolutional codes, obtained by adding a rate-compatibility restriction which implies that a high rate code is embedded in the lower rate codes [1] . Mathematically, a family of RCPC codes is described by a mother code and a sequence of puncturing matrices. Assume the generator matrix is G = (g i,j ) S×(M +1) , with rate R = 1/S and memory order M . Also assume the puncturing matrices are a(l) = (a i,j (l)) S×P for l = 1, . . . , (S − 1)P , with the puncturing period P , and a i,j (l) (0, 1) where 0 implies puncturing. The ratecompatibility restriction implies
Note the rate of a RCPC code is R(l) = P/(P + l), so a code with a larger value of l has more powerful error correction capability.
A simple example of a family of RCPC codes is given in [1] , where a rate 1/2 convolutional code with M = 2 is On the receiving side, the decoder can use the Viterbi algorithm (VA) with a trellis modified by the current puncturing matrix a(l). Suppose x is sent and y is received. For binary transmission over an an additive white Guassian noise (AWGN) channel, the VA will find the pathx m which satisfies
where a i,(j+P ) = a i,j is the (i, j)-th entry of a(l), and J is the trellis length.
III. TRANSITION MATRIX SEQUENCE
The transition matrix of a convolutional code is used to describe the state transition possibilities and corresponding output weight of the code [2] . For a convolutional code with rate R = 1/S and memory M , the transition matrix is a 2 M by 2 M matrix. Assume i n (0, 1) is the weight of the n-th output, and H = S n=1 i n is the Hamming weight of the entire output. Denoting by A i,j the (i, j)-th entry of the transition matrix, A i,j = D H if there is an input (either zero or one) that takes the encoder from state i to state j; otherwise, A i,j = 0. For example, the transition matrix of the convolutional code given in Section II is
As stated in [2] , the (i, j)-th element of the K-th power of A, (A K ) i,j , gives the output weight enumerator, given that the encoder starts in state i, ends in state j, and K binary digits are fed into the encoder. For RCPC codes, the output information changes periodically due to the periodic puncturing. Therefore, we need a transition matrix sequence to describe the state transition possibilities and the weights of the outputs. We denote this sequence by A 1 , A 2 , · · ·, A x , · · ·, where A x+P = A x . Each matrix A x is obtained from the structure of the mother code and the λ-th column of the puncturing matrix a(l), where λ ≡ x (mod P ) and λ (1, · · ·, P ). Specifically, the (i, j)-th entry of A x is equal to D h , if there is an input that takes the encoder from state i to state j, and h is the Hamming weight of the punctured output using the λ-th column of a(l);
For example, for the family of RCPC codes described by Section II, define matrix A as in Equation (2), and define matrices B and C as follows, which correspond to the first and second output, respectively:
The matrix sequences of the four RCPC codes are
We define matrix Φ K by Π K x=1 A x , which yields the output information for K continuous steps of the RCPC code. In particular, the (i, j)-th element of the matrix Φ K , (Φ K ) i,j , gives the output weight enumerator, given that the encoder starts in state i, ends in state j, and K binary digits are sent into the RCPC encoder.
IV. WEIGHT ENUMERATOR
Several different methods for constructing binary linear block codes from a convolutional code were presented in [2] , along with a way to find the corresponding weight enumerator
where A d is the number of codewords of weight d. These methods can be applied to the block codes formed from a RCPC code. Denote by R p and R block the rate of an unterminated punctured convolutional code and of the resultant block code, respectively, and denote by K and N the fixed block length of the input and output of the block RCPC encoder, respectively. As an example, from [2] , for the zero tail
Having the weight enumerator T (D) of a linear block code, we may use T (D) to evaluate its performance. Denote by d min the minimum distance of the block code, and by E s /N 0 the energy-per-symbol divided by the noise power density. Note that E s /N 0 = R block · E b /N 0 where E b /N 0 is the energy-perbit divided by the noise power density. The union bound on the block error rate of a RCPC code for binary transmission over an AWGN channel is given by
Furthermore, a good approximation to the union bound of the bit error probability P bit is obtained by scaling each term in the sum of Equation (3) by (d/N ) [4] .
V. NUMERICAL EXAMPLES
In this section, we show the results for the block codes formed from the "Good" RCPC codes with M = 6 and P = 8 [1] , whose encoder is shown in Fig. 1 . In particular, we examine the block codes formed from the rate 8/9, 2/3 and 1/3 codes in this family [5] .
With the ZT method, using the method illustrated in this paper, the weight distributions of the block codes with different input block lengths K are given in Table I . The block error rates and bit error rates of these block codes with K = 400 for an AWGN channel are shown in Fig. 2 .
VI. CONCLUSIONS
We illustrated how to compute the weight enumerator and evaluate the performance of binary linear block codes formed from a family of RCPC codes. The concept of the transition matrix sequence was explained for these codes. Numerical results for a well-known family of RCPC codes were also presented.
