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The purpose of this paper is to demonstrate the applicability of the theory 
of operator equations to the theory of abstract differential equations. Attention 
is focused on the representation and approximation of solutions. Particular 
topics considered are existence-uniqueness, stiff equations, and singular 
perturbations. 
1. INTRODUCTION 
Consider the differential equation 
d2 d 
A ygz x(t) + B z x(t) + G(t) = 0, --oo<t<cO, (1.1) 
where A, B and C are t-independent linear operators defined in and mapping 
into a (real or complex) Banach space. Suppose that each of the linear opera- 
tors 2, , 2, is a root of the operator equation 
A.T+BZ+C=O, (1.2) 
then it is easy to see, at least formally, that for any pair of constant vectors, 
cr , c2 E 33 the vector valued function, 
x(t) = et’?, + et’%, , (1.3) 
is a solution of (1.1). We will show that, if the pair 2, , 2, Q-complete, i.e., 
2, - 2, has a left inverse Q in 9, the Banach algebra of bounded linear 
operators on .G% into itself, then the constant vectors cr , cs may be chosen as 
to satisfy a certain class of initial conditions. Furthermore, with the aid of a 
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Q-complete pair of roots, one can deal with initial value conditions, end-point 
conditions, and inhomogeneous terms, in a manner completely similar to 
that used in the simple scalar case. Therefore, the solving of abstract second 
order equations reduces to the finding of a pair of roots of the corresponding 
characteristic equation (1.2). The latter has been accomplished under various 
sets of assumptions cf. [4, 5, 8, 91. 
The formula (1.3) and other similar statements which are given below have 
several applications. First of all, it demonstrates the existence of a solution. 
We will, give an example for which one has existence of solutions to the 
abstract Cauchy problem with certain initial data but not uniqueness. 
Second of all, suppose that it is possible to construct from the coefficient 
operators an approximate pair of roots Wi rv Zi , i = 1,2, as is the case 
(cf. Lemma 3 below) when 
4 (1 B-IA II (1 B-lC [( < 1. (1.4) 
Then the replacing of 2, , 2, by W, , TV, provides an approximate solution. 
When the left side of (1.4) is very small the spectrum of the characteristic 
equation, 
(X%4+hB+C)x=O, (1.5) 
separates into two sets A, and (1, where rl, (the spectrum of 2,) lies close to 
the origin and rl, (the spectrum of 2,) lies far from the origin [43, Equations 
exhibiting such characteristics are sometimes called stiff equations and are 
difficult to solve, numerically, even for finite systems of low order differential 
equations [3, lo]. It is anticipated that methods developed here will be applied 
advantageously to the theory of stiff equations. 
Another source of applications is to the theory of singular perturbations. 
Consider, for example, the case 
A = cA1, U-6) 
where E is a small positive parameter. The condition (1.4) is satisfied for 
E < M4 II B-IA, II II B-V II), and we will then construct approximate roots 
.Zim’(c) such that 
I( Z,(E) - Zi’“‘(E)II = o(P+l), E -+ 0, i= 1,2. (1.7) 
This will furnish asymptotic approximations of the solution. 
In this paper we consider only cases for which the operators in question 
are bounded. However, it is possible, using the theory of semigroups (cf. [7]), 
to extend our results to the case of unbounded operators. 
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2. REPRESENTATIONS OF SOLUTIONS IN TERMS OF THE 
OPERATOR ROOTS OF THE CHARACTERISTIC EQUATION 
Let Z, and Zs be roots in 9 of (1.2). Then certainly the vector valued 
function in (1.3) is a solution of (1 .l) (cf. [7]). Suppose x0 , x0’ are given 
vectors in 9. We want then to determine cr and ca in (1.3) so that 
x(O) = x0 , g (x0) = x0’. 
Suppose that there is an operator Q in W such that 
Q(Z, - 4) = 1, 
where I is the identity operator on ~8’. Then 
provided 
Cl = x0 - c* ) cz = Q(xo’ - -Go), 
x0’ - Zrx, E Range(Z, - Z,). 
Next, consider the inhomogeneous equation 
A $ x(t) + B -$ ~(4 + W) = y(t), t > 0, (2.5) 
(2.2) 
(2.3) 
(2.4) 
where the vector valued function y(t) is defined and continuous for t > 0. 
Let us assume further that 
A(Z, - Z,) = H, (2.6) 
where H has an inverse (both left and right) H-l E@ (such a condition is 
satisfied under the hypothesis of Lemma 3). Then 
Q = H-lA, (2.7) 
and one can verify that the variation of parameters formula, 
q,(t) = Jot [e(t-r)Z1 - e+)‘2] H-~(T) &, w3) 
provides for a particular solution q,(t) of (2.5). A solution of (2.5) which 
satisfies the initial conditions of (2.1) is given by 
x(t) = etzlcl + etzac, + xB(t), 
where cr and cs are found from (2.3). 
(2.9) 
409/44/z-12 
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Now consider the two point boundary conditions 
F 1 x(O) + G&O) = 0, Fl& ~(1) + G&l) = 0, (2.10) 
where Fi , Gi E W, i = 0, 1. Then the boundary value problem (l.l)-(2.10) 
has a solution of the form (1.3) if and only if the matrix operator 
9 = 
( 
FcJ” + Go) (F&i + GJ 
(F,,.ZleZ1 + Goezl) (FJ2eze + GleZa) > 
(2.11) 
defined on the product space 9 @ &S? has a nontrivial null space A”. If 
c1 @ cs E JV then a solution is given by (1.3). 
Suppose the coefficients A, B, C and the boundary operators Fi , Gi , 
i = 0, 1 depend on a parameter A. Then one has a nontrivial solution only at 
an eigenvalue of the expression Y(h). If &, is not in the spectrum of 8, i.e., 
when 9()b) is one to one and onto then, by means of the variation of 
parameters formula (2.9, one determines a solution of 
A -$ x(t) + B $ x(t) + W) = r(t), O<t<l, (2.12) 
which satisfies the boundary conditions (2.10). Here y(t) is assumed to be 
defined and continuous on [0, 11. 
Consider, for example, the boundary conditions 
x(0) = X(1) = 0. (2.13) 
We are still thinking of the coefficient operators depending on the param- 
eter A. The condition for finding a nontrivial solution of the form (1.3) of 
the homogeneous problem (l.l)-(2.13) is that A = A,, be an eigenvalue of the 
expression 
&f&q = ,a) _ ,w* (2.14) 
Then the substitution c, = -ca = v, where v is an eigenvector belonging 
to A,, , provides a solution of the form (1.3). If, on the other hand, A,, is not in 
the spectrum of M then a solution of (2.13)-(2.12) is given by 
*(t) = [etzlw _ ,wJ] jp(Q 
x ()I [e(l-~%w _ e(l-~%w] fj-l(&)y(7) & 
s 
(2.15) 
+ Jy [e(~--7%w _ e(t-wd] H-l(&)y(T) &* 
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3. CONTOUR INTEGRAL REPRESENTATIONS 
In this section let us assume further that A has an inverse in @. Then 
2, - 2, has an inverse in 93. Then one has the following formula for func- 
tions h, analytic on a Cauchy domain r (with boundary al”) which contains 
the spectra of Z, and Z, (cf. [4]). 
h(Z,) - h(Z,) = (& s,, h(h) (h2A + AB + C)-1 W) H. (3.1) 
In particular, taking h(X) = e(t-T)A we may express the particular solution 
(2.8), 
x9(t) = - & t 
Is 
eft+(X2A - Al3 + C)-l Y(T) dA d-r, (3.2) 
0 ar 
the expression (2.14), 
WA = & ir(.) 
eA(h2A + XB + C)-l dA, 
and there is a similar representation of the solution (2.15). Moreover, using 
the Taylor-Dunford integral representation of functions of operators, we 
express 
1 et” = - 
s 27Ii ar 
eAt(AZ - Z,)” dh, i= 1,2. 
We will also make use of the following result [4], 
LEMMA 1. Let X be an operator in W, and let I’ be a bounded Cauchy domain 
containing the spectrum of X in its interior. Let h(h) be analytic in I’ and on its 
boundary ar and let v be the maximum modulus of h(X) on W. Denote by y the 
maximum of the norm of (AI - X)-l on W. Suppose Y ~99 is such that 
6=yjlX-YII<l, 1 arl ys < 24 - s). 
Then r contains the spectrum of Y in its interior and 
(3.5) 
It is not difficult to extend Lemma 2 so that it yields the following. 
LEMMA 2. Let the hypothesis of Lemma 1 be satis$ed except now let 
w = -WV (3.7) 
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be X-dependent where X,(h) is su$%iently small on ar such that 
4 = ygy II -wvll -=l 1. (3.8) 
Then (hl - Y(A))-’ is defined on ar and 
I( s, h(X) [(AZ - Y(h))-l - @I- X)-l] dh 11 < ’ y!r . (3.9) 
4. EXISTENCE AND UNIQUENESS: AN EXAMPLE 
Let A be the left shift operator in II , i.e., 
A(ol, , czz ,..., M, ,...) = (aZ , 01~ ,..., an-l ,... ). 
The equation, 
d2 d 
A jjp 40 - z x(t) = 0, 
has a solution, 
which satisfies the initial conditions 
x(0) = $x(O) = 0. 
On the other hand, A has a right inverse A’, 
AYa, , a2 ,.,., a, v..) = (0, (~1 , a2 ,..., 01,+~ ,... ), 
and the characteristic equation, 
AZ-2 - 2 = 0, (4.6) 
has a pair of A-complete roots, 
z, =o, Z, = AT. 
Therefore, solutions to the abstract Cauchy problem, 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.7) 
d2 d 
A z 44 - z x(t) = y(t), 40) = x0 2 g x(0) = x0’, (4.8) 
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exist for 
x,,’ E Range(N) 
but are not unique. 
5. CONSTRUCTION OF ROOTS 
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(4.9) 
The following consists of various results proved in Sections 3 and 5 of [4]. 
LEMMA 3. Let A,$ ES? such that 
411 AlI II Cl1 < 1, 
and A has a right inverse A’ ES?. Then 
(1) The operator equation, 
AZ2 + z + c, 
has a pair of roots Z, , Z, E 9 which are Q-complete (cf. (5.17)), 
(2) Let 
d = (1 - 4 II a II II & llY2, a = (1 - 4/Q II a II>, 
b = (1 + 4/P II a II>, P = II J+ II (1 + Ii A II 4, 
then 
II Zl II G 6 II Z2 II d =Mp, II c II 45 
(3) Z, is the only root of (5.2) of norm <b; 
(4) Z, has an inverse in W and 
II G’ II < b-l; 
(5.1) 
(5.4 
(5.3) 
(5.4) 
(5.5) 
(5) 2, is compact (has un inverse in 9) ;f and only if e is compact (has an 
inverse in 92); 
(6) the iterative sequence of operators, 
z(o) = -Q 
1 
zy = -&492 _ e, (5-e) 
all have norm < a, converge to Z, and 
I/ Z’“’ - ztm) 11 < (1 1 1 - 4% II A II II c II/d, m 2 n, n = 0, l,.... (5.7) 
II Zl” - ZI II d (1 - 4% II d II II ~7 II/d, n = 0, l,...; (5.8) 
x(o) = -e 
1 
x(n+1) = -(Xi"')2 A^ - e, 
1 (5.9) 
all have norm < a, converge to an operator X, E W and 
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(7) the iterative sequence of operators, 
II xln) - x?) II < (1 - d)” II A II II e Ill4 m 3 n, n=O,l,..., (5.10) 
II x?) - Xl II G (1 - d)n II A II II e II/4 n = 0, l,..., (5.11) 
(8) X, is compact (has an inverse in B’) if and only if &’ is compact (has an 
inverse in 92); 
(9) the root Z, is related to Xl by 
(10) Let 
then 
thereby the operator, 
has an inverse in 6% and 
2, = -&(I + X&4); 
D = -X,a - AZ, , 
IlDlldl-d<l, 
H=-I+D, 
H-1 = - 5 D”; 
*=o 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
(11) a, Z, , Z, and Q are related by 
&Z, - Z,) = H, Q = H-IA. (5.17) 
6. STIFF EQUATIONS 
Consider a system of second order equations of the form (1.1) where A and 
B have inverses in W (in the most common examples [3, lo] A, B, and C are 
matrices). We set 
A^ = B-IA, & = B-IA (6.1) 
and measure the stiffness by 
s=Il~Illl~ll~ (6.2) 
When s < $ the characteristic equation (1.2) has a pair of complete 
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(I-complete) roots; .Zr and 2, , and approximate roots which are constructed 
from A, B, and C: Zy’, 
2’“’ = -&“(I + x(q) 2 1 ) (6.3) 
all furnished by Lemma 3. Naturally, we approximate the solutions to initial 
value problems and end-point boundary value problems with inhomogeneous 
terms by replacing 2, , Z, by their corresponding approximations in the 
above representations. This leads to the problem of approximating 
e tZi, etza, (Z, - Z,)-‘. (6.4) 
Since 11 Z, // < a, /I Zp’ 11 < a we have by expanding etZl and etZ* in power 
series and taking account of (5.8) and (5.11): 
(I etzl - et’?) I/ < aet”(l - d)n s/d = etaO(P+l). 
Similarly, 
II e tzl - et’?’ /I ,< pete(l - d)” // d /) // a-l iI s/d = et’O(P1). 
Let 
Then from (5.13) 
D’“’ = -&a’~ _ &h) 
1 1 . 
/i DC%) - D I/ < (1 - d)n I/ a /I2 Ij C II/d. 
Since // Zr’ I/ (/ Xp) )I < (I, 11 D, /j < 1 - d < 1 and we may define 
Then from (5.16), 
(f.j’n’)-1 = _ 2 (D(n))?. 
GO 
Ij H-1 - (H(R))-1 Jj < (1 - d)” 1) A^ II2 I\ C Jj/d3. 
Let us consider, as in [3], equations of the type 
A $4 + a$ x(t) + Cx(t) = y(f), O<t<l, 
where 01 is a large constant. Here 
s = /I A II II C II/a” - 0, as a-+ co, 
d = 1 - 2s + O(s2) + 1 as a--+ 00, 
1 - d = 2s + O(s2) * 0 as a+co, 
a = 11 c II/a + 0(1/G) -+ 0 as Lx--+ co, 
P = II A-l II (1 - II A II 4 -+ II A-l II as a--+ co, 
(6.5) 
(6.6) 
(6.7) 
633) 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
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and the right side of inequality (6.70), 
p = (1 - d)” /I AlI2 /I e II/d3 = 0((1/1~)““+“) -+ 0 as a+ co. (6.17) 
One sees that the estimate (6.5), (6.6), and (6. IO) provide for reasonably good 
approximations of solutions of equations of the type (6.11). They will also 
provide good approximations for equations of the type 
A $x(t) + B $x(t) + &(t) = y(t), O<t<l, (6.18) 
where l is small. The case when A is small while B and C are not is another 
matter: There is also the problem of obtaining uniform approximations in t 
when t varies over an infinite interval. These matters will be considered 
below in the context of singular perturbations. 
7. SINGULAR PERTURBATIONS 
Consider the Eq. (1.1) where the leading coefficient depends on a small 
positive parameter as in (1.6). We assume here, as in the previous section, 
that A = A(E) and B have inverses in 9 and we define a = a(e) and e by 
(6.1). Also, let 
al = B-IA, . (7.1) 
For E < t II Al II II e II we obtain from Lemma 3 the roots and approximate 
roots for (1.2)-(1.6) h h w ic are now E dependent. We have for example from 
(5.6) 
$0) = -e 
1 
$1) = -e _ J (3 
1 1, 
(7.2) 
.Z’p) = -t - ,&?2 - ~2Al(~l&s + &dle2) - E~A;(A;@~. 
It is not difficult to see that the .ZF)‘s are polynomials in 6 of degree an. Let 
FVp) be the polynomial in E of degree n such that 
11 J@“’ - z(n) 11 = 1 1 o(p+l) > E -+ 0. (7.3) 
Since from (5.3) 
d = 1 - 2 1) Al III] & 1) E + O(02) + 1 as c -+ 0, (7.4) 
the estimate (5.8) shows that 2’4”) converge to 2, uniformly in E and 
1) 2, - 2-p 11 = o(c%+l), E + 0. (7.5) 
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Thus, Z, is analytic in E [7], i.e., 
and 
z, = f p, (7.6) 
i=O 
w,n = 5 J,.Ei, n = 0, l,.... (7.7) 
i=O 
Similarly, Xp) is a polynomial in E of degree &z and if we let Yp) be the 
polynomial of degree n such that 
then 
(I Y(n) - x 1 1 (1 = O(c+l), E -+ 0, (7.8) 
and 
Xl = 2 Kiri (7.9) 
i=O 
yin’ = f K&. (7.10) 
i=rJ 
Thus, the root Z, has the Laurant expansion 
z, = -@Cf - f &3Ks&“. (7.11) 
i=o 
In the jargon of singular perturbations [2], we have the outer approximation 
and the inner approximation. The outer approximation is obtained by setting 
E = 0 in (1 .l)-(1.6) thereby obtaining the outer approximate equation 
B & x1(t) + Cx,(t) = 0. (7.12) 
To find the inner approximate equation: we set 
7 = t/c; (7.13) 
let E = 0 in the resulting equation 
and then substitute t = TE to obtain 
d2 d 
4 dt2 xidt) + B z xz(t) = 0. 
(7.14) 
(7.15) 
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Solutions to (7.11) are given by 
xl(t) = e4zl , (7.16) 
where c, is an arbitrary constant vector while a solution to (7.15) is given by 
x2(t) = emtA1”c2 , (7.17) 
where cs is an arbitrary constant vector. 
On the other hand, from Section 2, the general solution of (1.1)-(1.6) is 
Since 
x(t) = emtzlcl + emtzac2 . 
z, - - C Z2 - -A,/6 as 
(7.18) 
E -+ 0, (2.19) 
the root Z, corresponds to the outer approximations while Z, corresponds to the 
inner approximation. 
As one might expect 
a = II G II + Ok) -+ II cl II as 4 -+ 0, (7.20) 
p=l//j~,II~+O(,)-+cc as c-+ 0; (7.21) 
therefore, the estimate (6.6) (replacing E = O(s) by (s) is not advantageous 
in this case. However, we may resort to the contour integral representations 
of Section 3. 
Let I’, be a Cauchy domain containing the spectrum of 4, in its interior, 
and let 
f2 = {A = -A/e ( h E r,>. (7.22) 
Then fs contains the spectrum of -&/c in its interior. Suppose 
Yz = ?Jgy* IIP - 4)-l II * 
Then 
(7.23) 
Let Zp) be defined as in (6.3), and let 
SF) = )I z, - Zk’ 1) pa < (1 - d)% 62 11 a;* I/ 
II -h II2 II c II yald = O(@+2) 
(2.24) 
(7.25) 
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(cf. (5.11) and (7.4)). For fixed rz 3 0 let E, > 0 be chosen sufficiently small 
so that 
dn) < 1, 2 I a. 
note that 
I ap2 1 
Next, let for fixed n >/ 0 
r;, 1 ji,sp < 2%(1 - Sk’), e < En; (7.26) 
f,Sl,“’ = o(c+Z) > E -+ 0. (7.27) 
z;-1’ = -&l/<, 2+-l) = jj .zp - 2$-l) j/ p2(c) = O(c), 
and chose UJ~’ < E% such that 
E + 0, (7.28) 
F < 1, j aP2 1 y&l) < 241 - P)), for E < CUP’. (7.29) 
We first apply Lemma 1 with X = -.Zi-l), Y = Zp’, and h(X) = eht to 
see that ra contains the spectrum of .Zp) in its interior for c < w and 
tz(“’ j/e 2 _ ,tP // < I ar2 I VZYP’ = O(v2E), 
L 27r(l - SC-1)) E--t 0, 
where 
v2 = pl? 1 e--At’c ) . 
2 
Next we apply Lemma 1 with X = Zc), Y = Z, , and h(X) = eAt 
11 etZa - e tzy /, < I ar2 I ‘Z’YZP = o(“2cn+2) 
’ 27r(l - SF’) , E + 0. 
If ar lies in the right half plane 
then 
R 6 = {A I Re X 2 PI, j3 >o. (7.33) 
v2 < e-6t. (7.34) 
(7.30) 
(7.31) 
(7.32) 
As for the outer root Z, , one can apply the same type of argument to 
show that 
II e f-z1 - e’Z:n) jl < 12”‘;;‘~yg = o(v,2+‘), 7r E--fO, (7.35) a 
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where I’, is a Cauchy domain containing the spectrum of C; 
(n) 
Yl = -yg IIW - zI”‘>-’ II; 
1 
(7.36) 
sp = II z, - zy II yl”’ < (1 - dy E 11 A;1) 11 Cl11 y,/d = oy+y, c-0; 
(7.37) 
v1 = yrtct ecAt. (7.38) 
1 
In particular, if 
a*=gyw (7.39) 1 
then 
/I etZ1 - et4n) /I < I arl I ylPea*t = O(En+lea*t) 
2?7(1 - SP’) , 
E -+ 0, t > 0. 
(7.40) 
Since a* can be chosen arbitrarily close to 11 C (/ the inequality (7.40) is 
essentially (cf. (7.20)) 
(1 etzl - e tz:“) 11 = qEn+le=t), E -+ 0, t > 0, (7.41) 
which follows from (6.5) where here s = I( aI II II C II E. 
These estimates, (7.40) an (7.41), are effective for t varying in a bounded 
interval. For the case t--f 00 we assume that r, may be chosen in the half 
plane (7.33), and, therefore, 
v1 < ewet, t > 0. (7.42) 
LEMMA 4. Let the operators A;lB and B-T have spectrum in a r&ht ha2f 
plane (7.33) then f or E s@ciently small every solution x(t) of 
<A, $ x(t) + B $ x(t) + Cx(t) = 0, t > 0, (7.43) 
I/ x(t)11 = O(e-et) as t + 0, (7.44) 
uniformly in E. 
Proof. Beginning with the representation (7.18), we apply the estimates 
(7.30), (7.32), (7.34), (7.35), and (7.42), and we obtain 
x(t) = e-%, + emtGc, + O(ee+It), E -+ 0, t-+03, (7.45) 
where 
G = /f,-llc (7.46) 
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has spectrum in R, for 0 < E < 1. The conclusion now follows from the 
Taylor-Dunford formula (cf. 3.4): 
e-At(XI - G)-l dA 
(7.47) 
= O(ecBt), t-+03, 
and a similar estimate for e&. 
Equation (7.42) may be regarded as governing the motion of a small dis- 
placement of a fluid in equilibrium where EAT , B, C are the respective inertial, 
dissipative, and gravitational forces. When these operate in a Hilbert space 
and are positive then the equilibrium is known to be stable. Lemma 4 may be 
thought of as an extension of this result [l]. 
We now consider the inhomogeneous case 
4 -$ x(t) + B 1 x(t) + Cx(t) = y(t), t >o, (7.48) 
where y(t) is continuous. We are concerned with the asymptotic behavior 
of the inhomogeneous contribution q,(t). For this we may use formula (2.8), 
where A = &l, , but it is more advantageous to deal with the alternate 
representation (3.2); for then we need not be concerned with the spectrum 
of A, . Writing 
%(t) =- 2 I,‘J;, e(t--T)A()CI + (s + ~h~./f~)-~ Y(T) dA d7 (7.49) 
1 
and applying Lemma 2 with r, containing the spectrum of -C we obtain 
the estimate, 
x9(t) = - g I” [ja, e(t-T)A(XI + e)-l Y(T) dA + O(w,)] dT. (7.50) 
0 1 
If I’, may be chosen so that (7.42) holds then, after integrating the order 
term with respect to 7, we obtain 
%2(t) = - g lotJar e(t-7)*(X1 + C?)-ly(~) dh dT + O(E), E-+0 
1 
(7.51) 
z- B t 
s 
e(T-t)ey(T) dT + O(E), E + 0, 
0 
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where the order term is uniform in t. If for some real LY 
y(t) = O(&) as t--t co, (7.52) 
then, in view of (7.42), the contour integral term is O(&) as t-j 03. 
We summarize these result in the following. 
THEOREM 1. Let A, , B, C, A;l, B-l E 9. Then every solution of (7.48) may 
be represented in the form: 
x(t) = etzlcl + et”%, + x3(t), (7.53) 
where c1 , c2 are constant vectors and 2, , 2, are the respective outer, inner roots of 
EA,.P + BZ + C = 0, (7.54) 
and xP(t) is a particular solution given by (2.8). 2, and 2, are representative 
in series in E as given by (7.6) and (7.11). Each of the three terms an the right 
of (7.53) has asymptotic approximations as E --f 0 in terms of approximate roots 
obtained by linear iteration asgiven by the estimates (7.30), (7.31), (7.32), (7.34), 
(7.35), (7.38), (7.40), (7.41), (7.42), and (7.51). Ifthe spectrum of B-V lies in a 
right half plane R, (cf. (7.33)), and (7.52) holds, then the last term on the right of 
(7.53) is O(&) as E--+ 0, t -+ co while the jrst term is O(e-Et) as t + 03 
uniformly as c-0. If in addition, the spectrum of A;lB lies in the right half plane 
R, then the middle term is O(e+) as t -+ co unsformly as E -+ 0 and the solutions 
of (7.53) x(t) satisfies 
{k sup t-l log 11 x(t)11 = 01 - /I 
uniformly as E --f 0. 
8. DISCUSSION 
In Sections 6 and 7 we required that A have an inverse and throughout 
the paper we have confined ourselves to bounded operators. In the future, 
we expect to remove both these restrictions when considering examples where 
the coefficients are partial differential operators with respect to independent 
variables other than t. The results in [4], on which Lemma 3 is based, apply 
to this more general type of situation. 
Our objective in this paper is to illustrate the applicability of operator 
equations to the theory of abstract ordinary differential equations and its 
many applications. We have restricted ourselves to the case of constant coef- 
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ficients only because of its simplicity. But this is not necessary. Consider, 
for example, the singular equation, 
Pz4(t)$ x(t) + tB(t)$ x(t) + c(t); x(t) = 0, (8.1) 
where A(t), B(t), C(t) are power series in t with coefficients in 9. Under 
certain conditions [6] the solutions are expressed in a way analogous to that 
used when the coefficients are scalar valued functions. That is, we look for 
solutions of the form, 
44 = (tjZ P(t), (84 
where p(t) is a power series in t with coefficients in 549 and 2 is an operator in 
92. This approach will lead to solving the operator equation 
A(O) Z(Z - I) + B(O) z + C(0) = 0 (8.3) 
for Z. Once we have found Z we may then proceed formally as in the scalar 
case. If we approximate Z, say by the application of Lemma 3, then we obtain 
approximate solutions. 
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