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Abstract
This thesis presents the work in the area of automatic speech recognition (ASR).
The focus is on performing a task to recognize a phoneme (basic unit of sound in
a speech). Several approach towards the automatic speech recognition have been
reviewed including the state-of-the-art system and a template based approach was
chosen. The phoneme samples are processed by using the Mel-Frequency Cepstral
Coefficient (MFCC) feature extraction technique and transformed into a set of fea-
ture vectors. After, in order to determine the similarity between a test utterance
and pre-recorded reference utterance the Dynamic Time Warping (DTW) algorithm
is used compare the corresponding feature vectors.
A speech recognition system requires knowledge and expertise from wide range
of disciplines. Therefore it is important for a speech recognition researcher to have
a good understanding of the fundamentals of the speech recognition. This thesis
starts with the knowledge of human speech production and perception system and its
influence in the ASR technology. Later, different approaches to perform the speech
recognition task has been reviewed and a typical speech recognition architecture is
presented. After the mel-frequency cepstral coefficient (MFCC) feature extraction
technique and the dynamic time warping (DTW) algorithm is explained in details.
At the end during the experiment several recognition test is conducted for a set of
phoneme utterances.
The experimental results indicates that the template matching approach does not
perform well for a very short segment of sound such as phoneme. However further
investigation with more samples from multiple speaker is required to confirm this
outcome.
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Chapter 1
Introduction
Speech is the most natural form and primary way of communication in human
beings. Each spoken word is created out of a limited set of speech sound units, which
is known as phoneme. The speech sound is produced by a sequence of movements
of speech organs. In the model of speech communication process, the speech is
produced by the vocal tract (speaker’s), which results in a series of pressure waves,
that fall into our (listener’s) ear. Listener is then trying to understand the speech
sound. These two episodes can be identified accordingly as speech production and
speech perception.
The mechanism for a machine to understand human speech sound is known as
Automatic Speech Recognition (ASR). This technology allows a computer to identify
the word (speech sound) that a person speaks into a microphone and convert into
text or other desired formats for further processing. This can also be viewed as a
mapping from an acoustic signal (speech sound) to a sequence of discrete entities
(i.e., phonemes, words, sentences).
Nature has always inspired human achievements and has led to effective mate-
rials, structures, tools and technology. Research on recognizing speech by using a
machine follows the same line and it has been active for more than six decades.
1.1 Motivations
Spoken words is no more limited to a person to person conversation, it has been
extended widely through technological media i.e., telephone, movies, radio, Internet,
wearable and embedded devices, which significantly increases the importance of
recognising speech by a machine more than ever. Sound (speech) is faster than
any other method (typing, mousing, gesture, or even smelling), it is hands free and
it is easier to process text than audio. These flexibilities are catching interest of
researchers to make a better (possibly human-like) speech recognizer.
Speech recognition research is now an interdisciplinary problem. A successful
ASR system requires knowledge of wide range of disciplines (physics, linguistics,
signal processing, pattern recognition, computer science, communication and infor-
mation theory, physiology). This research area has a huge impact on our daily life.
Performing research on this field will give us a good understanding of the funda-
mentals of the technology. And implementing a basic recognizer will expose us to a
real problem with real data. Therefore, the acquired knowledge can be applied for
solving a variety of related problems in the further research.
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1.2 Problem to be addressed
The approach followed in this thesis to address the problem of recognizing a single
phoneme uses the Mel-frequency cepstral coefficient (MFCC) and the Dynamic Time
Warping (DTW) algorithm.
It operates in three phases. The first phase is to capture the audio signal con-
taining a phoneme utterances.
The second phase extracts features from the input audio, taking the speech
utterances (in this case a phoneme) and converting into a feature vectors. The goal
is to capture essential information for phoneme identification, which makes it easy
to factor out irrelevant information and compress information into a manageable
format. In this thesis, we employed MFCC feature extraction method, inspired by
human perception, which combines the advantages of the cepstrum analysis with a
perceptual frequency scale based on critical bands and it is widely used in speech
recognition.
The third phase performs the recognition, where an unknown utterance is com-
pared to each of the reference template. An attempt is made to adapt DTW as
recognition algorithm. The goal is to find a “distance” between utterances, where
in this case the utterance are sequences of feature vectors (e.g., MFCCs). We try to
“time-warp” each template to the unknown string. Figure 1.1 illustrates the block
diagram of the main components involved in a speech recognition process.
Phoneme
Samples
MFCC
Refrence
Templates
Unknown
Input
Signal
MFCC
Template
matching
Recognized
result
Figure 1.1: Block diagram of a typical speech recognition system.
1.3 Thesis Outline
The rest of the thesis is organized as follows: Chapter2, briefly discusses the physiol-
ogy of human speech system, mainly the model of speech production and perception.
Chapter3 introduces the state of the art of the automatic speech recognition tech-
nology, including the major highlights in the research and development of ASR.
Chapter4 describes the front end processing using the mel-frequency cepstral coef-
ficient. Chapter5 presents the Dynamic Time Warping (DTW) algorithm in detail,
explaining how it can be used to calculate the distance between two feature vectors.
Chapter6 reports a set of experimental results and, finally, Chapter7 summarises
the thesis and concludes with future research directions.
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Overview of human speech system
This chapter briefly discusses the human speech system, which involves the mecha-
nism for speech production and perception. It has been proved that, understanding
the mechanics of human speech production and perception have influenced the over-
all speech recognition research. Thus, a little bit of knowledge of human speech
system will surely be very helpful for the implementation of speech recognition re-
lated algorithm.
2.1 Speech Production
Sound produced by the rapid movement of air. A speech is nothing but a special kind
of sound generated by a set of organs that has a special meaning to us. Speaking
involves production of sounds by means of speech organs. In this section we will
briefly describe the speech production mechanism in human being and the role of
related organs in the process.
2.1.1 Human Vocal system
Human speech system can be broadly divided into three subsystems, as schematically
illustrated in Figure 2.1:
• Air pressure system: the lungs, diaphragm, chest muscles, trachea (wind-
pipe) and abdominal muscles are the main components of this subsystem.
Mainly serves as a power house. Before any sound can be produced, there
has to be some form of energy. Respiration is where the lung produces the
necessary energy in the form of a air stream. Lung air is normally referred to
as pulmonic air.
• Vibratory system: contains larynx (commonly known as Adam’s apple) and
vocal folds. It is responsible for the phonation and serves as a modifier to the
air stream.
• Resonating system: known as vocal tract. Roughly consists of tongue, lips,
oral cavity, soft palate, pharynx (throat) and nasal cavity. Responsible for the
articulation, it modifies and modulates the air streams with the help of several
articulators.
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Figure 2.1: Cross-section view of human vocal system.
2.1.2 Phonation mechanism
Sound production requires power source and vibrating elements. When it comes to
speech sound, the power source is air, which comes from the lungs and the vibration
occurs in the vocal cords. Lungs serves as a power supply and provides airflow to
the larynx. Most sounds in the human languages are produced by expelling the
wind from the lung through out the windpipe and then out from the mouth or nose.
Along the way of this process, various organs are involved that shape the airflow
according to our desired speech output. The work flow of the process is shown in
Figure 2.2:
Before any speech is produced a speaker must be supported with breath. This
comes from the air pressure system which produces air force. When we speak,
our lungs slow down the flow of the air. Air comes out of the lung, then moves
through the trachea (windpipe) into the larynx. The larynx contains two small
folds of muscles that is called vocal fold (commonly known as vocal cord). These
two muscles can be moved together or apart. The primary biological function of the
larynx is to be act as a valve, by closing off air from lungs and preventing foreign
substances from entering to trachea. Whereas, in speech production, larynx modify
the sound to produce an acoustic signal.
Phonation occurs when the pulmonic air passes through the vocal folds. The
most important effect of the vocal fold action is production of audible vibration.
Air flowing into the vocal fold creates audible vibration, which is our voice. Each
pulse of the vibration represents a single opening and closing movements of the vocal
folds. The number of these cycles per second depends on age and sex of the speaker.
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Figure 2.2: Speech production pipeline.
The faster the vocal folds vibrate, the higher the pitch. Extremely slow vocal fold
vibration is about 60 vibrations per second and produces a low pitch. Extremely
fast vocal fold vibration approaches 2000 vibrations per second and produces a very
high pitch. In general, men’s vocal folds can vibrate in average about 115Hz and
women’s vocal folds can vibrate in average about 200Hz in conversation.
Depending on the type of action in larynx, different modes of phonation occurs.
During normal breathing, glottis (space between vocal fold) is wide open, muscles
are relaxed and trans-glottal air flow is below the threshold that would generate any
glottal turbulence, resulting in glottal silence. This phenomenon is called unvoiced
or voiceless. On the contrary, voice refers to normal vocal fold vibration occurring
along the glottis.
Once the air passes through the trachea and glottis, it enters in the vocal tract
(area above the trachea), which is a long tubular structure. The vocal tract is
divided into the oral tract and nasal tract. Vocal tract changes the sound that is
produced in the vibratory system to a recognisable unit. It is the main component
where we articulate the vocal sounds. In the vocal tract, the air stream is effected
by the action of several organs (articulators). These articulators shape the sound
into recognisable units. Modifications of the configurations of these areas alter the
sound. The generated sound can exit the body through the mouth or the nose.
Most sounds are made by air passing through the mouth. However, nasal sounds
are made by air passing through the nose and use both the oral and nasal tract as
resonating cavities.
Articulators can be further classified into active and passive group. Active artic-
ulators are those who actively involves in the production of speech sounds. The main
active articulators are lower lip and the tongue. Active articulators are supported
by number of passive articulators. These organs are involved in all occasions in
10
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vocal tract during the production of the speech sound but without movement (e.g.,
our teeth do not move while we speak but it shapes the sound). The production of
speech sound through all these articulators is known as articulation.
In general, the frequency of the generated sound is entirely determined by ”glottal
pulse” acting as a source. The rate of the frequency is determined by the ”vocal
tract” which acts like a filter. The loudness of the produced sound is depend upon
the speed of the air flowing through the glottis.
2.2 Speech Perception
Human physiology is used as the justification of frequency analysis in a speech. A
speech recognition system is motivated more by speech perception than production.
It is worth mentioning that two major feature extraction technique: Mel Frequency
Cepstral Coefficients (MFCC) and Perceptual Linear Prediction (PLP), were moti-
vated by human perception of pitch. In this section we will briefly discuss about the
human auditory system and the perception mechanism involved.
2.2.1 Human Auditory System
Our auditory system consists of two major components:
1. The peripheral auditory organs (the Ear)
2. The auditory nervous system (the Brain)
The structure of a human ear, shown in Figure 2.3 can be further divided into three
parts: outer ear, middle ear, inner ear.
Figure 2.3: Structure of the ear.
The outer ear consists of the external visible part (the pinna), an auditory canal
and the eardrum. Sound enters through the outer ear traveling along the auditory
canal. When the air pressure reached the adjacent eardrum, it vibrates, transforms
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the sound pressure into vibrations and transmits the vibrations to the adjacent
bones.
The Middle ear is an air-filled space and consists of three bones: malleus, incus
and stapes. It is responsible for transporting eardrum vibrations to the inner ear.
The inner ear structure, called the cochlea, is a snail-shell like structure. It is
about 3.5 cm long tube, which coiled in spiral shape. Inside it is filled with gelatinous
fluid. The cochlea can be divided into two chambers by a basilar membrane, running
along its length. Along the basilar membrane there are approximately 30, 000 little
hair cells.
The overall signal transduction process can be described as follows: If a certain
sound comes into the ear, causes the eardrum to vibrate, the malleus, incus, and
stapes vibrate, and that causes the oval window to vibrate, that’s going to cause fluid
inside the cochlea to vibrate. At this point, depending on the frequency, it’s going to
cause a different section of the basilar membrane to vibrate. These information will
be further processed by the nervous system for completing the perceptual process.
2.2.2 Pitch determining Mechanism
Now, if we try to unroll the cochlea, shown in Figure 2.4, we can see that the
basilar membrane is significantly stiff and thinner at its base end (stapes). It gets
thicker and thicker until it reaches the maximum thickness and floppy at the apex.
Each position on the basilar membrane is associated (sensitive to) with a particular
frequency.
Figure 2.4: Uncoiled Cochlea.
According to the space theory, high-frequency sounds selectively the basilar mem-
brane to vibrate near the entrance port (the oval window), while lower frequencies
will travel further along the membrane before causing appreciable excitation of the
membrane. This can be seen as a mapping of frequency to space, and is gradually
decreasing as one moves from the oval window to the apex of the cochlea. This kind
of frequency to space mapping is called tonotopic mapping.
The basic pitch (frequency of sound) determining mechanism is based on the
location along the membrane. Higher pitches are the result of higher frequencies.
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Thus, if a high pitch sound comes into the ear, it will cause the associated thinner
part of the basilar membrane to vibrate. For example, a tone of 10KHz, would
stimulate most strongly that part of the basilar membrane which has a characteristic
frequency of 10KHz. This means that, depending on the frequency, we are going
to get different regions of the basilar membrane vibrating.
The place encoded frequency pattern is then passed to the brain. If the signal
comes from the apex and it goes to the brain, that is going to tell the brain that it
is coming from a high frequency region and the brain is going to interpret that as
a higher pitch. Frequency analysis is carried out in the inner ear creating a neural
spectrogram that is transmitted to the brain.
Thus we can say that the Cochlea provides a running spectrum analysis of the
incoming signal and can be seen as a filter bank, whose outputs are ordered by
location.
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Automatic Speech Recognition
Understanding a spoken language (speech) is a very common task among humans.
Although it is pretty straightforward to us, the underlying mechanism appears to
be very complex while approached to be performed by an automated system. This
chapter will briefly review several approaches to perform speech recognition by ma-
chine including state-of-the-art speech recognition systems. Then a typical speech
recognition system architecture is presented. Finally, the performance evaluation in
such a recognition system is briefly discussed.
3.1 Classification of speech recognition systems
Speech recognition systems can be categorized in several classes according to some
parameters that are related to the task. Figure 3.1 illustrates the progress of speech
recognition systems based on speaking style and vocabulary size [9].
3.1.1 Utterance based
Different classes of speech recognition systems can be made according to the type
of utterance they have ability to recognize. Utterances can be a single word, a few
words, a sentence, or even multiple sentences.
Isolated words
In this type, the system accepts a single utterance at a time. The assumption is that
the speech to be recognized consists of a single word or phrase as a complete entity.
Hence for each spoken utterance, it is essential to have word boundaries by defining
the beginning and ending point, that could be found by using some type of endpoint
detector. One common example of this type of recognition is digit recognition.
This type of speech recognizer is good for the situations where the user is required
to give only one word responses or commands (e.g., ON and OFF in a command
and control type application). It is comparatively simpler and easier to implement
because word boundaries are available.
Connected words
In this type, multiple words are given to the system, each running separately as
isolated words and having small duration of time between them (e.g., sequence of
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digits that form a credit card number). It is very much similar to the isolated words
but allows separate utterance to be run-together with minimal pause between them.
Continuous speech
Continuous speech recognition deals with the speech where words are connected to-
gether instead of being separated by pauses. Thus allowing users to speak almost
naturally. Recognizers with continuous speech capabilities are some of the most dif-
ficult to design, mainly because the word boundaries are unclear and co-articulatory
are much stronger in continuous speech. As vocabulary size gets larger (often un-
limited), confusion between different word sequences also grows. In addition, the
level of difficulty varies among the continuous speech recognition due to the type
of interaction. As such, recognizing speech from human-human interactions (e.g.,
conversational telephone speech) is more difficult than human-machine interactions
(dictation software) [15], because, in read speech or when humans interact with ma-
chines, the produced speech is simplified (slow speaking rate and well articulated),
hence it is easy to process.
Figure 3.1: Progress of recognition system along the dimension of speaking style
and vocabulary size.
3.1.2 Speaker model based
Speech recognition systems are broadly classified into two main groups based on
speaker model, namely speaker dependent and speaker independent.
Speaker dependent
This type of system is designed to recognize the speech from a single speaker or a
group of speakers. A speaker or a group of speakers is required to give a consider-
able amount of training to the system before reasonable performance can be gained.
Speaker dependent systems generally achieve better recognition results as there is
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no much variability caused by the different speakers, but they are less flexible to-
wards irregular speakers. However, the performance can decrees even for the trained
speaker due the change in his/her voice (e.g., for illness, stress, exhaustion, or vari-
ation in microphone positioning). Speaker dependent systems are easier to setup
and are useful for some particular applications. If properly trained by a reasonable
amount of data, they seem to perform with better recognition accuracy than their
speaker independent counterpart.
Speaker Independent
A system capable of recognizing speech from any new speakers is called a speaker in-
dependent system. Speaker independent systems are developed for variety of speak-
ers. This type of system is most difficult to develop and offers less accuracy than
speaker dependent systems. However, these systems are more flexible, tolerant and
practical.
3.1.3 Vocabulary based
In automatic speech recognition, the vocabulary is a collection of words or state-
ments that can be recognized by the system. The size of the vocabulary of a speech
recognition system influences the complexity, processing requirements and the accu-
racy of the system. Some applications only need a few words (e.g., digits recognizer),
others require very large vocabularies (e.g., for dictation machines). Speech recogni-
tion is easier when the vocabulary to recognize is smaller. For example, the task of
recognizing smaller vocabulary word ”stand up” for a robot can be relatively easier
when compared to tasks like transcribing broadcast news or telephone conversations
that involve vocabularies of thousands of words.
There are no established definitions for different vocabulary sizes, but tradition-
ally, small vocabulary is measured in tens of words, medium in hundreds of words,
large in hundred thousands of words and up.
3.2 Different Approaches to Speech Recognition
Automatic speech recognition methodologies are broadly classified into three ap-
proaches: acoustic-phonetic approach, pattern-recognition approach and artificial
intelligence approach [25].
3.2.1 Acoustic-phonetic approach
In the early days of speech recognition, the approaches were based on mainly finding
speech sounds (phonemes) and assigning appropriate label to these sounds. This
approach is based on the acoustic phonetic theory, according to which in a spoken
language there exist finite, distinct phonetic units (phonemes) broadly characterized
by a set of acoustic properties that are noticeable in the speech signal over time.
This approach has been studied in great depth for more than 40 years.
In this approach, the first step is called segmentation, where the speech signal is
segmented into stable acoustic regions. On next step, each of this segmented region
is assigned one or more phonetic labels, known as labeling. The outcome of this
16
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combined operation (segmentation and labeling) is a phoneme lattice characteriza-
tion of the speech, schematically illustrated in Figure 3.2. The next phase, known
as validation phase, consists in determining the valid word from the phonetic label
sequences produced in the previous phase. During the validation process, linguistic
constraints (i.e., the vocabulary, the syntax, and other semantic rules) of the target
language are taken into account in order to access the lexicon for word decoding
based on the phoneme lattice.
In practice, there are several difficulties to implement this approach for satisfac-
tory performance. The acoustic-phonetic approach is a ruled-based system, thus it
requires extensive knowledge of the acoustic properties of the phonetic units. More-
over, there is no standard way in labeling the training speech and no well-defined
automatic procedure for tuning the labeled speech [25]. Due to these limitations,
this approach has not reached the same level of performance as other approaches and
it is not widely used in commercial applications. The acoustic phonetic approach
still needs more research and understanding for achieving a better performance.
Figure 3.2: Phoneme lattice for word sequence ”seven-six”.
3.2.2 Pattern-recognition approach
The pattern-recognition approach is the most common and widely used approach in
ASR systems. This approach has become the predominant method for speech recog-
nition task in the last six decades. The approach was first introduced by Itakura
(1975) [13] and was further investigated by Rabiner (1989) and Rabiner and Juang
(1993) [26] with great effort. The important characteristics of this approach is that it
uses a well formulated mathematical framework and provides consistent pattern rep-
resentations, for reliable pattern comparison, from a set of labeled training samples
via a formal training algorithm.
In the pattern recognition approach, usually there are two phases, the training
(pattern training) and testing (pattern recognition) phase. A block diagram of
a typical pattern-recognition approach to speech recognition including these two
phases is shown in Figure 3.3 and each step is briefly discussed below.
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Figure 3.3: Block diagram of the pattern-recognition speech recognizer.
Speech analysis: In practice, speech signals are not directly used for the speech
recognition. Instead, some discriminative representations of speech signals are used,
called speech features. A speech pattern representation can be in the form of a
speech template or statistical model (e.g., Hidden Markov Model). The process
of extracting speech features from the speech signal is called feature extraction or
feature measurement. The feature representations are usually the output of some
type of spectral analysis technique (DFT, LPC, LPCC, MFCC etc.).
Pattern training: This is one of the most fundamental modules in the pattern
recognition approach. This is a method for constructing the reference pattern. The
module takes the “test pattern” of the corresponding speech sound and converts it
into a “reference pattern”. Later the reference pattern can be used by the pattern
matching algorithm. In general, the reference pattern can simply be a template or
it can be a statistical model that characterizes the statistics of the features of the
reference pattern.
Training data consist of the pre-recorded examples of the utterance(e.g., phoneme,
digits, words, phrase, etc.). A reference pattern can be created in several ways and
some of the most common techniques are briefly discussed below.
• Casual training : In this procedure, a single sound pattern, lets say X1 =
(x11, x12, x13, ...., x1T1), is directly used to create either a template or statis-
tical model. For the sake of simplicity, no attempt is taken to estimate or
predict pattern variability in this procedure. It is mostly applicable for sys-
tems designed for a specific speaker (i.e., speaker dependent) and also when
the number of utterance classes in the vocabulary is not too large. Usually,
each utterance class is represented by a large number of reference patterns.
• Robust training : In this procedure, several versions (usually 2 to 4 utterances
recorded from a single speaker) of sound patterns are used to create a single
merged template or statistical model.
The training procedure works as follows: consider training for a particular
utterance class, let X1 = (x11, x12, x13, ...., x1T1) be the first utterance and when
another utterance X2 = (x21, x22, x23, ...., x2T2) is recorded, the two patterns
are compared via a DTW [28] process, resulting in a DTW distortion score
denoted by d(X1,X2). However, the pair of utterances X1 and X2 is considered
to be consistent only if d(X1,X2) is smaller than a predefined threshold. Then,
the reference-pattern Y = (y1, y2, y3, ..., yTy) is computed as a warped average
of X1 and X2 .
18
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• Clustering training : A large number of versions of the sound pattern extracted
from multiple speakers is used to create one or more templates or statistical
model. This kind of training procedure is highly required by the speaker
independent practical recognition system.
Pattern classification: In this phase, an unknown test pattern is compared with
each reference pattern learned in the training phase to determine the similarity
(distance) between these two patterns. In order to compare speech patterns, both
a local distance measure and a global time alignment procedure is required. The
local distance can be measured by the spectral distance between two well defined
spectral-vectors. Typically a dynamic time warping (DTW) algorithm is employed
as a global time alignment procedure to compensate the speaking rate variation.
If the reference pattern is a template, pattern matching produces a gross simi-
larity or dissimilarity score. When the reference pattern consists of a probabilistic
model (e.g., HMM), the statistical knowledge is used to assess the likelihood of the
model being realized as the unknown pattern.
Decision logic: Finally, in this phase, all the similarity scores from the pattern
classification phase are used to decide which pattern best matches the unknown test
pattern. If the quality of match is not good enough to take a recognition decision,
the user can be asked for another token of the speech (e.g., phoneme, word, phrase).
Two decision rules dominate the variety of approaches applicable: the near-
est neighbor rule (NN rule) and the K-nearest neighbor rule (KNN). The NN rule
simply chooses the pattern reference with the smallest average distance score. An
ordered list of the recognition candidates can be deduced and further processed by
the confidence measure. The KNN rule is applied when each entity (e.g., a word)
is represented by two or more reference templates. The KNN rule computes the av-
erage score of each entity over the K best results and chooses the pattern reference
with the smallest average.
There are several factors (e.g., type of feature measurement, choice of templates
or models for the reference pattern, method used to create reference patterns and
classify unknown test patterns) that distinguish different pattern-recognition ap-
proaches. Depending on these factors, pattern recognition approaches can be further
classified into two main categories, namely, Template-based approach and Statistical
approach.
Template-based Approach
A template is the representation of an actual segment of speech, which consists of
a sequence of consecutive acoustic feature vectors (or frames) [31]. In the template
based approach, speech is directly represented by the time sequence of spectral vec-
tors obtained from the speech analysis process. A test pattern T = {t1, t2, t3, ...., tN}
is defined as the concatenation of spectral frame over the duration of the speech,
where each ti is the spectral vector of the input speech at time i, and N is the total
number of the frames of speech. Similarly, a set of reference patterns is also defined,
R = {R1,R2, ....,Rv}, where each reference pattern Ri is also a sequence of spectral
frames, Ri = {ri1, ri2, ri3, ...., riM}. Afterwards, in the pattern comparison stage, the
test pattern, T is compared with each of the reference pattern Ri(i = 1, 2, ...v), by
using a kind of template matching (e.g., dynamic time warping) algorithm [28].
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This approach has the benefit of using perfectly accurate word models but this
has the drawback that the pre-recorded templates are fixed. So variations in speech
signals can only be modeled by using many templates per word, which certainly be-
comes impractical. Template training and matching become prohibitively expensive
as the vocabulary size increases beyond a few hundred words, which is impractical
for any commercial application. This method is rather inefficient in terms of both
required storage and processing power needed to perform the matching. Template
matching is also very much speaker dependent and usually yield a considerably lower
accuracy with respect to the state-of-the-art recognizers.
Statistical Approach
In the 1980s, the speech recognition systems moved from a template-based ap-
proach to a more elaborated statistical approach, from simple tasks (e.g., recognize
phonemes, digits, isolated words) to more complex tasks (e.g., connected words,
continuous speech recognition). The complexity of speech recognition demanded a
framework that integrated knowledge and allowed to decompose the problem into
sub-problems (acoustic and language modeling) easier to solve. Moreover, uncer-
tainty or incompleteness is very common in speech recognition due to many reasons
(e.g., speaker variability, contextual effects, mixing of sound, confusable-homophone
words etc.). Statistical models are particularly suitable for speech recognition to deal
with uncertain or incomplete information. The Hidden Markov Modeling (HMM) is
well-known and widely use statistical methods for characterizing the spectral prop-
erties of the frames of speech patterns [23].
The basic principle here is to characterize words into probabilistic models. The
test pattern is compared to a mathematical or statistical characterization of each
reference pattern, rather than to a specific reference pattern sequence.
In the training phase, models for each word that is part of the vocabulary are
created. HMM models word (speech) by breaking it into short “consistent” segments
that are relatively uniform within themselves (typically the various phonemes that
contribute to the word). Later, each segment is modeled by an HMM state that
has an underlying probability distribution that describes the feature vectors for its
segment. Consequently, the entire word can be described as a linear sequence of
such states. For example, the speech signal for “SAM” can be broken down into
three segments and modeled by a 3-state HMMs illustrated in Figure 3.4. Once
Figure 3.4: A 3-state HMM for the word ”SAM”
the training procedure is completed, in the recognition phase each word is split into
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phonemes as done before and its HMM is created. After the utterance of a particular
phoneme, the most probable phoneme to follow is found from the model that has
been created by comparing it with the newly formed model. This chain from one
phoneme to another continues and finally at some point we have the most probable
word out of the stored words which the user would have uttered and thus recognition
is brought about in a finite vocabulary system.
The procedure works as follows. Consider, in the training phase, for each word,
v, in the vocabulary set, V , a word-based HMM, λv, is built. Then on the recog-
nition phase, for each unknown test word, X that is to be recognized, a feature
measurement process is done (i.e., X = [x1, x2, x3, ....., xN ] is generated) and a
model likelihoods, P (X|λv), is calculated for each word model in the vocabulary.
In this approach, the recognition process is based on the model likelihood score.
The model with the highest likelihood is selected as the recognized word, i.e.,
v = arg max
1≤v≤V
P (X|λv) is selected. Figure 3.5 shows a block diagram of a simple
HMM-based word recognition system [26].
Figure 3.5: A simple HMM-based word recognizer.
In the HMM-Based speech recognition, the dynamic programming algorithm is
used for the template matching, that forms the basis for decoding. Two important
algorithms are mainly used. The Baum-Welch re-estimation method [12], mostly
known as the forward/backward algorithm, is used mainly for training the acoustic
models. And the Viterbi algorithm [32] is used as decoding algorithm for searching
through all possible word strings and assigning a probability score to each string. It
is one of the most widely used decoding algorithm among speech recognizers. This
model is also known as connectionist model.
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3.2.3 Artificial intelligence Approach
As human beings, we recognize speech by applying an enormous amount of knowl-
edge to rapidly interpret the audio signals from the world around us. This knowl-
edge ranges from low level acoustic features to high level facts about the context
and the speaker’s intent. These features and facts are heavily interrelated. If speech
recognition systems could learn speech knowledge automatically and represent this
knowledge in a parallel distributed fashion for rapid evaluation, such a system would
be able to mechanize the recognition procedure according to the way a person ap-
plies intelligence in analyzing, and characterizing speech based on a set of measured
acoustic features. The Artificial Intelligence (AI) approach addresses these issues to
build a high performance speech recognition system.
In the late 1980’s, when the artificial intelligence approach was first introduced to
the speech recognition, it did not get enough approval, mainly due to it’s extremely
slow and poor performance (because of the limited processing power available that
time) compared to the state-of-the-art HMMs. Most speech recognition researchers
who understood such barriers subsequently moved away from AI, to pursue gener-
ative modeling approaches. In the early 2000s, speech recognition was still domi-
nated by traditional approaches. However, the recent resurgence of deep learning
[11] starting around 2009-2010 ignited a renaissance of applications of deep feedfor-
ward neural networks to speech recognition. And today, due to the high availability
of processing power, many aspect of speech recognition have been taken over by a
deep learning method [7].
The Artificial intelligence approach is basically a hybrid approach which com-
bines the knowledge of both the acoustic-phonetic approach and the pattern-recognition
approach. In the AI approach, speech classification is performed by setting up a
learning system (e.g., neural networks [21]) that integrates phonemic, lexical, syn-
tactic, semantic and even pragmatic knowledge for segmentation and labeling. A
more reliable method for this type of approach is Artificial Neural Network (ANN),
that is used for learning the relationship among phonetic events (e.g., in acoustic
modelling). An ANN is a network of neurons, each of which functions very much like
the neurons in human brain. ANNs are represented as a set of nodes called neurons
and a set of connections between them. The connections have weights associated
with them, representing the strength of those connections. Most neural network ar-
chitectures has three layers in its structure. The first layer is the input layer which
provides an interface with the environment, the second layer is the hidden layer
where computation is done and the last layer is the output layer where output is
stored as shown in Figure 3.6. Data is propagated through successive layers, with
the final result available at the output layer. Many different types of neural networks
are available whereby multilayer neural networks are the most popular. Their popu-
larity is due to more than one hidden layer in their structure which helps sometimes
to solve complex problems that a single hidden layer neural network cannot solve.
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Figure 3.6: A simple neural network architecture.
3.3 Speech Recognition Architecture
The structure of a standard speech recognition system is illustrated in Figure 3.7.
The recognizer consists of several components, which are briefly discussed below:
Front-end:
Raw speech is typically sampled at high frequency (e.g., 16KHz over a microphone,
8KHz over a telephone), resulting in a sequence of amplitude values over time.
However, in practice for the speech recognition, raw speech cannot be used due to
many limitations. Thus, for any kind of speech recognition, as a first step, raw
speech should be initially transformed and compressed into a manageable format,
to simplify the subsequent processing. This is known as front-end processing.
In this phase of speech recognition, each input speech signal is processed by the
front-end to provide a stream of fixed size acoustic feature vectors, or observations
(each vector represents the information in a small time window of the signal). These
observations should be compact and carry sufficient information for recognition in
the later stage. This process is commonly known as the feature extraction. The aim
of front-end processing is to extract features that are optimal for the recognition
task and (ideally) in-variant to irrelevant factors, such as speaker differences and
environment distortions. There are two main steps involves in front-end processing,
namely: segmentation and feature extraction.
The segmentation step is used to isolate relevant speech segments from the whole
audio stream. Once the segmentation is done, the identified speech segments are
used in the second step to extract salient features for recognition. Some of the feature
extraction methods [25] are, Principle Component Analysis (PCA), Linear Discrim-
inant Analysis (LDA), Independent Component Analysis (ICA), Linear Predictive
Coding (LPC), Cepstral Analysis, Mel -Frequency Scale Analysis, Filter-Bank Anal-
ysis, Mel-Frequency Cepstrum Co-efficients (MFCC), Kernal Based Feature Extrac-
tion, Dynamic Feature Extraction, Wavelet based features, Spectral Subtraction,
and Cepstral Mean Subtraction (CMS). Most of this techniques are based on short-
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Figure 3.7: Structure of a standard speech recognition system.
time spectral analysis and use a perceptionally motivated filter bank. In this thesis,
the Mel-frequency cepstral coefficients (MFCC) have been used and discussed in
further details in Chapter4, which is the most commonly used speech feature repre-
sentation in state-of-the-art speech recognition systems.
However, it is also possible to use a neural network as a feature extractor. For
example, in the Tandem approach [10], MFCCs or PLPs are fed into a neural network
to extract more discriminant features, which are appended to the original MFCCs
or PLPs to generate a Tandem feature.
Acoustic model:
Any standard speech recognition system usually has a component named acoustic
model. It is one of the most important knowledge source for any automatic speech
recognition system, that represents acoustic features for phonetic units to be recog-
nized. Building an acoustic model is target language dependent. Once the target
language for the speech to be recognized is specified, the next important issue is
to choose the basic modelling unit. Several types of units can be used for acoustic
modelling (e.g., word, syllable, phoneme). However, it is empirically proved that,
different acoustic modelling units can make a notable difference on the performance
of the speech recognition system.
There are many kinds of acoustic models, varying in their representation, gran-
ularity, context dependence and other properties. The simplest form is a template,
which is just a stored sample of the unit to be modeled (e.g., feature representation
for a recorded utterance). But a template representation of acoustic model can not
handle the acoustic variability and also limited to whole word model, so a better
method is required for large system.
A more flexible representation, used in larger systems is based on a trained
acoustic model or state. According to this method, every word W is modeled by a
sequence of trainable states, where each state indicates the sounds that are likely
to be heard in that segment of the word, using a probability distribution over the
acoustic space. In a typical system, each phoneme in the language is modeled by a
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3-state left-to-right continuous density HMM. Acoustic models, P (W |X), are used
to compute the probability of observing the acoustic unit X when the speaker utters
word W .
Acoustic models also vary in their granularity and context sensitivity. A model
with larger granularity (e.g., word) tends to have greater context sensitivity. And
models with greatest context sensitivity give the best word recognition accuracy (if
those models are well trained). But, it is impractical to create a separate acoustic
model for every possible word in the language (requiring too much training data
for words in every possible context). For this reason, word models are rarely used
in high performance systems. Instead mono-phone models (also known as phoneme
models) are widely used, because of their simplicity.
As an example, in English language, approximately 50 phoneme model is suf-
ficient to construct the model for a word, by concatenating the models for the
constituent phones in the word. Figure 3.8 shows how a simple two-sound word, ‘is,’
which consists of the sounds /ih/ and /z/, is created by concatenating the models
[20] for the /ih/ sound with the model for the /z/ sound, thereby creating a six-state
model for the word ‘is.’
Figure 3.8: Concatenated model for the word ’is’.
Similarly, sentence (sequence of words) models can be built by concatenating
word models.
Language model:
This is another important knowledge source for any speech recognition system that
has to deal with large vocabulary continuous speeches. For example, there are words,
that have similar sounding phone (e.g., Know and No), human generally distinguish
those words based on the context and also have fairly good idea about what word or
phrase can occur in the context. The purpose of language model is to provide this
context to the system. It model the sequence of words in the context of the task
being performed by the speech recognition system.
In the continuous speech recognition, the incorporation of a language model is
crucial to reduce the search space of sequence of words. Language models perform
by imposing a set of constraints on the sequence of words acceptable in a given
language, that specifies the valid words in the target language and in what sequence
they can occur.
There are several methods of creating language models. The rule-based sys-
tem uses deterministic grammars that are knowledge driven, whereas statistical ap-
proaches compute an estimate of word probabilities from large training sets of textual
material, called statistical language modelling (SLM) [27]. A language model can
be formulated as a probability distribution P (W ) over word strings W that reflects
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how frequently a string W occurs as a sentence. For example, for a language model
describing spoken language, we might have P (hi) = 0.01 since perhaps one out of
every hundred sentences a person speaks is hi . On the other hand, we would have
P (abra−ka−dabra) = 0 since it is very unlikely anyone would utter such a strange
string. P (W ) can be decomposed as :
P (W ) = P (w1, w2, ....wn)
= P (w1)P (w2|w1)P (w3|w1, w2)....P (wn|w1, w2, ...., wn−1)
=
n∏
i=1
P (wi|w1, w2, ...., wi−1)
where P (wi|w1, w2, ...., wi−1) is the probability that wi will follow given that the
word sequence w1, w2, ...., wi−1 was presented previously.
The formal idea of word prediction with probabilistic models is called N -gram
model, which predicts the next word from the previous N -1 words. An N -gram is
N -token sequence of words: a 2-gram (known as bigram) is a two-word sequence
of words (e.g., “please work”, “work on”, “on your”, “your thesis”). An a 3-gram
(also known as trigram) is a three word sequence (e.g., “please work on”, “work
on your”, “on your thesis”). Common language models are bi-gram and tri-gram
models; these models contain computed probabilities of grouping of two or three
words in a sequence, respectively. Most often the language model is represented as
a finite state network (FSN) for which the language score is computed according to
the arc scores along the best decoded path.
Decoder:
In this phase the extracted observation sequence is fed into a decoder (recognizer)
to recognise the most likely word sequence. Combined knowledge from the acoustic
models and language models are used to find the word sequence that is consistent
with the language model and has the highest probability among all possible word
sequences in the language. The decoder uses both acoustic and language models
to generate the word sequence that has the maximum posterior probability for the
input feature vectors (i.e., finding the best hypothesis for the input speech).
Consider, an acoustic observation (feature vector) sequence X = x1x2....xn, the
goal of decoding module is to find out the corresponding word sequence W =
w1, w2, ...wm, that has the maximum posterior probability P (W |X). It can be ex-
pressed by the following equation:
Wˆ = arg max
w
P (W )P (X|W )
where P (W ) and P (X|W ) constitute the probabilistic quantities computed by the
language modeling and acoustic modeling components, respectively.
The process involves finding a sequence of words whose corresponding acoustic
and language models best match the input feature vector sequence. Therefore, the
decoding process is often referred to as a search process and the algorithm used
by the decoder is usually referred to as the search algorithm. One obvious (brute-
force) solution for finding the optimal match is to search through all possible word
sequences and select the one with the best posterior probability score. However, this
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is practically inefficient (even with the current computing capability) for any large
vocabulary continuous speech recogniser (where neither the number of words nor the
boundary of each word or phoneme in the input waveform is known). Thus, decoding
process of finding the best-matched word sequence to match the arbitrary input
speech is more than a simple pattern recognition problem and appropriate search
strategies to deal with these variable-length non stationary patterns are extremely
important.
Graph search algorithms serve as the basic foundation for the search process in
the continuous speech recognition. The complexity of a search algorithm is highly
correlated to the search space, which is determined by the constraints imposed by
the language models. Several techniques have been developed to reduce the compu-
tational load by using dynamic programming to perform the search and limiting the
search to a small part of the search space. The most common and efficient decoding
algorithms for the speech recognition are the Viterbi algorithm [32] and A* stack
decoder [14], which have been successfully applied to various systems. Typically,
the Viterbi-beam search for decoding has been the preferred method for almost all
speech recognition tasks.
It is worth mentioning that, improving the accuracy of recognition engine de-
pends mainly on improving acoustic and language modelling and also on parameters
of the beam search (e.g., the threshold of how many hypotheses are allowed at max-
imum).
3.4 Performance of Speech Recognition System
Performance evaluation of a speech recognition system is mainly dependent on the
task of the target system. Typically, performance is determined by the word-error-
rate (WER), which is a common metric of the similarity between two strings (can
be derived from the Levenshtein distance).
For any simple recognition system (e.g., isolated-digit recognition system), per-
formance can be simply measured by the word-error-rate, without considering other
errors. Whereas for a more complex system (e.g., continuous-speech recognition sys-
tem) some other types of errors that can occur during the recognition process must
be taken into account. These are, recognizing more words than were actually spoken
(insertion), recognizing fewer word than were actually spoken (deletion), and rec-
ognizing an incorrect word in place of the correctly spoken word (substitution). By
considering these errors, the standard definition of word-error-rate for most speech
recognition systems can be expressed by the following equation:
WER =
NI +NS +ND
|W |
where NI is the number of word insertions, NS is the number of substitution, ND
is the number of deletions, and |W | is the number of words in the sentence W being
scored.
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Mel Frequency Cepstral
Coefficient (MFCC)
The first step of speech recognition is to pre-process the speech signal into a manage-
able format and extract discriminative speech features from it. The main objective
is to represent the speech signal in a more compact form and find the features that
are good at discriminating different speech units (e.g., phoneme). Although a wide
range of possibilities exists for parametrically represent the speech signals, but es-
pecially for the speech recognition, one of the dominant and most commonly used
method of spectral analysis is the mel frequency cepstral coefficients (MFCC) [6].
In order to recognize the speech, it is essential to capture only the salient spectral
characteristics of the speech signal. The MFCC computes the spectrogram of the
signal and derives a set of numbers from it that capture only the salient aspects
of this spectrogram. The process is motivated by human perception and based on
the known variation of the human auditory system’s critical bandwidth. It has
two types of filter which are spaced linearly at low frequency below 1KHz and
logarithmic spacing above 1KHz.
This chapter describes how the input waveform is transformed into a sequence
of acoustic feature vectors, by using the MFCC technique. Where each vector rep-
resents the information in a small time window of the signal. The overall process
of the MFCC is schematically illustrated in Figure 6.4. The process consists of
eight major steps, performed in the order, and individually described in each of the
following sections.
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Figure 4.1: Block diagram of the MFCC process.
4.1 Pre-emphasis
High frequency components of the speech signal have small amplitude with respect
to the low frequency components. This phenomenon is called the spectral tilt which
caused by the nature of glottal-pulse. Moreover, higher frequency components carry
important information for the phoneme, that is helpful for building the acoustic
model. Hence, boosting energy in the higher frequencies gives more information to
the acoustic model. That eventually improves the phoneme recognition performance.
Therefore, emphasizing important frequency components in the speech signal is an
essential step for the speech analysis.
Before the spectral analysis, in order to amplify the energy in the high-frequencies
of the input speech signal, a pre-emphasis filter is used. The objective of this
process is to compensate the high-frequency part of the speech signal which was
suppressed during the human speech production mechanism. Thus, pre-emphasis
allows information in the “high-frequency regions” to be more recognizable during
the training and recognition phase.
In this step, the input speech signal is passed through a pre-emphasis filter (a
typical first order filter is described by the equation 4.1) in order to amplify the
areas of its spectrum that are critical to hearing. That will increase the energy in
the higher frequencies of the input speech.
H(z) = 1− α · z−1 0.9 < α < 1.0 (4.1)
For an input speech signal, X[n], the expression for the output of the high pass filter
is given by the equation 4.2.
X ′[n] = X[n]− α ∗X[n− 1] (4.2)
where the typical value of α = 0.95 , which makes 95% of any one sample is presumed
to originate from previous sample. A pre-emphasized waveform for the vowel /aa/
is schematically illustrated in Figure 4.2.
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Figure 4.2: A spectral slice from the vowel /aa/ before (letf) and after (right) the
pre-emphasis.
4.2 Framing
In this process, the speech signal is divided into a sequence of frames where each
frame can be analyzed independently and represented by a single feature vector.
Speech signal is non-stationary and constantly changing over time (time-varying
signal). Although a speech signal is not stationary over long period of time (on
the order of 1/5 seconds or more), over a short period of time (around 5− 100ms)
its characteristics are fairly stationary (e.g., for most of the phonemes, their speech
properties remain invariant within 5−100ms). Therefore, in order to get the salient
information, it is important to split up the input speech signal into several frames,
where the spectral information will remain unchanged for a distinct sound. The
typical length of the frame size is about 20− 40ms [12].
However, it is also important to keep the frame size into a reasonable length.
Because, when the frame size is too large it will be not possible to capture the local
spectral properties. On the other hand, if the frame size is much shorter, there will
not have enough samples to get a reliable spectral estimates, as a result important
spectral information for the distinct sound will be missing. The standard frame size
for the speech analysis during speech recognition is set to 25ms (because speech
signals do not change significantly within this short period of time).
For instance, a 16KHz input speech signal with 25ms frame size, the first frame
consists (0.025 ∗ 16000) = 400 samples and starts at at sample 0, the next frame
begins from 160 samples after the previous frame and so on. This process continues
until the complete speech is accounted for using one or more frames. However, in
order to maintain the uniform length of each frame, if it is not possible to split
the signal into even number of frames, zero padding at the end of the signal can
be effective. Figure 4.3 illustrates an input speech signal is modeled as a sequence
of frames (length in 20 − 25ms), where each frames are overlapping and shifted in
every 10ms (time between successive frames).
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Figure 4.3: A model of successive of overlapping frames for an input speech signal.
4.3 Windowing
In order to keep the continuity of the speech signal at the edges (ending points)
of each frame, a smooth window function is used, the process is called windowing.
By applying windowing process to each frames it is possible to maintain a smooth
tapering at the edges of the frame and minimize the spectral discontinuities between
frames.
A naive approach is the rectangular window, which involves simply truncating the
data set before and after the window, while not modifying the contents of the window
at all. However, this is an inefficient method and mostly causes data loss. Some
commonly used windowing functions are hamming window and hanning window.
Usually, the hamming window is widely used in the speech processing, because
its spectrum falls off rather quickly so the resulting frequency resolution is better,
which is suitable for detecting formants (concentration of the acoustic energy around
a particular frequency in the speech signal). A generalized hamming window is
described below in equation 4.3 and illustrated in Figure 4.4.
W [n, α] = (1− α)− α cos
(
2pin
L− 1
)
(4.3)
Where L is the window length and (0 ≤ n ≤ L− 1).
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Figure 4.4: The Hamming window.
For instance, during the windowing process a hamming window, W [n], is applied
to the input speech frame, S[n], and the output signal, X[n], can be expressed by
the equation 4.4 described below:
X[n] = S[n] ∗W [n] (4.4)
Figure 4.5 illustrates the effect of hamming window on a speech frame, where the
resulting frame is obtained by multiplying the speech frame with a Hamming win-
dow function. Once having the windowed frame, the subsequent operations will be
Figure 4.5: Effect of the Hamming window on a speech frame.
performed on every single speech frame and for each of the frames a set of 12 MFCC
coefficients will be generated.
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4.4 Spectral estimation (Discrete Fourier Trans-
form)
After windowing, it is possible to analyze each segments individually and easier to
describe efficiently by few coefficients. For the spectral analysis, it is essential to
convert each windowed signal from the time domain into the frequency domain. This
can be achieved by computing the Discrete Fourier Transform (DFT) [12] for each of
the input windowed signals (emerged from the windowing step) which will identify
which frequencies are present in the corresponding frame.
The Fast Fourier Transform (FFT) [12] is a computationally efficient algorithm
for implementing the DFT, which is applied on a windowed frame, x[n], is defined
by the equation 4.5 below:
X[k] =
N−1∑
n=0
x[n]e(−j
2pi
N
kn) (4.5)
The resulting output, for each of N discrete frequency bands, is a complex number,
X[k] (typically only their absolute values are considered), representing the magni-
tude and phase for the kth frequency component in the original signal. A 25ms
Hamming-windowed portion of a signal from the vowel /iy/ and its spectrum com-
puted by the DFT is illustrated in Figure 4.6.
Figure 4.6: A framed signal from the vowel /iy/ (left) and its spectrum computed
by the DFT (right).
4.5 Mel filter-bank
Conventional spectral analysis decomposes the signal into a number of linearly
spaced frequencies. Where the resolution (differences between adjacent frequencies)
is the same at all frequencies. On the other hand, the human auditory system has
non-uniform resolution. At low frequencies, human ear can detect small changes in
frequency and at high frequencies, only gross differences can be detected. Therefore,
feature computation should be performed with the similar resolution that match to
the human perception of speech. Thus, to model the frequency resolution of the
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human ear that will match the human auditory response, some necessary modifica-
tions must be done on the spectral output from the preceding (spectral estimation)
step.
To follow this manner, in the MFCC, the human hearing perception is modeled
by warping the output frequencies by the DFT on to the mel-scale (a perceptual scale
of pitches) [29]. A standard mel warping function described below in the equation
4.6 is used to determine the warping path.
mel(f) = 2595 ∗ log10
(
1 + f
700
)
(4.6)
where, f is the actual frequency and mel(f) is the perceived one. A plots of pitch
mel-scale versus hertz-scale is illustrated in Figure 4.7.
Figure 4.7: The mel-scale.
During the MFCC computation, in order to compute the mel-frequency warping
on the DFT spectrum, a bank of filters (consists of a number of triangular mel-spaced
filters) is applied. These filters are spaced linearly below 1KHz and logarithmically
above 1KHz. The input to the mel-filter-bank is the power spectrum of each frame
and each filter output is the sum of its filtered spectral components, known as mel-
spectrum. The process is described by the equation 4.7, where X[k] is the output of
DFT at frequency k (ranges over the set of frequencies evaluated in the DFT) and
Hi is the mel-spaced-filter-bank. In this step, typically, 20 to 40 triangular filters is
used, but use of 26 filters is set to the standard in the speech recognition [12]. An
example of the mel-filter-bank is illustrated in Figure 4.8.
Y [k] =
∑
k
|X[k]|Hi (Mel(f)) (4.7)
4.6 Log energy computation
In general, human response to the sound level is logarithmic. Use of logarithm com-
presses dynamic range of values and makes frequency estimates less sensitive to slight
variations in the input (e.g., power variation due to the transmission/microphone
distortions).
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Figure 4.8: The mel-filter bank.
In this processing step, logarithm of the square magnitude of the output of the
mel-filter bank, Y [k], is computed by the equation 4.8 below:
E[m] = log |Y [k]|2 (4.8)
As a result, for each frame a log-spectral-energy vector, E[m] is obtained as the
output of log energy computation.
4.7 Discrete cosine transform
At this point, it would be possible to use the log-mel spectrum by itself as a feature
representation for the phone detection. But yet this model is not efficient, because
spectral coefficients at different frequency bands are correlated, so further analysis
is required for better recognition performance. According to the source-filter model
of the speech production, illustrated in Figure 4.9, it is known that the speech signal
is the convolution of the speaker dependent source signal and the filter signal. A
distinct sound (phone) is determined by the position of vocal tract i.e., the position
of the tongue and other articulators. Hence, the “filter signal” is characterizing the
individual phones. So, for the phone identification, it is only necessary to know the
shape of the vocal tract for the corresponding phone. The “source signal” is not
much useful for distinguishing different phone, yet carrying useful information for
detecting the pitch.
Therefore, to improve the phone recognition performance, it is necessary to sup-
press the source signal. In order to achieve this goal, the next step in the MFCC
feature extraction process, is the computation of a cepstrum. The cepstrum can be
interpreted as the “spectrum of the log-of-the-spectrum” and it is a useful way of
separating the source and the filter signal. The word cepstrum is formed by revers-
ing the first letters of the “spectrum”. Figure 4.10 illustrates the cepstrum derived
from the log-spectrum. It is empirically proved that, for the phone detection, only
the lower cepstral values (these represent the vocal tract filter) are useful. On the
other hand, higher cepstral values are useful for detecting the pitch. In the MFCC
feature extraction, generally the first 12 values are considered, as because these 12
coefficients represent the information about the vocal tract only.
In order to accomplish this, the Discrete Cosine Transform (DCT) [12] is applied
to the log-spectral-energy-vector, E[m] ( obtained as the output of the mel filterbank
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Figure 4.9: Block diagram of the “source-filter” model of the speech production.
and log computation), resulting in a set of coefficients (cepstrum) also called Mel
Frequency Cepstral Coefficients. DCT has several definitions, however to compute
the MFCCs for the single speech frame, usually the DCT-II [12] is applied to the
log-spectral-energy-vector of the corresponding frame. The DCT-II, C[k], for the
speech frame, X[n] is defined by the equation 4.9 below:
C[i] =
√
2
M
M∑
m−1
E[m] cos
(
pii
M
(
m− 1
2
))
(4.9)
Where M is the number of chosen cepstral coefficients for further processing.
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Figure 4.10: The magnitude spectrum (top), the log magnitude spectrum (middle),
and the cepstrum (bottom).
4.8 Energy and Deltas
Preceding step results in 12 cepstral coefficients for each frame. However in this
step some other features are added to achieve higher recognition accuracy. One of
the useful feature is the energy from the frame, which also correlates with phone
identity, hence added as the 13th feature. The energy in a frame is defined by the
summation of the power of the samples over time, is computed by the equation 4.10.
Energy =
t2∑
t=t1
x2[t] (4.10)
Moreover, it is known that, the speech signal is not constant and it changes
from frame to frame. This change can provide useful clue for the phone identity.
Therefore, in order to capture these changes, it is effective to add additional features
related to the change in the cepstral features over time. This can be accomplished
by adding a delta (velocity feature) and a double delta (acceleration feature) for
each of the 13 features. A simple way to compute deltas would be to compute the
distance between frames, described by the equation below:
d(t) =
c(t+ 1)− c(t− 1)
2
(4.11)
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where d(t) is the delta value for a particular cepstral value, c(t), at time, t. Each
of this 13 delta features represents the change between frames in the corresponding
cepstral feature. And each of the 13 double delta features represents the change
between frames in the corresponding delta features.
In the same manner, the entire speech signal is converted into a sequence of
vectors. These are the cepstral vectors. After performing all these steps, the
MFCC processing end up with 39 feature vectors listed below:
• 12 cepstral coefficients + 1 energy coefficient.
• 13 delta cepstral coefficients.
• 13 double delta cepstral coefficients.
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Dynamic Time Warping (DTW)
In the previous chapter the technique for converting a raw speech signal into a se-
quence of feature vectors (pattern representation) has been discussed. Once having
the feature representation for the speech signal, the pattern comparison technique
should be able to compare two sequence of acoustic features. Since speech is the time
varying signal, different utterances of the same spoken sound will often have differ-
ent time duration. During the pattern classification, this often leads to a potential
mismatch with the stored reference. Thus, in order to compare two speech patterns,
both a local distance measure and a global time alignment procedure should be
performed. The overall distortion measure is computed from the accumulated dis-
tance between two feature vectors. The dynamic time warping (DTW) algorithm in
speech recognition has been widely used to determine the minimal overall distortion
between two speech templates.
This chapter discusses the fundamental concept of the DTW and its formulation
based on the dynamic programming (DP) [3] principle. Therefore, a classical DTW
algorithm has been explained. Next, several performance optimization techniques
for the basic DTW are discussed and at the end the DTW classification based on a
different optimization approach is briefly presented.
5.1 Classical DTW Algorithm
The classical DTW algorithm uses the dynamic programming (DP) approach to
compare two “time dependent” sequences (time series). Let’s consider, an incoming
test speech pattern, X = {x1, x2, ...., xN} of length N ∈ N, and a reference pattern,
Y = {y1, y2, ...., yM} of the length M ∈ N are to be compared. Generally in the
speech recognition, these sequences are feature sequences sampled at equidistant
points in time. The alignment of two time dependent sequences is illustrated in
Figure 5.1, where the alignment points are indicated by the arrows.
In order to compare two sequences X and Y , the first step in the DTW algorithm
is to construct a cost matrix, C ∈ RN×M . The cost matrix, C (also known as local
cost matrix), can be obtained by evaluating the local distance measure (local cost),
d(xi, yj), for each pair of elements of the sequence X and Y , which is defined by the
Function 5.1 below:
C ∈ RN×M : C(i, j) = di,j = ‖xi − yi‖, i ∈ [1 : N ], j ∈ [1 : M ] (5.1)
In the dynamic-programming context, the local distance measure, d, more often
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Figure 5.1: Time alignment process between two sequence.
referred as the local cost measure, used to compare two different features, xn, ym ∈ F
for n ∈ [1 : N ], m ∈ [1 : M ] (where F denotes the feature space), is defined as
d : F × F → R≥0 (5.2)
The local distance is the frame by frame distance measure. Depending on the nature
of feature sets, several distance metrics (e.g., Euclidean Distance, Spectral Distance,
etc.) can be used to calculate the local distance, d, between the frame xi of the
incoming test sequence and the frame yj of the reference sequence. Typically, the
distance, d, has a smaller value (low cost) when two features are similar and larger
value (high cost) when they are different. Several experiments demonstrated that,
the Euclidean distance is one of the reasonable candidate for the distance measure in
speech recognition and commonly used in practice, due the computational simplicity
[24]. A simple Euclidean distance, deucl, given by the equation 5.3 below is frequently
used to determine distance between two speech feature values.
deucl(x, y) =
√∑
i
(xi − yi)2 (5.3)
where xi, yi are the i
th and jth component of the sequence X and Y , respectively.
Once the cost matrix is built, the next objective is to find an alignment between
X and Y . An alignment path (typically known as the warping path) is a sequence
of points, p = (p1, p2, ...., pL), where pl = (nl,ml) ∈ [1 : N ] × [1 : M ] for l ∈ [1 : L],
defining the alignment between two sequences by assigning the element, xi ∈ X to
yi ∈ Y . Therefore, the total cost, Cp(X ,Y), of the warping path, p, between two
sequences X and Y , with respect to their local cost measure, d, is defined as
cp(X ,Y) =
L∑
l=1
d(pl) (5.4)
However, note that, the best match between two sequences can be found only
through the optimal warping path. An optimal warping path between X and Y is
the warping path, p∗, having the minimal total cost, Cp, among the all possible
warping paths. Therefore, the goal is to find an alignment between X and Y having
40
CHAPTER 5. DYNAMIC TIME WARPING (DTW)
minimal overall cost. Apparently, within the cost matrix, C, an optimal alignment
runs along a “valley” of low cost. Figure 5.2 illustrates the warping path that
defines the correspondence of the elements between two sample sequences. Thus,
Figure 5.2: An example warping path running along the cost matrix.
the DTW (X ,Y) distance between X and Y can be defined as the total cost of the
optimal path, p∗, defined as
DTW (X, Y ) = cp∗ = min{cp(X, Y )} (5.5)
In order to determine the optimal warping path, p∗, it is necessary to test every
possible warping path between two sequences, X and Y . Such a process can become
computationally very complex due to the exponential growth of all possible warping
paths, as the length of X and Y increases linearly. However, this path can be
found very efficiently by introducing the dynamic programming (DP) technique.
The forward DP-formulation for the DTW algorithm is discussed in the following
section.
5.1.1 Forward DP-formulation
So, on the subsequent step, in order to find the optimal alignment, DTW constructs
an accumulated cost matrix (also known as global cost matrix), D(i, j) = DTW (x(1 :
n), Y (1 : m)). The accumulated cost matrix, D, can be computed efficiently by the
recurrent formula 5.6, which defines the cumulative distance, D(i, j), as the distance,
c(xi, yj), found in the current cell and the minimum of the cumulative distances of
the adjacent elements.
D(i, j) = c(xi, yi) +min{D(i− 1, j − 1), D(i− 1, j), D(i, j − 1)} (5.6)
Therefore, in order to construct the accumulated cost matrix, D ∈ RN×M , the
DTW-approach begins with the boundary condition listed in equation 5.7 to fill the
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value of D(1, 1). Then, it uses the recursion of 5.6 to define the cumulative distance,
D(i, j), as the distance c(xi, yj) found in the current cell and the minimum of the
cumulative distances of the adjacent elements and fills the whole matrix one element
at a time by following a column-by-column or row-by-row order. In either case the
running time is O(MN).
Initialization condition:

D(1, 1) = C(1, 1)
D(i, 0) =∞
D(0, j) =∞
(5.7)
In order to illustrate the contribution of the adjacent cell during the formulation of
the accumulated cost matrix, D, the recursion 5.6 is re-written by the equation 5.8
below:
D(i, j) = c(xi, yi) +min
 Expansion→ (go right) :D(i− 1, j)Match↗ (go diagonally up) :D(i− 1, j − 1)
Contraction ↑ (go straight up) :D(i, j − 1)
 (5.8)
The process of the accumulated cost matrix computation for the two input sequences
X , Y , and the corresponding local cost matrix, C, is described by Algorithm 1.
Algorithm 1 Accumulated Cost Matrix (X, Y,C)
n← |X|
m← |Y |
dtw[ ]← new [n×m]
dtw(0, 0)← 0
for i = 1; i ≤ n; j + + do
dtw(i, 1)← dtw(i− 1, 1) + c(i, 1)
end for
for j = 1; j ≤ m; i+ + do
dtw(1, j)← dtw(1, j − 1) + c(1, j)
end for
for i = 1; i ≤ n; j + + do
for j = 1; j ≤ m; i+ + do
dtw(i, j)← c(i, j) +min{dtw(i− 1, j); dtw(i− 1, j − 1); dtw(i, j − 1)}
end for
end for
return dtw
Once the accumulated cost matrix, D, is built, it is possible to compute the
optimal warping path, p∗. In order to do that it is essential to keep track of the fan-
in of each cell during the accumulated cost matrix computation. Then, at the end
of DP process, it is possible to back track to find the optimal warping path between
two sequences. The process of finding the optimal warping path is described in
Algorithm 2.
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Algorithm 2 Optimal Warping Path(dtw)
path[ ]← new[ ]
i = rows(dtw)
j = columns(dtw)
while (i > 1)&(j > 1) do
if i == 1 then
j = j − 1
else if j == 1 then
i = i− 1
else
if dtw(i− 1, j) == min{dtw(i− 1, j); dtw(i− 1, j− 1); dtw(i, j− 1)} then
i = i− 1
else if dtw(i, j − 1) == min{dtw(i− 1, j); dtw(i− 1, j − 1); dtw(i, j − 1)}
then
j = j − 1
else
i = i− 1; j = j − 1
end if
path.add((i, j))
end if
end while
return path
5.1.2 Constraints
In order to find a valid warping path among many possible alignments, several con-
straints were introduced to the DTW computation [28]. For a proper comparison
between two sequences, these constraints must be satisfied. Thus, three basic con-
straints are listed and discussed below.
Boundary condition: p1 = (1, 1) and pl = (N,M). This states that, the starting
point of the warping path must be the first point of the aligned sequence and the
the ending point must be the last point of the sequence. The boundary condition
enforces that the first elements of the sequences X and Y as well as the last elements
of the sequence X and Y are aligned to each other. An optimal warping path always
satisfies the boundary condition and the path that does not satisfies this condition
is refereed as an incorrect path.
By following the boundary condition, in the cost matrix, the warping path should
start at the bottom left cell and end at the top right cell, as schematically illustrated
in Figure 5.3, where the dashed line starts from the first cell and ends on the last cell
of the cost matrix . On the contrary, the solid line starts from the first point but ends
at a different cell rather than the last cell, which violates the boundary condition,
hence refereed as an incorrect path. However, in some case ”free-beginning and
free-end” is also useful (e.g., speaker dependent keyword spotting.)
Monotonicity condition: n1 ≤ n2 ≤ ... ≤ nL and m1 ≤ m2 ≤ ... ≤ mL. The
points on the warping path must have an increasing trend and cannot decrease
in time. Hence, the monotonicity condition prevents the alignment process from
“going back in time” and preserves the time-ordering. If an element in the sequence
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Figure 5.3: DTW boundary constraint.
X precedes a second one this should also hold for the corresponding elements in the
sequence Y , an vice versa.
For example, during the alignment process, the ith point of the first sequence
matches with the jth point of the second sequence, the monotonicity condition will
prevent any point of the first sequence with index > i to match with a point of
the second sequence with index < j and for any point on the first sequence with
index < i to match with any point on the second sequence with index > j. That
means, both the i and j indexes either stay the same or increase, they never decrease.
Figure 5.4 illustrates such constraint.
Figure 5.4: DTW monotonicity constraint.
Continuity condition: during the alignment process, no element in the sequence
X and in the sequence Y can be omitted and there are no replication in the alignment
(i.e., all index pairs contained in a warping path p are pairwise distinct) the primitive
continuity condition, also known as the step size constrains, can be formulated by
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the expression below:
pl+1 − pl ∈ {(1, 1), (1, 0), (0, 1)}
The path advances one step at a time, which limits the warping path from long jumps
(shift in time). In the cost matrix, each cell must be restricted to its neighboring
cells, e.g., a cell, (ik, jk), can be reached only through its neighboring cells, {(ik −
1, jk), (ik, jk − 1), (ik − 1, jk − 1)}. This restricts the allowable steps in the warping
path to adjacent cells (including diagonally adjacent cells).
This condition makes sure that a valid warping path must be continuous and
confirms the contribution of each points in both the reference and test sequences,
illustrated in Figure 5.5
Figure 5.5: DTW continuity constraint.
5.2 DTW Optimization
In order to improve the performance and to have better control on the possible
routes of the warping paths, several modifications can be made on the basic DTW
approach. Therefore this section discusses some of the major possible and effective
formulations of the DTW problem, especially those investigated and applied to the
speech recognition problem [22][28].
5.2.1 Slope constraint condition
The local continuity constraint introduced to the classical DTW is yet not sufficient
and has some flaw in its nature, that is, a single element of one sequence may be
assigned to many consecutive elements of the other sequence. Figure 5.6 illustrates
the results of such drawback of the basic continuity condition that is leading to a
vertical and horizontal segments in the warping path. Thus, in order to prohibit
the degeneration of the warping path, too steep or too gentle slopes should not be
allowed, e.g., if the slope is too steep this may causes an unrealistic correspondence
between a very short pattern sequence and a relatively long pattern sequence. How-
ever, such an undesirable time-axis warping can be avoided by intruding some more
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Figure 5.6: The degeneration of the warping path due to the flexibility of the local
continuity constraint.
constraint to the basic continuity condition, that can restrict the slope of the allow-
able warping paths. Such modification can be implemented as a restriction on the
possible relation among several consecutive points on the warping path, known as
slope constraint. For example, after moving in m consecutive points in the horizon-
tal or vertical direction, the path is not allowed to continue on the same direction
before stepping at least n times in the diagonal direction. Such a pattern is illus-
trated in Figure 5.7. and the corresponding slope constraint can be evaluated by
Figure 5.7: Slope constraint pattern on the warping path.
the equation below:
p =
n
m
(5.9)
where the value of p determines the restriction on the warping path given by the
relation below:
p =
{
0, no restrictions
∞(when m = 0), warping path is restricted to the diagonal line (5.10)
Thus it can be stated that, the larger the p measure, the more rigidly the warping
path slope is restricted. However, according to some investigated results, it is proved
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that, when the slope constraint is too strict, the alignment would not work effectively.
If the slope constraint is too lax, then discrimination between pattern sequences is
degraded. Hence, it is recommended to set the value for p neither too large nor too
small [28].
For an example, the condition, pl+1− pl ∈ (2, 1), (1, 2), (1, 1) for l ∈ [1 : L], leads
to the warping path having a local slope within the bounds 1
2
and 2, illustrated in the
Figure 5.8. Thus the resulting accumulated cost matrix, D, can then be computed
by the recursion 5.11 by setting the initial values listed in the equation 5.12 below:
D(i, j) = c(xi, yi) +min{D(i− 2, j − 1), D(i− 1, j − 1), D(i− 1, j − 2)} (5.11)
initialization values =

D(0, 0) = 0
D(1, 1) = c(x1, y1)
D(i, 0) =∞ for i ∈ [1 : N ]
D(i, 1) =∞ for i ∈ [2 : N ]
D(0, j) =∞ for j ∈ [1 : M ]
D(1, j) =∞ for j ∈ [2 : M ]
(5.12)
Figure 5.8: The step size condition (left) and the resulting warping path (right).
5.2.2 Weighting coefficient
In order to favor a certain direction (e.g., vertical, horizontal, or diagonal) in the
alignment, an additional weight, (wh, wd, wv) ∈ R≥0, commonly known as the local
constraint, can be introduced. The weight value, w, can constrain the warping path
by changing the value of w. As wh and wv gets larger, the warping path is increasing
biased toward the diagonal [16]. The more weight is given to a cell, the cell is more
likely not to be the part of the warping path. Thus, the basic recursion 5.13 can be
rewritten as
D(i, j) = c(xi, yi) +min
 go right→: wh.D(i− 1, j)go diagonally up↗: wd.D(i− 1, j − 1)
go straight up ↑: wv.D(i, j − 1)
 (5.13)
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However, it is obvious that, the equally weighted case (wh, wd, wv) = (1, 1, 1)
reduces to classical DTW. Note that for (wh, wd, wv) = (1, 1, 1) one has a prefer-
ence of the diagonal alignment direction, since one diagonal step (cost of one cell)
corresponds to the combination of one horizontal and one vertical step (cost of two
cells). To counterbalance this preference, one often chooses (wh, wd, wv) = (1, 2, 1).
Similarly, one can introduce weights for other step size conditions.
5.2.3 Global path constraints
It imposes global constraint conditions on the admissible warping paths, also known
as the adjustment window. Allowable points on the warping path can be constrained
to fall within a given warping window, [ik − jk] ≤ R, where R is a positive integer
window width [4]. Therefore, the global constraints significantly speed up DTW
computations by limiting the overall search space for the optimal warping path in
the cost matrix. Hence, improving the running time of the DTW computation from
O(NM) to O(NT ) where T is the window size and typically, T << M,N . How-
ever, the global path constraint also prevents pathological alignments by globally
controlling the route of a warping path.
Consider R ⊆ [1 : N ]× [1 : M ] be a subset referred to as global constraint region.
Then a warping path relative to the window,R, is a warping path that entirely runs
within the region R, and the optimal warping path adhere to the window, R, denoted
by p∗R, is the cost-minimizing warping path among all warping paths relative to R.
Two well-know global constraint regions are the Sakoe-Chiba band [28] and the
Itakura parallelogram [13], illustrated in Figure 5.9.
The Sakoe-Chiba band runs along the main diagonal, i = j, and constraints the
range of warping path by the fixed (horizontal and vertical) width T ∈ N. The
parameter, T , specifies the length of the vertical vector from the main diagonal to
the upper boundary of the band and symmetrically the length of the horizontal
vector from the main diagonal to the lower boundary of the band, can be expressed
by the relation below:
|ik −m| ≤ T, |jk −m| ≤ T (5.14)
where m is the corresponding coordinate at the main diagonal and k indicates the
kth point of the warping path.
The Itakura parallelogram constraints the warping path scope by describing a
region, S ∈ R>1, accordingly the parallelogram consists of all cells that are traversed
by some warping path having a slope between the values 1
S
and S. For instance,
the step size condition pl+1pl ∈ (2, 1), (1, 2), (1, 1) for l ∈ [1 : L], implies a global
constraint region with the Itakura parallelogram that specifies, S = 2, illustrated in
Figure 5.9b.
However, the usage of global constraint regions may also have some drawbacks,
and can become problematic when the optimal warping path traversing the cells lie
outside of the specified constraint region. Such a fact is illustrated in Figure 5.9c
and may lead to the undesirable alignment results.
5.2.4 Approximations
Another popular and effective method to speed up the DTW computations is to
introduce a dimensionality reduction technique [5]. According to this technique, the
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Figure 5.9: (a) The Sakoe-Chiba band, (b) The Itakura parallelogram, (c) An opti-
mal warping path that falls outside of the specified window region, R .
alignment between two sequences is performed on the approximated version of the
two sequences by dividing each sequence into equal-length segments and recording
the mean value of the data points that fall within each segment. One strategy is to
approximate the sequences by some piecewise linear (or any other kind of) function
and then to perform the warping at the approximation level [8].
However, the approximation level must be carefully specified, because too fine
approximation may leads to very negligible speed-up. On the other hand, if the
approximation level is too coarse (e.g., by decreasing the sampling rate of both
sequences) the resulting warping path may be inaccurate and could lead to useless
path computation.
5.3 Classification of DTW
In the previous section various modifications on the classical DTW technique have
been discussed. These attempts were taken by the researchers mainly to expand the
application area of the DTW algorithm by improving its execution time. However,
most of the variants of DTW algorithms presented so far in the literature can be
classified on the basis of the techniques used to improve its performance, and fall
into one of the three main categories that are briefly discussed below. Note that, all
these techniques can be applied alone or in conjunction for any further improvement.
5.3.1 Constraints based
In the DTW optimization section, the global path constraints were discussed to
improve the execution time by limiting the search space. Several authors proposed an
improved version of the classical DTW approach by using the windowing approach
to find the optimal warping path [28][13][16].
5.3.2 Data Abstraction based
Data abstraction technique speeds up the DTW algorithm by a constant factor but
still does not guarantee the optimal warping path due the fact that calculation of low
resolution warping distance to higher resolution ignores the local variations. This
technique was adapted to improve the classical DTW in the literature [5][17].
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5.3.3 Indexing based
Other authors [18][19] have introduced approximate indexing techniques to improve
the DTW performance, applied on lower bound function rather than applying on
the whole sequence. The approach is relatively new in the DTW and investigated
by the data-mining community with huge effort. However, it improves the running
time of DTW by limiting the number of executions but does not improve DTW
algorithm directly.
In the early days, while the DTW was first introduced, the use of this algo-
rithm was limited to the speech recognition field. However, because of its inherent
flexibility, the algorithm has proven to be of great value in the field of pattern match-
ing (e.g., gesture recognition, hand writing recognition, protein sequence alignment,
robotics, sign language recognition, etc.) and widely used in science, medicine,
industry and finance.
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Experiments and Results
This chapter presents the results of the experiments performed to recognize a phoneme.
Experiments were conducted in three phases.
The first phase performs the task of capturing the data from the user, where an
audio signal (a single phoneme utterance) from a single speaker has been recorded.
On the second phase (called front-end processing) a feature extraction procedure
(based on the state-of-the-art MFCC feature extraction technique) has been per-
formed on the captured data. Where it extracts features from the input audio
signal. This phase is taking the raw audio file as an input and generates a set of
feature vectors associated to that input audio. The final phase performs the recogni-
tion task, where an unknown utterance is compared with a reference template. The
goal is to find the distance between utterances. The input to this phase is the asso-
ciated feature vectors (generated during the feature extraction phase) for both the
test and reference templates. The dynamic time warping (DTW) was implemented
to determine the similarity between two phoneme utterance.
6.1 Data capture
In order to capture the speech audio, the command line tool SoX (Sound EXchange)
[2] has been used. “SoX” installation instructions and basic user manual for a Linux
(Ubuntu) system can be found in appendix A.1. Sound was captured by using the
inbuilt microphone of a dell laptop running a Linux (Ubuntu) system. A waveform
(.wav) audio file with 16bit mono channel encoding and 16KHz sampling frequency
can be captured by entering the command below:
Listing 6.1: Record a sample audio
rec -t wav -r 16000 -c 1 file_name
Next, in order to see the spectral content of the recorded audio file as a function
of time, a free speech analysis software called praat [1] has been used. Additional
information concerning “praat” installation and basic user instructions is included
in Appendix A.2.
Figure 6.1 compares the power spectrum of various recorded phonemes (two
samples of the same phoneme, /aa/, with different time duration and a phoneme,
/ee/), where it is visible that, due to the fundamental frequency (defined in Appendix
C), speech signal associated with the same phoneme recorded at different times may
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contain different ripples in the power spectrum, but the spectral shaping is almost
the same. On the other hand, speech signals associated with different phonemes
show different spectral shaping. This means that spectral shaping carries significant
information that can be used for the speech recognition system design.
Figure 6.1: Power spectrum comparison of various recorded phoneme. The Wave-
form (left) and The Spectrogram (right).
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6.2 Front-end processing (feature extractions)
The CMU-Sphinx toolkit (an open source speech recognition tool) [30] has been used
to generate the acoustic feature vectors for all the captured utterances. Please refer
to appendix A.3 for details on how to install and configure CMU-Sphinx toolkit.
The “sphinx fe” is a Sphinx feature computation tool, that converts audio files to
acoustic feature files and can be invoked from the command line interface to extract
the mel-frequency cepstral coefficients for the recorded audio. For example, the
command below:
Listing 6.2: Compute MFCC for the phoneme /aa/
sphinx_fe -i aa.wav -ofmt text -o aa_mfcc
computes a sequence of 13-dimensional vectors consisting of the Mel-frequency cep-
stral coefficients (MFCCs) for the phoneme, /aa/. The output format option was
set to text instead of default sphinx output format. The generated feature vectors
are shown in the listing 6.4.
Several parameter that effects the output usually are set to their default values.
However their value can be modified to obtain the desired output. Some of the
important options that can be used during the feature extraction process are listed
below:
Listing 6.3: List of the parameters for the feature extraction
[NAME] [DEFLT] [DESCR]
-alpha 0.97 Preemphasis parameter
-blocksize 2048 Number of samples to read at a time.
-cep2spec no Input cepstral files, output log spectral files
-frate 100 Frame rate
-i Single audio input file
-ncep 13 Number of cep coefficients
-nchans 1 Number of channels of data
-nfft 512 Size of FFT
-nfilt 40 Number of filter banks
-o Single cepstral output file
-ofmt sphinx Format of output files (sphinx, htk, text)
-raw no Defines input format as raw binary data
-remove_dc no Remove DC offset from each frame
-samprate 16000 Sampling rate
-spec2cep no Input is log spectral files, output is
cepstral files
-transform legacy type of transform to use to calculate
cepstra (legacy, dct, htk)
-verbose no Show input filenames
-wlen 0.025625 Hamming window length
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Additionally, in order to inspect the output vectors, the “sphinx cepview” tool
(reads acoustic feature files in Sphinx format and displays their contents as text) can
be invoked from the command line by passing the available options, listed below:
[NAME] [DEFLT] [DESCR]
-b 0 The beginning frame 0-based.
-d 10 Number of displayed coefficients.
-describe 0 Whether description will be shown.
-e 2147483647 The ending frame.
-f Input feature file.
-header 0 Whether header is shown.
-i 13 Number of coefficients in the feature vector.
Listing 6.4: Feature vectors for the phoneme /aa/
10.478 -0.0082697 -0.63683 -0.46064 -0.04688 0.051179 -0.22172
-0.091631 0.15857 0.0055725 -0.1038 -0.033653 0.0099763
10.275 -0.10464 -0.5816 -0.5038 -0.047036 0.18696 -0.16692 -0.10573
0.01911 0.11728 -0.016627 0.0065453 0.0073011
11.476 0.30957 -0.52294 0.01057 0.19445 -0.020205 -0.19939 -0.25064
-0.17316 -0.1953 -0.21524 -0.12374 -0.14011
12.265 0.63848 -0.35196 0.20427 0.26605 -0.23558 -0.53036 -0.39289
-0.16521 -0.19992 -0.36351 -0.18032 -0.15033
12.456 0.75363 -0.14137 0.24 0.074961 -0.24596 -0.47853 -0.31221
-0.30768 -0.10069 -0.44525 -0.1201 -0.087271
.
.
.
12.497 0.9644 -0.32783 0.38815 0.36794 -0.31198 -0.63066 -0.19655
-0.2601 -0.39562 -0.59332 -0.14392 -0.17568
12.665 0.99527 -0.35183 0.44555 0.24492 -0.27353 -0.55143 -0.2486
-0.1939 -0.47092 -0.51941 -0.16887 -0.21349
12.535 1.043 -0.1808 0.36688 0.35655 -0.33019 -0.63054 -0.28615
-0.22256 -0.41012 -0.46582 -0.15726 -0.1918
Typically, for the N number of frames, each frame is represented as a M (usually
13) dimensional vector. The output feature vectors will be stored according to the
column number or frame number. Thus, the first frame (M values in total) will be
stored first, followed by second and so on, as illustrated below:
features of the frame 1 (13 floats or 13 * 4 bytes)
features of the frame 2 (13 floats or 13 * 4 bytes)
features of the frame ... (13 floats or 13 * 4 bytes)
features of the frame N (13 floats or 13 * 4 bytes)
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6.3 Recognition phase
In order to compute the distance between a test and reference utterance, a dynamic
time warping (DTW) algorithm was implemented in Java. The program shown in
Listing 6.5 reads in the acoustic feature vectors (generated by the front end) for
both the test and template utterances and computes the distance between them to
determine the similarity.
Listing 6.5: DTWMain.java
import java.io.FileNotFoundException;
import java.io.FileReader;
import java.util.ArrayList;
import java.util.Locale;
import java.util.Scanner;
/**
* The DTWMain serves as the interface to the DTWSimilarity
*/
public class DTWMain {
public static void main(String[] args) {
double[] a1 = null, a2 = null;
//read the vectors from files
try {
a1 = readFromFile(args[0]);
} catch (FileNotFoundException e) {
e.printStackTrace();
}
try {
a2 = readFromFile(args[1]);
} catch (FileNotFoundException e) {
e.printStackTrace();
}
//computing similarity measure
if(a1 != null && a2 != null) {
System.out.println(DTWSimilarity.measure(a1, a2));
}
else {System.out.println("Error reading input files");}
}
private static double[] readFromFile(String filename) throws
FileNotFoundException {
Scanner sc = new Scanner(new FileReader(filename));
sc.useLocale(Locale.US);
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ArrayList<Double> arr = new ArrayList<Double>();
//populating the list
while (sc.hasNextDouble()) {
double n = sc.nextDouble();
arr.add(n);
}
sc.close();
//converting to double
double[] d = new double[arr.size()];
for (int i = 0; i < d.length; i++) {
d[i] = arr.get(i);
}
return d;
}
}
Listing 6.6: DTWSimilarity.java
import java.util.ArrayList;
/**
* A similarity measure based on "Dynamic Time Warping".
*/
public class DTWSimilarity {
private static double pointDistance(int i, int j, double[] ts1,
double[] ts2) {
double diff = ts1[i] - ts2[j];
return (diff * diff);
}
private static double distance2Similarity(double x) {
return (1.0 - (x / (1 + x)));
}
public static double measure(double[] ts1, double[] ts2) {
int i, j;
/** Build a point-to-point distance matrix */
double[][] dP2P = new double[ts1.length][ts2.length];
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for (i = 0; i < ts1.length; i++) {
for (j = 0; j < ts2.length; j++) {
dP2P[i][j] = pointDistance(i, j, ts1, ts2);
}
}
/** Check for some special cases due to ultra short
sequences */
if (ts1.length == 0 || ts2.length == 0) {
return Double.NaN;
}
if (ts1.length == 1 && ts2.length == 1) {
return distance2Similarity(Math.sqrt(dP2P[0][0]));
}
/**
* Build the optimal distance matrix using a dynamic
programming
* approach
*/
double[][] D = new double[ts1.length][ts2.length];
D[0][0] = dP2P[0][0]; // Starting point
for (i = 1; i < ts1.length; i++) {
// Fills the first column of our
// distance matrix with optimal
// values
D[i][0] = dP2P[i][0] + D[i - 1][0];
}
if (ts2.length == 1) {
double sum = 0;
for (i = 0; i < ts1.length; i++) {
sum += D[i][0];
}
return distance2Similarity(Math.sqrt(sum) / ts1.length);
}
for (j = 1; j < ts2.length; j++) {
// Fills the first row of our
// distance matrix with optimal
// values
D[0][j] = dP2P[0][j] + D[0][j - 1];
}
if (ts1.length == 1) {
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double sum = 0;
for (j = 0; j < ts2.length; j++) {
sum += D[0][j];
}
return distance2Similarity(Math.sqrt(sum) / ts2.length);
}
// Fills the remaning cells
for (i = 1; i < ts1.length; i++) {
for (j = 1; j < ts2.length; j++) {
double[] steps = { D[i - 1][j - 1], D[i - 1][j],
D[i][j - 1] };
double min = Math.min(steps[0], Math.min(steps[1],
steps[2]));
D[i][j] = dP2P[i][j] + min;
}
}
/**
* Calculate the distance between the two sequences through
optimal
* alignment.
*/
i = ts1.length - 1;
j = ts2.length - 1;
int k = 1;
double dist = D[i][j];
while (i + j > 2) {
if (i == 0) {
j--;
} else if (j == 0) {
i--;
} else {
double[] steps = { D[i - 1][j - 1], D[i - 1][j],
D[i][j - 1] };
double min = Math.min(steps[0], Math.min(steps[1],
steps[2]));
if (min == steps[0]) {
i--;
j--;
} else if (min == steps[1]) {
i--;
} else if (min == steps[2]) {
j--;
}
}
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k++;
dist += D[i][j];
}
return distance2Similarity(Math.sqrt(dist) / k);
}
}
6.4 Results and Discussion
The speech signal used through this experiment were in .wav format. A forced
decision pattern matching method was used as the recognition scheme, where the
test input pattern (unknown) was decided to be of the same category as the reference
pattern.
The data used in this experiment were English phonemes. Two vowel phonemes,
/a/, /e/, and two consonant phonemes, /k/, /p/, uttered separately by a single
speaker (i.e., speaker dependent). Two repetitions of each phoneme was uttered,
one for the short duration and another for relatively longer duration. Hence, having
total 8 sample phoneme utterances. Each sample was considered as a test pattern
while the remaining 7 samples were treated as the reference set. Thus, total 28
recognition tests were conducted.
Results are shown in Figure 6.2. From the results shown it can be observed
that the consonant phoneme accompanying a vowel sound (e.g., /k/ and /a/) are
apparently similar, especially when a short duration of /a/ was compared with long
duration /k/. However, it can be observed that the template matching approach
does not perform well for a very short segment of sound (e.g., phoneme), mainly
because the size of each frame is too short and cannot carry enough information
that can be measured by the simple distance measurement.
59
6.4. RESULTS AND DISCUSSION
Figure 6.2: Recognition results between two utterances, the digit (1,2) are indicating
long and short duration respectively (e.g., e1, refers to the phoneme, /e/, with long
duration.
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Conclusions
Speech recognition has been in development for more than six decades. The devel-
opment in the speech recognition have benefited a wide range services to become
voice-enabled. In this thesis, the fundamental concepts of a speech recognition
system were introduced by discussing various approaches available including the
state-of-the-art systems with their merits and demerits. In order to build a speech
recognition system, it is essential to have a clear concept of the basic structure
of a system. A standard speech recognition system architecture and the function-
ality of each components were explained in details. Additionally, to recognize a
speech sound, it is essential to identify the salient features in the signal for fur-
ther processing. Therefore a well established feature extraction technique namely
the mel-frequency cepstral coefficient (MFCC) has been discussed in details and
tested by performing feature extraction process for several sample audio containing
phoneme utterances. Once having the feature representation for the speech signal,
in the template based approach, the pattern comparison technique should be able
to compare two sequence of acoustic features. In order to accomplish this task, a
widely used dynamic time warping (DTW) algorithm was explained in details and
implemented during the experimental phase to compare various feature vectors.
The experiments were performed for a very small set of data and was captured
from a single speaker. However, in order to improve the performance more sample
data from multiple speaker is demanded and also the data should be captured in
a noise free environment. Furthermore, instead of template based approach, more
robust technique, e.g., hidden markov model (HMM) can used to verify its perfor-
mance on phoneme detection. For the future direction, the acquired knowledge in
this thesis can be used to test and develop ASR system for the mobile and embedded
devices due their popularity of uses and increasing computational power.
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A.1 SoX installation and Basic user instructions
“SoX” (Sound EXchange) is a free cross-platform tool that can read, write audio
files in most popular formats and can apply various effects to them. Optionally
the tool can be used to convert audio files of one format in to other formats (most
popular audio format are supported). SoX can work with both self-describing file
format (contains header) and raw data (header-free). It is commonly known as
the Swiss Army knife of sound processing programs. SoX can be installed on a
Linux (Ubuntu) system, simply by the typing the command (should have the root
privilege) on the shell listed below:
Listing A.1: SoX installation command
sudo apt-get install sox
Note that, the standard installations will also include aliases named soxi (extracting
information from an audio file), rec (audio recording), and play (audio playback)
will be used. Additionally, the soxi command provides a convenient way to query
audio file header information.
Listing A.2: Record audio using sox
rec [global-options] [format-options] outFileName
[effect [effect-options]] ...
Format options effect the audio samples that they immediately precede. Some useful
format options, used in this thesis, for capturing speech signal with desired config-
urations, are briefly explained below:
Listing A.3: Record audio using sox
-t filetype sets the type of the sound sample file.
-r rate sets the sample rate in Hertz of the file.
-c channels sets the number of sound channels in the data file
-b sets the sample data size is in bytes
62
APPENDIX A.
Some important characteristics that are used describe the format of an audio
data are listed below:
1. sample rate: The sample rate in samples per second (Hertz). For example,
digital telephony uses a sample rate of 8kHz), audio Compact Discs (CD) use
44.1kHz), etc.
2. Sample size: The number of bits used to store each sample. For example,
the most popular is 16bit (two bytes), 8bit is used in telephony.
3. Data encoding: The way in which each audio sample is represented (or ’en-
coded’). Commonly-used encoding types include floating-point, µ-law, AD-
PCM, signed-integer PCM, and FLAC.
4. Channels: The number of audio channels contained in the file. One (’mono’)
and two (’stereo’) are widely used.
Additionally, the soxi can be used to retrieve the associated header information
of the target audio file, an example is given below:
Listing A.4: uses of soxi command
soxi \[aa\]_1.wav
Input File : [aa]_1.wav
Channels : 1
Sample Rate : 16000
Precision : 16-bit
Duration : 00:00:01.24 = 19799 samples ~ 92.8078 CDDA sectors
File Size : 39.6k
Bit Rate : 256k
Sample Encoding: 16-bit Signed Integer PCM
Listing A.5: Change sample rate
sox input.wav -r 22050 output.wav
Listing A.6: Recording phoneme
rec -t wav -r 16000 -c 1 filename
However, for a long description with examples on how to use SoX with various
effec, please refer to the sox(1) manual page by typing:
Listing A.7: Display manual
man sox
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A.2 praat installation and basic operations
“praat” is a free software for the scientific analysis of speech in phonetics. It is used
to analyze, synthesize and manipulate speech sounds. The program is very powerful
and has many features, including spectrographic analysis, articulatory synthesis,
and neural networks and provides a very high quality images production for the
speech sound.
The desired version of the program can be downloaded from the web site http:
//www.fon.hum.uva.nl/praat/ and can be installed in a Linux(Ubuntu) machine
simply by entering the command bellow in the shell.
Listing A.8: praatinstallation command
sudo apt-get install praat
Once installed, praat can be started from command line by typing praat on the
terminal.
The program starts with two window, namely praat objects window and praat
picture window. A recorded sound file (e.g., .wav) can be loaded on the praat object
window by following Open->Open_long_sound_file. Once the sound file is loaded
on the object window it will be visible on the objects panel in the left, and the “Edit
window” can be accessed by selecting view from the right panel.
When examining a sound file, the editor window will show the “wave form” on
the top and a “spectrogram” on the bottom, and the cursor will allow to select and
measure the sound region. The menu s along the top will allow to show and hide
different information (e.g., formant, pitch, intensity, etc.) as well as make more
queries. The praat picture window is used to create and display quality images
and open by default during the start-up time. Please refer to the praat website for
further descriptions and tutorials.
A.3 Install and Configure CMU Sphinx
The process is described for a Linux (Ubuntu) system. In order to install CMUS-
phinx, it is essential to install the dependencies first. All the required dependencies
can be installed at once by using the command below:
Listing A.9: Install CMUSphinx dependencies
sudo apt-get install gcc automake autoconf libtool bison swig
python-dev libpulse-dev
Once all the dependencies are successfully installed, it is required to install
“sphinxbase”, which contains the basic libraries shared by all the CMU Sphinx
packages. The sphinxbase can be cloned from the CMU Sphinx GitHub repository.
Listing A.10: Clone CMUSphinx from the GitHub repository
git clone https://github.com/cmusphinx/sphinxbase.git
However, it is recommended to create and use a new directory for this purpose.
Once the process is done, the sphinxbase will be available in the newly created
directory and the content of the will look like as
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Listing A.11: List of the content inside sphinxbase directory
la sphinxbase/
AUTHORS doc indent.sh Makefile.am README.md src win32
autogen.sh .git LICENSE NEWS sphinxbase.pc.in swig
configure.ac include m4 README sphinxbase.sln test
Run the “autogen.sh” shell script (that available in the the sphinxbase direcory).
This will generate the Makefiles and other important scripts for compiling and in-
stalling. Running the “autogen.sh” will generate some new files listed below:
Listing A.12: List of the updated content inside sphinxbase directory
la
aclocal.m4 config.log doc LICENSE missing
sphinxbase.pc.in win32
AUTHORS config.status .git ltmain.sh NEWS
sphinxbase.sln ylwrap
autogen.sh config.sub include m4 py-compile src
autom4te.cache configure indent.sh Makefile README swig
compile configure.ac install-sh Makefile.am README.md test
config.guess depcomp libtool Makefile.in sphinxbase.pc
test-driver
At this point, all the scripts needed for compiling, configuring, and installing
sphinxbase are available. Now a Make utility can be used to build the executable
and libraries regarding the corresponding Makefiles, the corresponding command is
listed below:
Listing A.13: Build executable
sudo make install
At this point, if everything went well, sphinxbase should be successfully installed.
A successful installation should give the output listed bellow for a tab-completion
for sphinx on the terminal.
Listing A.14: sphinx tab-completion output
sphinx_
sphinx_cepview sphinx_fe sphinx_lm_convert sphinx_pitch
sphinx_cont_seg sphinx_jsgf2fsg sphinx_lm_eval
However, At this point, user will get some error when tries to run any one of
these by entering it at the command line and as below:
Listing A.15: Error: missing shared library location
sphinx_fe
sphinx_cepview sphinx_fe sphinx_lm_convert sphinx_pitch
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sphinx_cont_seg sphinx_jsgf2fsg sphinx_lm_eval
This problem can be fixed by editing the conf file in /etc/ld.so.conf. Lets see
the the content of the file by using the command listed below:
Listing A.16: View content of the file /etc/ld.so.conf
cat /etc/ld.so.conf
include /etc/ld.so.conf.d/ .conf
Now, to solve the problem, it is required to add /usr/local/lib to the file. This
can be done by using “nano” or any other editor. Once the file has been updated,
re-configure with the command below:
Listing A.17: Reconfigure
sudo ldconfig
Now one should be able to run the sphinxbase executables.
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