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Abstract 
This thesis presents the design, model and performance analysis of a new and novel 
4-node intelligent routing algorithm (4-NIRA) for Mobile Ad Hoc Network (MANET). The 
proposed 4-NIRA provides improved ad hoc communications over other prominent algorithms 
and has the additional advantage of being compatible with a diverse range of access networks 
such as IEEE 802.11, LTE, and LTE-Advanced.  
A MANET is a network consisting of two or more compatible mobile devices capable 
of communicating with one another without the support of fixed infrastructure such as base 
stations or access networks [1] [2]. MANETs rely on a multi-hop transmission technique, 
which uses intermediate mobile nodes as relays and routers to direct and transmit data between 
two mobile devices that are not necessarily within transmission range of each other. Similar to 
other communication techniques, MANETs require a routing algorithm for optimum 
performance. A number of algorithms addressing the unique requirements of a MANET – 
namely the ability to support autonomous and self-configuring communications – have been 
proposed to date. Although each of these algorithms has its advantages, limitations still exist. 
Therefore, the need for an optimum routing algorithm that is fast, reliable,  provides longer 
battery life and compatible with different access networks is still present and this research 
involves the design, modelling and performance analysis of a new and novel routing concept 
for MANET that provides an improved outcome when compared with existing algorithms.  
The research involved a review of existing techniques, identification of areas where 
improvement was needed and the design and development of an algorithm that tackled the 
challenges. Of the available techniques, Broadcast is known to cause data flooding [3], whereas 
Unicast has been found to lack reliability [4] [5]. An evaluation of the common techniques 
resulted in the selection of the Multicast technique as being the more appropriate because it 
provides a flexible approach that could be readily modified. The initial challenge was to find 
v 
the right number of multicast nodes. The search for an optimum routing algorithm for MANETs 
initially led to the proposal of a quadrant based intelligent routing algorithm [6], which was 
refined by restricting its transmission range towards one quadrant. However, this algorithm can 
identify a longer path between two nodes when the number of nodes in the destination quadrant 
is large and an arbitrary path selection between nodes occurs. This limitation was overcome by 
selecting a subset of up to 4 nodes towards the destination instead of selecting the destination 
quadrant and utilising all of the nodes in that quadrant for path selection. An intelligent energy 
matrix was also incorporated into the proposed algorithm to improve the energy efficiency of 
the technique [7] by providing longer battery life. The proposed algorithm, 4-NIRA, is iterative 
and for each hop selects up to four nodes towards the destination and then identifies the node 
with the highest energy rating within the subset to act as the relay for subsequent data 
transmissions. To improve node identification and performance the IPv6 addressing scheme 
was utilised with 4-NIRA to add Quality of Service [8].  
MANET routing algorithms are designed to reduce complexity and improve 
throughput performance by leveraging the features and capabilities of the wireless transmission 
technology used within the network. Initial research was carried out to develop improved 
MANET routing algorithms using an IEEE 802.11 environment and the outcomes of the 
research was the quadrant based intelligent routing algorithm and the 4-NIRA. The proposed 
algorithm, 4-NIRA, was developed using Long Term Evolution (LTE), which is a recent 
mobile cellular access technology that has a feature set that differs from that of IEEE 802.11, 
making it a suitable candidate for intelligent high performance MANETs. The simulation 
results show that the proposed algorithm is compatible with LTE’s IP based, high speed 
architecture, and 4-NIRA was shown to supersede other prominent algorithms in terms of 
performance [9] [10] [11]. LTE has since been replaced by a later release, LTE-Advanced, with 
the introduction of a relay node feature for amplifying and forwarding messages. Exploiting 
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this new development, this research utilized Layer 3 relay nodes to provide the LTE-Advanced 
access network with a node-to-node ad hoc routing capability [12] [13].  
The proposed 4-NIRA makes a novel contribution to MANET routing by improving 
relay node selection, introducing an intelligent energy matrix, and being compatible with a 
diverse range of access mediums. Selecting a subset of nodes in the direction of the destination 
node consisting of up to four nodes optimises the efficient utilization of bandwidth and 
improves transmission reliability. The intelligent energy matrix serves the purpose of spreading 
the traffic being routed over multiple intermediate nodes, thereby prolonging the device and 
network lifetime and increasing its reliability. The research culminated in a comparison of the 
simulation results obtained using the proposed 4-NIRA with those obtained using other 
prominent algorithms, which confirmed the superior performance of the proposed 4-NIRA. 
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1 Introduction 
This research involves the design, modelling and comparative performance analysis 
of the new and novel 4-Node Intelligent Routing Algorithm (4-NIRA) for Mobile Ad Hoc 
Networks (MANETs) and an evaluation of its implementation using a variety of wireless access 
networks such as IEEE 802.11, Long Term Evolution (LTE)1, and LTE-Advanced (LTE-A). 
1.1 Mobile Ad Hoc Networks 
MANET is an emerging wireless communication technique that enables data to be 
transmitted between mobile or stationary wireless devices without the support of a fixed 
(wired) transmission infrastructure. Thus, by using the peer-to-peer communication technique, 
the devices participating in a MANET are able to maintain direct connectivity among the peers 
without the support of fixed infrastructure such as base stations, wired transmission links and 
other physical infrastructure. A MANET is therefore a self-configuring and autonomous 
communication system that uses a node-to-node relay or multi-hop technique to transmit data 
from one participating device to another, with each device acting as a network node in itself. 
Traffic not intended to terminate at a particular node is forwarded by that node to other nodes 
within its transmission range until the intended recipient node is eventually reached, which 
means that each node performs the role of a simple router. The nodes connected to a MANET 
are allowed to move around independently from one another by changing their physical 
location and may leave and join the MANET repeatedly by forming new links to those devices 
that remain within or move into their transmission range.  
A MANET can either form an independent Wireless Local Area Network (WLAN) 
consisting only of devices that communicate among themselves or MANET can additionally 
                                                 
1 Long-Term Evolution (LTE) is defined and explained in Section 1.2.  
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access one or more external networks that would enable communication with geographically 
distant devices. Wireless devices capable of participating in a MANET include mobile phones, 
PDAs, smart devices, electronic notebooks, laptops, computers, and wireless routers; in fact 
any device with the requisite MANET compatibility, would be able to participate. 
The major advantage of MANET is their ability to communicate between participating 
mobile devices without the need for the infrastructure support or operational and management 
control that is traditionally provided utilising fixed infrastructure. Moreover, a MANET can 
also provide the transmission of voice and data traffic originating from sources external to the 
network as long as one MANET node acts as a gateway to the external core network. 
1.1.1 Characteristics and Deployment of MANETs 
The main characteristics of MANETs are a dynamic topology, bandwidth and energy 
constrained operation and limited physical security. In practice, MANET can be used for: 
 situations requiring rapid communication deployment, such as in emergency rescue or 
military operations; 
 communication in remote regions where the fixed infrastructure has either been 
destroyed or is inadequate such as in disaster affected areas, at remote mining 
locations, or even in distant roadside ad hoc situations (similar to VANETs); 
 formation of cellular networks using the multi-hop technique; 
 communication at social events or for collaborative computing in meetings where the 
fixed infrastructure is inadequate; 
 situations in which there is a sudden increase in mobile traffic in any area; and 
 backup communication in high density areas experiencing traffic overload.  
The key advantages of MANETs that make them particularly suitable for use in 
various deployment scenarios can be summarised as rapid deployment, operation without the 
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need for central management, the use of multi-hop packet relay, the need for minimum 
overhead and reduced operational cost. 
On the other hand, compared to legacy cellular networks such as GSM and 3G, 
MANETs have the following limitations:  
 slower transmission speeds;  
 higher latencies and  
 a fragile connectivity resulting from the mobility of participating nodes.  
In fact, MANET operations can be quite challenging in areas there is a low density of 
compatible wireless devices. However, in spite of these limitations, MANETs are considered 
capable of playing a significant future role as a flexible mobile communications network.   
1.1.2 History of MANETs 
The evolution of MANETs can be segmented into three generations – respectively 
termed the first, second and third generations [1]. The concept of a MANET was originally 
introduced in the early 1970s, although at the time, the concept was referred to as a Packet 
Radio Network (PRNET). This became known as a first generation MANET and was a 
combination of the following two techniques: Areal Location of Hazardous Atmospheres 
(ALOHA) and Carrier Sense Multiple Access (CSMA) for multiple access and distance vector 
routing. 
Second generation MANETs were introduced in the 1980s when PRNET evolved into 
Survival Adaptive Radio Network (SURAN), thereby providing cheaper and more power 
efficient communications compared to radio communications. 
The third or current generation of MANETs was proposed by the Internet Engineering 
Task Force (IETF) when they standardized MANET routing protocols. Recent technological 
advances have enhanced MANETs through the introduction of mesh and advanced node-to-
node relay capabilities. 
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1.1.3 Operational Principle of MANETs 
In legacy cellular networks such as GSM or 3G, every mobile device connects to the 
local base stations via one or more fixed wireless links. Consequently, when a call is made, a 
connection is established between the two participating mobile devices. The connection is 
established as follows: the traffic is sent from the initiator mobile device to the base station and 
then transmitted through the access and transmission medium to the destination mobile device. 
In contrast, in a MANET environment, the traffic is either sent from the source device directly 
to the destination device or it is sent via one or more of the intermediate mobile nodes acting 
as routers. Direct communication between two MANET nodes will occur if both of them are 
within transmission range of one another. Otherwise the sender searches for intermediate nodes 
capable of acting as routers to transmit the data to the destination node. In other words, 
MANETs rely on the multi-hop technique to transmit data.  With every mobile device 
connected to the MANET capable of functioning as a relay and router packets will be 
forwarded towards the destination node. 
 
Figure 1-1 MANET Model 
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Figure 1-1 depicts a model of a MANET, showing a collection of mobile devices 
communicating with others using the intermediate mobile devices as relays. 
Alternatively, at least one node of a MANET may be connected to a fixed network 
which would allow all of the other devices in the MANET to communicate beyond the MANET 
using the externally connected node as a gateway. This scenario is also shown in Figure 1-1, 
in which nodes 1_5 and 1_9 are connected to the IP backbone via Gateway_1. Therefore 
MANETs not only provide for internal communication within the network itself, but also for 
voice and data communication with connected external networks. 
1.1.4 MANET Routing Algorithms 
In the face of competition, telecommunication providers have been planning for the 
wider implementation of MANETs to benefit from its reduced operational cost and rapid 
deployment features.  The enormous prospects offered by MANETs have turned them into a 
key research topic for communication engineers over the past decade. To date, the research has 
led to the proposal of many routing algorithms, each one of them with its respective strengths 
and weaknesses. 
Based on the number of recipients, MANET routing can be categorised as being 
Broadcast, Multicast or Unicast [3] [4] [5] [14]. The introduction of the Global Positioning 
System (GPS) has led to various GPS enhanced routing algorithms to be proposed that rely on 
Location Aided routing [15] [16]. Another aspect that has received considerable attention is 
the improvement of MANET power efficiency. As most devices participating in MANETs are 
battery operated and therefore have limited energy resources, power efficiency is vital and 
recent research has focused on algorithms for power efficient routing [17] [18].  
Therefore, a significant research goal is to develop an improved routing algorithm 
which covers all the requirements of an ideal MANET routing algorithm – being fast,  reliable 
 20 
and power efficient by providing longer battery life. This research has been an effort to develop 
such a kind of improved routing algorithm.  
1.2 Diverse Range of Access Networks 
While a routing algorithm can assist the network nodes to perform within a certain set 
of rules, the performance of a network ultimately relies on the performance of the access 
network. For this reason a diverse range of wireless access networks were reviewed and used 
in this research. 
IEEE 802.11 is a set of Medium Access Control (MAC) and physical layer 
specifications used by WLAN that were first proposed in 1997. For networks operating at 2.4 
GHz, it supports transmission speeds up to 1 Mbps. Since then the specification has gradually 
evolved, with the latest version (IEEE 802.11ad) capable of operating at 60 GHz and 
supporting transmission speeds up to 6.75 Gbps. The IEEE 802.11 specification continues to 
evolve as new physical layer technologies are developed.  
Legacy cellular networks which use a combination of circuit and packet switching 
techniques, also employ the multi-hop technique, but are not able to achieve the optimum 
performance level supported by a MANET. With the evolution of access technologies the 3rd 
Generation Partnership Project (3GPP) introduced LTE as an improved mobile cellular 
wireless access network [19]. LTE is a fully IP based architecture, capable of providing a 
maximum downlink speed of 300 Mbps and uplink speed of 75 Mbps using 20 Mhz bandwidth. 
With these added benefits and continuous growth, LTE is deemed to expand multi-hop routing 
in the next decades. MANETs have additionally benefitted from the introduction of this new 
access technology. 
LTE has since evolved into the LTE-A architecture [20] [21], which is additionally 
capable of providing co-operative communications. In other words, the LTE-A access network 
introduces Relay Nodes (RN) which receive and retransmit the digital signal thereby increasing 
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range and reliability. LTE-A’s wider coverage, faster transmission rate and increased 
throughput provides capabilities that will facilitate enhanced MANET. 
1.3 Research Goals, Research Questions, Methodologies and Novelty 
1.3.1 Motivations and Research Goal 
The literature review conducted as part of this research established that the ideal 
MANET routing algorithm should be fast, reliable, energy efficient to support longer battery 
lifetime and should additionally be compatible with the latest access networks.  
Numerous routing algorithms have been proposed to date [22] [23] [24] [25]. 
Significant research has been conducted around the Broadcast [3] [14] [26] and Multicast [4] 
[27] [28] techniques, as well as on routing techniques that are energy efficient [29] [30]  and 
use location aided routing [15] [16] [31]. Although researchers have proposed routing 
algorithms that address one or more of these routing issues, to date no single algorithm has 
been proposed that attempts to address all of these attributes simultaneously. In addition, new 
algorithms designed to address a particular problem often create another drawback at the same 
time. Broadcast is the simplest and most commonly used routing technique. However, it can 
lead to data flooding which is a serious wastage of bandwidth that creates unnecessary 
overhead. Multicast appears to eliminate the problem of flooding, but finding a suitable number 
of nodes to receive forwarded packets has always been a challenge. Selecting a higher number 
of multicast nodes will create similar effects to those caused when Broadcast is used, whereas 
selecting a small number of Multicast nodes will result in an unreliable communication link. 
The respective problems associated with both the Broadcast and Multicast techniques 
(explained in Section 1.1.4) mean it is imperative to find the correct number of multicast nodes 
capable of providing optimum routing. MANET nodes are commonly battery operated, which 
means that MANETs have a limited lifetime. Although this, along with inefficient power 
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consumption, may result in link failure, few algorithms have been proposed for extending the 
lifetime of individual nodes or even that of the entire network. However, the conservation of 
energy typically results in the data transmission rate being sacrificed. The introduction of GPS 
has enabled the use of location aided routing in MANETs, however, finding the most suitable 
vector between the source and the destination has always been a challenge.  
Moreover, every MANET routing technique needs to leverage the capabilities of the 
wireless access network to perform optimally. Ideally, this requires the routing algorithm to be 
compatible with any given wireless access network technology and to benefit from the 
enhanced capabilities of more recent wireless access networks. Therefore the algorithm 
presented was simulated and tested utilising a range of wireless access technologies including 
IEEE 802.11, LTE, and LTE-Advanced.  
The ultimate goal of this research was therefore to develop an optimum routing 
algorithm which would be fast, reliable, power efficient to support longer battery life and 
compatible with the latest wireless access technologies. 
1.3.2 Research Questions 
In summary, this research aimed to find answers to the following research questions: 
 What are the latest innovations relating to MANET algorithms? 
 What are the limitations of the latest MANET algorithms? 
 How could MANET algorithms be further improved? 
 What would be the operational principle of the improved algorithm? 
 What would be the most suitable access medium for the improved algorithm? 
 How would the proposed algorithm perform against other algorithms? 
 What is the confidence level for the algorithm performance? 
 How could the algorithm be further improved in future? 
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1.3.3 Research Methodology 
The initial phase of the research involved the acquisition of as much information about 
MANETs as possible. This required a detailed review of more than a hundred recent journal 
papers, magazine articles, book chapters and conference proceedings to identify the latest 
developments relating to MANET. Each publication was thoroughly read to assess the strength 
of the research results and to identify future research opportunities.  
The objective of introducing an improved algorithm led to the selection and proposal 
of a Quadrant Based Intelligent Routing Algorithm (QBIRA) for MANET [6] which is outlined 
in chapter 3. This algorithm selects the quadrant where the destination is located and transmits 
the message to the nodes located into the selected quadrant only. Therefore the algorithm 
reduces data flooding by restricting transmission to one quarter of the network. Further research 
established that the algorithm could be improved by selecting up to four nodes towards the 
destination and by nominating the node with the highest energy rating as the relay or next hop 
by using an intelligent energy matrix. The improved algorithm was named the 4-Node 
Intelligent Routing Algorithm (4-NIRA) [7]. As Internet Protocol (IP) addressing plays an 
important role in cellular communications, IP version 4 (IPv4) was used for both of the 
algorithms – QBIRA and 4-NIRA. IP version 6 (IPv6) with 128 bit addressing appeared to be 
more promising for MANETs compared to IPv4, therefore subsequent research included IPv6 
instead of IPv4 [8]. Further details associated to [7] and [8] are presented in chapter 4. 
Both QBIRA and 4-NIRA were simulated using an IEEE 802.11 access network. At 
the time, the latest academic research suggested that LTE with its full IP based architecture 
was slowly superseding IEEE 802.11. Therefore the concept of 4-NIRA was additionally tested 
in an LTE environment and various LTE scenarios were analysed such as communication 
within single cell and with external fixed networks, cell handover with high mobility and the 
analysis of LTE higher layer data [9] [10] [11]. Another goal of the research was to verify the 
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compatibility of the proposed algorithm with the latest wireless access technology. With the 
introduction of RN and faster speed on a wider transmission radius, LTE-A (Release 10 and 
onwards) is the latest access network trend in cellular communications. To facilitate testing of 
the proposed algorithm a Layer 3 RN was developed and used in a LTE-A access network 
simulation [12] [13]. Simulation results established that 4-NIRA can provide an ideal balance 
of speed and reliability versus complexity and provides a basis for further research into 
improved MANET routing algorithms. Description of simulating 4-NIRA into various LTE 
scenarios including its operating principle, Opnet model and results are presented in chapter 5. 
1.3.4 Novelty 
This research is novel and utilised new and innovative approaches in the development 
of the proposed MANET routing algorithm. 
The novel use of up to four nodes in the direction of the destination occurred due to 
the observation that Multicast became inefficient as the number of relay nodes approached a 
Broadcast situation. It was determined that transmission in the quadrant of the destination node 
using up to four nodes was efficient and the comparative analysis, using a varying number of 
nodes, found that the benefits of Multicast in the quadrant of the destination peaked at four 
nodes and then diminished. 
Prolonging the network lifetime by extending the battery life of individual MANET 
nodes is vital for maintaining efficient MANET communications. In this research, this issue 
was addressed by introducing an intelligent energy matrix for the purpose of calculating the 
energy status of a particular node based on its reputational value, residual battery level and 
energy efficiency.  
All the routing algorithms require an access technology to operate. The proposed 
algorithm is initially modelled in IEEE 802.11 environment. As LTE is superseding IEEE 
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802.11, the algorithm is also tested within LTE architecture. Therefore testing the algorithm 
into diverse access networks, justify its real time implementation.  
1.4 Overview of the remaining chapters 
The remaining chapters of this thesis are organized as follows. Chapter 2 includes a 
survey of the latest academic research relating to MANETs and a diverse range of wireless 
access technologies including IEEE 802.11, LTE, and LTE-A. Chapter 3 provides the 
operational principle, algorithm and flowchart and performance analysis for QBIRA. Chapter 
4 improves QBIRA and proposes 4-NIRA. The chapter also incorporates IPv6 and provides 
the improved algorithm, flowchart, operational principle and performance analysis. Chapter 5 
includes an analyses of 4-NIRA utilising LTE and models various real-time scenarios along 
with path analysis and compares 4-NIRA with other prominent algorithms. The chapter also 
provides the steps to incorporate ad hoc routing to LTE with the introduction of L3 RN. The 
thesis ends with a discussion and suggestions for future research in Chapter 6. The thesis also 
includes a bibliography and abbreviations. Supplementary modelling data and source code are 
provided in the appendix. 
1.5 List of Publications  
The research presented in this thesis gave rise to a total of eight publications, including 
five conference proceedings, two papers in peer-reviewed journals (submitted) and one 
published book chapter. The publications are:  
1. F.M. Rahman & M.A. Gregory, “Quadrant Based Intelligent Energy Controlled 
Multicast Algorithm for Mobile Ad Hoc Networks”, Paper presented at 13th 
International Conference on Advanced Communication Technology (ICACT), 
2011, Phoenix Park, Korea. Publication Year: 2011, Page(s): 1298 - 1303 
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2. F.M. Rahman & M.A. Gregory, “4-N Intelligent MANET Routing Algorithm”, a 
paper presented at Telecommunication Networks and Applications Conference 
(ATNAC), 2011, Melbourne, Australia. Digital Object Identifier: 
10.1109/ATNAC.2011.6096664, Publication Year: 2011, Page(s): 1 – 6. 
3. F.M. Rahman & M.A. Gregory, “IP Address Associate 4-N Intelligent MANET 
Routing Algorithm Utilizing LTE Cellular Technology”, a paper presented at 
Telecommunication Networks and Applications Conference (ATNAC), 2012 
Brisbane, Australia. Digital Object Identifier: 10.1109/ATNAC.2012.6398077, 
Publication Year: 2012, Page(s): 1 – 7. 
4. F.M. Rahman & M.A. Gregory, “Performance Analysis of LTE Higher Layers 
During MANET Communications using 4-NIRA”, a paper accepted for 
presentation at International Conference on Engineering Technology and 
Technopreneurship, ICE2T 2014, Kuala Lumpur, Malaysia, August 2014. 
5. F.M. Rahman & M.A. Gregory, “Applying QoS to 4-N Intelligent MANET Routing 
Algorithm by IPv6 Association”, a paper accepted for presentation at International 
Conference on Engineering Technology and Technopreneurship, ICE2T 2014, 
Kuala Lumpur, Malaysia, August 2014. 
6. F.M. Rahman & M.A. Gregory, “An Optimum Routing Technique for MANET 
over LTE Cellular Networks”. Book: Theory, Application and Experimentation of 
Broadband Wireless Access Networks for 4G. Editorial: IGI Global (www.igi-
global.com), 2014. 
7. F.M. Rahman & M.A. Gregory, “Modeling & Path Analysis of MANET 4-NIRA 
Using LTE/LTE-Advanced Access Network”, submitted to Springer Journal: 
11036: Mobile Networks and Applications. 
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8. F.M. Rahman & M. A. Gregory, “MANET Communications with External 
Networks using 4-NIRA and LTE/LTE-A”, submitted to Elsevier Journal:  
Computer communications. 
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2 Literature Review 
The current MANET utilise a range of communication and implementation 
approaches and to gain a better understanding of MANET, this chapter provides a literature 
review focusing on recent publications on MANET routing algorithms. The literature review 
has been organised into the following categories: 
 MANET operations 
 Routing Techniques 
 Broadcast 
 Multicast 
 Location Aided Routing 
 Energy efficient routing 
 Access Networks 
 LTE 
 LTE-A 
2.1 MANET Operations 
2.1.1 Types of Ad hoc Networking 
Conti et al. advised that evolution of ad hoc networking can be of four types – mesh, 
sensor, opportunistic and vehicular [1]. The authors discussed the above four types of emerging 
concepts and summarized the key features, research challenges and possible solutions, 
deployment status etc. 
The backbone of a multi-hop wireless network is formed by mesh routers which can 
relay the ad hoc messages towards the destination. The routers can often work as gateways for 
the mesh networks towards external wired or wireless networks.  
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Wireless sensor networks are a special class of ad hoc and sensor networks which can 
be used for special applications such as agriculture and structural monitoring. The sensors can 
communicate within the network using multi-hop techniques. For communication with external 
network a linked gateway sensor node can be used.  
The third multi-hop networking concept – opportunistic networking is considered to 
be an interesting evolutionary step. Opportunistic routing considers node mobility to be a 
feature where the node mobility presents contact opportunities among the nodes within the 
network.  
Vehicular Ad Hoc Network (VANET) is another type of multi-hop network created 
by a number of vehicles which communicate among themselves using a wireless medium. 
VANET supports a variety of applications such as traffic safety, traffic information, 
entertainment, etc. 
2.1.2 Types of Ad hoc routing protocols 
There are two types of MANET routing protocols: (1) topology-based and (2) 
position-based. In a conventional topology-based algorithm, data packets are flooded onto the 
network and transmitted to all the neighbouring nodes within the transmission radius of the 
transmitting node. In a position-based algorithm, the sender uses the geographical information 
of the neighbouring nodes within a set transmission radius and then transmits data to the nearest 
nodes so that the data packet will travel along the shortest path and thereby provide network 
transmission optimisation. In [15], a type of location-aided routing algorithm – opportunistic 
routing for MANETs – was proposed in which the location information of intermediate nodes 
was used to define the forwarding candidate set and hence prioritise the forwarding sequence. 
However, the average end-to-end delay increased rapidly due to incremental mobility speed 
which provides scope for improvement. Another type of location-aided routing – Power 
Reduction Quadrant Based Directional Routing Protocol for MANET – was proposed in which 
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directional routing was used to define one quadrant to which packet transmission was 
restricted. Therefore, the routing overhead was reduced significantly while packet flooding was 
limited. However, as the proposed algorithm did not use an energy lookup table, the battery 
lifetime of each MANET node might be insufficient to accommodate this approach. 
2.1.3 Autonomous Mobile Mesh Networks 
Due to the volatile nature of MANET, it can cause network partitioning. To address 
this issue, Shen et al. in [32] proposed a new type of ad hoc network called Autonomous Mobile 
Mesh Network (AMMNET). AMMNET is a mobile mesh network with autonomous nodes. In 
addition to relaying and routing traffic, these mobile mesh nodes can redistribute their mesh 
clients. They also have the intelligence needed to dynamically adapt the network topology for 
improved performance and AMMNET does not allow network segmentation which maintains 
connectivity among all users.  
AMMNET retains knowledge of mesh clients in the application terrain and provides 
improved connectivity for communications within and outside the group making AMMNET a 
robust MANET.  
2.1.4 Performance in a VoIP Context 
With the evolution of the Internet, Voice over Internet Protocol (VoIP) has become 
popular due to convergence, low cost and convenient communications. Thibodeau et al. 
measured the performance of VoIP over MANET and developed a set of quality metrics which 
were used to evaluate the performance of the Ad Hoc on-Demand Distance Vector Routing 
(AODV) protocol [33].  Thibodeau et al. went on to provide ways to reduce MAC layer 
misbehaviour and improve MANET routing protocols to support VoIP. 
Thibodeau et al. indicated that delay is the main concern for an active and connected 
network and the maximum delay should not exceed 400ms with average delay of 150ms. 
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MANET connectivity between nodes where a valid route does not exist occurs through 
intermediate nodes, however, the route can break after a connection is established due to 
mobility and the link needs to be repaired within 150ms to maintain reasonable communication 
performance.  
2.1.5 Analytical Estimation of Path Duration 
Path duration is the minimum link residual life established between two nodes. It is 
one of the key elements determining the overall reliability of MANETs. In [34] Namuduri et 
al. proposed an analytical model to estimate the path duration. The proposed model prescribes 
the relationship between path duration and design parameters such as node density, 
transmission range, number of hopes and node mobility.  
Whenever an intermediate node in a MANET loses its capacity to act as a router, the 
link discontinues and the mobile node has to find an alternative route, which is an added 
overhead. Therefore, it is important to predict the path duration and according to the proposed 
model, the locations of the nodes are determined by a spatial point process. Both the Dynamic 
Source Routing (DSR) and AODV protocols work on the principle of shortest path, which can 
be achieved by the selection of a RN with the shortest distance to the destination. Figure 2-1 
shows the mathematical modelling for anticipating MANET paths. 
According to the Least Remaining Distance (LRD) principle, the probability of the 
random variable is: 
 𝑃(𝑥 ≤ 𝑋 ≤ 𝑥 + ∆𝑥) = Pr(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑎𝑖𝑛𝑡(𝑥)) X Pr (𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑛𝑜𝑑𝑒 𝑖𝑛 𝑎𝑎𝑟𝑐(𝑥,∆𝑥)) [2-1] 
where 𝑎𝑖𝑛𝑡(𝑥) and 𝑎𝑎𝑟𝑐(𝑥,∆𝑥) are the areas in which the source node looks for a RN. 
If the Power Density Function (PDF) of 𝑋 can be represented as a function of 𝑥, then,  
 𝑓𝑋(𝑥) = {𝑒
− Ł𝑎𝑖𝑛𝑡(𝑥)(1−𝑒
−Ł𝑎𝑎𝑟𝑐(𝑥,∆𝑥); 
0
(𝑙 − 𝑟) ≤ 𝑥 ≤ 𝑙  [2-2] 
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Figure 2-1 Anticipating MANET paths 
So 𝑎𝑖𝑛𝑡(𝑥) and 𝑎𝑎𝑟𝑐(𝑥,∆𝑥) can be calculated as  
 𝑎𝑖𝑛𝑡(𝑥) = 𝐴1 + 𝐴2 = 𝑟
2 [𝜃1 −
sin(2𝜃1)
2
] +  𝑥2 [𝜃2 −
sin(2𝜃2)
2
] [2-3] 
Where 
 𝜃1 = 𝑐𝑜𝑠
−1[
𝑟2+𝑙2−𝑥2
2𝑟𝑙
], 𝜃2 = 𝑐𝑜𝑠
−1[
𝑥2+𝑙2−𝑟2
2𝑥𝑙
] and 𝑥 = √𝑙2 + 𝑟2 − 2𝑙𝑧, 𝑧 = √
𝑙2+𝑟2−𝑥2
2𝑙
 
Finally 
 𝑎𝑖𝑛𝑡(𝑧) = 𝑟
2 [𝜃1(𝑧) −
𝑠𝑖𝑛2𝜃1(𝑧)
2
] + (𝑙2 + 𝑟2 − 2𝑙𝑧) [𝜃2(𝑧) −
𝑠𝑖𝑛2𝜃2(𝑧)
2
] [2-4] 
If the sender is fixed, whereas the intermediate RN is mobile, then the relative velocity 
is 
 𝑣𝑟 = √𝑣1
2 + 𝑣2
2 − 2𝑣1𝑣2𝑐𝑜𝑠𝛼      [2-5] 
where 𝛼 is the angle between 𝑣1𝑎𝑛𝑑 𝑣2. 
The link residual life becomes 
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 𝑡 =
𝑑
𝑣𝑟
  [2 − 6]   [2-6] 
The selected path will be the shortest among the possible routes with the path duration 
 𝑡𝑝𝑎𝑡ℎ = min(𝑡1, 𝑡2, 𝑡3 … . . 𝑡𝑛) [2-7] 
The average number of hops will be the end-to-end distance divided by the average 
RN distance 
 𝐸[𝐻] =
𝑙
𝐸[𝑍]
   [2-8] 
The simulation results demonstrate that the average path duration is analytically 
predictable for the shortest path.  
2.1.6 Optimization for MANET  
In [22], Fridman et al. presented a software library called Optimization for MANETs 
(OMAN) which assists with MANET design. The OMAN design engine works on the principle 
of considering the network requirements and allocating resources which satisfy the input 
constraints and delivers the performance objectives. This is useful for power control, adaptive 
modulation, flow control, mobility, scheduling, channel modelling and cross layer design. 
Fridman et al. provide a high level view of the OMAN architecture and cover three optimization 
case studies. The authors’ main goal is to consider key network resource allocation problems 
and solve them using a standard application programming interface (API) and graphical user 
interface (GUI).  
Fridman et al. consider four metrics in the simulation scenarios including link density, 
connected components, capacity and throughput. Three representative network design case 
studies are provided which showcase the trade-offs and optimization approaches implemented 
in the OMAN library. 
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2.1.7 Packet Delivery Ratio 
One of the key measures of a successful MANET is packet delivery ratio. In [23], 
Xiaomin et al. presented an analysis of Packet Delivery Ratio (PDR) during a MANET 
Broadcast where the nodes within the network are distributed uniformly with a k dimension. 
Xiaomin et al. identify that PDR is a prominent metric for evaluating the reliability of a 
MANET Broadcast network as this can be measured for both single and multi-hop 
communication. PDR can be defined as the ratio of packets delivered verses packets sent.  
Xiaomin et al. proposed an analytical approach to determine the PDR under channel 
fading for a k-dimensional Broadcast Network. The paper includes three significant 
contributions including:  
1. Packet reception probability at the destination node is calculated by Nakagami 
model considering path loss,  
2. One Dimensional PDR is derived from the reception probability at destinations, and  
3. PDR is calculated for a k-dimensional area using PDR for 1-Dimensional area. 
2.1.8 Inter-cell Handover Using Cell ID 
Cell handover is one of the key challenges for mobility between multi-cell MANET. 
Park et al. proposed an optimum algorithm in [35] to reduce handover overhead such as 
signalling and latency. In the proposed algorithm intra-cell handovers are encouraged and a 
new hand over mechanism for multi-hop relays is proposed which reduces handover signalling 
overhead, latency and unnecessary handovers.  
The handover process can be segmented into two stages: Network Topology 
Acquisition and Handover Process. Network topology acquisition is the initial handover stage 
and in this stage the local base station broadcasts channel information to neighbouring cells. 
During the handover process, selecting the target base station is the first step and once the next 
base station is identified, handover is commenced. 
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Within a network model where a mobile device moves between two cells effecting a 
handover 
 𝑆1 = 𝑔1𝑆 𝑎𝑛𝑑 𝑆2 = 𝑔2𝑆  [2-9] 
Where 𝑆1 and  𝑆2 are the received signal power from cell 1 and cell 2 consecutively; 
𝑔1 and 𝑔2 are the antenna gain and S is the transmitted signal.  
If T is the path-loss difference in dB, then 
 10 log10
𝑆1
𝑁1
− 10 log10
𝑆2
𝑁2
= 𝑇  [2-10] 
Where 𝑁1 and 𝑁2 are the path noise level.  
If d is the distance between base stations, x is the handover distance, then the handover 
threshold can be expressed as 
 𝑇 = 10 log10 (
2𝑑−𝑥
𝑥
)
4
 [2-11] 
 
So x can be expressed as 
 𝑥 =
2𝑑
1+10
𝑇
40
 [2-12] 
2.1.9 Inter-cell Handover in Multi-Hop Networks 
Sunghyun et al. presented various handover scenarios for multi-hop cellular networks 
in [36] with various handover schemes where the relay stations are located at various positions. 
Sunghyun et al. develop relevant cellular models and their simulation results highlight that 
single-hop throughput can be improved by 90 per cent by introducing multi-hop 
communications and that throughput can be further improved by placing a relay station 
between two adjacent cells. Various handover scenarios presented in Figure 2-2 include: 
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Figure 2-2 Different types of handovers 
1. Single Cell Relay Station-to-Relay Station handover.  
If a mobile device M1 is moving from R1 to R2 within Cell 1, the BS1 can manage 
the handover as both of the relay stations are located within Cell 1.  
2. Single cell base station – relay station handover.  
If a mobile device M2 is moving from BS2 to R3 within the same cell, the base station 
can manage the handover.  
3. Different cell base station – base station.  
If a mobile device M3 is moving from one cell to another, an automatic retransmission 
request (ARQ) should be initiated. Additionally, the addressing should be reassigned, because 
the new cell contains a different subnet.  
4. Different cell relay station – relay station handover.  
If the mobile is connected to the relay station located at the boundary of a cell and 
then moves towards another cell where it will be connected to another relay station, this would 
result in a larger signalling overhead. The communication quality of the mobile can fluctuate 
and would require ARQ and address management to support this transfer. The authors came to 
Cell 2 
M1 M3 
M2 
R1 
R2 
BS1 BS2 
Cell 1 
R3 
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the conclusion that a handover depends on several design parameters and that the transfer 
function is influenced by the location of nodes, relay stations and the base station.  
2.1.10 Reliable Data Delivery 
Although reliable data delivery is a key goal for any MANET, delivering the data 
within the required timeframe is also important. The problems associated with reliable and 
timely data delivery for highly dynamic MANETs have been addressed by Yang et al. in [24] 
in which forwarding candidates used MAC interception to cache the packet they received. If 
the best forwarder did not forward the packet within certain time slots, suboptimal candidates 
would proceed to forward the packet according to a locally formed order. In this way, as long 
as one of the candidates succeeded in receiving and forwarding the packet, the data 
transmission would not be interrupted. Potential multiple paths were exploited instantaneously 
on a per packet basis, leading to POR’s excellent robustness. 
The design of POR was based on geographic routing and opportunistic forwarding. 
The nodes were assumed to be aware of their own location and the positions of their direct 
neighbours. Neighbourhood location information was either exchanged using a one-hop 
beacon or it was piggybacked on the data packet’s header. Furthermore, the authors assumed 
that a location registration and lookup service which maps node addresses to locations was 
available to determine the position of the destination. The paper also proposed efficient and 
reliable ways for determining locations. For example, the location of the destination could be 
transmitted by low bit rate using long-range radios implemented as periodic beacons, as well 
as by replies when requested by the source. 
2.1.11 Connectivity Issue 
The connectivity of a cooperative secondary network was investigated from a 
percolation-based perspective by Ao et al. in [25] in which each secondary network’s user may 
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have the users from other secondary networks acting as relays. The connectivity of this 
cooperative secondary network is characterized in terms of its percolation threshold which is 
used as justification for the cooperative approach. While a non-cooperative secondary network 
does not percolate, percolation may occur in the cooperative secondary network; or when a 
non-cooperative secondary network percolates, less power would be required to sustain the 
same level of connectivity in the cooperative secondary network. 
2.1.12 Cooperative Opportunistic Routing 
 
The problems associated with opportunistic data transfer in MANETs are investigated 
by Want et al [37]. The solution presented was termed Cooperative Opportunistic Routing in 
MANETs (CORMAN) which is a pure network layer scheme that can be built on top of off-
the-shelf wireless networking equipment. The network nodes use a lightweight proactive 
source routing protocol to determine a list of intermediate nodes for the data packets to follow 
along the route to their destination. In this case, when a data packet is broadcast by an upstream 
node for reception by a downstream node further along the route, it continues on its way from 
there and can be expected to arrive at the destination node sooner. This is achieved through 
cooperative data communication at the link and network layers. 
The design of CORMAN has the following three modules: (1) proactive source 
routing (PSR), which runs in the background; (2) large-scale live retransmission; and (3) small 
scale retransmission. CORMAN was compared with AODV and the relative performance was 
established. Results were captured by varying the network dimension.  
2.1.13 Trade-off between Throughput and Delay 
A new multi-hop relay scheme was proposed by Le et al. [38] that includes trade-offs 
between throughput and delay by controlling node mobility. An attempt was also made to 
demonstrate that the results are not affected by the size of the network. 
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The average unit of data transmitted by a node per second is called the node 
throughput and the network throughput is the sum of the data sent per second by all the nodes 
within the network.  
The network packet delay is the time it takes the packet to reach the destination after 
it leaves the source. The average network packet delay is obtained by averaging over all 
transmitted packets in the network. In this paper, the authors consider the network delay but 
not the queuing delay. 
2.1.14 Minimizing Mobility on Topology Control 
A dynamic method to enable k-edge connected algorithms to determine the value of k 
for each local graph based on local movement while maintaining the required connectivity has 
been proposed by Nishiyama et al. [39]. The method functions by prompting each node to 
periodically broadcast a “hello” message out to its maximum transmission range, thereby 
sharing information about its position, movement direction and speed. The “hello” message 
sending interval is referred to as the topology update interval. Afterward, each node collects 
information about the position, movement direction and speed of its neighbouring nodes and 
builds its own local graph. The node uses a k-edge connected algorithm with the k-value based 
on the position, movement direction and speed of itself and its neighbours. After applying a 
topology control algorithm, each node finds its logical neighbours and calculates a new 
transmission range.  
2.1.15 Topology Control Scheme 
In [40], a Capacity Optimized Cooperative (COCO) topology control scheme was 
proposed by Guan et al. with the aim of improving MANET network capacity by considering 
both the upper layer network and physical layer cooperative communications. Guan et al. 
demonstrate that physical layer cooperative communications have a significant impact on 
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network capacity by showing that the proposed scheme can improve MANET network 
capacity. Using the broadcast nature of wireless communications, cooperative communications 
enable devices to share their antennas to form a virtual antenna array to offer enhanced 
performance. This capability has been incorporated into IEEE802.16j and may be integrated 
into 3GPP LTE-A networks in the future.  
The cooperative communications technique allows devices to share their resources to 
enhance transmission quality by acting as a relay for one another. Of late, the benefits of 
multiple antenna systems have led to an increasing interest in cooperative communications. 
Although Multiple-input-multiple-output (MIMO) is capable of achieving a similar effect, 
some mobile devices would be unable to support multiple antenna arrays, because of the 
additional cost, power requirement and the added risk associated with an enlarged size. A 
cooperative network usually consists of a source, a destination and a few intermediate RNs. 
The intermediate nodes function by relaying the information instead of treating it as 
interference. Relaying can be done in two ways: (1) amplify and forward in which the RN 
increases the energy of the signal; and (2) decode and forward in which the RNs perform 
physical layer decoding, processing and encoding before forwarding the information to the 
destination.  
Cooperative transmission is one of three types of transmission used in MANETs and 
is shown in the diagram in Figure 2-3 where it is compared with the other two transmission 
types, direct transmission and multi-hop transmission. Simulation results presented in the paper 
show that physical layer cooperative communications techniques can improve network 
capacity.  
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Figure 2-3 Co-operative Communications 
2.1.16 Gateways for Channel Sharing 
Channel sharing may be crucial as a result of the volatile nature of MANETs.    
Saltzman et al. [41] proposed an alternative design for MANETs in which a wireless 
communication channel is shared by a subset of nodes. This subset can be linked by gateway 
nodes which may either connect to an additional subset of nodes or to the entire network. The 
authors believe a reduction in the number of gateways could lead to bottlenecks, whereas too 
many gateways could lead to bandwidth wastage. This paper analyses current MANET design 
and determines the number of gateways for optimum network performance. MANETs function 
without the need for fixed infrastructure and aim to communicate within the network and act 
as RNs. If a MANET node uses bandwidth B, then the capacity of the node can be calculated 
as: 
 
𝐵
√𝑁 log(𝑁)
 [2-13] 
where N is the number of nodes in the network. In this paper, a MANET with two 
subnets was considered and the optimum number of nodes for maximizing network flows was 
determined. Maximum network flows can be expressed as: 
B- Ad Hoc Routing 
A + R 
A – Direct Transmission 
C – Amplification + Routing 
Path Loss 
Path Loss Path Loss 
Path Loss Amplified 
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 max 𝐹 =  𝑓𝐺 + 𝑓𝑁𝐺 + 𝑓′𝑁𝐺 [2-14] 
where F is the network flow, 𝑓𝐺is the number of messages sent by a gateway node, 
𝑓′
𝑁𝐺
 is the number of messages sent by other nodes (non-gateway) to another subnet and 𝑓𝑁𝐺 
is the number of all other messages sent from non-gateway nodes. A simulation of the model 
enabled the researchers to propose between one and four gateways for optimum network 
performance, depending on the network design. 
2.1.17 Topology Control Scheme 
A MANET is a constantly changing environment in which the nodes move about. A 
prompt ad hoc network topology is required to keep up with the changing environment. The 
Multicast Ad hoc OnDemand Distance Vector (MAODV) routing protocol was proposed by 
Chen et al. with the aim of providing fast and efficient MANET routing by reducing the control 
overhead with acquisition latency [42]. An entropy-based long life multicast protocol 
(EMAODV) was subsequently proposed to minimize the number of route reconstructs and to 
extend the MANET lifetime.  
AODV is a commonly used MANET protocol and the proposed addition of entropy 
to MAODV is intended to provide long life multicast in support of the entropy metric. 
According to the MAODV algorithm, the sender maintains two routing tables and one request 
table. The first routing table stores information about the next hop, including the destination IP 
address, sequence number, hop count, lifetime, routing flags, etc. The second routing table 
includes network information such as group IP details, group sequence number, group 
members’ hop count, and the link direction. The request table is a comparatively smaller table 
that contains the multicast group IP address and requesting node IP address.  
MAODV is an on-demand protocol with the function of establishing a path between 
two nodes wishing to communicate. In the absence of a recorded path, the sender broadcasts a 
routing request (RREQ) to the network nodes, whereupon the receiving nodes reply with the 
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required information and the routing table is updated. The sender then determines the route and 
the next hop based on the routing table.  
The EMAODV algorithm is derived as follows. If, n is the total number of network 
nodes, and h is the maximum number of possible links between Source s and Destination d, the 
connection probabilities can be expressed as: 
 ∑ 𝑝𝑗
𝑖 = 1, 2 ≤ 𝑖 ≤ ℎ𝑗∈𝑁  [2-15] 
According to the entropy, if the probability distribution is (p1, p2, p3, …….., pn) and 
the probability distribution is completed, the entropy can be expressed as: 
 𝐻(𝑝1, 𝑝2, 𝑝3, … … . . , 𝑝n) = − ∑ 𝑃𝑖𝑙𝑜𝑔𝜃
𝑛
𝑖=1 𝑃𝑖 [2-16] 
So it can be derived that 
 0 ≤ 𝐻(𝑃) ≤ ln 𝑛 [2-17] 
with the uncertainty  
 𝐻(𝑃) =  𝐻𝑚𝑎𝑥 = ln 𝑛 [2-18] 
where {𝑝𝑗
𝑖} determines the uncertainty. The model is then simulated using NS-2 and 
a comparison of MAODV and EMAODV is made. The simulation results indicated that 
EMAODV has a higher success rate with high mobility networks. 
2.1.18 Messaging scheme for neighbour discovery 
The non-stationary nature and high mobility MANET nodes may cause link breakage. 
Once a link is interrupted or broken the sender has to discover another route, causing significant 
route discovery overhead which could in turn increase power consumption. In [43], Zhang et 
al. proposed a neighbour coverage based probabilistic rebroadcast protocol for reducing the 
routing overhead. The proposed protocol included a novel rebroadcast delay to establish the 
rebroadcast order and accurate coverage ratio by sensing neighbour coverage information. A 
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connectivity factor to provide node density adaptation is also proposed. Finally a rebroadcast 
probability is set by combining the coverage radio and connectivity factor.  
Key challenges for an efficient MANET design would be optimal performance with 
minimum overhead. Ad Hoc On Demand Distance Vector (AODV) Routing and Dynamic 
Source Routing (DSR) are the two key protocols aimed at achieving efficient routing. However, 
the reduction of routing overhead caused by intermediate nodes attempting to discover new 
routes still has to be addressed. Conventional routing protocols use flooding to identify a 
suitable route. However, this may result in a broadcast storm leading to a serious wastage of 
bandwidth and increasing the routing overhead.  
Zhang et al. propose a novel approach to identify the rebroadcast delay and 
rebroadcast probability. The rebroadcast delay  𝑇𝑑(𝑛𝑖) of node (𝑛𝑖) is 
 𝑇𝑝(𝑛𝑖) =  1 −
| 𝑁(𝑆)∩𝑁(𝑛𝑖)|
|𝑁(𝑆)|
 [2-19] 
  
𝑇𝑑(𝑛𝑖) = 𝑀𝑎𝑥𝐷𝑒𝑙𝑎𝑦 ×  𝑇𝑝(𝑛𝑖)  [2-20]  
where 𝑇𝑝(𝑛𝑖) is the delay ratio of node 𝑛𝑖 and 𝑀𝑎𝑥𝐷𝑒𝑙𝑎𝑦 is a small constant delay. 
The coverage ratio of node 𝑛𝑖can be expressed as: 
 𝑅𝑎(𝑛𝑖) =  
|𝑈(𝑛𝑖)|
|𝑁(𝑛𝑖)|
 [2-21] 
Hence the connectivity factor becomes: 
 𝐹𝑐(𝑛𝑖) =  
𝑁𝑐
|𝑁(𝑛𝑖)|
 [2-22] 
where 𝑁𝑐 = 5.1774𝑙𝑜𝑔𝑛 and n is the number of nodes in the network. Hence the 
rebroadcast probability becomes: 
 𝑃𝑟𝑒(𝑛𝑖) =  𝐹𝑐(𝑛𝑖). 𝑅𝑎(𝑛𝑖) [2-23] 
The algorithm was simulated using NS-2   and it was established that the proposed 
neighbour coverage based rebroadcast protocol generates less rebroadcast traffic than 
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conventional broadcast protocols such as those using flooding. The lower redundancy 
rebroadcast of the proposed algorithm minimizes collisions, thereby increasing the packet 
delivery radio and reducing average end-to-end delay. The proposed protocol is believed to be 
capable of performing well in high density areas. 
2.1.19 Adaptive Hello Messaging Scheme 
In MANETs it is imperative for nodes to have information regarding neighbouring 
nodes to establish and maintain connectivity. Disseminating a “Hello” message at regular 
intervals is a commonly adopted method, however, unnecessary usage of “Hello” messages 
can lead to bandwidth wastage and excessive power consumption. In [44], Han et al. proposed 
an adaptive “Hello” messaging technique that diminishes unnecessary messaging without 
minimizing neighbourhood location information by adjusting the interval for the Hello 
message.  
If the sender forwards a message to a neighbouring node and the neighbouring node 
moves out of the transmission range of the sender while the message is in transit, the link will 
break down and communication will fail. To prevent this from happening, the sender should 
have updated information regarding the mobility and location of neighbouring nodes. Thus, 
using a small overhead to send a “Hello” packet to neighbouring nodes to determine their 
availability would be a viable approach to minimize link failure. The research aimed to identify 
the appropriate interval for the “Hello” messages. The time required for detecting link failure 
can be expressed as: 
 𝑇𝑑 = ( 𝐴𝑙𝑙𝑜𝑤𝑒𝑑 𝐻𝑒𝑙𝑙𝑜 𝐿𝑜𝑠𝑠 𝑇𝑖𝑚𝑒 −  0.5 )𝑋 𝐻𝑒𝑙𝑙𝑜 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 [2-24] 
If the interval is x and the event interval 𝛽, then the cumulative distribution function 
(CDF) is:  
 𝐹(𝑥, 𝛽) =  1 − 𝑒
−𝑥
𝛽  [2-25] 
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The authors then compared the result obtained with this protocol with those obtained 
with other protocols such AODV and DYMO and identified a “Hello” interval for the sender 
without risking link failure. This was believed to decrease the network overhead.  
2.1.20 Minimum Neighbours 
MANET nodes use the multi-hop technique and wireless links to communicate with 
distant nodes. The number of neighbouring nodes in a MANET will therefore have a crucial 
impact on the network performance. In [45], Jerew et al. analysed how the number of 
neighbouring nodes impacts network overhead and routing delay and proposed an analytical 
model in which the number of source nodes, neighbours and mobility was varied. 
In doing so, Jerew et al. considered a network model where the source node is ns with 
N being the number of neighbours spread uniformly within a circle of radius 𝑟 2⁄   and each 
neighbour has a transmission radius of r. The source moves with a mobility speed of 𝑣 and 
with an angle of Ɵs. If ni is another intermediate node communicating with ns, then the 
maximum distance the nodes can travel before the link breaks is: 
 𝑑𝑖 = 0.5𝑟(𝑐𝑜𝑠(Ɵ𝑠 − Ɵ𝑖) + √𝑐𝑜𝑠2(Ɵ𝑠 − Ɵ𝑖) + 3)  [2-26] 
The time required to travel distance 𝑑𝑖, the link residual time 𝑅𝑖, is the duration before 
the links are broken between ni and ns and is given by:  
 𝑅𝑖 =
𝑑𝑖
𝑣
 [2-27] 
Consequently, if the destination node is nd, the distance between ns and nd can be 
represented as: 
 𝐿𝑖 = √(
𝑟
2⁄ )
2
+ 𝐿𝑑
2 − 𝐿𝑑𝑟𝑐𝑜𝑠(Ɵ𝑑 − Ɵ𝑖) [2-28] 
The model was simulated using MATLAB to establish the impact of the number of 
neighbouring nodes on the MANET performance. By varying the number of neighbouring 
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nodes, the overhead and route discovery time changes were obtained from the simulation, 
which also demonstrated the dependence of the performance on the node mobility speed. 
2.1.21 Novel Restricted Scenario Model 
If one node is constantly receiving and transmitting packets then the node tends to use 
more power than idle nodes. Packet transmission spread indiscriminately across nodes along 
the transmission path will reduce node battery utilisation.  Therefore, in [46] a novel restricted 
scenario model for MANET routing was proposed in which mobility mapping was included 
and the effect on MANET transmission efficiency was investigated. As the nodes changed their 
location, they identified new routes based upon the use of the angle to the moving node. The 
limitation of the novel restricted scenario model is that if no route is found, the packet is 
dropped. 
2.2 Routing Techniques 
Many algorithms based on the fundamental routing techniques, such as Broadcast and 
Multicast, have been proposed. Key routing techniques are described in this section. 
2.2.1 Broadcast 
Broadcast is a simple and widely used routing technique that involves message 
transmission to all of the nodes within the sender’s transmission radius. The technique is widely 
used because of its simplicity and over time a number of modifications have been made to 
Broadcast routing (as shown in Figure 2-4) to reduce complexity and improve efficiency. 
Selected variations to Broadcast routing are described in the following sections. 
 48 
 
Figure 2-4 MANET Communication using Broadcast 
2.2.1.1 Broadcast using Network Coding and directional Antennas 
Efficient MANET broadcast with the combination of network coding and directional 
antennas has been proposed by Yang et al. [14]. The use of a network code would have enabled 
a reduction in the number of transmissions generated by the forwarding nodes, whereas the 
usage of directional antennas enables the energy consumption to be reduced along with 
ensuring efficient MANET communications. Key contributions of the paper are: 
 Combining the network coding and directional antenna methods for an efficient 
Broadcast.  
 Developing an algorithm and using it to analyse the performance variation for a 
static node.  
 Proposing two methods for a single source with a single broadcast message.  
 Expanding the algorithm using local information, timer settings and node mobility.  
 Simulating the algorithm and analyzing the energy consumption and delivery ratio.  
Broadcast is the most widely used communication technique in cellular networks, 
including MANETs. There are two types of Broadcast – probabilistic and deterministic. 
Probabilistic Broadcast utilizes neighbourhood information to deliver a packet to its 
destination. Deterministic Broadcast selects a subset of nodes within the network, which are 
used as routers to communicate with the destination.  
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Network coding includes programming the nodes to achieve efficient broadcasting. 
For this purpose, Yang et al. developed an approach called Efficient Broadcasting using 
Network Coding and Directional Antennas (EBCD). The simulation results demonstrated that: 
 EBCD reduces unnecessary transmissions.  
 EBCD reduces energy consumption for large networks.  
 EBCD has minimum overhead. 
2.2.1.2 Sender and Receiver Based Broadcast 
The most common and widely used MANET communication technique is generic 
packet broadcasting. When packets are broadcast to a specified set of nodes, the technique is 
referred to as multicasting. Flooding is the simplest form of broadcasting and involves the 
rebroadcasting of messages received for the first time by intermediate nodes. Packets may be 
retransmitted multiple times and the broadcast redundancy increases along with the number of 
nodes. A high broadcast redundancy can result in high power and bandwidth utilisation which 
may increase packet collisions. This is known as the broadcast storm problem and is considered 
to be a significant challenge of the generic broadcast algorithm. To reduce the possibility of a 
broadcast storm, Khabbazian et al. [3] proposed two broadcast routing algorithms, sender-
based and receiver-based broadcasting that operate using one-hop neighbours 
The sender based algorithm provides optimum performance by selecting a minimum 
number of nodes in the lowest possible computational time. The improved sender based 
algorithm based on 1-hop neighbour information to minimize the complexity of computing the 
forwarding nodes. The authors proposed the number of forwarding nodes to be 11 for a worst 
case scenario. They also proposed a simple receiver based algorithm. For cases where nodes 
are uniformly spread within a network, the probability of two neighbouring nodes broadcasting 
the same message decreases when the node density within the network increases.  
A generic sender based algorithm: 
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 Extract information M to be sent.  
 If M does not contain the node id or  
has been scheduled for broadcast  
 Drop M 
 Else set a timer 
 End if 
 When time expires 
 Sender node selects a subset of neighbors to transmitting M 
 Schedule broadcast of M 
 A generic receiver based algorithm: 
 Extract information M  
 IF M has been received by the node earlier 
 Drop M 
 Else 
 Set a timer 
 End if 
 When timer expires 
 Decide whether to schedule a broadcast. 
In the first algorithm the broadcast nodes select a subset of neighbours to which to 
forward the message. The second algorithm ensures that the intermediate node will disregard 
any message it has received before so that only one node will broadcast the message at a time. 
The limitation of these algorithms is a high overhead. 
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2.2.1.3 Hybrid Flooding Scheme 
A hybrid broadcast protocol was proposed by Reina et al [47] where the authors 
considered the density of nodes within a network and a density metric termed the expansion 
metric. A forward zone criterion to minimize link breakage and path look up was included, 
thereby taking into consideration the MANET node mobility.  
Flooding is a type of Broadcast transmission where every subsequent node retransmits 
the message to all of its neighbouring nodes until the message reaches its destination. There 
are four classes of flooding: simple flooding, probabilistic flooding, area-based flooding and 
neighbour-based flooding. In simple flooding every node retransmits the same message; 
however, this could lead to a Broadcast storm. Probabilistic flooding eliminates the risk of 
flooding as in this technique the sender selects the next node by considering the probability of 
successful transmission. However, the mobile nature of MANETs and, hence, the large number 
of possible scenarios make it difficult to calculate the probability factor. Area-based flooding 
and neighbour-based flooding broadcast the message based on neighbouring node location 
information. This reduces the broadcast storm and route discovery overhead. However, for high 
mobility MANETs with frequently relocating neighbouring nodes, it is difficult to determine 
the neighbour set correctly. This prompted the authors to propose an algorithm that combines 
an adaptive probabilistic flooding scheme with the location information of nearby nodes and a 
forwarding zone criterion. 
Accordingly, if d are the neighbours for a sender, d2h is the number of neighbours for 
a neighbour node (2 hops from the sender), then the density metric is: 
 𝐸 =
𝑑2ℎ
𝑑
 [2-29] 
If Et is the expansion metric of an intermediate node, the forwarding probability to 
transfer messages from Et-1 to Et would be: 
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 𝑃(𝐸𝑡,𝐸𝑡−1) =  𝑃𝑖 + 𝑃𝑑 (𝐸𝑡,𝐸𝑡−1) 𝑓𝑜𝑟 𝐸𝑡 <  𝐸𝑡−1 [2-30] 
 𝑃(𝐸𝑡,𝐸𝑡−1) =  𝑃𝑖 − 𝑃𝑑 (𝐸𝑡,𝐸𝑡−1) 𝑓𝑜𝑟 𝐸𝑡 >  𝐸𝑡−1 [2-31] 
 𝑃(𝐸𝑡,𝐸𝑡−1) =  𝑃𝑖  𝑓𝑜𝑟 𝐸𝑡 =  𝐸𝑡−1 [2-32] 
where 𝑃𝑖 is the initial probability value and 𝑃(𝐸𝑡,𝐸𝑡−1) is the density dependent 
probability. 
The model was subsequently simulated using the NS-2 simulator with random speeds. 
The simulation results indicated that flooding is not an appropriate scheme for MANET 
communication, suggesting that the probabilistic algorithm is likely to be more suitable for 
MANETs, keeping in mind the difficulty of determining or assuming any probability factor. 
The proposed hybrid technique provides superior communications compared to other types of 
flooding. 
2.2.1.4 Low Duty Cycle Sensor Network 
Broadcast is a fundamental and widely used communication technique in ad hoc 
communications and one of the key features of ad hoc communications involves the frequent 
toggling of the nodes between active and sleep stages to conserve power. Wang et al. [48] 
discussed problems associated with active – sleep cycles and the authors proposed an ideal 
balance between these two states to provide maximum coverage.  
The ratio of the active stage to the sleep stage is defined as the duty cycle. Ad hoc 
networks with lower duty cycles have a prolonged lifetime.  For a network with a lower number 
of nodes, it is possible to activate all of the nodes for broadcast using a customised active / 
sleep schedule, however, for larger networks scheduling becomes problematic. In this paper 
the authors discuss the broadcast challenges in a low duty cycle ad hoc network. They proposed 
a transformation of the duty cycle issue into a shortest path problem and to solve this with a 
centralized dynamic programming technique. 
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2.2.2 Multicast 
Unlike Broadcast, Multicast selects a number of recipient nodes within the MANET 
and sends the traffic to those nodes only. This technique utilizes the bandwidth more efficiently 
and can provide improved performance. In contrast to the more generic Broadcast transmission, 
Multicast involves a programmed and modified approach. Selected Multicast protocols are 
discussed in this section. 
2.2.2.1 Survey of MANET Multicast Protocols 
The self-organizing nature of MANETs allows participating devices to use multicast 
transmission to communicate. Attempts have been made to address the challenges of host 
mobility and bandwidth constraints by developing different Multicast routing protocols. Junhai 
et al. [4] provides a comprehensive overview of the various protocols.  
Two classes of wireless networks were considered in this paper including fixed 
backbone wireless and ad hoc wireless. A fixed backbone wireless network contains a fixed 
node or access point and several mobile devices within the transmission radius of this access 
point. A GSM mobile network is an example of this type of network. On the other hand, ad hoc 
networks are self-organizing networks that use a shared channel and are capable of operating 
without the support of a fixed network. Hence, two devices finding themselves within the 
transmission radius of one another are able to communicate using one-hop transmission, 
whereas distant devices would be able to communicate using multi-hop transmission via other 
intermediate devices acting as relays. Previous research has been directed at finding suitable 
ad hoc routing protocols based on the key routing protocols: Broadcast, Multicast and Unicast.  
There are two types of Unicast protocols of interest. The proactive or table-driven 
Unicast protocol requires that nodes maintain a routing table. Alternatively, the reactive or 
source-initiated Unicast protocol involves the initiation by the source of an on-demand route 
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based on neighbour locations. Dynamic Source Routing (DSR) and Ad-Hoc On-Demand 
Vector (AODV) are examples of reactive protocols.  
There are two types of Multicast protocols of interest including shortest-path-
Multicast tree and core-based-Multicast tree. Although the shortest path technique guarantees 
the shortest path, it may result in multiple routing trees, thereby causing a larger overhead. A 
longer path based on one routing tree (depending on the location) may be used to reduce the 
overhead.  
The Multicast technique can be categorized into three methods: basic, proactive and 
reactive.  The basic method uses flooding and involves each node within a network relaying 
the same message until it reaches the destination. The proactive method presumes the most 
suitable path based on the network scenario. The reactive method uses on-demand 
communication between nodes.  
The location-based Multicast techniques are becoming popular due to the introduction 
of GPS node data that can be passed between nodes and added into routing tables.  The location 
information enables the sender to Multicast the message towards the nodes found within a 
selected geographical area. The location-based Multicast algorithm can be divided into two 
categories: flooding and quorum-based.  A node using flooding would send messages to all of 
its nearby neighbours on a periodic basis, whereas in the case of a quorum-based approach, it 
would only send traffic to specific nodes within the network based on the pre-determined 
arrangement.  
The Multicast techniques are becoming increasingly popular for MANETs. The 
topology can be divided into three Multicast categories: topology-based, initialisation-based 
and maintenance mechanism-based. Topology-based Multicast uses the distribution path 
among the nodes. Initialisation-based Multicast is used for the duration of a session initiated 
by the sender or receiver. The maintenance mechanism-based Multicast depends on the 
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network connection type. A connection-oriented protocol is known as a hard type and a 
connection-less protocol is known as a soft type. Depending on the application Multicast can 
also be divided into: QoS-based, energy efficient, network coding and reliable.  
2.2.2.2 Connecting MANET Multicast 
The challenges of using Multicast techniques in MANETs that are connected to legacy 
networks are presented by Chakeres et al. [28] and an efficient and simple solution is proposed. 
The authors also analysed the qualitative performance of the various designs.  
Protocol Independent Multicast Sparse-Mode (PIM-SM) is a Multicast standard 
adopted to the MANET operational principle and uses a Unicast routing table. On the other 
hand, Simplified Multicast Forwarding (SMF) is a simple and robust Multicast standard. 
Internet Group Membership Protocol (IGMP) is a mechanism for devices with IPv4 addressing. 
The authors also evaluated different transmission techniques and discussed message relaying 
by network edge routers in MANETs. 
2.2.2.3 Random Cast 
Power efficiency is one of the most important goals for new MANET routing 
algorithms, because MANET devices may be battery powered. Improved energy efficiency 
provides increased connection and transmission stability. As the energy level decreases, a point 
is reached where transmission and connection efficiency drop and packets are lost. This led to 
the proposal of a random cast technique, which is an energy efficient communication scheme 
for MANETs [49]. Although the algorithm extends the lifetime of a MANET, further research 
would be required to improve the data transmission speed.  
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2.3 Location Aided Routing 
The advance of location detection systems, in particular the GPS, has enabled major 
advances in MANET communications. With the assistance of GPS, the sender node within a 
MANET is able to identify the optimum path to the destination or to intermediate nodes on the 
route to the destination. Different types of location-aided routing algorithms are discussed in 
this section. 
2.3.1 Geographical routing 
A location-based routing algorithm called Location Aware Routing for delay tolerant 
networks (LAROD) was proposed in [50] by Kuiper et al. LAROD uses greedy packet 
forwarding by routing packets containing partial location information, and functions by 
combining location-based routing with the store-carry-forward technique. The algorithm also 
combines a beaconless strategy with the position-based resolution of bids. The authors also 
considered the Location Dissemination Service (LoDIS) which maintains a database by 
including neighbouring node location information. LoDiS stores the location information of all 
the nodes within the network and updates the information periodically using data exchange. 
This assists the sender to minimise delays to identify the next node.  
The key contribution of the paper is the proposal of the first location service for 
intermittently connected MANETs and an integrated LAROD-LoDiS scheme. The authors 
demonstrated that using a Broadcast gossiping technique and by modifying packet location 
information, a MANET can establish communications. Simulation was used to show that the 
integration of LoDIS with LAROD is capable of providing a high level of MANET 
communications. However, the technique may not be efficient for low density nodes.  
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2.3.2 GPS Based Routing 
The advent of the GPS provides a cost-effective approach to obtain node location 
information for use in location-aided routing techniques.  The utilisation of GPS information 
to enhance MANET location-aided routing algorithms was proposed in [16]. The algorithm 
included real-time location mapping and an updating functionality. The incorporation of GPS 
technology in mobile devices provides real-time location information that may be sent to 
neighbouring nodes upon request. Consequently, when a mobile device wishes to send a 
packet, the device would be able to utilise the location information of neighbouring mobile 
devices to select the nodes to which the packet needs to be sent, as specified by the particular 
location-aided MANET routing algorithm. However, this algorithm used the unicast method 
which is not reliable.  
2.3.3 Evaluating Implementation Strategies 
The Location Based Multicast Algorithm (LMA) proposed by Holzer et al. considers 
the location of the sender and receiver as well as the content of the message to be transferred 
[5]. This paper outlines implementation strategies for LMA and compares the strategies using 
various scenarios. Three algorithms are analysed and compared including: message-centric, 
query-centric and hybrid. Simulation results indicated the hybrid strategy was capable of 
outperforming the other strategies.  
The message-centric strategy utilises geographically based conversations to 
disseminate messages within a distinct geographical area around the sender, with the matching 
process carried out by the receiver node. The query-centric strategy involves message matching 
by the sender node, which uses a Multicast approach that relies on direct acyclic graphs directed 
to each receiver. The third strategy – a combination of the earlier two strategies – is customised 
for a specific type of LMA and functions by dividing the space between message dissemination 
and query propagation, while the intermediate nodes perform the matching and routing. The 
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authors analysed these algorithms by qualifying and quantifying them with simulation results 
presented.  
As depicted in Figure 2-5, the three above-mentioned strategies overlay two 
components – Scoped Gossiping Service and Gradiented Counter Based Routing Service. In 
the Scoped Gossiping Service, a random waiting time is predetermined between a node 
receiving and retransmitting a message. On the other hand, Gradiented Counter Based Routing 
is a one-to-many Multicast service in which the sender defines a subset of services for message 
transfer.  
 
Figure 2-5 Location based Multicast Algorithm Architecture 
In LMA, a message will be delivered to the receiver node if three conditions are met 
including: logical space, physical space and timing. Logical space matching requires the 
matching of the message content with content query. Physical space matching is the matching 
of message space and query space. Matching of timing space is the matching of message 
persistence where the message will not be delivered if the lifetime elapses. 
In a message centric strategy, if the Broadcast range is ∆𝑥 and the broadcast timeframe 
is ∆𝜏, then the cost in terms of message load (𝐶𝑚) is expressed as: 
 𝐶𝑚 = 𝐶𝑏 X 𝑆𝑚  X 𝑆𝑡 [2-33] 
Mobile Location Based Application 
Message Centric Query Centric Hybrid 
Scoped Gossiping Service Gradiented Counter Based Routing 
MAC 
Physical 
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where 𝐶𝑏= broadcast cost,  𝑆𝑚 = number of messages and  𝑆𝑡= number of times. In 
this paper, the authors implemented three strategies for the LMA protocol and results provide 
the breakeven point for the ratio of queries verses messages.  
2.3.4 Quadrant Based Directional Routing 
The flooding of route discovery messages can lead to a Broadcast storm, thereby 
increasing packet collisions. This can be avoided using the location information of the 
destination node. A Quadrant-based Directional Routing protocol (Q-DIR), as shown in Figure 
2-6, which limits the messages towards the quadrant in which the destination node resides, was 
presented in [51] by Latiff et al. According to the protocol, the sender node uses the location 
information of the destination to limit the broadcast towards the destination quadrant only.  
 
Figure 2-6 Quadrant based routing 
The authors defined two categories of MANET routing protocols: topology-based and 
position-based. The Broadcast technique is an example of a topology-based algorithm. In 
location-based routing, the geographic information of the nodes is used to provide optimum 
routing. The node location information is obtained from the GPS. Position based routing can 
be segmented into two types: greedy forwarding and restricted forwarding. In greedy 
forwarding, the sender communicates directly with the receiver using location information, 
Source 
Destination 
= Intermediate nodes 
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whereas in restricted forwarding, the sender selects more than one node towards the direction 
of the destination and selects the most compatible node as relay. The simulation results 
indicated that the proposed algorithm reduces end-to-end delay and network power 
consumption. 
2.3.5 AODV 
As shown in Figure 2-7 , for two nodes located at (x1,y1) and (x2,y2) separated by a 
distance d, with an angle θ between these two nodes, then 
 𝑑 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2  [2-34] 
 𝜃 = tan−1{ (𝑥2 − 𝑥1) (𝑦2 − 𝑦1)⁄ } [2-35] 
 
Figure 2-7 Distance and angle between two nodes  
The proposed MANET routing algorithm utilises GPS-based location-aided routing 
in conjunction with a limited Broadcast approach. Following this approach packets are sent to 
up to 4 intermediate nodes selected from the available nodes residing in the quadrant containing 
the destination node. By limiting the search angle, the number of route discovery messages can 
be reduced. The Ad hoc On-Demand Distance Vector (AODV) routing protocol is used for this 
purpose [52]. AODV is a distance vector routing protocol that operates when required, i.e. 
routes will only be established when a node wants to communicate or send data to another 
node. 
(𝑥1, 𝑦1) 
(𝑥2, 𝑦2) 
𝜃 
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2.4 Power Efficient Routing 
Similar to other mobile nodes, MANET nodes are mostly battery operated. A lower 
residual battery level for individual nodes can cause link failure or node unavailability and this 
can cause route re-discovery overhead. Nodes with insufficient battery power will create a 
vacuum in the MANET which will diminish overall network performance. Therefore, 
individual and overall network power efficiency is imperative for maintaining a MANET’s 
performance.  
2.4.1 Genetic Algorithm for Power Efficient Routing 
Energy consumption is an important parameter in wireless ad hoc networks as it may 
impact batter exhaustion, network partitioning and it may degrade the overall network 
performance. Hence, an energy-efficient genetic algorithm mechanism was proposed by Lu et 
al. to resolve the Quality of Service (QoS) multicast routing problem [29]. 
In this paper the authors described the source-based multicast routing problem using 
a genetic algorithm. They propose to solve the problem by finding the delay-constrained 
multicast tree, thereby reducing the total energy consumption. The minimum energy required 
for a link between nodes is represented by: 
 𝑃𝑖,𝑗 = 𝑘1(𝑟𝑖,𝑗)
𝛽 + 𝑘2, [2-36] 
where 𝑟𝑖,𝑗 is the Euclidean distance and 𝑘1 is a constant dependent on the properties 
of the antenna, 𝑘2 is a constant responsible for the electronics overhead and digital processing, 
𝛽 is the path loss exponent and 𝑘2 is a constant that accounts for the electronics and digital 
processing overhead. 
The authors propose an elitist model where the most appropriate individual node is 
initially selected to form the tree root which is subsequently used to select the next iteration. 
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The rest of the roulette wheel is selected afterwards. The probability of selecting a parent 𝑇𝑖, 
denoted as 𝑝(𝑇𝑖), is: 
 𝑝(𝑇𝑖) =
𝑓(𝑇𝑖)
∑ 𝑓(𝑇𝑗)
𝑁𝑝
𝑗=1
  [2-37] 
The authors also define the fitness function, which should reflect individual 
performance, as: 
 𝑓(𝑇) =
𝑎
𝑐𝑜𝑠𝑡(𝑇)
∏ 𝜋𝑣𝑡∈𝐷𝛷(𝑑𝑒𝑙𝑎𝑦(𝑃𝑇(𝑠,𝑣𝑡))−𝛿)  [2-38] 
where 
 𝑐𝑜𝑠𝑡(𝑇) = ∑ 𝑐𝑖
𝑇
𝑣𝑖∈𝑇
=  ∑ 𝑏[𝑣𝑖∈𝑇 𝑘1(𝑟𝑖
`)
𝛽
+ 𝑘2]  [2-39] 
 and  
  𝛷(𝑍) = {𝑧,𝑖𝑓 𝑍>0
1,𝑖𝑓 𝑍≤0
  
a is a weighting coefficient and 𝛿 is the maximum allowable delay from 𝑠 𝑡𝑜 𝑣𝑡, 
𝑐𝑜𝑠𝑡(𝑇) is the energy cost of tree T and  𝛷(𝑍) is a penalty function. 
The proposed algorithm is a source-based algorithm which considers the energy 
consumption as well as the delay between the nodes in route selection. The algorithm applies 
crossover and mutation operations which results in simplifications of the coding operation. 
2.4.2 Power Aware Multicast Algorithm 
MANET is a network of decentralized mobile nodes, which are predominantly battery 
operated, where the nodes can operate without the support of centralized management. 
MANET can be used for cases where the fixed infrastructure is unavailable or inadequate to 
support network traffic. MANET is formed by mobile nodes such as cell phones, notebook 
computers, PDAs and many other portable wireless devices which are battery powered. High 
device battery consumption in a MANET will shorten the network’s lifetime and cause packet 
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loss and an unreliable network. Energy efficiency is therefore one of the key priorities for 
designing a MANET. 
Broadcast and Multicast transmission are widely used techniques in MANETs. A 
power-aware multicast algorithm for MANETs was presented by Varaprasad et al. [53]. The 
algorithm uses residual battery power for multicast communications. Simulation provides for 
a MANET consisting of 12 nodes, each of which is allowed to remain alive for 8100 seconds 
using the technique proposed in the paper. 
This paper proposes a MANET model which considers the residual battery level while 
relaying the message. Here each node maintains two levels of variables relating to routing and 
Multicast. The routing table includes the IP Address and the sequence of the destination along 
with details of the next hop and the interval to leave. The multicast table also maintains the 
information of a group of nodes in terms of the group IP address and the group sequence details. 
The proposed model chooses the node with the maximum remaining residual battery level. For 
𝐶𝑖, the capacity of node i, then the battery cost would be: 
 𝐹𝑖(𝑡) =  
1
𝐶𝑖
  [2-40] 
 𝑅(𝑟𝑛) =  𝑀𝑎𝑥 𝐹𝑖(𝑡)   [2-41] 
where 𝑛𝑖€ 𝑟𝑗  
 𝑅(𝑟0) =  𝑀𝑖𝑛 𝐹𝑖(𝑡)  [2-42] 
where 𝑛𝑖€ 𝑟$ and 𝑟$ is the set of all potential paths and 𝑅(𝑟𝑛) is the desired path. 
Considering the routing tree from the source to the destination, the cost function would be: 
 𝑀𝑖𝑛𝐶𝐹(𝑙𝑠⟶𝑛, 𝑚𝑡) =  ∑ 𝐹𝑖(𝑡)𝑖€𝑚;𝑖≠𝑠 𝑎𝑛𝑑 𝑛   [2-43] 
The algorithm proposes using the path consuming the least power and extends the 
lifetime of the network by balancing the load. The algorithm was simulated in a 1000m by 
1000m model including 52 mobile nodes using NS-2.33. The authors believe the proposed 
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algorithm extends the lifetime of the network compared to what other algorithms achieve. 
However, the work does not consider packet loss which is imperative in a real time mobile 
network. This algorithm considers energy status only and while it provides a power efficient 
path, it does not provide efficient routing.  
2.4.3 Power Conservation Routing 
MANETs use multi-hop packet forwarding and as most of the nodes are battery 
operated, the residual battery level is a key criterion for optimum multi-hop packet forwarding 
operations. In [54], Borges et al. aimed to minimize MANET node battery consumption. To 
achieve this, the authors applied the Nash Equilibrium and its underlying Game Theory 
concepts and determined the scenario in which the nodes reach equilibrium.  
The authors consider an ad hoc network that includes n nodes forming a set of N where 
each node is assigned a power level. For any particular time slot t, a route r exists between 
source s, destination d and neighbouring nodes f1, f2, ….. fk. for which the throughput would be 
Π (r,t). The residual power can be expressed as: 
 𝑃𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙α 
1
𝑑2
 [2-44] 
If X is the battery level for a node prior to sending a message and X' is the battery level 
after the message is sent, then  
 𝑋′ = 𝑋 − 2𝑌  [2-45] 
where Y is the function of distance between d and f1. The authors use a Destination 
Sequenced Distance Vector (DSDV) protocol to determine the set of paths between the source 
and the destination. This means the sender will send a request to the other nodes asking for 
their battery power and their distance from the sender and will use this information to determine 
the next hop. If the total number of paths is m, the power of node n is 𝑃𝑛, the average distance 
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between the node and its neighbours is 𝑑𝑗 ,  then the potential weight of each node to be selected 
can be shown to be: 
 𝑊𝑡𝑛 =
𝑃𝑛
𝑑𝑗
  [2-46] 
which derives as: 
 𝑊𝑝 = ∑ 𝑊𝑡𝑗 [2-47] 
where 𝑊𝑝 is the potential weight of path p. The algorithm was simulated using NS-2 
[93] and the result of the analysis shows that this algorithm extends the node battery lifetime. 
2.4.4 Asynchronous Power Management Protocol 
An optimum, fully adaptive and asynchronous (OFAA) power management protocol 
for MANETs was proposed by Chou et al. [55]. The attributes for the proposed algorithm are: 
(1) Two neighbours within a MANET can locate each other within a fixed timeframe; (2) 
Minimum duty cycle for the nodes; (3) Maximum Schedule Repetition interval (SRIs); (4) 
Time complexity of neighbour maintenance is null; and (5) Nodes should have the capability 
to increase energy conservation based on the cross layer adjustment.  
As many of the MANET nodes are powered by batteries, the quality and lifetime of 
the MANET depends on power efficient communication. In a MANET, every node can be in 
one of three states: transmitting, receiving or idle. A mobile node usually consumes the least 
energy in the idle state. Thus, one option is to keep an unused node in an idle state. However 
once an idle node receives a packet, the node will take more time to become active, thereby 
increasing its latency. Therefore, an ideal protocol should maintain a balance between the idle, 
transmitting and receiving states. The proposed OFAA can be segmented into four parts: (1) 
New structures for intervals; (2) Neighbour maintenance process; (3) Prediction of 
awake/asleep parent for any node, and (4) Data frame transfer process.  
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2.4.5 Balancing Network Lifetime 
A routing algorithm for balancing network lifetime and reliable packet delivery in 
MANETs has also been proposed [56] by Naruephiphat et al.  
The authors advised two common methods for energy efficient routing are: (1) 
maximum lifetime routing protocol and (2) minimum energy consumption protocol. The 
maximum lifetime routing protocol balances the load among a number of intermediate nodes. 
In this protocol, no single node has to carry traffic constantly and therefore its power is not 
reduced any more rapidly than that of its neighbours. Distributing the traffic load ensures that 
each node maintains an average power lifetime. In the case of the minimum energy 
consumption protocol a single node is used to carry traffic for the duration of its battery 
lifetime. As a result the overall network consumes less energy, but the individual node carries 
all the traffic and is likely to expend its energy store more rapidly.  
A normalised link capacity cost is:  
 Ci,j   =  𝐸i,j ( Binit / Bi ) [2-48] 
where Ei,j is energy consumption for link (i, j), Binit is the initial battery level and Bi is 
the residual battery level at node I [56].  
The total energy consumed by a node is:  
 𝐸𝑇𝑂𝑇 =  𝐸𝑇𝑋  +  𝐸𝑅𝑋  [2-49] 
where ETX is the energy consumed for packet transmission and ERX is the energy 
consumed when packets are received. 
The energy consumed to transmit data b for a distance of d is:  
 𝐸𝑇𝑋  (𝑏, 𝑑)  =  (𝐸𝐸𝐿𝐸𝐶  × 𝑏)  +  (𝜖𝑓𝑠  × 𝑏 ×  𝑑
2) [2-50] 
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where €fs=10pJ/bit/m2 is the energy consumed in free space at the output transmitter 
for a transmitting range of one meter. For an n-node MANET, if a node i has neighbours x, y, 
and z, the energy consumption can be calculated as:  
 𝐸𝑇𝑋 (𝑖)  = max{𝐸𝑇𝑋 (𝑏, 𝑑𝑖𝑥), 𝐸𝑇𝑋 (b, d𝑖,𝑦), 𝐸𝑇𝑋 (b, 𝑑𝑖𝑧)}  [2-51] 
The energy consumed by the receiving node becomes: 
 𝐸𝑅𝑋  (b) =  𝐸elecx b [2-52] 
where Eelec is the energy expended in the radio electronics which is equal to 5-nJ/bits.  
2.4.6 Power Consumption Optimization 
Power awareness is one of the key challenges when an efficient MANET is designed 
and a new Efficient Power Aware Routing (EPAR) protocol was proposed by Shivashankar et 
al. with the purpose of increasing the network lifetime [30]. According to EPAR, the sender 
not only determines the next hop based on the residual battery level of a neighbour, but also on 
the energy required for the node to successfully relay the packet. The algorithm uses a mini-
max formula to determine the path with the highest capacity and with the lowest residual 
transmission capacity. The authors also consider node mobility to render the algorithm in real-
time.  
Shivashankar et al. identified two types of wireless networks including those that are 
infrastructure-oriented and those without infrastructure. IEEE 802.11 is an example of 
infrastructure-oriented communication where each mobile node is continuously connected to a 
base station which is then connected to fixed infrastructure using a wired transmission medium. 
Every call made from a mobile device within an IEEE 802.11 network is routed via fixed 
infrastructure. In an infrastructure-less network ad hoc routing is used to communicate between 
nodes and if necessary intermediate nodes may act as a relay or router.  
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The most effective way in which to conserve a network’s energy is to conserve the 
energy of individual nodes whilst maintaining optimal communication capability. The aim of 
the research was to maximize the lifetime of MANETs and the authors proposed a solution 
called EPAR which is an enhancement of the DSR protocol. They considered various scenarios 
and found that for a small network the performance of EPAR and DSR is quite similar. 
However, for a larger network EPAR provides better communication capability than DSR.  
2.4.7 Controlling Transmission Power 
In this paper [57], Liu et al. studied the throughput capacity for MANET nodes by 
controlling the node transmission power. Initially the authors developed a theoretical 
framework to outline the packet delivery process, then they calculated the exact throughput 
capacity for each node and explored the optimal throughput capacity. The simulation results 
highlighted that an increase in transmission power leads to an increase in throughput capacity. 
This paper also addressed the issue of determining the achievable throughput for each node. 
The authors also determined that, for the considered scenario, using a minimum transmission 
range can provide maximum throughput depending on node mobility.  
2.5 Addressing 
A dynamic address allocation protocol with a minimum end-to-end delay and 
communication overhead was proposed [58]. In [59], an efficient MANET address 
management scheme focusing on new host address assignation, address reclamation, stand-
alone partitioning and MANET merging was proposed. With the increasing popularity of IPv6 
addressing in mind, [60] [61] provided a comparison by reviewing the transition from IPv4 to 
IPv6. The study compared devices using IPv4 with those using IPv6 and the results highlighted 
that IPv6 provides superior performance.  
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IPv6 provides a wider range of options when assigning IP addresses to the new nodes 
joining the network. IPv4 segments the IP addresses mainly into Host and Network portions, 
but IPv6 segments the network using sub-netting. IPv4 uses Address Resolution Protocol 
(ARP) to locate a physical or MAC address, whereas IPv6 has these functions embedded within 
itself.  IPv6 supports Unicast, Multicast, and Anycast addressing. If a network using IPv4 has 
to send a large packet, it may segment the packet by sending it via separate links, but because 
of its larger capacity, IPv6 affects segmentation only at the source and the destination. 
 
Figure 2-8 IPv6 Header diagram 
An IPv6 packet can be divided into two segments – the header and the payload. Figure 
2-8 provides a schematic diagram of an IPv6 packet header. The payload is similar to the cargo 
of data transmission. IPv6 addresses consist of 128 bits which are represented in 8 groups of 
16 bits each. Each group is a combination of 4 hexadecimal digits and the groups are separated 
by a colon sign (:). 
If d represents the neighbours of a sender, and d2h is the number of neighbours of a 
neighbouring node (two hops from the sender), then the density metric can be expressed as: 
 𝐸 =
𝑑2ℎ
𝑑
 [2-53] 
Considering a network model where the source node is ns with N number of 
neighbours spread uniformly within a circle of radius 𝑟 2⁄  and each neighbour has a 
transmission radius of r. The source moves with a mobility speed of 𝑣 and at an angle of Ɵs. If 
ni is another intermediate node communicating with ns, then the maximum distance the nodes 
can travel before the link breaks is: 
Version Traffic Class Flow Level 
Payload Length Next Header Hop Limit 
Source Address 
Destination Address 
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 𝑑𝑖 = 0.5𝑟(𝑐𝑜𝑠(Ɵ𝑠 − Ɵ𝑖) + √𝑐𝑜𝑠2(Ɵ𝑠 − Ɵ𝑖) + 3) [2-54] 
The time required to travel distance 𝑑𝑖 is the link residual time 𝑅𝑖 which is the duration 
before the link between ni and ns is broken; hence: 
 𝑅𝑖 =
𝑑𝑖
𝑣
  [2-55] 
Consequently, if the destination node is nd, the distance between ns and nd can be 
represented as: 
 𝐿𝑖 = √(
𝑟
2⁄ )
2
+ 𝐿𝑑
2 − 𝐿𝑑𝑟𝑐𝑜𝑠(Ɵ𝑑 − Ɵ𝑖)   [2-56] 
2.6 Access Networks 
The Access Network is that segment of the entire digital network that connects carrier 
networks to customer devices over what is known as “last mile” communication systems. For 
MANETs, this is usually the wireless link connecting two MANET devices or one MANET 
device with the gateway node in the case of a centralized system.  
While the objective of the research is to create an optimum routing technique for 
MANETs, it is equally important to test the algorithm with the latest access network 
technologies. At the start of the research, IEEE 802.11 was used as an access network in Opnet 
Modeller. Subsequently LTE was used to test the algorithm that had been developed earlier 
and this was followed by the development of a RN in a LTE-A network.  Selected research 
papers regarding various types of access networks are discussed in this section. 
2.6.1 IEEE 802.11 
2.6.1.1 Resource Reservation Scheme 
IEEE 802.11 is widely used globally for communication purposes where wired 
connection is either not available or not convenient. Along with other forms of wireless 
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communications, IEEE 802.11 can also be used as a wireless hotspot, ad hoc communications 
or citywide mesh network.  
With the advance of multi-hop technology, IEEE 802.11 can also be used in large 
scale wireless sensor networks, ecological sensing, structural monitoring, remote monitoring 
etc. This technique can also be used for a city wide mesh network which can turn a city into 
what is now known as a Smart City. In [62], Yu et al. proposed a scheme they called Reserved 
Resource (RR) with the purpose of adding QoS to IEEE 802.11. The scheme provides QoS to 
high priority sessions by reserving resources at the intermediate nodes in the route from source 
to destination. The trends for routing and MAC schemes includes: 
 QoS Routing Schemes with RR. The development of RR routing can be found from 
multiple aspects such as efficiency of Resource Reservation, Reliant MAC scheme, 
interface detection etc. 
 Centralized QoS MAC schemes with RR. Since a MAC scheme allocates 
bandwidth to different sessions it can prioritize this process by reserving bandwidth. 
This trend can be found in both centralized and decentralized schemes.  
 Distributed QoS MAC schemes with RR. Applying distributed MAC RR can also 
assist when applying QoS.  
2.6.1.2 Rate Adaptation Techniques of IEEE 802.11 
The performance of the IEEE 802.11 Wireless Area Network (WAN) depends on the 
Signal to Noise Ratio (SNR) and for a low SNR, IEEE 802.11 reduces the transmission rate 
depending on the quality and efficiency of the transmitting device. In [63], Vitturi compared 
the performance of a general purpose widespread technique called Automatic Rate Fallback 
(ARF), with transmission Rate Adaptation (RA) techniques. 
Results obtained through simulations of network models show that the RA techniques 
are dependent on the number of packet retransmissions, which introduces service time 
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randomness and can lead to performance degradation. Therefore the authors proposed two new 
techniques and analysed their behaviour with the outcome showing improved performance for 
the proposed RA techniques over ARF.  
2.6.2 LTE 
LTE is a wireless mobile cellular communication system that provides improved 
range, efficiency, support for 3G circuit switched voice capability, data capacity and 
transmission speed. It uses an IP-based architecture with an Evolved Packet Core (EPC) and 
operates using several designated wireless spectrum bands that initially will not include the 
spectrum bands used by legacy 2G and 3G systems. As the legacy 2G and 3G systems and 700 
MHz analog television are turned off the spectrum bands that become available are being 
reallocated for LTE use. LTE provides a peak download rate of 300 Mbps and an upload rate 
of 75 Mbps. LTE can maintain connectivity with fast moving objects and provides a smooth 
transition or handover while an object is moving from one cell to another. LTE supports both 
Broadcast and Multicast transmission and supports a carrier bandwidth from 1.4 MHz to 
20 MHz and supports both Frequency Division Multiplexing (FDM) and Time Division 
Multiplexing (TDM). LTE cell sizes can range from a radius of tens of metres up to 100 km. 
Lower frequency bands are generally used in rural areas, whereas high frequency bands are 
used in urban areas to accommodate high density traffic. The LTE architecture designates 5 km 
as the optimal cell size with 30 km for moderate traffic and macro cells with up to 100 km cell 
size capacity are supported with acceptable performance. LTE supports at least 200 active data 
clients in every 5 MHz cell. LTE also has a simplified architecture where the network side of 
the E-UTRAN is composed only of eNodeBs.  
LTE has a packet-switched radio interface to align it with its all IP based network. 
Every LTE cell includes mobile nodes and an eNodeB gateway which communicates with the 
outside network or IP backbone. Being an IP based architecture, LTE provides the option of 
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co-operative communication in which an intermediate node will not only relay, but also 
amplify a packet. This is done by matching the size of sent and received messages. The ability 
of LTE cellular networks to provide low cost, yet higher quality voice services as well as 
ubiquitous and fast data services, make them a promising emerging technology. 
LTE has a packet switched radio interface and to provide alignment with its all IP-
based network, the voice switching techniques had to be redesigned. Currently there are three 
different approaches to voice calls: 
 Voice over LTE. In this approach the voice service is delivered as ordinary data 
packets within the LTE bearer which is not dependent on existing circuit switching 
techniques.  
 Circuit Switched Fallback. Data is transmitted using packet switching techniques 
but whenever a voice call is initiated circuit switching techniques are used.  
 Simultaneous voice and LTE. Here the mobile device offers parallel support for 
both the LTE and circuit switching modes. LTE provides seamless data services 
whereas circuit switching provides the voice calls. However, this approach is not 
supported by all mobile devices or handsets and other limitations are higher power 
consumption and higher device prices. 
With the advancement of LTE, MANETs are deemed to be using the IP based 
architecture to provide optimum ad hoc benefits. As a MANET is an autonomous data transfer 
technology, finding the optimum routing technique has been identified as a research challenge. 
An ideal MANET routing algorithm should provide reliable, energy efficient and fast data 
transmission between nodes without any reliance on fixed infrastructures. 
2.6.2.1 LTE – The Evolution of Mobile Broadband 
Astlet et al. presented an overview of the LTE architecture, including the radio 
interface in [19]. Topics that were discussed include spectrum flexibility, multi-antenna 
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transmission and inter-cell interference control. The 3GPP LTE Release 8 was introduced in 
2009 and the specification included a fully IP-based architecture supporting both FDM and 
TDM with a peak rate of 300 Mb/sec with a network delay of less than 5 msec.  
An LTE downlink works utilises Orthogonal Frequency Division Multiplexing 
(OFDM) and parallel data transmission as well as narrow band subcarriers. The available 
transmission power is less for the downlink than it is for the uplink and this design not only 
improves network coverage, but also reduces power consumption.  
The two top layers – the Radio Link Control (RLC) and Medium Access Control 
(MAC) layers – manage retransmission and multiplexing. The Physical layer, which is 
responsible for data transmission, uses one of the phase shift keys – 16 QAM, 64 QAM and 
the subcarrier’s spacing is generally 15l Hz with two cyclic prefix with length of 4.7-16.7 μs.  
In LTE each mobile user is connected with the eNodeB dedicated to the particular 
LTE cell. The eNodeB is eventually connected to the IP backbone via the EPC, which is 
connected to external fixed networks by way of a transmission link. For MANET scenarios 
within the same LTE cell, it would be possible to communicate with external fixed networks if 
a user can connect with the eNodeB using ad-hoc technology.  
If a MANET node uses bandwidth B, then the capacity of the node can be calculated 
as: 
𝐵
√𝑁 log(𝑁)
 
Maximum network flows can be expressed as: 
 max 𝐹 =  𝑓𝐺 + 𝑓𝑁𝐺 + 𝑓′𝑁𝐺 [2-57] 
where F is the network flow, 𝑓𝐺is the number of messages sent by a gateway node, 
𝑓′𝑁𝐺 is the number of messages sent by other nodes (non-gateway) to another subnet and 𝑓𝑁𝐺 
is the number of all other messages sent from non-gateway nodes. 
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2.6.2.2 LTE Model Development using the Opnet Modeller 
The LTE network consists of a set of cells, a set of network nodes within each cell, 
and a gateway through which to communicate with external networks. Every LTE cell is 
identified by a unique identifying number. Researchers have used an Opnet Modeller LTE 
model to analyse LTE performance for cellular communications and investigate user 
experience. Radio, transport and end-to-end LTE layers were designed using the simulator with 
3rd Generation Partnership Project (3GPP) specifications [64]. Zaki et al. simulated LTE 
performance using built-in kernels and stand-alone nodes. They also used other built-in 
protocols such as TCP/IP and traffic models and developed E-UTRAN features such as 
PDNGW, AGW and eNodeB. The key objective for simulating LTE was to study the end-to-
end performance of network users and S1/X2 interfaces. The authors created a LTE model 
using several mobile devices (UEs) connecting via eNodeBs that were connected to the access 
gateway via routers.  
 
Figure 2-9 LTE Interface Architecture 
LTE is noted for the absence of a centralised intelligent controller, instead eNodeBs 
are connected with each other via an X2 interface, and to the core network via an S1 interface. 
As shown in Figure 2-9 this architecture speeds up the call connection and provides seamless 
handover between cells.  
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LTE has a packet switched radio interface, which required the voice switch techniques 
to be redesigned to achieve alignment with its all IP based network. Currently there are three 
different approaches to voice call: Voice over LTE, Circuit Switched Fall-back, and 
Simultaneous voice and LTE. The Voice over LTE approach involves delivery of the voice 
service in the form of ordinary data packets within the LTE bearer, and is not dependent on 
existing circuit switching techniques. The Circuit Switched Fall-back approach also involves 
the delivery of data using packet switching techniques, but whenever a voice call is initiated, 
transmission reverts to circuit switching. In other words, LTE provides seamless data services, 
whereas circuit switching supports the voice calls. However, the dual approach is not supported 
by all types of mobile device or handset. Another disadvantage of LTE is its high price and the 
additional power it consumes. 
The authors modelled the User Entity (UE), eNodeB, access gateway and mobility 
configuration node. The UE model was developed based on 3GPP specifications including 
radio and application protocols. The eNodeB includes the necessary protocols to support the 
eNodeB user plane protocol functions. The access gateway node can be divided into two 
segments including the peer-to-peer transfer protocol and the second segment connects to the 
external network.  
The mobility configuration node contains the location information of the connected 
cellular devices and periodically updates device details. The LTE path loss depends on the 
distance between UE and eNodeB. This can be represented as: 
 𝑃𝑎𝑡ℎ 𝐿𝑜𝑠𝑠 = 128.1 + 37.6 log(𝑅)  [2-58] 
where R is the distance between eNodeB and UE.  
 𝑆𝑖𝑔𝑛𝑎𝑙 𝑡𝑜 𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 𝑁𝑜𝑖𝑠𝑒 𝑅𝑎𝑡𝑖𝑜𝑛 = 𝑃𝑡𝑥 − 𝑇𝑜𝑡𝑎𝑙 𝐿𝑜𝑠𝑠 − 𝑁𝐹 − 𝑁0  [2-59] 
where 𝑃𝑡𝑥 is eNodeB transmission power, 𝑁𝐹 = Noise Floor and 𝑁0 = Thermal noise.  
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Figure 2-10 An LTE MANET model using Opnet Modeller 
Figure 2-10 represents a MANET model developed using Opnet Modeller [64] using 
an LTE cellular network in which all the mobile nodes can communicate with each other using 
intermediate nodes as routers. The MANET also allows at least one nominated device to 
connect to the IP backbone via the eNodeB or gateway, enabling the other devices to 
communicate with the external world using the nominated device as a router 
2.6.2.3 LTE Mobility Management 
Within any cellular network, each mobile device (or UE) is tracked to enable incoming 
calls to be delivered. This is done by using efficient mobility management and paging. As the 
UE is mobile, each device reports its new location to the cell eNodeB via paging whenever it 
leaves one cell and connects with another. In LTE the Mobility Management Entity (MME) as 
shown in Figure 2-11 is responsible for this function [65]. The MME is connected to various 
eNodeB and a few cells are grouped together to develop TAs. TAs may in turn be grouped 
together to form TALs. In an LTE network, whenever a UE moves out of a TA, the UE reports 
its new location to the MME. If any mobile device wants to connect to the LTE network, the 
MME requests the cell in the TAL to page the mobile device. This paper analyses the 
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performance of LTE paging and proposes a paging sequence. The authors investigated whether 
the cost of location updates and paging were major concerns.  
 
Figure 2-11 LTE Mobility Management Entity 
Liou et al. advised MME operation can be described as follows. Whenever a call 
comes in to any mobile device connected to the LTE network, the MME asks the last cell with 
which interaction took place to page the UE. If the page fails or if there is insufficient 
information, all cells in the Tracking Area (TA) are asked to page the UE. If the TA fails, then 
all the cells in the Tracking Area List (TAL) are asked to page the UE.  
2.6.2.4 Improving Uplink Capacity 
Zhang et al. presented a new architecture to reduce inter-cell interference for the 
uplink and to improve LTE uplink capacity [66]. The authors analysed the probability of 
selecting a relay station within the inner circle of the cell and proceeded to develop an analytical 
model to compute uplink capacity. The simulation results demonstrated that the uplink capacity 
can be improved when the key parameters are appropriately selected. 
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Figure 2-12 LTE Based Multi-hop model 
According to the proposed model in Figure 2-12, the cell is divided into two portions 
with one eNodeB in operation, the connected mobile devices or UEs are distributed across both 
cells and UEs located in the inner circle would be able to communicate directly with the 
eNodeB using the LTE access network. UEs located within the outer circle would use UEs 
located in the inner cell as RNs. The authors proposed IEEE 802.11 as the access network for 
the outer cell, which means that a hybrid access network model including both LTE and IEEE 
802.11 was proposed.  
2.6.2.5 Heterogeneous LTE System 
Hou et al. proposed a model that considers heterogeneous operation of the LTE 
architecture including OFDMA [67] and also considers the power consumption of the wireless 
access medium and the base stations. The authors proposed a protocol that improves spectrum 
efficiency and reduces the energy cost and used simulations to demonstrate that the proposed 
algorithm provides adequate network performance.  
eNodeB
LTE 
IEEE 802.11 
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Rising energy costs are a concern for telecommunications providers Hou et al. focused 
on energy efficiency by proposing an energy efficiency protocol that can be segmented into 
four parts: (1) The base station has to schedule its clients; (2)  The base station needs to assign 
different transmission powers on different frequencies; (3) The clients should have the liberty 
of choosing a base station; and (4) The base stations should either be in active mode to service 
devices or in idle mode to retain energy. The proposed protocol optimizes several concepts 
including power allocation, resource block schedule, client association and mode determination 
(sleep or active). 
2.6.2.6 Neighbourhood Cell Search 
LTE has become a key communication technique that incorporates neighbourhood 
cell search (NCS) capability where the UE scans the neighbouring cells by searching with their 
associated addresses. This is a critical step for operations such as network management, inter-
cell handovers, and base station cooperation. Hou et al. propose a generic framework for LTE 
NCS by developing a statistical model using probability analysis [68].  
LTE uses OFDM technology for downlink communication and supports bandwidths 
ranging from 1.25 MHz to 20 MHz and in an ad hoc environment in which one device relays 
a message to another device, higher adjacent node detection capability for UEs will improve 
communication. In this paper, the authors established a general framework for which they 
derived signal metrics. 
For the call to be handed over to an adjacent cell, the donor cell needs to detect the 
receiver cell and two synchronisation channels known as the primary and secondary 
synchronisation channels (P-SCH and S-SCH) carry cell identification information. The P-
SCH is dedicated to synchronization whereas the S-SCH provides information about the cell 
identification. 
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2.6.2.7 Downlink Packet Scheduling 
Packet scheduling plays an important role in communication technology [69]. The 
packet scheduling process includes selecting time slots and frequency allocation, distributing 
radio resources, and considering channel conditions. Capozzi et al. discussed a resource 
allocation algorithm for LTE cellular networks. When compared with its predecessor, LTE 
provides seamless mobility support and faster data transfer with wider signal coverage. A 
schematic representation of an LTE network is shown in Figure 2-13. The core of the LTE 
network is an EPC which comprises a MME, Serving Gateway (SGW) and Packet Data 
Network Gateway (PGW). MME manages user mobility, cell handover and the mobility of 
UEs. SGW performs the function of routing and forwarding data packets within LTE cells. 
PGW connects the LTE cell with external networks such as PSTN. An LTE access network 
includes two types of nodes: eNodeB and UE. UEs or mobile devices are connected to eNodeB 
using radio bearers and eNodeB connects with higher LTE layers. When a new UE joins an 
existing LTE network, a default bearer is created between UE and eNodeB to support 
connectivity and the bearer maintains its connectivity for the duration the UE is connected to 
the network.  
Capozzi et al. consider a downlink scheduling strategy by using the First in First out 
(FIFO) principle which is a simple and basic channel allocation technique. The sequence can 
be expressed for the i-th user on the k-th radio bearer: 
 𝑚𝑖,𝑘
𝐹𝐼𝐹𝑂 = 𝑡 − 𝑇𝑖   [2-60] 
Authors also presented an open-source framework known as LTE_Sim to provide end-
to-end performance verification. The model simulates uplink and downlink scheduling 
strategies in multi-user environment including user mobility, radio resource, frequency reuse 
etc. the model is tested using software scalability test and performance was evaluated against 
LTE network.  
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Figure 2-13 LTE Architecture 
2.6.2.8 Handover in LTE 
A multi-object handover solution for LTE was proposed by Roy et al. [70] and the 
approach evaluates signal strength, bandwidth and the target cell to improve the handover 
success rate. The authors modelled a handover process for LTE Cells using a three- 
dimensional Markov chain and the simulation results highlighted that the proposed models 
improve handover performance. 
In an existing LTE system, the UE regularly sends a measurement report to the source 
eNodeB. If the measurement report includes the target eNodeB, the source eNodeB triggers a 
handover request to the target eNodeB. The target eNodeB replies with an Acknowledge 
(ACK) signal. As a result, the source eNodeB issues the downlink transfer command. The UE 
can switch the data path from the source eNodeB to the target eNodeB and send an uplink 
confirming the message. This process is presented in Figure 2-14. 
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Figure 2-14 Handover process in LTE 
2.6.2.9 Modelling LTE 
In [71], a closed-form expression for the throughput achieved by the feedback 
schemes of LTE was proposed. The traffic characteristics of emerging mobile internet 
applications were explored [72] and their differences from more traditional applications were 
explained. The authors investigated their impact on LTE device power and air interface and 
analysed their merits and demerits. After simulation, the authors found that the user assistance 
mechanism adopted by 3GPP is an effective technique to assist the network in setting a 
favourable Radio Resource Control (RRC) configuration to save UE power. 
2.6.3 LTE – Advanced 
The 3GPP introduced both LTE and at a later time LTE-Advanced (LTE-A). Despite 
some telecommunications providers presenting LTE Release 8 or 9 as 4G networks, from the 
International Telecommunication Union (ITU)’s perspective, a network can only be classified 
as LTE-A if the network complies with IMT-Advanced (Release 10 onward) [20] [21]. 
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The evolution of LTE technology is shown in Figure 2-15. The first LTE-A testing 
emulator that generated LTE-A signals was implemented in 2011 by the second half of 2013 
commercial deployment of early LTE-A versions commenced. At present most of the 
telecommunications providers that have sufficient spectrum are implementing Carrier 
Aggregation (CA). The 3GPP LTE Radio Access Network (RAN) are responsible for defining 
the spectrum specifications, and have initiated more than 40 different band and carrier 
combinations as part of IMT-Advanced Release 11 and 12. 
Within LTE-Advanced Release 10, the work proceeded in three stages.  Stage 1 
included the definition of LTE-A requirements and was frozen in March 2010. Stage 2 included 
high level feature development and was frozen in September 2011. Stage 3 included detailed 
protocol specifications. LTE-A Release 10 was finalised in March 2011. 
LTE-A Release 11 was first proposed in September 2011 to improve the user QoS in 
small cell environments and heterogeneous networks. Release 11 was finalised by September 
2012 which included the development of Coordinated Multi-Point Operation (CoMP).  
To increase the mobility within heterogeneous networks, LTE-A requirements were 
frozen at Release 12 Stage 1 in March 2012. Release 12 Stage 2 was frozen in December 2013 
whereas Stage 3 was deemed to be finalized in June 2014. At present the 3GPP is defining 
LTE-A Release 13. 
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Figure 2-15 Evolution of LTE-A 
2.6.3.1 Comparing LTE with LTE-A 
An overview of LTE Release 10, the first LTE-A release, was provided in [73]. 
Parkvall et al. discussed LTE release 8 and 9, before additionally discussing the features of 
Release 10. LTE was first proposed by 3GPP as Release 8 in 2008 which supported downlink 
rates of 300 Mbps and uplink rates of 75 Mbps with a maximum one way delay of 5 ms. Release 
9 which was proposed in 2009 and supported Broadcast / Multicast, positioning services, and 
enhanced emergency call functionality along with enhanced downlink dual layer beam 
forming. In 2010, 3GPP released Release 10 which became known as LTE-A.  
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LTE uses OFDM for radio access technology. It uses conventional OFDM for 
downlink and discrete Fourier Transform Spread OFDM (DFTS-OFDM) for uplink. Using a 
combination of OFDM for the downlink and DFTS-OFDM for the uplink minimises the 
complexity for both the transmitter and the receiver.  
Release 10 LTE-A provides features such as carrier aggregation, multi-antenna 
support, enhanced support for heterogeneous deployments and relaying. Devices compatible 
with Release 10 can connect to Release 8 or 9 networks. Therefore operators providing LTE 
can still support Release 10 devices. LTE-A Release 10 extends the bandwidth by using carrier 
aggregation where multiple component carriers are combined and transmitted through a single 
mobile terminal. LTE-A Release 10 can aggregate up to 5 carriers of up to 100 MHz bandwidth. 
Table 2-1 Comparison of LTE Revisions 
 IMT Advanced LTE Rel 8 LTE Rel 10 
Transmission bandwidth At least 40 MHz Up to 20 MHz Up to 100 MHz 
Peak Spectral efficiency 
Downlink 
Uplink 
 
15 b/s/Hz 
6.75 b/s/Hz 
 
16 b/s/Hz 
4 b/s/Hz 
 
16.0 b/s/Hz 
8.1 b/s/Hz 
  Latency 
Control plane 
User plane 
 
Less than 100 ms 
Less than 10 ms 
 
50 ms 
4.9 ms 
 
50 ms 
4.9 ms 
 
LTE-A Release 10 introduces relay capability which utilises the radio access network. 
Mobile terminals located at the edge of an LTE cell, can be connected with a RN for improved 
communication with the eNodeB. This paper provides an overview of the evolution of LTE to 
LTE-A, and discusses the features added to LTE-A Release 10 such as carrier aggregation and 
relaying.  
2.6.3.2 Machine-to-Machine Communication in LTE-A 
Machine to Machine (M2M) communications is a technique that connects multiple 
devices without human involvement. This is an emerging technology and can be used for 
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different applications such as logistics and remote sensing. M2M usually communicates using 
small packets and was facilitated by LTE-A, which outperforms other access mediums. 
Wu et al. investigated M2M communications in LTE-A networks [74]. LTE (Release 
8, 9) provided a higher data rate compared to standard wireless mobile cellular networks, but 
were not designed for M2M. The LTE architecture would need to be enhanced with 
technologies to support improved M2M communication. Most mobile cellular communications 
are downlink oriented but M2M communications are mostly uplink.  
For LTE-A (Release 10 and onwards), the 3GPP optimised the Radio Access Network 
(RAN) by using an improved network architecture and addressing. From Release 13 onwards, 
the focus has been on improved transmission of small packets, the prioritization of devices, 
and energy efficiency. Three types of access have been introduced: blocking probability, 
average access delay, and duty cycle. 
 Blocking probability. The ratio of the devices unable to access eNodeB compared 
to the total access requests. The blocking is caused by the number of candidates 
trying to enter eNodeB exceeding the maximum permitted.  
 Average access delay. The average time between a device sending its first request 
to access eNodeB and the time it obtains the actual access.  
 Duty cycle. The ratio between the active time and sleeping time of a device. This 
can be expressed as: 
 𝜌 =
(𝑃𝐵𝑇𝑀𝐴𝑋)+ ( 1−𝑃𝐵)𝑇𝐴𝐶𝐶𝐸𝑆𝑆
𝑇𝐼𝑁
  [2-61] 
where 𝑃𝐵 = blocking probability, 𝑇𝐴𝐶𝐶𝐸𝑆𝑆= average access delay, 𝑇𝑀𝐴𝑋= maximum 
access delay. The authors proposed the following options: 
 Priority class definition and group management for Machine Type Communication 
and Human Type Communication;  
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 Dynamic resource allocation between Machine Type Communication and Human 
Type Communication;  
 Separate resources for Machine Type Communication in LTE-A;  
 Delay improvements.  
Ahmad et al. [75] proposed a RN feature within LTE-A to assist M2M 
communications. The scenario was developed using the Opnet Modeller and the simulation 
results showed that the RN improved the performance of the LTE-A network thereby 
facilitating improved M2M communications.  
Although legacy communication systems such as GSM do have M2M routing 
capability, the technology is not believed to be suitable for future M2M demand. LTE/LTE-A, 
on the other hand, does present a solution for M2M communications. The authors articulated 
and elaborated upon the development of a RN that can be utilised for M2M communications.  
LTE-A has added RN capability, a feature that its LTE predecessor does not have. A 
RN is a low power device used for extended coverage in LTE-A and the connection between 
the eNodeB and the RN is referred to as a transit or backhaul link, whereas the connection 
between the RN and the connected mobile devices (UEs) are referred to as access links. The 
RN increases throughput, improves SNR by providing intermediate hop capability and the RN 
protocol stacks are depicted in Figure 2-16. 
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Figure 2-16 Relay node Protocol Stack 
There are two types of relaying including inband relaying which occurs when the 
backhaul and access links use the same carrier frequency, and outband relaying which occurs 
when the links use difference frequencies. Figure 2-17show how a RN can be used to support 
distant UEs.  
 
Figure 2-17 M2M Relaying in LTE-A 
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The authors developed an Opnet Modeller model for M2M communication using a 
RN facility and the simulation results showed that the addition of a RN improved system 
performance for M2M communications. 
2.6.3.3 Device to Device Communications in LTE-Advanced  
Within an LTE-A network, the traffic is not distributed uniformly and some cells may 
have high-density traffic whereas some may have lower density traffic. Therefore, load 
balancing is required for efficient operations within LTE-A cells. Liu et al. proposed a device–
to-device (D2D) communication technique using a load balancing algorithm [76]. This 
algorithm uses the D2D technique to transfer traffic into different cells and provide efficient 
load balancing.  
An overloaded eNodeB trying to offload a UE obtains the location information of the 
UE and uses Multicast to transmit the location of the UE to other eNodeBs. If an adjacent 
eNodeB has the capacity to relay the UE traffic it will do so using D2D communications. If the 
D2D link is capable of transferring the UE management to the macro eNodeB, the 
communication is transferred and D2D communication has been used to support load 
balancing. 
2.6.3.4 Multi-Hop Relay in LTE-A 
LTE-A is the successor of LTE which provides up to 1 Gbps downlink and 500 Mbps 
uplink speed. In [77], [78]. Lo et al. reviewed the relaying strategies used in LTE-A including 
amplify-and-forward and decode-and-forward. Both of these strategies have their own merits 
and demerits and the authors considered combining these two strategies. In cellular networks, 
relaying is used for two purposes including coverage extension and capacity enhancement. 
Figure 2-18 depicts a scenario where a remote oil field is connected to a base station using a 
RN. 
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Figure 2-18 Remote site is fed by relaying 
A multi-hop link provides increased system capacity as it creates alternative paths and 
avoids black spots. RN have three layers:  
Layer 1 relaying (amplify-and-forward relaying). The relay receives an incoming 
signal, amplifies the signal and retransmits it towards the destination. In a L1 relay the backhaul 
and access links can either work on the same frequency (inband) or on different frequencies 
(outband). The advantages of this technique are its simplicity, minimum operational cost and 
reduced delay. However, it has the disadvantage that the repeater does not isolate the received 
signal from noise, which means that the noise is amplified along with the signal. 
Layer 2 relaying (decode-and-forward relaying). The incoming signal is decoded, re-
encoded, and then forwarded to the destination. Using this technique a RN can differentiate the 
signal from the noise and can amplify the signal only, which improves the signal-to-noise ratio. 
The disadvantage is that this process increases the processing delay. The Layer 2 protocol 
includes 3 sub-layers including PDCP, RLC and MAC which can operate either on an edge-to-
edge or on a per-hop basis. New Layer 2 relay protocols can be designed to suit multi-hop relay 
technology.  
Remote oil Field 
Relay Node 
Relay Node 
Base Station / eNodeB 
 92 
Layer 3 relaying (self-backhauling). The relay acts as mini base stations, has similar 
functionalities but with a limited transmission range and is connected with eNodeB via a 
backhaul link. Layer 3 RN use air interfaces instead of microwave links. These types of RNs 
decode the downlink signal, process the data and encode it for transmission towards UEs. The 
layer 3 RN has the advantage of adding routing along with amplification. A comparison of the 
different types of relays is shown in Table 2-2 . 
Table 2-2 Different types of relay 
 Layer 1 Relay Layer 2 Relay Layer 3 Relay 
Function Amplify – Forward Decode – Forward Decode – Process – 
Forward 
Cost Low Medium High 
Processing delay Minimum Low High 
Mobility 
Support 
No Limited Full 
Protocol 
overhead 
Low Medium High 
Noise 
propagation 
Both of Noise and signal is 
amplified 
Only Signal is 
amplified 
Only signal is amplified. 
 
The authors compared various types of relay for LTE-A and concluded that the most 
appropriate choice of relay is dependent on the scenario.  
2.6.3.5 Flow Control for LTE-A Relay Nodes 
LTE-A RNs usually reserve a downlink buffer for UEs to implement flow control 
whilst forwarding data packets. Differences between the access and the relay link may cause 
overflow or underflow of this buffer. In [79] an analytical model of buffer overflow and 
underflow problems was presented by Lin et al. A solution to this problem was proposed by 
using a Dynamic Flow Control Algorithm (DFCA) that is capable of minimising the feedback 
signalling overhead by adjusting the window size and the feedback frequency. The simulation 
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results provided indicate that the proposed DFCA can lead to lower buffer underflow and 
increased throughput.   
3GPP introduced LTE-A where the RN relays packets from eNodeB to UEs and vice 
versa. During the downlink, an eNodeB can distribute packets to UEs using the same RN. 
Every RN allocates buffer and flow control for each UE. Several flow control policies have 
been proposed that manage buffer utilisation but the policies rely on various statistics such as 
congestion status, data rate, and the available buffer size. This paper presents an analytical 
model to simulate the buffer over flow / under flow problem of an LTE-A RN. The authors 
proposed a dynamic flow control algorithm to solve this problem.  
2.6.3.6 Heterogeneous Cell Network 
A network capable of operating and organising without human intervention is referred 
to as a Self-Organizing Network (SON) and a SON for LTE-A was proposed by Peng et al. 
with the aim of minimising operational overhead for the service providers, but was gradually 
accepted widely because of convenience and autonomous behaviour [80].  SON offers great 
potential for LTE-A where the gain is achieved by lower power nodes such as pico, femto and 
relay. The authors surveyed the state-of-the-art self-configured and self-optimized techniques 
that correspond with the SON architecture. In particular, they discussed automatic physical cell 
identification and radio resource configuration based on SONs. They also discussed self-
optimization, mobility management and energy efficiency. The authors introduced and 
expanded an automated model (MAPE-K) which includes: 
 Monitoring. Monitoring the status of the network. 
 Analysis. Analyse the monitored information.  
 Planning. Based on the analysed information, planning the SON.  
 Evaluation. Evaluate the SON behaviour and identifies risk.  
 Enforcement. Enforce the SON algorithm.  
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This paper analyses a self-configuration and self-optimisation model and algorithm 
for LTE-A called MAPE-K. 
2.6.3.7 Energy Efficient LTE-A 
The design of LTE and LTE-A for delivering energy efficient wireless access 
networks is compared in [81] by Deruyck. LTE-A provides three new functionalities over LTE 
including carrier aggregation, heterogeneous networks and extended MIMO support.  
Base stations are key components within a network and consume considerable energy. 
There are two types of base station including macro cell (outdoor) and femto cell (indoor).  The 
authors developed an energy consumption model for LTE and LTE-A base stations and 
compared the energy consumption. The simulation results showed LTE-A improves the energy 
efficiency by 400% to 450%.  
Mobile phones have provided convenience, flexibility and functionality and mobile 
usage has increased tremendously over the past few years with mobile phone penetration 
increased from 20% in the year 2003 to 67% in the year 2009. High mobile phone usage has 
increased power consumption. The base station which is the key component of any mobile 
network, consumes up to 90% of a WAN’s power.  
3GPP introduced LTE Release 8 with the introduction of Release 10 the system 
became known as LTE-A providing improved speed, bandwidth and coverage. Deruyck 
compared the energy consumption of LTE and LTE-A and considered three LTE-A features 
which can influence energy consumption: 
 Carrier aggregation to increase the data rate; 
 Heterogeneous network frequency reuse capability which can also be done by 
combining macrocell and femtocell within a single network; and 
 Supporting MIMO by using multiple antennas for sending and receiving signals.  
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Deruyck developed an energy model for LTE and LTE-A by creating macro cell and 
femto cell base stations for the purpose of comparing their energy consumption. The energy 
efficiency of a base station can be represented as: 
 𝐸𝐸 =
𝜋.𝑅2.𝐵.𝑈
𝑃𝑒𝑙
  [2-62] 
where 𝑃𝑒𝑙 is the power consumption of the base station in Watts,  R is the range of the 
base station in km, B is the bit rate in Mbps and U is the number of users serviced by the base 
station. A macro cell base station includes the below power consumption segments: 
 Rectifier for converting AC current to DC current – 100 W 
 Digital signal process to convert signals to sequential bits – 100 W 
 Transceiver – 100 W 
 Power amplifier – 156.3 W 
 Air conditioning to maintain operational temperature – 225 W 
 Backhaul link to communicate with relays – 80 W 
Using the load factor, the average power consumption of a base station is calculated 
to be 1672 W. A femto cell base station is much smaller than macro cell base stations and is 
usually located indoors, hence, it is comparable to a Wi-Fi access point. The power 
consumption of a femto cell is: 
 Microprocessor – 3.2 W 
 Field Programmable Gate Array ( FPGA) – 4.7 W 
 Transceiver – 1.8 W 
 Power Amplifier – 2.4 W 
Using the load factor, the average power consumption of a femto cell base station is 
calculated to be 12 W. Users also have an impact on base station power consumption. For a 
macro cell base station, 18, 36, 75, 150, 225, and 300 users can operate at a bandwidth of 1.4, 
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3, 5, 10, 15, and 20 MHz, respectively, whereas femto cell base stations are able to support 16 
users independent of bandwidth. 
2.6.3.8 Multi-Cell Scheduling 
Pateromichelakis et al. provided an overview of multi-cell scheduling techniques for 
emerging wireless networks [82] and investigated techniques ranging from the Inter-cell 
Interface Coordination (ICIC) technique to Coordinated Multipoint Transmissions (CoMP) and 
compared their common features and differences. The authors also analysed various aspects of 
CoMP. 
2.7 Summary of Literature Review and organization for the remaining 
thesis 
This thesis provides details of an innovative and novel routing algorithm for MANET 
named 4-NIRA. 4-NIRA was the result of research that aimed to consider the key MANET 
routing challenges, identify solutions to each challenge and combine the solutions into an 
optimum MANET routing algorithm. The research methodology was a sequential and iterative 
process to model, analyse and combine outcomes with some degree of rework to overcome 
combinatorial effects as the algorithm was further developed from the original concept. This 
chapter includes a description of the theoretical development leading to 4-NIRA. 
The literature review identified the requirement of an improved MANET routing 
algorithm that is fast, reliable and power efficient. Although Broadcast is the simplest and most 
widely used communication method for radio technologies, it may not be an ideal protocol for 
MANETs due to their volatile environment [4] [42] as discussed in section 2.2.1. Therefore, 
with a limited number of recipient nodes, the Multicast technique is more suitable for MANETs 
than Broadcast. Nonetheless, finding the correct number of Multicast nodes for optimum 
performance has been identified as a challenge (discussed in section 2.2.2). The development 
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and introduction into service of GPS has assisted the evolution of location-aided routing [50] 
[5]. With the objective of selecting an appropriate number of Multicast nodes in the direction 
of the destination initial research focused on a Quadrant Based Intelligent Energy Controlled 
Multicast Algorithm [6] which is outlined in chapter 3 
Further research established that by using quadrant based routing the source to 
destination path takes a rectangular approach and can be longer than direct communications. 
So the research scope broadened to improve the algorithm by identifying a method to shorten 
the communication path and reduce the time taken to identify the communication path in a 
mobility environment. GPS is used to identify the location of neighbouring nodes (discussed 
in section 2.3) and the accurate node location information provides a vital ingredient that is 
used to improve the algorithm accuracy when MANET node mobility is taken into account [7]. 
It is found that by selecting a subset of up to four nodes towards the destination based on a 
criteria that will be explained later in section 5.2.1, the Multicast transmission next hop 
reliability improves whilst energy utilisation and complexity were reduced over the scenario 
where a larger subset of nodes was used. Therefore the improved algorithm is named 4-NIRA 
which is described in chapter 4. In situations where the initial scan of neighbouring nodes 
identified four or less nodes in the direction of the destination node then all would be included 
in the selection process for the next hop along the transmission path. An intelligent energy 
matrix which was inspired by research outlined in section 2.4, was used to enable the sender to 
identify the node with the highest energy rating among the selected subset of up to four nodes 
to function as the next hop. It is found that by using a subset of up to four nodes the original 
problem of an extended route that was caused by quadrant based routing is overcome. The 
simulation results suggested that the proposed 4-NIRA is capable of improving the overall 
performance of a MANET. 
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Where MANET is utilising cellular network technologies the MANET nodes can be 
assigned IP addresses. Internet Protocol version 4 (IPv4), which was the more common 
addressing approach at the beginning of the research, was used for both the quadrant based 
routing and four-node intelligent routing investigation. However, research [60] [61] established 
that the 128 bit addressing used by Internet Protocol version 6 (IPv6) would be more suitable 
due to the impending transition from IPv4 to IPv6 and the need for what could be a large 
number of addresses in a highly volatile large MANET. Utilising IPv6 address prefix alignment 
for nodes within a particular MANET or region of a MANET reduces the next node search 
complexity for the sender or the RN. When it became possible the research utilised IPv6 [8]. 
Current cellular networks, which use a combination of circuit and packet switching, 
are not capable of utilising the multi-hop characteristic of MANETs efficiently. With the 
introduction of LTE (moving towards LTE-A), MANETs have been able to benefit from the 
use of IP and fast packet switching concepts. The recently introduced LTE cellular network 
provides improved capacity, coverage and reduced latency (discussed in section 2.6.2). 
After initial algorithm development and simulation utilising IEEE 802.11 as the 
transmission medium, 4-NIRA was developed and simulated utilising LTE which are detailed 
in chapter 5. The chapter also discusses the introduction of a multi-hop relay to LTE to gain a 
key feature of LTE-A. This chapter has been segmented accordingly: Section 5.1 includes 
testing 4-NIRA concept into LTE. Section 5.2 includes further development of the algorithm, 
including a justification for selecting up to four nodes, operation of 4-NIRA within a single 
LTE cell, and compatibility testing of 4-NIRA using a varying number of nodes within a single 
LTE cell. Section 5.3 includes the development of communications to a destination external to 
the LTE cell. Section 5.4 discusses LTE higher layer analysis for MANET using 4-NIRA.  
Lastly, Section 5.5 includes the development of a Layer 3 RN to provide the access medium 
with node-to-node ad hoc capabilities. 
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3 Quadrant Based Intelligent Routing Algorithm 
This chapter describes a Quadrant Based Intelligent Routing Algorithm (QBIRA) 
which incorporates quadrant based opportunistic routing, an intelligent energy matrix and 
energy status request messages with packet receipt acknowledgement notification. In quadrant 
based routing, packets are transmitted towards the quadrant within which the destination node 
resides. Section 2.4 highlights that the key characteristics of MANET nodes are reputational 
value, residual battery level and energy consumption and these values are used in the proposed 
algorithm to form an intelligent energy matrix. The simulation results demonstrate that the 
inclusion of the energy matrix and quadrant based routing resulted in a reduction of the number 
of broadcast messages, thereby reducing data flooding, providing improved channel efficiency, 
and ultimately improving bandwidth utilisation. Route stability was further improved by 
balancing the load across the network which also increased the lifetime of intermediate nodes. 
The proposed algorithm also includes a packet receipt acknowledgement notification which 
guarantees end-to-end packet delivery and provides reliable MANET routing. A comparison 
with two other MANET broadcast algorithms identified that the slower transmission speed is 
offset by the proposed routing algorithm providing higher energy efficiency, reliability and 
stability. 
3.1.1 Operational Principle 
The proposed algorithm has three key components that are coupled to provide the 
combined outcome: (A) quadrant based location-aided opportunistic routing; (B) intelligent 
energy control; and (C) packet receipt acknowledgement notification. In this section the three 
components of the algorithm are described and the combined algorithm is proposed. 
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3.1.1.1 Quadrant Based Location Aided Opportunistic Routing 
QBIRA is an advancement of quadrant based location aided routing mentioned in [51]. 
This research proposes that the sending node registers neighbouring nodes utilising a position 
locating system such as Self-Positioning System (SPS), the Remote Positioning System (RPS) 
or GPS [15] [16]. According to the proposed algorithm, upon initiation of the transmission, the 
sender broadcasts the message to all of the neighbouring nodes located in the quadrant towards 
the destination. As packets are broadcast to a specific subset of nodes located in one quadrant, 
it can also be referred to as Multicasting. Quadrant based routing reduces the total network 
power consumption. Upon receiving a packet, an intermediate node subsequently selects the 
quadrant in which the next intermediate node or destination node resides. Hence, the nodes will 
Multicast the packets and this process is repeated node by node until the packets reach the 
destination node. 
Figure 2-6 presented in Section 2.3.4 can be used to demonstrate the operational 
principle of the proposed quadrant based routing system in which the originating node 
identifies the quadrant in which the destination node or intermediate nodes reside and 
broadcasts the message into that quadrant only. Therefore, the number of broadcast messages 
is reduced compared to conventional flooding algorithms. 
3.1.1.2 Intelligent Energy Controller 
A key intelligent energy matrix of parameters that contribute to the battery-operated 
MANET node energy status includes: (1) reputation value; (2) residual battery level; and (3) 
energy efficiency. This research proposes the introduction of a random decimal range to 
measure each parameters for the intelligent energy matrix. The simulation models used in this 
research consider the 0decimal range of 1-10,   nevertheless the range can vary depending on 
simulation model or testing network.  
This research defines the matrix values as: 
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1. Reputation value: a decimal value representing the data packet forwarded by a 
node. For example, if a node forwards 80 packets out of 100 and drops 20 packets 
then the reputation value of that node will be 80/100 = 0.8. The decimal value was 
multiplied by 10 to get an integer value between 1 and 10.  
2. Residual battery level: the power level of a MANET device. If, a node with a 
battery level of 80% would have a residual battery that would be considered to 
have an index value of 8. The residual battery level decreases along with usage for 
the note.  
3. Energy efficiency: the overall energy rating of a MANET device. This parameter 
would depend on variables such as the hardware connected to the network, the 
surrounding conditions etc. This can be compared with conventional energy star 
rating cited by electronic manufacturers. The energy consumption is unlike the 
previous two matrix values in that it is inversely proportional to the performance; 
in other words, a device that consumes less energy is considered to be more energy 
efficient. 
The intelligent energy matrix includes the three energy level ratings and the Overall 
Energy Rating is the combined value. 
Table 3-1 Example of Intelligent Energy Matrix 
Parameter Node A Node B 
Reputational Value 8 7 
Residual Battery Level 8 9 
Energy Efficiency 7 6 
Overall Energy Rating 23 22 
 
As shown in Table 3-1, if the two nodes, A and B have reputation values of 8 and 7, 
residual battery levels of 8 and 9 and energy efficiency levels of 7 and 6, respectively, then by 
adding the three values, node A has an overall energy level of 23, whereas node B provides an 
overall energy level of 22. The originating node will therefore transmit the data to node A. The 
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proposed algorithm also considers that reputational value and residual battery level will change 
constantly during communications and hence the overall energy rating of a node will change 
over time. The algorithm therefore takes note of the nodes with the highest overall energy rating 
at any particular moment and nominates the nodes as the next hop or relay. As overall energy 
rating is dependent on abovementioned three variable matrix, chances of more than one node 
having exactly similar energy rating are absolute minimum, especially when the sender 
searches 4 neighbouring nodes only. However usage of decimal values instead of integer can 
be a solution if such issue are frequently found. This research also proposes to store the 
changeable intelligent energy rating values of each device in memory, thereby making the 
values available for data transmission purposes when requested to do so by neighbouring 
nodes.  
3.1.1.3 Energy Status Request & Acknowledgement Notification 
In the proposed algorithm, an originating node determines a subset of nodes residing 
in the destination, or next, intermediate quadrant and sends an energy status request to learn 
the node’s reputation value, residual battery level and energy efficiency rating. The node status 
request message is normally much smaller than typical message streams. Upon receiving a 
broadcast message the intermediate node or destination node replies to the originating node by 
acknowledging packet receipt. The acknowledgement message includes: (1) a confirmation of 
receipt; (2) the size of the data packet received; and (3) the intermediate node position. If the 
packet receipt acknowledgement notification is not received by the originating node, then the 
originating node will retransmit the packet and hence guarantee packet delivery. 
3.1.2 Proposed Algorithm & Flowchart 
The proposed QBIRA for MANET reduces the number of Broadcast messages, 
extends the node lifetime, and improves routing stability. The algorithm is as follows: 
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1. The information M to be transmitted is transformed into message format. 
2. If M was scheduled to be broadcast or does not contain the node and destination ID, 
then 
a. Drop the message 
b. Else 
Set a defer timer 
3. When the timer expires 
4. Select a subset of neighbours in the destination quadrant using the GPS  
5. Multicast the energy level request to the quadrant 
6. The neighbours reply with an energy status report 
7. The sender updates the look-up table including the energy status of neighbouring nodes 
8. The sender transmits M to the node with the highest overall energy rating 
9. IF no energy status report received from any of the four nodes, then retransmit the 
message (Go to 4) 
10. IF M was received before by the receiving node 
THEN Drop the message 
ELSE Send an acknowledgement to the broadcast node 
11. Return to 2 
12. IF no acknowledgement is received by the sender then send M again ( Go to 8 ), End; 
The operational sequence of QBIRA can further be explained using the flowchart 
underneath:  
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Figure 3-1 QBIRA Flowchart 
3.2 Flow diagram 
The flow diagram of QBIRA is shown in Figure 3-2 which explains the operations of 
two MANET nodes. 
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Figure 3-2 QBIRA flow diagram 
The source S receives information M to transmit to Destination D. The algorithm 
determines the quadrant in which the destination node resides using the GPS. Node S selects a 
subset of up to four nodes within that quadrant. It multicasts the energy status request message 
which is considered to be much smaller than any standard information message stream. The 
selected nodes reply to node S with their reputation value, residual battery level and energy 
efficiency. Once node S receives the replies from the intermediate nodes, node S updates its 
look-up table and calculates which intermediate node has the highest overall energy rating 
using a process referred as Intelligent Energy Controlling. Node S transmits the packet to node 
1. Had node 1 already received the packet previously, it would disregard the packet. Upon 
receiving any new packet, node 1 sends an acknowledgement signal to node S which confirms 
the packet delivery from node S to Node 1. Node 1 uses the same algorithm and finds the 
appropriate quadrant and subset of two intermediate nodes residing within the transmission 
radius. In this scenario Node 1 has selected a subset of only two nodes because in this scenario 
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= Energy status request  
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the maximum number of intermediate nodes within its transmission range is two. Node 1 then 
multicasts the energy status request message to the two nodes. Upon receipt of the energy level 
response message from the nodes, node 1 transmits the packet to node 2. Node 2 then sends an 
acknowledgement to node 1 and packet delivery is confirmed. Had node 1 not received the 
acknowledgment for any reason, it would retransmit M to node 2 and if subsequent failures 
occur then node 1 would select a different node.  
Node 2 uses the same quadrant based algorithm and finds that the destination node is 
within its transmission radius and transmits the packet to the destination node. Therefore using 
the QBIRA, packets are transmitted from source to destination. 
3.3 Results 
The main objective of the proposed algorithm is to reduce the number of broadcast 
messages and thereby improve channel efficiency and provide better bandwidth utilisation. 
Along with a reduction in broadcast messages the proposed algorithm increases the 
intermediate node lifetime to provide stable and reliable routing.  
Table 3-2 Simulation Parameters for QBIRA 
Parameter Value 
Simulation C++ 
MAC Layer IEEE 802.11g 
Packet size 256 Kb 
Data rate 54 Mbps 
Transmission range 95 m 
      
The simulation outcome shown in Figure 3-3 includes a comparison of the number of 
broadcast messages generated by the proposed QBIRA. The results are compared with two 
other algorithms including the Sender-based broadcast algorithm, as discussed in [3], which is 
a common Broadcast algorithm and the balanced network lifetime algorithm proposed in [56]. 
Using the simulation parameters provided in Table 3-2 the comparison shows that for 
uniformly distributed nodes, the proposed QBIRA algorithm reduces the number of Broadcast 
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messages significantly when compared with conventional sender-based and quadrant based 
algorithms. 
 
Figure 3-3 Broadcast messages vs. intermediate nodes 
The simulation outcome shown in Figure 3-4 provides a comparison of the average 
node lifetime using the three algorithms. For uniformity purposes it was assumed that the 
maximum lifetime of a MANET node is 10 hours. According to QBIRA, the load is balanced 
among intermediate nodes in one quadrant only. As a result the nodes in other quadrants do not 
have to carry unnecessary traffic and do not lose power as quickly. On the other hand, as the 
traffic is shared among intermediate nodes in the desired quadrant, no single node runs out of 
power faster than the others because the neighbouring nodes share the load, which extends the 
lifetime of individual nodes as well as that of the network. Thus the simulation result shows 
that the proposed algorithm increases the average lifetime of an intermediate node which 
subsequently prolongs the overall network lifetime. 
The simulation result shown in Figure 3-5 provides a comparison of the packet transfer 
rate. Though the proposed QBIRA reduces the number of Broadcast messages and provides 
extended intermediate node lifetime, it uses a larger number of intermediate nodes and as there 
is processing delay in every node, the packet transfer rate decreases slightly. 
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Figure 3-4 Lifetime of a node vs. data transferred through the node 
 
Figure 3-5 Data transfer rate 
The simulation result provided in Figure 3-3 shows that the proposed algorithm 
reduces the number of Broadcast messages. Figure 3-4 establishes that proposed algorithm 
provides an improved intermediate node energy lifetime. The proposed algorithm also ensures 
that the packets reach the destination node. However the limitation of this proposed algorithm 
includes a relatively slower data transfer rate as shown in Figure 3-5. The reduction in the data 
transfer rate is offset by the use of improved compression and higher transmission rates. The 
overall simulation results provide that with the relatively slower packet transfer rate, the 
proposed algorithm ultimately provides improved channel efficiency and bandwidth utilisation. 
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4 4-Node Intelligent Routing Algorithm 
With the objective of developing an optimum routing algorithm for MANETs, earlier 
research [6] articulated in Chapter 3 proposed QBIRA, which identified nodes within the 
destination quadrant and used an intelligent energy matrix to select the most appropriate node 
within the quadrant as the next hop or relay. Despite reducing data flooding by as much as one 
fourth, the algorithm considerably extended the ultimate path length which resulted in a slower 
data rate. This could be ascribed to the algorithm’s use of the sender to determine the quadrant 
and limiting transmission to this quadrant. Therefore, there was scope to improve the path 
direction function of the proposed algorithm. The work carried out to identify an improved path 
direction function, including the analysis and results, is presented this chapter.  
The neighbourhood discovery techniques presented in Sections 2.1.17-20 identified 
the possibility of selecting a specified number of Multicast nodes towards the destination, 
thereby altogether eliminating the need for quadrant based routing which limits the next hop to 
the quadrant containing the destination node. The analysis established that selecting a subset 
of up to four nodes would provide an ideal balance between reliability and bandwidth 
utilisation. This key research step led to an analysis how many nodes should be selected for the 
next hop analysis, and the modified 4-NIRA is presented in this chapter. This algorithm 
incorporates the selection of a subset of up to four intermediate nodes located in the direction 
of the destination node and an intelligent energy matrix to distribute the load among this subset 
of neighbouring nodes. 
Similar to any other mobile network, MANETs are volatile by nature as nodes join 
and leave the network frequently. Node mobility may also lead to handovers between 
neighbouring cells. In spite of the mobility, the network has to address each node individually 
to maintain communications. Legacy networks use IPv4 to address the nodes within the 
network. However, IPv6 is slowly superseding IPv4 as discussed in Section 2.5. Therefore this 
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chapter also proposes to incorporate IPv6 with 4-NIRA to improve MANET performance. 
Introducing IPv6 to 4-NIRA will allow a sender to identify the next hop more specifically. This 
is expected to lead to a reduced route discovery overhead and improved throughput along with 
minimising end-to-end delay. 
Therefore this chapter can be segmented into two areas. Section 4.1 describes various 
aspects of 4-NIRA and Section 4.2 provides the details of IPv6 association to 4-NIRA.  
4.1 4-NIRA 
The proposed algorithm consists of a number of steps that utilise four components: 
(A) GPS-based location-aided routing; (B) 4-node nearest neighbour identification; (C) 
intelligent energy control; and (D) packet receipt acknowledgement notification. Among these 
four components, “4-node nearest neighbour identification” is the key improvement made to 
the QBIRA. 
According to QBIRA, the sender used location based routing and selected all of the 
nodes within its transmission range towards the destination quadrant for a next hop analysis. 
4-NIRA proposes the sender to select up to four nodes irrespective of quadrant, towards the 
destination, based on key criteria to be used to determine the next hop. This approach eliminates 
the potential for packets to travel further to get to the destination due to the strict quadrant 
based approach. The remaining features of QBIRA such as the intelligent energy matrix and 
packet receipt acknowledgement notification remain the same.  
4.1.1 The Algorithm 
The improved 4-NIRA functions as follows: 
1. The information M to be transmitted is converted to message format. 
2. The sender loads the location of neighbouring nodes using the GPS system 
(location-aided protocol).  
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3. The sender selects a subset of maximum 4 closest nodes towards the direction of 
the destination. 
4. Send the location and energy status request to the 4 neighbouring nodes.  
5. Nodes within the subset reply with location information and energy status.  
6. IF, no reply received from the subset of nodes,  
RESEND the request, Go to 2.  
7. ELSE, the sender updates the look-up table including location information and 
energy status of adjacent nodes. 
8. The sender transmits M to the closest neighbouring node with the highest overall 
energy rating.  
9. The receiving node sends an acknowledgement signal.  
10. IF, no acknowledgement signal received,  
RESEND M, Go to 7.  
11. ELSE – IF  
Packet has reached the destination.  
 ELSE, Repeat the loop, Go to 2.  
12. IF M has been received before by the receiving node 
THEN Drop the message 
ELSE Send an acknowledgement to the broadcast node. 
13. Return to 2 
14. IF no acknowledgement is received by the sender then send M again ( Go to 8 ), 
End; 
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The key deference between 4-NIRA proposed in this section and that of QBIRA 
proposed in Section 3.1.2 is the selection of up to four nodes towards the destination instead of 
quadrant based multicast transmission.  
4.1.2 Flow diagram 
 
Figure 4-1 Flow diagram for 4-NIRA 
As per the flow diagram presented in Figure 4-1, the source node S loads information 
M to be transmitted. The source node S selects a subset of up to four nodes in the quadrant of 
the destination node.  The source node S sends a location and energy status enquiry message 
to the selected nodes. The intermediate nodes reply with the required information. Upon receipt 
of the information, the source node S decides which node to select for the next hop in the 
transmission path. In the situation where the number of intermediate nodes is fewer than four, 
the source node S will send a location and energy status message to all of the nodes. If an 
intermediate node has not been identified, the source node S will search until a suitable 
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intermediate node becomes available. Based upon the intelligent energy values, the 4-NIRA 
aims to distribute the data to be transmitted among a number of intermediate nodes rather than 
selecting one node as the next hop for all of the message data packets. As shown in Figure 4-
1, the source node S selects node 1 as the next hop and transmits the data packet to node 1. 
Upon receipt of the data packet, node 1 replies to node S with an acknowledgement notification 
that includes the received packet size. Subsequently, node 1 searches for the next intermediate 
node and selects node 2 and the process is repeated. Node 2 delivers the data to the destination 
node, which sends an acknowledgement notification to node 2 and the packet delivery is 
completed. 
4.1.3 Network Simulation 
A real-time mobile wireless network including a number of hex cells has been created 
using Opnet Modeller.  
As shown in Figure 4-2 VoIP traffic flows occur from Mobile_4_1 to Mobile_7_4 
which is located in a different hex cell. According to the algorithm, Mobile_4_1 selects a subset 
of up to four nodes towards the destination and nominates Mobile_1_4 as next hop based on 
the intelligent energy matrix. Mobile_1_4 subsequently selects Mobile_1_3 as the 2nd hop 
which delivers the message to destination Mobile_7_4.  
The simulation was run for 3600 seconds with average call duration of 300 
seconds/call. The call volume was 1000 Erlangs and the voice encoder scheme used was G.711 
with the type of service set to Best Effort (0). As shown in the model, the hex cells were 
connected to the IP backbone to permit communication with external networks. 
4.1.4 Results 
This section includes the results obtained through the model presented in Section 
4.1.3. The simulation of a MANET model using 4-NIRA was run for 3600 seconds with 
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average call duration of 300 seconds/call. The call volume was 1000 Erlangs and the voice 
encoder scheme used was G.711 with the type of service set to Best Effort (0). The key 
simulation parameters are shown in Table 4-1. 
 
Figure 4-2 MANET Communication using 4-NIRA 
Table 4-1 Simulation Parameters for 4-NIRA 
Technology MANET 
Simulation tool Opnet Modeler v16 
Node transmission power .005 W 
Operational Mode IEEE 802.11 b 
Data rate 11 Mbps 
Ad-hoc routing protocol AODV 
 
The proposed 4-NIRA was compared with QBIRA [6] and the sender-based algorithm 
proposed in [3] for the purpose of performance comparison. Comparing 4-NIRA and QBIRA 
provided an opportunity to measure the incremental improvement of 4-NIRA over QBIRA. For 
descriptive purpose 4-NIRA is mentioned as 4-N Intelligent Algorithm and QBIRA is 
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presented as Quadrant Based Algorithm in this section. Figure 4-3 provides a comparison of 
packets delivered at destination where the unit for y-axis is the number of packets delivered.  
 
Figure 4-3 Comparison of packets delivered at destination 
The results show that the proposed 4-NIRA provides an improved packet delivery rate 
over other algorithms by selecting up to four nodes towards the destination independent of 
quadrant. 
Figure 4-4 compares the end-to-end delay between the source and destination nodes 
using the three algorithms. The comparison shows that the proposed 4-NIRA provides reduced 
end-to-end delay by not limiting the search angle towards any single quadrant which eliminates 
longer routes between source and destination.  If there are insufficient nodes in the direct path 
to the destination node, intermediate nodes utilize the same algorithm steps and the process 
continues until the traffic successfully reaches the destination node. Where possible, nodes in 
the destination node quadrant are utilized as intermediate nodes, however quadrant based 
routing may result in an inefficient transmission path or delays due to node locations. 
Figure 4-5 provides a power consumption comparison where the unit for y-axis is 
watts (W). The results show that the proposed algorithm consumes more power than the other 
two algorithms due to the complexity of the algorithm. The proposed 4-NIRA uses various 
overhead messages such as energy status request and packet receipt acknowledgement 
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messages. The control messages are network overhead and consume power. However, the 
intelligent energy controlling feature of 4-NIRA spreads the path over multiple hops instead of 
one single node. Therefore regardless of relatively higher power consumption of individual 
node, the network operates in a more energy efficiently manner and has a longer network and 
device battery life. Subsequently the higher energy consumption of individual node is offset by 
the higher reliability and faster data transfer rate achieved.  
 
Figure 4-4 Comparison of end-to-end delay (seconds) 
 
Figure 4-5 Power consumption (W) by nodes 
The proposed 4-NIRA aims to reduce network traffic when compared to broadcast 
algorithms and to improve efficiency, reduce power requirements for similar algorithms and 
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improve reliability. This algorithm is based upon previous research and provides results that 
are promising when compared with similar algorithms. 
4.2 IPv6 Association 
In identifying the requirements for an optimum routing algorithm for MANETs, this 
research proposed an algorithm in which the sender relies on quadrant based routing (discussed 
in Chapter 3). This algorithm limited the Multicast packet transmission to one quadrant to use 
available bandwidth efficiently. The algorithm was subsequently improved by selecting a 
subset of up to four nodes towards the destination and 4-NIRA, presented in Section 4.1, 
provides improved performance compared to quadrant based routing. Subsequent research 
identified the need to apply Quality of Service (QoS) to 4-NIRA by incorporating IPv6. The 
improved algorithm also proposes that every network will have dedicated IP addresses and any 
new node joining the network will be assigned an IP address. 
According to the improved 4-NIRA (IPv6 added 4-NIRA), once a MANET is formed, 
all the nodes are assigned with valid IPv6 addresses. Upon initiation of the conversation, the 
sender loads the information that needs to be communicated, and selects a subset of four nodes 
in the direction of the destination node. Then the source node S sends a location, IP address 
and energy status enquiry message to the selected nodes. Following this, the intermediate nodes 
reply with the required information. Upon receipt of the information, S decides upon the node 
for the next hop in the transmission path. If no intermediate nodes are identified, the source 
node will search until a suitable intermediate node becomes available. Based upon the 
intelligent energy values, the proposed algorithm aims to distribute the data to be transmitted 
among a number of intermediate nodes rather than selecting one node as the next hop for all of 
the message data packets 
With the introduction of IPv6, RN selection becomes less complex for the sender and 
the centralized system has wider options to assign IP addresses to the connected nodes. 
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This section includes the operational principle, network simulation and results 
analysis of an improved 4-NIRA which uses GPS location-aided information to select up to 4 
nodes, an intelligent energy matrix and IPv6 address allocation techniques to provide an 
improved MANET routing method. 
4.2.1 Operational Principle 
The proposed MANET routing algorithm utilises GPS-based location-aided routing 
in conjunction with a limited Broadcast approach in which the sender selects a subset of up to 
four neighbouring nodes in the direction of the destination node. The proposed IPv6 associated 
4-NIRA is independent of quadrant limitations and can either utilise the shortest distance or 
most efficient path for the next hop. The proposed 4-NIRA works on the principle of 
determining the appropriate neighbour to be used as the intermediate node. The density metric 
(discussed in Section 2.2.1.3) therefore plays a vital role in node selection.  
Mobile devices connected to the Internet are assigned an IP address and MANET 
nodes also require an identity to connect within the MANET or to the Internet through a 
gateway node so MANET nodes are provided with a 48-bit MAC address and a private 
(dynamic) IP address. The use of private IP addresses necessitates the use of network address 
translation at the gateway for traffic moving to the public Internet. 
In this section, it is proposed that new MANETs are initialised by assigning an 
individual IP address to each host device and that the address remains allocated to the node 
until it joins the network. Nodes with a valid MAC address will be provided with an IP address 
which will be reused once the node leaves the network. The source node is provided with the 
location information of neighbouring nodes and their associated IP addresses which are 
periodically updated in the routing table. This information permits the source node to use less 
overhead to find the next hop or destination which results in higher throughput, less end-to-end 
delay and more efficient bandwidth utilisation. 
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4.2.2 Proposed Algorithm and Flowchart 
The proposed improved 4-NIRA then becomes: 
1. Establish the MANET.  
2. Put the information M in a message format 
3. FOR, New nodes joining MANET, assign IPv6 addresses to nodes 
ELSE, Node can use existing IPv6.  
4. The sender loads the location and IP address of neighbouring nodes.  
5. The sender selects a subset of maximum four closest nodes in the direction of the 
destination. 
6. Send the location and energy status request to the four neighbouring nodes.  
7. The selected four nodes reply with the requested information. 
8. IF, no reply received from the subset of nodes,  
RESEND the request, Go to 5.  
9. ELSE, the sender updates the look-up table with the location information, IP 
addresses and energy status. 
10. The sender transmits M to the closest neighbouring node with the highest overall 
energy rating.  
11. The receiving node sends an acknowledgement signal.  
12. IF, no Acknowledgement signal received,  
RESEND M, Go to 11.  
13. ELSE – IF  
Packet has reached the destination.  
ELSE, Repeat the loop, Go to 2.  
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Figure 4-6 Flowchart for IP Address Associated 4-NIRA 
The difference between the IPv6 associate 4-NIRA presented in Section 4.2.2 and the 
earlier 4-NIRA presented in Section 4.1 is the assignment of IPv6 addressing to all of the 
connected devices and using IP addressing to determine the path. The other parameters such as 
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the selection of up to four nodes to find the next hop and use of the intelligent energy matrix 
remain same. 
4.2.3 Network Simulation 
For the model proposed in Figure 4-7, the IP addresses 1050:0:0:0:5:600:300c:326 
and 1050:0:0:0:5:600:300c:339 are assigned to sender node Mobile_1 and receiver node 
Mobile_20, respectively. According to the algorithm each connected node is assigned a valid 
IPv6 address when the simulation starts. When Mobile_1 wants to communicate with 
mobile_20, it selects a subset of four nodes towards the destination. In this model, the four 
nodes were Mobile_5, 8, 15, and 7. Among the four nodes, the sender selects Mobile_15 
addressed with 1050:0:0:0:5:600:300c:327 as the next hop to which the sender then transmits 
the data packet. Upon receipt of the data packet, mobile_15 replies to Mobile_1 with an 
acknowledgement notification that includes the received packet size. Subsequently Mobile_15 
searches for the next intermediate node and selects Mobile_4 holding the IP address 
1050:0:0:0:5:600:300c:338 and the process is repeated. Mobile_4 delivers the data to the 
destination Mobile_20 which sends an acknowledgement notification to node 2 and the packet 
delivery is completed.  
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Figure 4-7 IPv6 Association to 4-NIRA MANET routing 
4.2.4 Results 
Analysis was carried out utilising three alternate MANET routing algorithms and a 
comparison was conducted using several scenarios. Scenario 1 included the proposed 
algorithm: IPv6 associated 4-NIRA which is cited as IP Address Associated 4-Node Intelligent 
Routing Algorithm (IPAA4NIR Algorithm) in this section. Scenario 2 included Novel Position 
Based Opportunistic Routing (NPOR Algorithm) proposed in [15]. Scenario 3 included Power 
Reduction Quadrant Based Routing Protocol (PRQBR Algorithm) proposed in [51]. Scenario 
4 included the Sender based Broadcasting Algorithm (SBB Algorithm) proposed in [3]. 
The simulations were run for 3600 seconds. The average call duration was 300 
seconds/call. The call volume was 1000 Erlangs and the voice encoder scheme used was G.711 
with the type of service set to ‘Best Effort’. 
Table 4-2 Simulation parameters for IPv6 associated 4-NIRA 
Technology MANET 
Simulation tool Opnet Modeler v16 
Node transmission power .005 W 
Operational Mode IEEE 802.11 b 
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Data rate 11 Mbps 
Ad-hoc routing protocol AODV 
 
The same input parameters were used for the four scenarios. Depending on the 
scenario algorithm it was necessary to alter the routing and transmission technique. 
Figure 4-8 provides a comparison of the algorithms studied and represents the total 
number of Broadcast, Multicast and Unicast IP datagrams received by the destination node. 
The results show the incorporation of IPv6 with 4-NIRA provides an improved packet delivery 
rate. 
 
Figure 4-8 IP Packet delivery 
Figure 4-9 provides the time taken for a packet to reach the destination in seconds and 
was measured as the difference between the packet creation time and the time the packet arrived 
at the destination. The statistics were collected separately for the source-destination pair. The 
comparison shows the proposed algorithm provides a reduced end-to-end delay by not limiting 
the search angle towards any single quadrant, but setting the routing course towards the 
direction of the destination. Let alone, using IPv6 reduces the end-to-end delay. 
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Figure 4-9 Comparison of end-to-end delay 
Figure 4-10 includes the fraction of the entire bandwidth usage for the algorithms 
studied. The comparison highlighted that the proposed algorithm utilizes lower bandwidth than 
the other algorithms and benefits by maintaining an updated routing table which reduces the 
overhead required to achieve the next hop. Associating IPv6 addresses along with location 
based search, reduces unnecessary route discovery overhead.  
 
Figure 4-10 Comparison of bandwidth usage 
Figure 4-11 includes the comparison of signal-to-noise ratio and shows that the 
proposed algorithm has a stable signal-to-noise ratio. Figure 4-12 shows the average throughput 
for intermediate nodes using IPAA4NIRA is 1942.16 bits/sec, NPOR is 1940.18 bits/sec, 
PRQBR is 1622.84 bits/sec and SBB is 1571.6 bits/sec. The simulation result justifies the 
proposed algorithm has higher throughput due to low overhead. 
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Figure 4-11 Signal-to-noise ratio 
 
Figure 4-12 Intermediate node throughput comparison 
The proposed IPv6 Associated 4-NIRA demonstrates improvement over algorithms 
identified in the literature and benefits from a combination of factors including reduced 
overhead and convenience to identify the most suitable route. Overall the simulation results 
highlighted improved throughput, reduced end-to-end delay, a stable signal-to-noise ratio and 
improved bandwidth utilisation. For the remainder of the thesis IPv6 associated 4-NIRA will 
be cited as 4-NIRA.  
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5 LTE Access Networks with Layer 3 Relay Nodes 
To achieve the goal of developing an optimum routing algorithm for MANET, 
Chapter 3 outlined QBIRA which was further improved as 4-NIRA and presented in Chapter 
4. Both of the algorithms were simulated and modelled using the IEEE 802.11 access medium. 
However the objective of the research was not only to propose an improved routing algorithm 
for MANETs, but also to consider the need for compatibility with the latest access 
technologies. As discussed in the literature survey, particularly in Sections 2.6.2 and 2.6.3, LTE 
provides an alternative to IEEE 802.11 for ad hoc network implementation. Therefore, it was 
seen to be important to test the proposed algorithm using LTE based scenarios. 
The remainder of the chapter is segmented as below. Section 5.1 describes 4-NIRA 
testing utilising LTE, Section 5.2 discusses MANET communication using 4-NIRA within a 
single LTE cell, Section 5.3 describes MANET communication with an external network using 
4-NIRA, Section 5.4 discusses LTE higher layer performance and lastly Section 5.5 provides 
an analysis of 4-NIRA utilising LTE Layer 3 RN. 
5.1 Testing 4-NIRA utilising LTE based scenarios 
This section is the first step towards analysing various real-time MANET 
communications using the LTE access technology. In this section, 4-NIRA is tested using LTE 
based scenarios. Simulation results found that 4-NIRA is suitable for LTE access network ad 
hoc routing and demonstrated improved performance. 
5.1.1 Operational Principle 
4-NIRA enables the sender to utilize GPS based location aided routing in conjunction 
with a limited Broadcast approach in which the service selects a subset of up to four 
neighbouring nodes in the direction of the destination node. Based on an intelligent energy 
matrix that contains the distance, residual battery level and reputational value, the sender 
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determines the next hop within the subset. The loop is followed for each subsequent 
intermediate node until the communication is established between sender and receiver. LTE 
can provide the added benefit of co-operative communications in which an intermediate node 
will not only relay, but also amplify the information. Therefore 4-NIRA was slightly modified 
to accommodate cooperative communications within LTE based scenarios.  
Furthermore, every node requires an identity to be connected with the network and is 
provided with a 128-bit private IP address. The use of private IP addresses necessitates the use 
of network address translation at the gateway for traffic moving to the public Internet. This 
research proposes the allocation of an IPv6 address to each mobile device to ensure that 4-
NIRA is compatible with LTE and all of the nodes are assigned with individual IP addresses 
when the MANET is initialised, and the addresses remain allocated to the particular nodes 
whilst they form part of the network. New nodes with a valid MAC address will also be 
provided with an IP address which will be reused once the node leaves the network.  
The source node is provided with the location information of neighbouring nodes and 
the associated IP addresses which are periodically updated in the routing table. This 
information permits the source node to use less overhead to discover the next hop or 
destination. The combined effect of these advantages is a higher throughput, less end-to-end 
delay and more efficient bandwidth utilization. 
5.1.2 Proposed Algorithm 
When 4-NIRA is tested using LTE access technology, the algorithm is further 
enhanced to accommodate the wider network by the introduction of IPv6 and incorporate 
cooperative communication. The 4-NIRA algorithm for LTE based scenarios is outlined below: 
1. A MANET is established. 
2. All the eligible nodes are assigned a valid IP Addresses. 
 128 
3. Information (M) that needs to be transmitted is transformed into message format. 
4. The sender loads the location and the IP addresses of neighbouring nodes using a 
location-aided protocol.  
5. The sender selects a subset of maximum 4 closest nodes in the direction of the 
destination. 
6. Send the location and energy status request to the 4 neighbouring nodes.  
7. Nodes within the subset reply with location information and energy status.  
8. IF, no reply received from the subset of nodes,  
a. identify nodes and re-send information request. go to 5.  
9. ELSE, sender updates the look-up table including location information, IP 
addresses and the energy status of adjacent nodes. 
10. The sender determines the next hop based on the shortest distance and overall 
energy rating. 
11. The sender transmits M to the next hop. 
12. The receiving node sends an acknowledgement signal and compares the size of 
the sent signal. 
13. IF, no acknowledgement signal is received,  
a. RESEND M, go to 11.  
14. Compare the sent packet size with the received packet size 
15. IF the difference is higher than the tolerance level 
a. Amplify the packet. 
b. Else go to 16. 
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16. IF M has reached its destination 
a. Deliver the packet 
17. Continue the loop until M reaches its destination. go to 4 
The difference between the algorithms proposed for LTE and the algorithm presented 
in Chapter 3 for IEEE 802.11, is the introduction of cooperative communication. This will 
allow the algorithm to have the benefit of LTE’s IP based architecture and provide improved 
ad hoc communications.  
5.1.3 Network Simulation 
 
Figure 5-1 Simulation of 4-NIRA within LTE architecture 
A real-time LTE MANET environment was created using OPNET Modeller and the 
proposed algorithm was simulated using the network shown in Figure 5-1. The performance of 
the proposed 4-NIRA was analysed with three other prominent algorithms and results are 
discussed.  
According to the model presented in Figure 5-1, Mobile_0_3_5 has to communicate 
with Mobile_0_6_2 which is located in another LTE cell that is not located adjacent to the cell 
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in which Mobile_0_3_5 resides. At the start of the communication process, every device in the 
network is assigned a valid IPv6 address. Then Mobile_0_3_5 selects a subset of four nodes 
towards the destination and sends a location IP address and energy status request to the subset. 
Each node that receives the location and energy status request responds with the requested 
information. Based on the information provided, the device Mobile_0_3_5 selects the device 
Mobile_0_1_2 as the next hop. If the next hop was not found, the source device would continue 
to search for a suitable next hop device. Upon receiving the packet, Mobile_0_1_2 sends an 
acknowledgement notification to the sender. Then Mobile_0_1_2 matches the received 
message with the sent message. Using cooperative communications, Mobile_0_1_2 amplifies 
the message to minimise transmission latency. Mobile_0_1_2 follows the same steps and 
selects Mobile_0_1_5 as the next hop. Subsequently, Mobile_0_1_5 amplifies the signal and 
follows the same loop to find the next hop or destination. As the destination Mobile_0_6_2 is 
within the transmission radius of Mobile_0_1_5, the loop discontinues after the packet is 
delivered to the destination node. 
5.1.4 Results 
To differentiate the 4-NIRA for IEEE 802.11 from that of LTE, the algorithm is cited 
as IP Address Associated 4-Node Intelligent Routing Algorithm (IPAA4NIRA). The first 
segment of this section discusses the compatibility of IPAA4NIRA with LTE. Therefore the 
uplink and downlink performance for LTE cells is analysed. The second segment compares the 
performance with other prominent algorithms.  
The x-axis of the results provided in this section includes the simulation seconds (0-
3600 seconds) whereas y-axis includes various discussed parameters. The simulation call 
volume was 1000 Erlang and the voice encoder scheme used was G.711 with the type of service 
set to ‘Best Effort (0)’. Other simulation parameters are: 
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Table 5-1 Simulation parameters for testing the 4-NIRA concept into LTE 
Model Mobile Ad Hoc Networks (MANET) 
Operational Moe Long Term Evolution ( LTE)  
Simulation Tool Opnet Modeler V 16 ad 17.5 
Node Transmission Power .005W 
PHY Profile LTE 20MHz FDD 
Mobility Parameter 5 m/s 
Number of eNodeB 7 
Number of UE 35 
 
 
Figure 5-2 LTE MAC Traffic Sent (packets per second) 
Figure 5-2 includes LTE MAC traffic sent for Uplink and Downlink where the unit 
for the y-axis is the number of packets. Here Uplink includes the total MAC traffic sent by all 
UEs within the network. This includes MAC overhead, whereas Downlink provides the total 
downlink LTE MAC traffic sent by all eNodeBs in the network. This also includes MAC 
overhead.  
 
Figure 5-3 LTE Uplink and Downlink Delay 
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Figure 5-3 includes LTE Uplink and Downlink delays in seconds Here the Uplink 
Delay is measured by the time between traffic arriving at the LTE layer from UEs and the time 
when it is delivered to the higher layer of corresponding eNodeBs. LTE Downlink delay is 
measured at the time the traffic arrives at the LTE layer of the eNodeBs until it is delivered to 
the higher layer of UEs.  
 
Figure 5-4 LTE Uplink and Downlink throughput 
Figure 5-4 includes the LTE uplink and Downlink throughputs where the unit for y-
axis is number of packets. Here Uplink is the total uplink LTE traffic delivered from LTE layer 
to higher layer. It is collected by all the eNodeBs in the network, whereas Downlink is the total 
download traffic delivered from LTE layer to the higher layer in packets per second. It is 
collected by all the UEs in the network. 
 
Figure 5-5 LTE MAC traffic received 
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Figure 5-5 provides LTE MAC Traffic Received where the unit for y-axis is number 
of packets. Here Uplink provides the total number of uplink LTE MAC frames sent by all UEs 
in the network. Whereas Downlink provides the total number of downlink LTE MAC frames 
sent by all eNodeBs in the network. 
Analysis of the results establishes 4-NIRA’s compatibly and performance using a LTE 
architecture. Three other algorithms were also implemented in three scenarios of the same 
network model and their performance compared with the proposed algorithm. The sender-
based algorithm proposed by Khabbazian et al. [3] is the most commonly used Broadcast 
algorithm which was simulated in the Opnet Modeler Scenario 1. As the proposed IPAA4NIR 
algorithm is a type of opportunistic routing, another prominent MANET algorithm proposed 
by Yang, et al. [15] was considered for the Scenario 2. Here the authors proposed a novel 
NPOR algorithm which provided an interesting alternate algorithm with added complexity.  
Lastly, an open source LTE Cellular model (LTE-Sim) proposed in [69] was simulated in 
Scenario 3. The results were collected and analysed and are presented in this section. 
Simulation results in Figure 5-6 show that the proposed IPAA4NIRA achieved the 
highest transmission rate, close to 2200 bps whereas Figure 5-7 shows that this is equivalent to 
17 packets per second which is the highest rate found among the algorithms tested. This 
justifies the superior performance of 4-NIRA over other algorithms.  
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Figure 5-6 Transmission rate  
 
Figure 5-7 Transmission rate 
 Figure 5-8 provides the traffic delivery rate at the destination node where the unit for 
y axis is number of bits. For a traffic sending rate of 2300 bps, the proposed algorithm achieved 
a higher transmission reliability rate over the other compared algorithms.  Figure 5-9 includes 
the same parameter outlined in fig 5-8 but presented in terms of packets.  
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Figure 5-8 Traffic delivered at destination 
 
Figure 5-9 Traffic delivered at destination  
Figure 5-10 shows the load at the LTE layer where the unit for y-axis is bits. . 
Achieving a reduced packet loss rate was a focus of the research and Figure 5-11 shows that 
the proposed algorithm drops fewer packets than the compared algorithms. 
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Figure 5-10 Load at the LTE layer 
 
Figure 5-11 Packets dropped by various algorithms 
MANET is an Ad-Hoc routing network and a phenomenon that is commonly observed 
is that packets are not sent to the destination or next hop in the first instance. To provide reliable 
communication it was found that the sender may need to re-transmit packets that were not 
delivered with the first effort. Figure 5-12 shows the packet retransmission rate for the 
compared algorithms and the overall result was more reliability when using the proposed 
IPAA4NIRA. Intermediate nodes also play a vital role in MANET communication along with 
the source and destination nodes. Figure 5-13 provides the throughput of intermediate device 
Mobile_0_1_5. The proposed IPAA4NIR algorithm distributes the traffic equally among 
intermediate nodes to maintain energy efficiency which is demonstrated by high throughput of 
intermediate nodes.  
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Figure 5-12 Packets re-transmission by intermediate nodes 
 
Figure 5-13 Throughput by intermediate node 
This section discusses IPAA4NIRA and how the proposed algorithm can provide 
optimum performance by incorporating cooperative communication. Considering quality, 
speed and power efficiency are the three key trends for mobile voice and data communications, 
the proposed algorithm displays superiority in all the trends over other prominent algorithms. 
By selecting a subset of up to four nodes the algorithm limits unnecessary flooding and 
provides fast communications. By utilising cooperative communication the algorithm provides 
improved QoS. Lastly the intelligent energy matrix aids the sender spreading the routing load 
across the available nodes rather than using one path. This distribution provides a uniform and 
extended lifetime to the entire network.  
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Although the algorithm provides fast and reliable communication, the complexity of 
the algorithm utilizes higher CPU cycles compared with other simple algorithms. Apart from 
this scope of improvement, the simulation results demonstrate that the proposed algorithm 
provided improved routing capability.  
5.2 Analysis of MANET using 4-NIRA within LTE Single Cell 
Real-time MANET communications using an LTE access network may include 
various scenarios such as communication within a single LTE cell, communication with 
external networks, cell handovers etc. This section includes a description, analysis and results 
for MANET communications within a single LTE cell. The proposed algorithm is used for 
node to node communication across a LTE cell and is tested using several scenarios. The 
proposed algorithm identified as IPAA4NIRA in earlier sections is also known as 4-NIRA in 
this section.  
5.2.1 4-Node Selection 
During the research it was identified that the Broadcast technique utilises excessive 
bandwidth, whereas Unicast is quite unreliable due to the volatile nature of MANETs 
(discussed in Sections 2.2.1 and 2.2.2). Therefore, Multicast is deemed to be the most 
appropriate technique and involves transmission of the message by the sender to a set of 
neighbours that consecutively relay the message until it reaches the destination. The most 
suitable set of Multicast nodes was found by running a simulation and verifying the result using 
a statistical confidence analysis. In this research a model has been created in which two 
MANET devices communicate with each other using either 2, 3, 4, 5, or 6 multicast nodes. 
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5.2.1.1 Network Simulation 
 
Figure 5-14 MANET Model using OPNET Simulator 
Figure 5-14 presents a model of a single LTE cell in which Mobile_0_1_1 desires to 
communicate with Mobile_0_1_20. The model was designed to support five simulation 
scenarios that would require the selection of up to five multicast nodes. In the first scenario, 
the sender selects a maximum of two nodes at a time and then selects the node with the higher 
rating as the next hop. Next, the sender selects a subset of three neighbouring nodes, from 
which it selects the node with the highest rating based on the intelligent energy matrix. 
Likewise, the simulation was repeated for scenarios in which the sender selects either four, five 
or six nodes at a time before nominating the node with the highest rating as relay depending on 
the intelligent energy matrix.  
5.2.1.2 Results 
According to the simulation model described in Section 5.2.1.1, the optimum number 
of nodes was determined using a process of experimentation. This involved setting up two 
MANET devices to communicate with each other using two, three, four, five, or six multicast 
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nodes. The y-axis in the simulation results represents the simulation time to 3600 seconds (x-
axis in the result graphs). 
Table 5-2 Simulation parameters to determine the number of multicast nodes 
Model Mobile Ad Hoc Networks 
Operational Mode Long Term Evolution (LTE) 
Simulation Tool Opnet Modeller V 17.5 
Transmission Power Cell size based 
PHY Profile LTE 20MHz FDD 
Cell Radius 1 KM 
Mobility Parameter 5 m/s 
Number of eNodeB 1 
Number of UE 20 
 
The routing table stores the location information of neighbouring nodes at any given 
moment and determines the most suitable path. In Figure 5-15 the size of the different routing 
tables are compared. It can be seen that selecting a subset of two nodes results in a smaller 
routing table, whereas with six nodes, a larger routing table is produced.  
 
Figure 5-15 Routing table size 
In the case of Multicast transmission, every recipient node processes its incoming 
message and relays it according to the proposed algorithm. This increases the speed of the 
algorithm as the processing time is reduced. Figure 5-16 provides a comparison of the 
processing delay as a function of the number of nodes. A simulation showed the processing 
time to increase with the number of nodes. 
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Figure 5-16 Processing delay 
The proposed algorithm not only selects the next hop depending on the shortest 
distance, it also considers the energy rating of the node. Figure 5-17 displays the time required 
to select the most energy-efficient route. Selecting the minimum number of nodes results in 
less processing delay, although the energy rating did not reveal an obvious trend. The process 
of route discovery should therefore ideally be a combination of processing the route and 
selecting the node with the highest energy rating. Simulation results showed that the selection 
of a subset of up to four nodes enables the most efficient route to be determined in the shortest 
possible timeframe.  
 
Figure 5-17 Route discovery 
The objective of any network algorithm is to maximize the delivery of data to the 
recipient node. In Figure 5-18, the time required to deliver a message to the recipient node is 
compared for situations in which the sender is allowed to select a different number of 
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neighbouring nodes. The results show that selecting a subset of up to four nodes provides the 
highest delivery rate. Selecting a lower number of nodes makes it harder for the sender to 
identify the appropriate hop. On the other hand, selecting a higher number of nodes enlarges 
the routing table and increases the processing delay. Therefore, selecting an intermediate 
number of nodes provides an improved outcome. 
  
Figure 5-18 Traffic delivered (bits per second) 
Based on these results, this research proposes the selection of a subset of up to four 
nodes. 
5.2.2 4-NIRA Operations within a single LTE Cell 
MANET communication may occur between nodes in the same LTE cell and it is 
important to implement and test the proposed algorithm in this scenario. This section describes 
MANET communication between two nodes within a single LTE cell using 4-NIRA and how 
the path is maintained until the communication session is completed. 
5.2.2.1 Network Simulation  
A diagram of the Opnet model is shown in Figure 5-19 where Mobile_0_1_1 wishes 
to communicate with Mobile_0_1_20.  Using 4-NIRA, Mobile_0_1_1 selects a subset 
consisting of up to four neighbouring nodes within its transmission range. Mobile_0_1_1 then 
obtains the exact location and overall energy rating from these four neighbours Mobile_0_1_6, 
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_0_1_8, _0_1_17, and _0_1_7. Based on its proximity and energy status, Mobile_0_1_1 selects 
Mobile_0_1_7 as the next hop. Information M is then transmitted to node Mobile_0_1_7 that 
repeats the same process and selects Mobile_0_1_11 as the next hop. Mobile_0_1_11 has the 
destination within its transmission radius, so it proceeds to deliver the message to the 
destination and a communication path is established between the sender and the receiver nodes.  
While the communication (i.e. the packet transmission) is underway, Mobile_0_1_7 and 
Mobile 0_1_11 lose their overall energy level because of a decrease in the residual battery 
level. Eventually the residual battery levels of Mobile_0_1_7 and Mobile_0_1_11 drop below 
the battery levels of the other mobile devices, prompting the sender to search for an alternative 
first hop. As a consequence, Mobile_0_1_17 is selected as the first hop and then proceeds to 
select Mobile_0_1_10 as the second hop in the place of Mobile_0_1_7. The path is therefore 
redirected from Sender => Mobile_0_1_7 => Mobile_0_1_11 => Receiver to Sender=> 
Mobile_0_1_17 => Mobile_0_1_10=> Receiver.  
This procedure is repeated for the duration of the communication session and when 
the overall energy rating of Mobile_0_1_17 and Mobile_0_1_10 is reduced, another path is 
selected. Table 5-3 lists the combination of nodes creating the path between sender and 
receiver. 
Table 5-3 Combination of Paths 
 
Sender 
Mobile_0_1_1 
1st Hop 2nd Hop  
Receiver 
Mobile_0_1_20 
M_0_1_7 M0_1_11 
M_0_1_17 M_0_1_10 
M_0_1_8 M_0_1_13 
M_0_1_7 M0_1_11 
 
To test the effectiveness of the proposed 4-NIRA, the algorithm is benchmarked by 
repeating the simulation (using the same conditions) using other prominent algorithms and 
comparing the results. 
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Figure 5-19 MANET communications within single LTE cells 
5.2.2.2 Results 
To test the effectiveness of the proposed 4-NIRA, the algorithm is compared with 
other prominent algorithms. With Broadcast, Multicast and power efficient routing being the 
three key techniques for MANET routing, one algorithm was selected from each of the three 
routing techniques. A Hybrid Flooding Scheme (HFS) is a Broadcast technique proposed in 
[47]. The EMAODV is a Multicast technique proposed in [42]. The Power Aware Multicast 
Algorithm (PAMA) proposed in [55] has the objective of providing longer network lifetime. 
These algorithms and 4-NIRA are simulated using different scenarios of the same MANET 
model and results are compared.  
The simulation parameters provided in Table 6-5 have been used for this model. Call 
details are as below: 
Call volume = 1000 Erlangs 
Average call duration = 300 seconds / call 
Voice flow duration = 3600 seconds 
Encoder scheme = G.711 
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The simulations occurred for 3600 seconds (x-axis in the result graphs). Figure 5-20 
compares the bits per second traffic sent using the four different algorithms. 
 
Figure 5-20 Traffic sent 
MANETs communicate using a multi-hop technique and the success rate of a network 
depends on the ability of intermediate nodes to relay the message efficiently. Figure 5-21 
provides a comparison of the average throughput of an intermediate node for the selected 
algorithms. 4-NIRA enables an intermediate node to find the best hop or destination and 
perseveres with the search until a suitable hop or destination is found. 4-NIRA is shown to 
provide the highest throughput (bits per second) of the selected algorithms.  
 
Figure 5-21 Average throughput 
Communication speed or minimum end-to-end delay is the key indicator for routing 
algorithms. Figure 5-22 provides the end-to-end delay between the sender and receiver nodes. 
As 4-NIRA limits the Multicast technique to selecting the path from four nodes, it is capable 
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of using bandwidth more efficiently and the simulation results show that on average, 4-NIRA 
has the lowest end-to-end delay and appears to be the most efficient algorithm.  
  
Figure 5-22 End-to-end delay  
The success rate or efficiency of an algorithm depends on the traffic delivery rate or 
amount of traffic received by the destination node. A comparison of the traffic received by the 
destination node is provided in Figure 5-23. The simulation results show the proposed 4-NIRA 
has a higher transmission success rate compared to the other algorithms and proved to be the 
most reliable among the compared algorithms. 
 
Figure 5-23 Traffic received at destination (bits per second) 
MANET uses ad-hoc technology and the device CPU manages the routing according 
to the algorithm in use. The proposed 4-NIRA aims to provide fast, more power efficient, and 
more reliable communication. In the process of doing this, the algorithm becomes 
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comparatively complex, which requires more CPU cycles as shown in Figure 5-24. Further 
research is required to reduce the CPU usage to improve power efficiency. 
 
Figure 5-24 CPU utilisation 
Figure 5-25 provides the Uplink layer delay in seconds. The delay is measured from 
the time the traffic arrives at the LTE layer of the UEs until it is delivered to the higher layer 
of the eNodeB of the corresponding eNodeBs.  
 
Figure 5-25 Uplink delay 
Figure 5-26 provides the Downlink LTE layer delay in seconds. The delay is the time 
between the time of arrival of the traffic at the LTE layer of eNodeBs and the time at which is 
delivered through the higher layer of the corresponding UEs. The comparison shows 4-NIRA 
to have lower downlink delays compared to other algorithms. 
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The EPC traffic sent is the total number of datagrams sent and the comparison of the 
simulated EPC traffic sent is shown in Figure 5-28 from which it is seen that there is a similar 
outcome for the algorithms.  
 
Figure 5-26 Downlink delay 
 
Figure 5-27 EPC Traffic sent (bits per second) 
The eNodeB sends the traffic to the higher layers via the IP stack. Comparison of 
eNodeB throughputs are provided in Figure 5-28 where it can be seen that 4-NIRA has a higher 
eNodeB throughput compared to the other algorithms.  
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Figure 5-28 eNodeB throughput 
Figure 5-29 provides the eNodeB delay in seconds which is the delay between all the 
traffic arriving at the node that is delivered from the higher layer. The delay is measured from 
the time of arrival at the LTE layer of the eNodeB (downlink) or UE (uplink) until it is delivered 
to the higher layer of the corresponding eNodeB or UE. 
 
Figure 5-29 LTE eNodeB delay 
The simulation results establish that the proposed 4-NIRA provides faster 
communication with higher reliability. 
5.2.3 MANET communication in an LTE cell with varying node density 
MANETs are designed to operate in volatile environments and the number of 
neighbours in the network can vary widely. A routing algorithm should therefore be able to 
operate optimally under any of these conditions.  
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This section includes an analysis of the proposed 4-NIRA using scenarios with 
varying neighbours ranging from as few as 5 nodes to as many as 50 in one cell. For a low 
density cell, the sender may struggle to identify a potential hop, resulting in a very low delivery 
rate. Alternatively for a high density cell, each intermediate node selecting a subset of up to 4 
nodes for the next potential hop could cause a Broadcast storm. Cells with a moderate number 
of nodes can thus provide the best delivery rate. 
For high density cells, the algorithm should be able to determine the most appropriate 
next hop for that particular moment but for situations where the number of intermediate nodes 
is fewer than four, the source node S will send a location and energy status message to all of 
the nodes. For low density cells, if no intermediate node is identified, the source node will 
search until a suitable intermediate node becomes available. With the assistance of Intelligent 
Energy Controlling, 4-NIRA aims to distribute the data to be transmitted among a number of 
intermediate nodes rather than selecting one node as the next hop for all of the message data 
packets. Thus, 4-NIRA can establish fast, reliable and efficient communication between two 
MANET nodes. 
5.2.3.1 Network Simulation 
This section describes a scenario where the node density is varied using the model 
provided in Section 5.2.2.1. The modified model analyses the performance of cells containing 
a varied number of nodes ranging from as low as 5 to as high as 50. More specifically, the 
simulation is run for a MANET using 4-NIRA on a five-node LTE cell (low density), 20 node 
LTE cell (medium density), and 50 node LTE cell (high density). 
5.2.3.2 Result 
The proposed algorithm was used in a test scenario with varying neighbour nodes 
ranging from as low as 5 nodes up to as many as 50 nodes in one cell.  
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Figure 5-30 shows the comparison of the traffic delivery rate to the destination node. 
In a low density cell, the sender would have difficulty identifying a potential next hop, resulting 
in a very low delivery rate. In contrast, for a high density cell, each intermediate node selecting 
a subset of up to four nodes for the next potential hop could cause a Broadcast storm. Cells 
with a moderate number of nodes can thus provide the best delivery rate. 
Figure 5-31 provides a comparison of traffic delivery rate for cells of various densities. 
For a low density cell there is difficulty identifying a suitable next hop, whereas for a high 
density cell there is a time cost to identify the most appropriate next hop. Therefore, a cell with 
a moderate number of nodes provides lower end-to-end delay. 
 
Figure 5-30 Traffic delivered  
 
Figure 5-31 End-to-end delay (seconds) 
Figure 5-32 provides the load comparison for varying cell density. The load is the 
higher layer data arriving at the LTE layer in this node in bits per seconds. The capture mode 
is sum/time for a total of 100 values. 
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Figure 5-32 Load (bits per second) 
Figure 5-33 provides the average utilisation of the eNodeB CPU. The CPU of a node 
consumes a significant percentage of its power so it is important to develop a routing algorithm 
that minimises CPU usage. For cells with a small number of nodes, i.e. 5, the CPU continues 
to look for neighbouring nodes and is utilized heavily. However, for a moderate number of 
nodes, i.e. 20, there are at least four neighbouring nodes and the next hop selection process can 
proceed without the need for a scan to find out if more nodes are available. For a high density 
cell, the CPU has to scan a larger routing table and constantly compare the nodes to find the 
next hop, causing it to be very heavily utilised as well. 
 
Figure 5-33 CPU utilisation 
The proposed 4-NIRA limits the search to a subset of up to four nodes to minimise 
bandwidth wastage. The algorithm uses an intelligent energy matrix to determine the best 
possible hop.  An IP-based architecture would be more suitable for the proposed algorithm than 
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IEEE 802.11. Therefore, the algorithm was tested within an LTE environment and Uplink, 
Downlink, eNodeB and EPC data were analysed. A comparison with other prominent MANET 
algorithms showed that the proposed 4-NIRA provides faster, reliable and power efficient 
routing. The algorithm was also tested with an LTE cell with varying node density. The result 
showed the proposed algorithm to perform at its best with a moderate number of nodes within 
the cell. The algorithm covers multiple aspects such as the selection of the best node, 
dissemination of the path across the network, as well as the use of LTE cooperative 
communication. As a consequence, the algorithm tends to use more CPU cycles than other 
comparable algorithms. More research needs to be done to simplify the algorithm to achieve 
the same level of efficiency. Nevertheless, the analysis has shown that in spite of the limited 
scope of the improvements, the proposed 4-NIRA can provide for improved performance in 
MANETs using LTE access networks. 
5.3 MANET Communications with External Networks 
Earlier sections described MANET communication within a single LTE cell. However 
as MANETs are used in remote locations, it may be necessary to communicate with various 
external networks. This section presents the theory, route analysis and performance comparison 
of MANET communications using 4-NIRA in three different real-time scenarios: 
communication with nodes located in different LTE cells; communication with external fixed 
networks such as the PSTN and inter-cell handover with high mobility.  
As MANETs are used in locations where fixed infrastructure is either unavailable or 
inadequate, the users of the MANET may need to communicate with external networks. The 
research presented in this section includes: 
1. Modeling of MANET nodes communicating with other MANET nodes located in 
different LTE cells. The optimum route determination from a MANET node to a 
local eNodeB is analysed, with call routing through higher LTE layers such as 
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backbone and EPC and establishing communication with the receiver node located 
in another LTE cell. 
2. Modeling of MANET nodes communicating with an external fixed network. The 
path is determined, with call routing through higher LTE layers, transmission links 
and connecting with a PSTN switch.  
3. Modeling of MANET nodes with high mobility and cell handovers. A mobile 
MANET user may move from one LTE cell to another during a conversation. The 
research included modelling of an improved and seamless handover technique 
between LTE cells using 4-NIRA for MANET users.  
This research presented in this section includes an analysis and comparison of 4-NIRA 
and other prominent MANET routing algorithms. 
5.3.1 MANET Operations between Multiple Cells 
A MANET enables one node to communicate with another node located in a different 
cell of the network without routing the call via fixed infrastructure. In this case a MANET node 
uses intermediate nodes to relay communication to nodes located in different cells. The 
objective of the proposed 4-NIRA is to provide optimum MANET communications in any real-
time scenario. This section illustrates how a MANET node can communicate with another 
MANET node located in a different LTE cell.  
When 4-NIRA is used the MANET starts its conversation by determining the best path 
between the sender and the receiver or the next hop if the receiver is outside its range, at the 
same time selecting those neighboring nodes with the highest energy rating. However, as time 
passes each intermediate hop loses its energy rating due to the energy cost of the relay 
functionality, in which case an adjacent node with a higher residual battery level is then selected 
to complete the path. In this way the path between the sender and the receiver keeps on 
alternating to maintain reliable communication for the entire duration of the conversation. 
 155 
5.3.1.1 Simulation 
The simulation model, represented in Figure 5-34, involves three adjacent LTE cells. 
Mobile_0_1_5 wishes to communicate with Mobile_0_3_3, located in an adjacent cell.  For 
variety, relatively smaller cell sizes (500m radius) and a smaller number of nodes (five) in each 
cell have been considered. Using 4-NIRA, the initiator Mobile_0_1_5 sends a location and 
energy status request to neighbouring nodes that reply with the required information. Based on 
an intelligent energy matrix, Mobile_0_1_5 selects Mobile_0_1_3 as the first hop towards the 
destination. Mobile_0_1_3 repeats the same process and selects mobile _0_2_3 as the 2nd hop 
in spite of it being located in another cell. Even though Mobile_0_1_2 was within the 
transmission radius of Mobile_0_1_3, it selected Mobile_0_2_3 because of its more favourable 
energy rating.  Again, using the criteria of proximity and energy rating, Mobile_0_2_3 then 
selects Mobile_0_3_2 as the 3rd hop to deliver the message to the destination node 
Mobile_0_3_3. However, after relaying a certain number of packets, each node loses its energy 
rating resulting in another node with a higher energy rating being selected as the next hop. Thus 
4-NIRA distributes the traffic across a number of nodes within the network which has the effect 
of a prolonged network lifetime and efficient communications. As the determination of the 
selected next hop not only relies on location but also on energy status, 4-NIRA has proven 
itself to be capable of supporting superior communication compared to other MANET 
algorithms. 
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Figure 5-34 MANET communication between nodes located at different cells 
Table 5-4 provides a few of the possible paths between the sender and receiver 
MANET. 3 sets of paths have been used during the communication.  
Table 5-4 Combination of paths 
Call Initiator 1st Hop 2nd Hop 3rd Hop Call Receiver 
 
Sender 
M_0_1_5 
M_0_1_3 M_0_2_2 M_0_3_2  
Receiver 
M_0_3_3 
M_0_2_3 M_0_2_2 M_0_3_2 
M_0_2_3 M_0_1_2 M_0_3_5 
M_0_1_3 M_0_2_3 M_0_3_2 
5.3.1.2 Results 
The efficiency of the proposed 4-NIRA algorithm becomes clear when it is compared 
with three other algorithms, including the Power Aware Multicast Algorithm (PAMA) [55], 
the Entropy based Multicast Ad Hoc On-Demand Distance Vector EMAODV [42] and the 
Hybrid Flooding Scheme (HFS) [47]. This section includes the simulation results for the model 
of MANET communications between different LTE cells as proposed in Section 5.6.1. The 
simulation duration is 3600 seconds (x-axis in the result graphs). The simulation parameters 
are provided in Table 5-5.  
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Table 5-5 Simulation parameters for communications with external network 
Operational Mode Long-Term Evolution (LTE) 
Simulation Tool Opnet Modeller V 17.5 
Transmission Power Cell size based 
PHY Profile LTE 20MHz FDD 
Cell Radius 1 KM 
Mobility Parameter 5 m/s 
Number of eNodeB 1 
Number of UE 20 
 
Figure 5-35 compares the traffic sent (bits per second) using four different algorithms 
which establishes the superior performance of 4-NIRA over the compared algorithms. 
 
Figure 5-35 Traffic sent  
The success rate or efficiency of an algorithm depends on the traffic delivery rate at 
the destination node. The higher the rate of traffic received by the destination node, the more 
efficient the algorithm. A comparison of the traffic received by the destination node is provided 
in Figure 5-36. The simulation result shows that the proposed 4-NIRA has a significantly higher 
success rate compared to other comparable algorithms which establishes the algorithm as the 
most reliable among the compared algorithms. . 
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Figure 5-36 Traffic received (bits/seconds) 
The communication speed or minimum end-to-end delay is a key indicator for a 
routing algorithm. Figure 5-37 provides the average end-to-end delay between the sender and 
receiver nodes.  4-NIRA limits Multicasting to the four closest nodes by using the bandwidth 
efficiently. The simulation results show that, on average, 4-NIRA has the shortest end-to-end 
delay and appears to be the most efficient algorithm. 
 
Figure 5-37 End-to-end delay (seconds) 
Processing delay is the average time required for each node to execute the tasks 
advised by the routing algorithm. Tasks may include next hop determination, data correction 
or any other commands provided by the MANET algorithm. 4-NIRA selects up to four nodes 
at a time and eliminates other overhead tasks. In Figure 5-38, the simulation result shows 4-
NIRA to have the lowest value compared to the other algorithms.  
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Figure 5-38 Processing delay 
In a MANET, the function of every node is determined by the routing algorithm. The 
CPU of each node is responsible for executing the algorithm. A complex algorithm or an 
unfavourable network scenario requires more CPU cycles. On the other hand, a simpler 
algorithm or a more favourable network environment is likely to consume less CPU power and 
therefore extend the network lifetime. According to the simulation result provided in Figure 
5-39, 4-NIRA has a lower CPU usage requirement compared to PAMA and EMAODV, but 
higher than HFS. This result can be explained by appreciating that as flooding is not monitored 
to the same extent it would result in lower CPU usage.  
  
Figure 5-39 Time required for CPU cycles 
An analysis of the simulation model and the performance comparison indicates that 
4-NIRA can be successfully used for real time MANET communication between different LTE 
cells by using LTE packet switching to provide improved MANET routing. 
0
0.0002
0.0004
0.0006
0.0008
0
1
8
0
3
6
0
5
4
0
7
2
0
9
0
0
1
0
8
0
1
2
6
0
1
4
4
0
1
6
2
0
1
8
0
0
1
9
8
0
2
1
6
0
2
3
4
0
2
5
2
0
2
7
0
0
2
8
8
0
3
0
6
0
3
2
4
0
3
4
2
0
3
6
0
0
4-NIRA PAMA EMAODV HFS
0
0.0002
0.0004
0.0006
0.0008
0.001
0
1
8
0
3
6
0
5
4
0
7
2
0
9
0
0
1
0
8
0
1
2
6
0
1
4
4
0
1
6
2
0
1
8
0
0
1
9
8
0
2
1
6
0
2
3
4
0
2
5
2
0
2
7
0
0
2
8
8
0
3
0
6
0
3
2
4
0
3
4
2
0
3
6
0
0
4-NIRA PAMA EMAODV HFS
C
P
U
 C
yc
le
 (
se
co
n
d
s)
 
P
ro
ce
ss
in
g 
d
el
ay
 (
se
co
n
d
s)
 
Simulation seconds (seconds) 
Simulation duration (seconds) 
 160 
5.3.2 MANET communications with external fixed networks 
MANETs can be used in locations where fixed infrastructure is inadequate or not 
available. It follows that a MANET user may need to communicate with a distant user 
connected to a fixed network. For this reason an ideal MANET algorithm should not only be 
capable of routing within a single cell, but also of routing the traffic through a gateway to 
communicate with external fixed networks. This section models MANET communication 
between a node within a LTE cell and an external fixed network using 4-NIRA and compares 
the results with those obtained using other prominent algorithms. The simulation model, 
analysis including router determination, results and performance comparison is provided in this 
section.  
5.3.2.1 Simulation 
Figure 5-40 depicts a model in which a MANET device (Mobile_0_1_1) located 
within an LTE cell is trying to contact a PSTN switch node_0 that is located external to the 
LTE cell. According to the model, Mobile_0_1_1 is connected with the local eNodeB_1 which 
acts as gateway for the LTE cell and is connected with EPC_0 via the IP Backbone. EPC_0 is 
in turn connected with the PSTN switch (node_0) using a link which is ultimately connected 
with the soft switch network (node_1).  
Using 4-NIRA, if Mobile_0_1_1 wishes to establish communication with Node_0, it 
first has to communicate with eNodeB_1 to establish an external connection. As eNodeB_1 is 
outside the direct communication range of Mobile_0_1_1, intermediate nodes or hops are 
required to relay the message. Therefore, Mobile_0_1_1 scans its neighbouring nodes from 
which it selects a maximum of four nodes, in this particular situation Mobile_0_1_3, 
Mobile_0_1_10 and Mobile_0_1_8. Mobile_0_1_1 sends an energy status request to the 
selected nodes and all three these nodes reply with their respective energy levels. Based on the 
energy status and distance, Mobile_0_1_1 selects Mobile_0_1_3 as the next hop.  
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Mobile_0_1_3 follows the same search procedure and locates eNodeB_1 within its 
transmission radius. Mobile_0_1_3 then delivers the message to eNodeB_1 which 
subsequently sends the message to EPC_0 via the IP Backbone. EPC_0 is subsequently 
connected to the external fixed network. Therefore a communication path is set up between 
Mobile_0_1_1 and Node_0 using Mobile_0_1_3 as an intermediate hop, and eNodeB_1 and 
EPC_0 as the gateway media. 
 
Figure 5-40 MANET communications with external networks 
4-NIRA not only establishes a communication path, but also maintains it efficiently. 
During the time in which Mobile_0_1_3 acts as the intermediary, it loses power due to a 
continuous relay of packets. Once the energy rating of Mobile_0_1_3 becomes less than that 
of Mobile_0_1_8 or Mobile_0_1_10, the sender reassesses the energy ratings of its neighbours 
and selects Mobile_0_1_8 as the next hop. During communication, when the energy status of 
Mobile_0_1_8 is reduced, mobile_0_1_10 is selected. Thus, during the conversation the path 
was as shown in Table 5-6. 
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Table 5-6 Combination of paths during communication to external networks 
Sender 1st Hop 1st gateway 2nd Gateway Destination 
 
M_0_1_1 
M_0_1_3  
eNodeB1 
 
EPC_0 
 
Node_0 M_0_1_8 
M_0_1_10 
5.3.2.2 Results 
Results provided in this section include simulations of 3600 seconds (x-axis in the 
result graphs). Figure 5-41 provides the comparison of traffic sent. By selecting the best 
possible hop and distributing the traffic among nodes, results highlight 4-NIRA’s efficiency.  
 
Figure 5-41 Traffic sent 
Higher traffic receiving rates enable a higher communication quality. The simulation 
result in Figure 5-42 shows that 4-NIRA achieves a higher traffic rate at the destination node. 
This indicates that 4-NIRA is capable of improving the quality of the communication between 
MANET nodes and external networks by using 4-NIRA. 
 
Figure 5-42 Traffic received 
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The load in the eNodeB provides an indicator of higher layer data traffic arriving at 
the LTE layer in bits per second (captured per 100 values). Figure 5-43 shows a comparison of 
the eNodeB load using the four different MANET algorithms. The simulation results show that 
4-NIRA improves the rate of eNodeB traffic processing.  
   
Figure 5-43 eNodeB load  
Once the message sent from the call initiator reaches the eNodeB, it is sent to a higher 
layer using the IP stack. The processing delay is compared in Figure 5-44 and the simulation 
result shows that 4-NIRA causes a low processing delay.  
 
Figure 5-44 IP backbone processing delay 
Once the packets reach the EPC, the packets are sent towards the destination. Figure 
5-45 provides a comparison of traffic sent through the EPC. An analysis of the simulation result 
shows that the MANET algorithm has a minimum effect on the EPC as it tends to process all 
of the incoming packets.  
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Figure 5-45 EPC traffic sent 
An analysis of the above results establishes that a MANET node can successfully 
communicate with an external network gateway.  
5.3.3 MANET Inter-Cell Handovers 
MANET nodes are mobile by nature. Whenever a mobile MANET node located 
within a LTE cell initiates a call to an external LTE cell, the call is connected with a local 
eNodeB using ad hoc technology and subsequently routed via higher LTE layers. A real-time 
MANET scenario may include a MANET node initiating a call with an external network before 
moving to an adjacent LTE cell. The call subsequently needs to be handed over to the adjacent 
LTE cell, which means it would have to be routed via the eNodeB of the adjacent cell. Cell 
handovers present a call dropout or packet loss risk. Ideally, an algorithm should therefore 
support efficient handover. 
The handover process can be segmented into two stages: Network topology 
acquisition and the handover process itself. Network topology acquisition is the earlier stage 
during which the base station that is currently feeding the mobile broadcast channels the 
information to neighbouring cells. At the point of handover, the selection of the target base 
station is the first step. Once this base station is identified, handover is triggered. The 
mathematical derivation and operational principles during cell handovers were discussed in 
Sections 2.1.8 and 2.1.9. 
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5.3.3.1 Simulation 
A MANET node may move into another LTE cell whilst communicating with a distant 
user. This section describes a scenario in which a MANET user with high mobility starts a 
conversation while located in one cell but then relocates to another cell requiring the call to be 
routed via the eNodeB gateway of the cell into which the node moves.  
 
Figure 5-46 Call Handover between two LTE Cells 
Figure 5-46 models a real-time scenario in which Mobile_0_1_10 initiates a call from 
one cell and then relocates to another cell. This section provides a real-time path analysis using 
4-NIRA and the result is compared with that of other algorithms. According to the model, 
Mobile_0_1_10 attempts to communicate with external fixed node, Node_0. This would 
require the call to be routed via eNodeB_1, the IP backbone, and then EPC.  However, 
eNodeB_1 is not within the direct transmission radius of Mobile_0_1_10. This requires 4-
NIRA to consider a subset of nodes capable of relaying the message to eNodeB_1. Initially 
Mobile_0_1_10 selects Mobile_0_1_8 as the intermediate node to connect to eNodeB_1. Once 
Mobile_1_1_10 approaches the edge of the cell, connections towards eNode1 become weaker. 
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Once the mobile crosses the cell, Mobile_0_1_10 finds Mobile_0_2_8 as being the hop with 
the highest energy rating, which it uses to connected with eNodeB_2. Hence, while eNodeB1 
is handing over the call to eNodeB2 in a customary cellular handover, Mobile_0_1_10 also 
finds the most appropriate hop within cell 2 to keep the communication link active.  
5.3.3.2 Results 
A mobility speed of 30 m/s (108 km/h) is utilised for this scenario and the performance 
analysis using 4-NIRA and other three algorithms is discussed below. 
The average traffic flow is the representation of both incoming and outgoing traffic 
from the sender node using the various algorithms. Figure 5-47 provides the average traffic 
flow at the MANET node before the handover happens.  
 
Figure 5-47 Average traffic flow before the handover 
Figure 5-48 provides the average traffic flow after the handover has occurred. The 
simulation result shows that 4-NIRA is capable of maintaining the high traffic flows after the 
handover when it utilises the advantages of the 4-NIRA technique to quickly build a reliable, 
efficient communication path to the eNodeB. The comparative routing algorithms are shown 
to be slower at building a communication path to the eNodeB after handover.  
The average background traffic delay measures the end-to-end delay experienced by 
information about a background traffic flow while it travels between the source and destination. 
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Figure 5-49 provides a comparison of the average background traffic delay for 4-NIRA and 
other prominent algorithms.  
  
Figure 5-48 Average traffic flow after hand over  
 
Figure 5-49 Background traffic delay (seconds) 
As the LTE cells are adjacent to each other, they share a common EPC which will 
manage the handover function. EPC bearer delay is collected by higher layer data traffic 
receiving via the EPS bearer in seconds. Figure 5-50 advises proposed 4-NIRA has the least 
EPC bearer delay in compared with other algorithms. 
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Figure 5-50 EPC bearer delay (seconds) 
The results presented in this section establish that MANET using 4-NIRA is quite 
capable of communicating efficiently and reliably with nodes in adjacent LTE cells, distant 
networks and after handover due to movement into an adjacent LTE cell. 
5.4 LTE Analysis 
Section 5.2 and 5.3 discussed various real time scenarios in which MANETs use other 
LTE systems. This section discusses the performance of LTE equipment such as eNodeB, IP 
Backbone and EPC. The simulation model presented in Section 5.3.2.1 (Figure 5-40) has been 
used for this analysis. 
5.4.1 Results 
The simulation model presented in Figure 5-40shows how calls are routed from a 
MANET node through the LTE gateway systems to reach external fixed networks. When a call 
is established between UE and eNodeB, the call is routed via the IP-backbone to the EPC which 
establishes the communication to the intended external networks. This section describes the 
LTE gateway performance for various routing algorithms.  
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5.4.1.1 eNodeB performance 
Within LTE, eNodeB acts as the gateway for LTE calls. Figure 5-51 represents the 
traffic sent by GTP peer to GTP tunnel in packets per second and the results show that the 4-
NIRA performance exceeds the comparative algorithms.  
Figure 5-52 represents LTE MAC traffic sent (packets per second). The statistics 
include MAC and RLS overhead. The simulation result shows that the routing algorithm does 
not have much impact on the MAC traffic sent per second. 
Figure 5-53 provides the LTE delay in seconds for traffic arriving at the node and 
subsequently delivered to the external network. The delay is measured from the time the traffic 
arrives at the LTE layer of the eNodeB (Downlink) or UE (Uplink) until it is delivered to the 
transport layer of the corresponding UE (Downlink) or eNodeB (Uplink). 
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Figure 5-51 eNodeB LTE GTP traffic sent 
   
Figure 5-52 eNodeB MAC traffic sent 
 
Figure 5-53 LTE delay 
Packet loss causes unreliable communication and Figure 5-54 provides eNodeB 
downlink traffic dropped for the MANET algorithms. The result establishes that 4-NIRA has 
the least variable packet loss rate. The eNodeB layer data analysis shows that the eNodeB acts 
as a gateway for the UEs.  
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Figure 5-54 eNodeB downlink traffic dropped 
5.4.1.2 IP backbone performance 
In an LTE cell, the corresponding eNodeB sends the received messages to external 
systems using the IP Backbone. Figure 5-55 provides the traffic sent via the IP backbone. The 
simulation result shows that the IP backbone data is independent of the routing algorithm.  
 
Figure 5-55 IP Backbone traffic sent 
Figure 5-56 represents the number of packets stored in the forwarding memory. The 
forwarding memory holds packets awaiting to be processed and in the case of centralised 
processing, processes packets awaiting to be sent out on an appropriate interface. 
0
10
20
30
40
0
1
8
0
3
6
0
5
4
0
7
2
0
9
0
0
1
0
8
0
1
2
6
0
1
4
4
0
1
6
2
0
1
8
0
0
1
9
8
0
2
1
6
0
2
3
4
0
2
5
2
0
2
7
0
0
2
8
8
0
3
0
6
0
3
2
4
0
3
4
2
0
3
6
0
0
4-NIRA PAMA EMAODV HFS
0
50000
100000
150000
200000
250000
0
2
1
6
4
3
2
6
4
8
8
6
4
1
0
8
0
1
2
9
6
1
5
1
2
1
7
2
8
1
9
4
4
2
1
6
0
2
3
7
6
2
5
9
2
2
8
0
8
3
0
2
4
3
2
4
0
3
4
5
6
4-NIRA PAMA EMAODV HFS
Tr
af
fi
c 
d
ro
p
p
ed
 (
b
it
s/
se
co
n
d
) 
Tr
af
fi
c 
se
n
t 
(p
ac
ke
ts
/s
ec
o
n
d
) 
 172 
 
Figure 5-56 IP Backbone forwarding memory queue size 
Figure 5-57 compares the IP Backbone average CPU usage for the compared 
algorithms. The result demonstrates that 4-NIRA has higher CPU usage than HFS due to 
algorithm complexity.  
 
Figure 5-57 IP Backbone CPU usage 
The simulation utilises the eNodeB as the gateway for UEs to communicate with 
external networks and eNodeB GTP, MAC traffic sent, delay and traffic lost are analysed. At 
the IP backbone, traffic flow, memory size and CPU usage are analysed. The IP backbone 
traffic flow is independent of the MANET routing algorithm used within the LTE cell. While 
the EPC is communicating with external networks, traffic sent, received and EPC processing 
delay is analysed. The model and simulation shows that a MANET node located within an LTE 
cell can reach the eNodeB efficiently and effectively using 4-NIRA permitting messages to 
efficiently sent to external networks. 
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Results presented in chapter 5 compares the model for real time MANET 
communication using various algorithms including proposed 4-NIRA. Even though various 
contexts have been considered, not every scenario is dependent on the routing algorithm and 
thereby the difference of performance for every algorithm may not vigilant. However analysing 
a wide range of scenarios justify the superior performance of 4-NIRA over other prominent 
algorithms.  
5.5 Layer 3 Relay Nodes within LTE/LTE-A 
This section describes the development of a Layer 3 RN that was used in a multi-hop 
LTE/LTE-A scenario. RNs are functionally similar to low power base stations used for 
providing enhanced coverage and capacity at cell edges, black spots and connection to remote 
areas. RNs are connected to the cell eNodeB via a radio interface. In fact, RNs can fulfil a 
similar role to the eNodeB – except for circumstances in which the eNodeB will be responsible 
for MME selection. 
5.5.1 Operational Principle 
As mentioned in the literature survey, RNs can be of three types: Layer 1, Layer 2, 
and Layer 3 (detailed in Sections 2.6.2 and 2.6.3). Layer 1 RNs amplify-and-transmit the 
received signal. Layer 1 RNs provides the centralized eNodeB with added coverage, but while 
amplifying the signal, it also amplifies the associated noise. Therefore this approach provides 
enhanced coverage but does not increase the quality of the signal.  
This limitation is eliminated by Layer 2 RNs that decode the incoming signal, amplify, 
encode and then transmit the signal. Layer 2 RNs eliminate the noise from the signal and only 
amplify and transmit the signal.  
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The Layer 3 RN is the latest RN development and also the most advanced. Not only 
does it provide the functionalities of Layer 2 RNs, but it can also support a simple form of 
routing by acting as a small base station located at the edge of the transmission circle.  
The introduction of a Layer 3 RN would enable LTE/LTE-A to support multi-hop 
routed communications.  
The simulation tool, Opnet Modeller v17.5, included a rudimentary LTE model that 
did not include models for amplifiers and encoder-decoders, which meant that it was necessary 
to add an amplifier model that included routing functionality. Address allocation techniques 
used by legacy cellular networks [58] [59] can also be used for this purpose. When a network 
is created, the eNodeB will assign each of the connected nodes with an IP address, a procedure 
that can also use subnetting. Therefore the host component of all the connection nodes within 
the network will be the same. Likewise, the RNs will also be assigned with dedicated IP 
addresses. In the case of a MANET UE connected with one RN that wants to communicate 
with another UE, the sender will look for the IP address of the destination node. If the host 
prefix is the same for both the source and the destination node, it indicates that both nodes are 
connected to the same RN. Therefore, the RN will be able to facilitate communication between 
the two nodes. However, if the host prefix of the source and the destination IP addresses is not 
the same, the sender will communicate with the RN that will subsequently look for the 
destination IP address. A Layer 3 RN has the capability of working as a small low power base 
station. This means that if the IP address of the destination is within the routing table of the 
sender, the RN will send the message directly to the destination. But if the RN does not have 
the full IP address of the destination in its routing table, but the host address component is in 
its routing table, the sender RN will send the message to the RN to which the destination node 
is connected. The destination RN would subsequently be able to transfer the message to the 
destination node.  
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Therefore, one MANET node would be able to communicate with another MANET 
node using one or more Layer 3 RN and this would simplify the route selection process. 
5.5.2 Steps for communications based on a Relay Node.  
The key steps for developing an amplifier and encoder/decoder are as below: 
1. Assign RNs with IP addresses and allow sub-netting  
2. The sender will search for the destination IP address within its transmission radius.  
3. IF the destination is within the direct transmission of the sender  
Communicate Directly.  
4. IF not, transfer the message to the connected RN.  
5. The RN will search for the destination IP address within its transmission radius.  
6. IF the destination is within the direct transmission of the sender relay  node,  
Communicate directly.  
7. ELSE, look for the host address of the destination RN.  
8. If the host address is known to the sender RN,  
Transfer the message to the destination RN.  
9. The destination RN will transfer the message to the destination node.  
Else provide message “Destination not found”.  
5.5.3 Network Simulation 
Based on the objective of introducing ad hoc communications to LTE/LTE-A, Figure 
5-58 shows a model with a Layer 3 RN at the edge of an LTE-A cell capable of providing node-
to-node communications.  
The model is based on the concept of modifying an amplifier model to act like a 
simplified Layer 3 RN. According to the figure, the eNodeB supports the nodes within its 
transmission radius. Two RNs have been positioned on the edge of the transmission radius of 
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eNodeB to simulate an LTE-A environment. The RNs are programmed according to the steps 
described in Section 4.4.3.  
According to the model, MANET user Mobile_0_1_1 wishes to communicate with 
Mobile_0_1_5, both of which are located outside of the transmission range of eNodeB. 
Mobile_0_1_5 is connected with a different RN. Thus, using the assigned IP addresses of the 
respective nodes (that follows subnetting and are therefore fixed for the host and the specified 
portion of the network containing the eNodeB and the RNs); Mobile_0_1_1 would look for the 
IP address of its destination. If the specified prefix of the destination IP address is similar to 
that of Mobile_0_1_1, it would know that the destination node is co-located under the same 
RN. However, in this particular case, the destination Mobile_0_1_5 is located under a different 
RN. Therefore, L3_RN_1 searches for the IP address of Mobile_0_1_5 and finds it located 
under L3_RN_2. Hence, the L3_RN_1 amplifies and transmits the message to L3_RN_2, 
which again searches for the IP address of Mobile_0_1_5 and finds the specified prefix to be 
same. Thus, L3_RN_2forwards the message to the destination node, Mobile_0_1_5.  
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Figure 5-58 Layer 3 Relay nodes  
5.5.4 Results 
The performance of the proposed algorithm utilising a Layer 3 RN is discussed in this 
section. The simulation duration was 3600 seconds (x-axis on the graphs). 
According to the model in Figure 5-58, the sender communicates with the receiver 
using two RNs. Figure 5-59 compares the traffic Sent with traffic Received. The result 
demonstrates the proposed model is capable of providing ad hoc communications and delivers 
traffic to the destination using two RNs.  
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Figure 5-59 Traffic sent vs. traffic received  
Figure 5-60 provides the performance of the two RNs. The sender initially 
communicates with RN_1. As the destination is not within the same subnet as RN_1, it looks 
for the destination RN. Therefore RN_1 takes a longer time to process. On the other hand, 
RN_2 has the destination within its transmission radius. Therefore the node requires less 
processing time.  
 
Figure 5-60 Processing delay for the relay nodes  
Figure 5-61 provides the end-to-end communication delay between the sender and 
receiver. The communication path considers the routing from Sender to RN_1, RN_1 to RN_2, 
and finally from RN_2 to Receiver. The results provide that once the route is established, the 
end-to-end delay is reduced.  
The simulation results show that the proposed RN model can successfully provide 
node-to-node relay or ad hoc communications simulating a LTE-A cell with RN.  
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Figure 5-61 End-to-end delay for communication using relay nodes 
5.6 Statistical Confidence Analysis 
This research used simulations to establish the performance of the proposed algorithm 
and as simulation is a probabilistic reproduction of real systems there is a risk of the results 
having substantial variance. Therefore a Statistical Confidence analysis [85] is required to 
establish some degree of confidence with the simulation results.  
The Confidence Interval is a key parameter used to measure the confidence of a 
number of simulation results. It is expressed as a percentage value i.e. 95 per cent, 99 per cent 
etc. A 95 per cent Confidence Interval means if the same scenario is simulated numerous 
occasions and intervals are estimated on each occasion, the resulting intervals would bracket 
the true result in approximately 95 per cent of occasions. The Confidence Interval can be 
expressed as: 
 µ = Ẋ ± 𝑍
𝑆
√𝑛
 [5-1] 
where Ẋ is the point estimate, Z is the standard normal distribution for certain 
confidence level which is obtained from a confidence chart ( for 95 per cent confidence, Z = 
1.96), S is the standard deviation and n is the number of times the simulation is run. For any 
particular simulation, the Confidence Interval can be found by running the simulation multiple 
times, finding the mean value, determining the maximum variance by finding the difference 
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between maximum value and mean value and finally finding the difference from the mean 
value as a percentage.  
This section discusses the confidence analysis for selecting up to four nodes for 4-
NIRA, communication within a single cell, communication within multiple cells, 
communication with external networks, cell handover and lastly use of a L3 RN.  
5.6.1 Selecting four nodes for optimum routing 
Results discussed in Section 5.2.1.2 show that the selection of up to four nodes 
provides improved performance over a larger selection of nodes. Figure 5-18 provides the 
amount of traffic delivered using a varying number of nodes and a comparison indicates that 
using a maximum of up to four nodes achieves an improved outcome. Confidence analysis 
results are provided in Table 5-7.  
Table 5-7 Confidence Interval for Using 4 Nodes 
Maximum Traffic Sent 3060 bits/second 
Minimum Traffic Sent 2942 bits/second 
Count  10 
Sample Mean (Average) 3003 bits/second  
Maximum Variance 61 bits/second 
Confidence Interval ( after rounding ) 98 per cent 
 
Table 5-7 provides the Confidence Interval for results discussed in Section 5.2.1.2.  
5.6.2 Routing Within Single Cell 
The results discussed in Section 5.2.2.2 compares the performance of MANET routing 
within a single LTE cell using various routing techniques. Figure 5-22 provides the end-to-end 
delay using various algorithms and a comparison shows that 4-NIRA provides improved 
communication with lower end-to-end delay. A confidence analysis on 4-NIRA performance 
is provided in Table 5-8 Confidence Interval for 4-NIRA within Single CellTable 5-8. 
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Table 5-8 Confidence Interval for 4-NIRA within Single Cell 
Maximum Delay .01354 seconds 
Minimum Delay .01300 seconds 
Count  10 
Sample Mean (Average) .01327 seconds  
Maximum Variance .00027 seconds 
Confidence Interval ( after rounding ) 98 per cent 
 
Table 5-8 provides the Confidence Interval for the results discussed in Section 5.2.2.2.  
5.6.3 Routing Between Multiple Cells 
Results discussed in Section 5.3.1.2 compares the performance of MANET routing 
between nodes located and different LTE cells using various routing techniques. Figure 5-36 
provides the traffic delivery rate at the destination using selected algorithms and a comparison 
shows that 4-NIRA provides improved communication with higher data delivery rate. A 
confidence analysis on 4-NIRA performance is discussed in Table 5-9. 
Table 5-9 Confidence Interval for Traffic Delivery at Destination 
Maximum Delay 423000 bits/second 
Minimum Delay 356000 bits/second 
Count 10 
Sample Mean (Average) 389500bits/second  
Maximum Variance 33500 seconds 
Confidence Interval ( after rounding ) 95 per cent 
 
Table 5-9 provides the Confidence Interval for results discussed in Section 5.3.1.2.  
Table 5-10 Communication with External Networks 
Maximum Delay 225293 bits/second 
Minimum Delay 203324 bits/second 
Count 10 
Sample Mean (Average) 214026 bits/second  
Maximum Variance 11267 bits/second 
Confidence Interval ( after rounding ) 95 per cent 
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5.6.4 Communications with External Networks 
Results discussed in Section 5.3.2.2 compare the performance of MANET routing 
between MANET nodes and an external network such as distant fixed networks using selected 
routing techniques. Figure 5-45 provides the EPC Traffic sent using various algorithms and 
comparison advises that communication to external network is independent of routing 
algorithm. A confidence analysis on 4-NIRA performance is provided in Table 5-10. Table 
5-10 provides the Confidence Interval for results discussed in Section 5.3.2.2.  
5.6.5 L3 RN 
Figure 5-61 End-to-end delay for communication using relay nodespresented in 
Section 5.5.4 provides the end-to-end delay for MANET communication using L3 RNs. A 
statistical confidence analysis was carried out to determine the accuracy of the simulation 
results. The simulation model was run 10 times and the confidence results that were obtained 
are shown in Table 5-11. 
Table 5-11 Statistical Confidence for End-to-End delay using L3 RN 
Maximum End-to-End Delay 0.018987 seconds 
Minimum End-to-End Delay 0.018037 seconds 
Count  10 
Sample Mean (Average) .018512  
Maximum Variance .000475 seconds 
Confidence Interval ( after rounding ) 98 per cent 
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6 Conclusion and Future Research 
6.1 Conclusion 
The goal of this research was to develop an optimum MANET routing algorithm that 
would provide fast, reliable, and power efficient node-to-node transmission to support extended 
battery life utilising the latest network access technologies including RN. A new and novel 4-
NIRA MANET routing algorithm has been proposed and implemented providing fast, reliable 
and power efficient MANET routing that was found to be a significant improvement over 
comparable MANET routing algorithms selected from the literature. 
The research has successfully contributed an optimal MANET routing algorithm that 
incorporates a structured combination of techniques that improve transmission speed, reduces 
complexity, power efficiency and improves reliability by utilising intermediate RN. The 
MANET routing algorithm development and implementation has been carried out utilising 
industry standard simulation tools and systems and a confidence analysis of the simulation 
results has been carried out that highlights the validity of the results obtained. 
Selected research questions were raised in Chapter 1 and in subsequent chapters the 
research that was conducted to achieve the research questions is presented with results and 
comparative analysis. In response to the research question “What are the latest innovations 
regarding MANET algorithms?”, more than one hundred relevant papers from published 
journals, conference proceedings, books, articles, periodicals, and corporate websites 
presenting information about MANET algorithms were reviewed. The latest relevant works are 
articulated in Chapter 2. 
The literature review highlighted that the use of controlled routing techniques, such 
as Broadcast, Unicast and Multicast, location-aided routing, and energy-controlled routing, are 
the latest developments in MANET routing. In response to the second research question “what 
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are the limitations of the latest MANET algorithms?”, it was identified that while Broadcast, 
Unicast and Multicast transmission focuses on finding the fastest and most reliable routes, these 
routes may not necessarily be reliable or power efficient. However, although energy efficient 
routing focuses on achieving power efficiency, there is a concomitant decrease in the data 
delivery rate. Therefore, it was imperative to devise an optimum routing algorithm for 
MANETs that is fast, energy efficient and reliable. The research presented in this thesis 
therefore involved the design and development of a novel routing algorithm that would meet 
all of these requirements.  
Chapters 3 - 5 of the thesis describe the sequential development and operational 
principle of the proposed 4-NIRA, thereby providing an answer to the research question “what 
will be the operational principle of the improved algorithm?” 4-NIRA is based on a novel 
concept, namely, selecting up to four nodes located towards the destination and using an 
intelligent energy matrix to nominate the most suitable node as the next hop.  
The next research question was whether a suitable network access medium could be 
found, while at the same time establishing the compatibility of the proposed algorithm with the 
latest access technologies. 4-NIRA was initially simulated using a IEEE 802.11 based network, 
followed by a LTE based network.  For both of these access media, the results showed the 
algorithm capable of providing fast, energy efficient and reliable communications. While the 
research was underway, LTE was superseded by aspects of LTE-A, in which the use of a RN 
was introduced with the purpose of further improving coverage and throughput. Based on this 
newly available functionality, the idea of introducing multi-hop communications using the 
LTE-A RNs was proposed and subsequently simulated with positive results achieved.  
The operational principle of the proposed algorithm was described and its operation 
tested using various access media followed by a performance analysis of the algorithm using a 
comparative study with other prominent algorithms. Therefore, in response to the research 
 185 
question regarding performance evaluation, the performance of the proposed 4-NIRA was 
compared with that of other prominent algorithms and the results are presented and discussed 
in Chapters 3 - 5. The results of the comparative analysis showed that there is scope for 
improvements to be carried out as future work and that overall the proposed 4-NIRA 
outperforms other comparable algorithms in terms of speed, energy efficiency, data delivery, 
reliability and compatibility with diverse access mediums. 
The key achievements of this research have been: 
 identification of the requirement for an improved MANET routing algorithm  
 proposal of a new novel routing algorithm for MANETs titled 4-NIRA 
 justification of the use of up to four nodes towards the destination to reduce the 
time taken and complexity when finding the next hop 
 introduction of an intelligent energy matrix 
 association of IPv6 addressing with the algorithm 
 testing of the algorithm using various LTE scenarios, such as routing within a 
single cell, multiple cells, external networks, and call handovers  
 building a Layer 3 RN for LTE/LTE-A, and 
 comparing the performance of 4-NIRA with other prominent algorithms 
Collectively, these achievements resulted in the proposal of an improved MANET 
routing algorithm that is fast, reliable and  and provides longer battery life. However, the 
simulation results showed that, by addressing all three of these factors together, the algorithm 
complexity increased, requiring a higher number of CPU cycles than the comparative selected 
algorithms. MANET device processors using 4-NIRA would have to simultaneously focus on 
tasks such as selecting neighbouring nodes, maintaining the intelligent energy matrix, and 
nominating the next hop. To ensure that 4-NIRA performance is satisfactory in current mobile 
devices there would need to be a priority given to the transmission system.  
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6.2 Suggestions for further research 
The research into a new and novel MANET routing algorithm has highlighted 
opportunities for further research. 
At this time IMT-Advanced and LTE-A are still under development and may not be 
finalised until later this decade. What this means is there will be changes to the final 
specification that may be able to be utilised to improve 4-NIRA, and there will be potential for 
improvements that will reduce complexity and enhance reliability, utilisation of relaying and 
further reduce power consumption. 
Investigating MANET device MAC provides an opportunity to develop and 
implement an improved frame and control mechanism that enhances Layer 2 operation, 
particularly to provide faster more reliable operation where the MAC includes fields that would 
facilitate 4-NIRA operation. 
 
 187 
7 Bibliography 
 
[1]  M. Conti and S. Giordano, “Mobile ad hoc networking: milestones, 
challenges, and new research directions,” IEEE Communications Magazine, vol. 
52, no. 1, pp. 85 - 96, 2014.  
[2]  M. Kumar and R. Mishra, “An Overview of MANET: History, Challenges 
and Applications,” Indian Journal of Computer Science and Engineering 
(IJCSE), vol. 3, no. 1, 2012.  
[3]  M. Khabbazian and V. Vargava, “Efficient Broadcasting in Mobile Ad 
Hoc Netowrks,” IEEE Transaction on Mobile Computing, vol. 8, no. 2, Feb 2009.  
[4]  L. Junhai, Y. Danxia, X. Liu and F. Mingyu, “A Survey of Multicast 
Routing Protocols for Mobile Ad-Hoc Networks,” IEEE Communications 
Surveys & Tutorials, vol. 11, no. 1, First Quarter, 2009.  
[5]  A. Holzer, P. Eugster and B. Garbinato, “Evaluating Implementation 
Strategies for Location-Based Multicast Addressing,” IEEE Transactions on 
Mobile Computing, vol. 12, no. 5, May 2013.  
[6]  F. M. Rahman and M. A. Gregory, “Quadrant Based Intelligent Energy 
Controlled Multicast Algorithm for Mobile Ad Hoc Networks,” in 13th 
International Conference on Advanced Communication Technology (ICACT), 
Phoenix Park, Korea. , February 2011.  
[7]  F. M. Rahman and M. A. Gregory, “4-N Intelligent MANET Routing 
Algorithm,” in Australasian Telecommunication Networks and Applications 
Conference (ATNAC), Melbourne, Australia., 2011.  
[8]  F. M. Rahman and M. A. Gregory, “Applying QoS to 4-N Intelligent 
MANET Routing Algorithm by IPv6 Association,” in International Conference 
on Engineering Technology and Technopreneurship (ICE2T), Kuala Lumpur, 
Malaysia, 2014.  
[9]  F. M. Rahman and M. A. Gregory, “IP Address Associate 4-N Intelligent 
MANET Routing Algorithm Utilizing LTE Cellular Technology,” in 
Australasian Telecommunication Networks and Applications Conference 
(ATNAC), Brisbane, Australia, 2012.  
 188 
[10]  F. M. Rahman and M. A. Gregory, “An Optimum Routing Technique for 
MANET over LTE Cellular Networks,” in Theory, Application and 
Experimentation of Broadband Wireless Access Networks for 4G, Hershey, 
PA17033, IGI Global, 2014, pp. 345-365. 
[11]  F. M. Rahman and M. A. Gregory, “Performance Analysis of LTE Higher 
Layers During MANET communications using 4-NIRA,” in International 
Conference on Engineering Technology and Technopreneurship (ICE2T), Kuala 
Lumpur, Malaysia, 2014.  
[12]  F. M. Rahman and M. A. Gregory, “Modeling & Path Analysis of 
MANET 4-NIRA Using LTE/LTE-Advanced Access Network,” Springer 
Journal: 11036: Mobile Networks and Applications, Submitted on March 2015.  
[13]  F. M. Rahman and M. A. Gregory, “MANET Communications with 
External LTE Networks using 4-NIRA and LTE/LTE-A,” Elsevier Journal: 
Computer communications, Submitted on March 2015.  
[14]  S. Yang and J. Wu, “Efficient Broadcasting Using Network Coding and 
Directional Antennas in MANETs,” IEEE Transactions on Parallel and 
Distributed Systems, vol. 21, no. 2, pp. 148 - 161, February 2010.  
[15]  X. Yang, J. Yin and S. Yuan, “Location-Aided Opportunistic Routing for 
Mobile Ad Hoc Networks,” in 5th International Conference on Wireless 
Communications, Networking and Mobile Computing, 2009. WiCom '09 , 
Beijing, 2009.  
[16]  S. G. Lee, D. H. Lee and S. W. Lee, “Network Oriented Road Map 
Generation for Unknown Roads using Visual Images and Gps – based Location 
Information,” IEEE Transactions on Consumer Electronics, vol. 55, no. 3, August 
2009.  
[17]  D. Kimm, J. Garcia-Luna-Aceves, K. Obraczka and J. Cano, “Routing 
Mechanism for Mobile Ad Hoc Networks Based on the Energy Drain Rate,” IEEE 
Transactions on Mobile Computing, vol. 2, no. 2, April-June 2003.  
[18]  J. Zhang, Q. Zhang, B. Li, X. Lou and W. Zhu, “Energy-Efficient Routing 
in Mobile Ad Hoc Networks: Mobilityh Assisted Case,” IEEE Transactions on 
Vehicular Technology, vol. 55, no. 1, January 2006.  
 189 
[19]  D. Astely, E. Dahlman, A. Furuskar, Y. Jading, M. .. Lindström and S. 
Parkvall, “LTE: The Evolution of Mobile Broadband,” IEEE Communication 
Magazine, vol. 47, no. 4, April 2009.  
[20]  M. Olfat, “LTE Advanced: A Quick Look at Releases 10 to 12,” Eogogics, 
2014. 
[21]  3rd Generation Partnership Project, “The Mobile Broadband Standard,” 
3GPP, 2014. 
[22]  A. Fridman, S. Weber, C. Graff, D. Breen, E. Dandekar and M. KAM, 
“OMAN: A Mobile Ad Hoc Network Design System,” IEEE Transactions on 
Mobile Computing, vol. 11, no. 7, pp. 1179-1191, 2012.  
[23]  M. Xiaomin, Y. Xiaoyan, G. Burton, C. Penney and K. Trivedi, “Packet 
Delivery Ratio in k-Dimensional Broadcast Ad Hoc Networks,” IEEE 
Communications Letter, vol. 17, no. 12, pp. 2252-2255, 2013.  
[24]  S. Yang, C. K. Yeo and B. S. Lee, “Toward Reliable Data Delivery for 
Highly Dynamic Mobile Ad Hoc Networks,” IEEE Transactions on Mobile 
Computing, vol. 1, no. 1, pp. 111 - 124 , January 2012.  
[25]  W. Ao, S.-M. Cheng and K.-C. Chen, “Connectivity of Multiple 
Cooperative Cognitive Radio Ad Hoc Networks,” IEEE Journal on Selected 
Areas in Communications, vol. 30, no. 2, pp. 263-270, February 2012.  
[26]  J. Wu and F. Dai, “Efficient broadcasting with guaranteed coverage in 
mobile ad hoc networks,” IEEE Transactions on Mobile Computing, vol. 4, no. 
3, pp. 259 - 270, 2005.  
[27]  Z. Sihai, L. Layuan and G. Lin, “QoS-Based Multicast Routing Protocol 
in MANET,” in International Conference on Industrial Control and Electronics 
Engineering (ICICEE), 2012, First Quarter, 2009.  
[28]  I. Chakeres, C. Danilov, T. Henderson and J. Mackert, “Connecting 
MANET Multicsat,” in IEEE Military Communications Conference, 2007.  
[29]  T. Lu and J. Zhu, “Genetic Algorithm for Energy-Efficient QoS Multicast 
Routing,” IEEE Communications Letters, vol. 17, no. 1, pp. 31 - 34 , January 
2013.  
 190 
[30]  S. Shivashankar, G. Varaprasad and G. Jayanthi, “Designing Energy 
Routing Protocol with Power Consumption Optimization in MANET,” IEEE 
Transactions on Emerging Topics in Computing, vol. 2, no. 2, pp. 192 - 197, 2014.  
[31]  S. Mangai and A. Tamilarasi, “Hybrid location aided routing protocol for 
GPS enabled MANET clusters,” in 2010 International Conference on 
Communication and Computational Intelligence (INCOCCI), August, 2009.  
[32]  W.-L. Shen and C.-S. Chen, “Autonomous Mobile Mesh Networks,” 
IEEE Transactions on Mobile Computing, vol. 13, no. 2, pp. 364 - 376, February, 
2014.  
[33]  E. Thibodeau, M. Youssef and A. C. Houle, “Investigating Manet 
Performance in a VOIP Context,” in Canadian Conference on Electrical and 
Computer Engineering, 2006.  
[34]  K. Namuduri and R. Rendse, “Analytical Estimation of Path Duration in 
Mobile Ad Hoc Networks,” IEEE Sensors Journal, vol. 12, no. 6, pp. 1828 - 1835, 
2012.  
[35]  J. H. Park, K.-Y. Han and D.-H. Cho, “Reducing Inter-Cell Handover 
Events Based on Cell ID Information in Multi-hop Relay,” in IEEE 65th 
Vehicular Technology Conference, VTC2007, 2007.  
[36]  C. Sunghyun, E. W. Jang and J. M. Cioffi, “Handover in Multihop 
Cellular Networks,” IEEE Communications Magazine, vol. 47, no. 7, pp. 64-73, 
2009.  
[37]  Z. Wang, Y. Chen and C. Li, “A Novel Cooperative Opportunistic 
Routing Scheme in Mobile Ad Hoc Networks,” IEEE Journal on Selected Areas 
in Communications, vol. 30, no. 2, p. 289 – 296, February 2012.  
[38]  P. Li, Y. Fang, J. Li and X. Huang, “Smooth Trade-Offs Between 
Throughput and Delay in Mobile Ad Hoc Networks,” IEEE Transactions on 
Mobile Computing, vol. 11, no. 3, p. 427 – 438, March, 2012.  
[39]  H. Nishiyama, T. Ngo, N. Ansari and N. Kato, “On Minimizing the Impact 
of Mobility on Topology Controling Mobile Ad Hoc Networks,” IEEE 
Transactions on Wireless Communications, vol. 11, no. 3, pp. 1158-1166, 2012.  
[40]  Q. Guan, F. Yu, J. Shengming, V. Leung, H. Mehrvar and Q. Hguan, 
“Topology Control in Mobile Ad Hoc Networks With Cooperative 
 191 
Communications,” IEEE Wireless Communications , vol. 19, no. 2, pp. 74-79, 
2012.  
[41]  E. Saltzman and D. Gonzales, “Optimal Number of Gateways for Mobile 
Ad-Hoc Networks (MANET) with Two Subnets,” in Military Communication 
Conference, 2011.  
[42]  H. Chen, Z. Yen and B. Sun, “An Entropy-Based Long-life Multicast 
Routing Protocol in MAODV,” in International Colloquium on Computing, 
Communication, Control, and Management (ISECS ), 2009.  
[43]  X. M. Zhang, E. B. Wang, J. J. Xia and D. K. Sung, “A Neighbour 
Coverage-Based Probabilistic Rebroadcast for Reducing Routing Overhead in 
Mobile Ad Hoc Networks,” IEEE Transactions on Mobile computing, vol. 12, no. 
3, pp. 424 - 433, March, 2013.  
[44]  S. Y. Han and D. Lee, “An Adaptive Hello Messaging Scheme for 
Neighbour Discovery in On-Demand MANET Routing Protocols,” IEEE 
Communications Letters, vol. 17, no. 5, pp. 1040 - 1043, May, 2013.  
[45]  O. Jerew, H. Jones and K. Blackmore, “On the Minimum Number of 
Neighbours for Good Routing Performance in MANETs,” in IEEE 6th 
International Conference on Mobile Ad Hoc and Sensor Systems. MASS 09, 2009.  
[46]  N. Vetrivelan and A. Reddy, “Modeling and Analysing a Novel Restricted 
Angle Scenario Model in MANET,” in 2010 IEEE Regional Conference, 
TENCON., 2010.  
[47]  D. G. Reina, S. L. Toral, P. Johnson and F. Barrero, “Hybrid Flooding 
Scheme for Mobile Ad Hoc Networks,” IEEE Communications Letters, vol. 17, 
no. 3, pp. 592 - 595 , March, 2013.  
[48]  F. Wang and J. Liu, “On Reliable Broadcast in Low Duty-Cycle Wireless 
Sensor Networks,” IEEE Transactions on Mobile Computing, vol. 11, no. 5, pp. 
767-779, May 2012.  
[49]  S. Lim, C. Yu and C. Das, “An Energy-Efficient Communication Scheme 
for Mobile Ad Hoc Networks,” IEEE Transactions on Mobile Computing, vol. 8, 
no. 8, August, 2009..  
 192 
[50]  E. Kuiper and S. Nadjm-Tehrani, “Geographical Routing With Location 
Service in Intermittently Connected MANETs,” IEEE Transactions on Vehicular 
Technology, vol. 60, no. 2, p. 592 – 604, 2011.  
[51]  L. Latiff, A. Ali and N. Fisal, “Power Reduction Quadrant Based 
Directional Routing Protocol in Mobile Ad Hoc Network,” in IEEE International 
Conference on Telecommunication and Malaysia International Conference on 
Communications., 2007.  
[52]  C. Perkins, E. Belding-Royer and S. Das, “Ad hoc On-Demand Distance 
Vector (AODV) Routing,” IETF, RFC 3561, 2003. 
[53]  G. Varaprasad and R. Wahidabanu, “New Power-aware Multicast 
Algorithm for Mobile Ad Hoc Networks,” IEEE Potentials, vol. 32, no. 2, pp. 32-
35, March, 2013.  
[54]  V. Borges, S. Borkar and P. Kamat, “Dynamic Power Conservation 
Routing in MANETs: A New Approach,” in 3rd Internatinal Conference on 
Emerging Trends in Engineering and Technology (ICETET), 2010.  
[55]  Z.-T. Chou, Y.-H. Lin and T.-L. Sheu, “Asynchronous Adaptiveness for 
Multihop Ad Hoc Networks,” IEEE Transactions on Vehicular Technology, vol. 
62, no. 7, pp. 3301 - 3314, September, 2013..  
[56]  W. Naruephiphat and C. Charnsripinyo, “Routing Algorithm for 
Balancing Network Lifetime and Reliable Packet Delivery in Mobile Ad Hoc 
Networks,” in Ubiguitous, Automatic and Trusted Computing, Symposium and 
workshop. UIC-ATC’09, 2009.  
[57]  J. Liu, X. Jiang, H. Nishiyama and N. Kato, “Throughput Capacity of 
MANETs with Power Control and Packet Redundancy,” IEEE Transactions on 
Wireless Communications, vol. 12, no. 6, pp. 3035-3047, June, 2013..  
[58]  M. Al-Shurman, M. Al-Mistarihi and A. Qudaimat, “Network Address 
Assignment in Mobile Ad Hoc Networks,” in 2010 International Congress on 
Ultra Modern Telecommunicaions and Control Systems and workshops 
(ICUMT), 2010.  
[59]  S. Indrasinghe, R. Pereira and J. Haggerty, “Efficient Address 
Management for Mobile Ad Hoc Netorks,” in Efficient Address Management for 
Mobile Ad Hoc Netorks, 2010.  
 193 
[60]  L. Zimu, P. Wei and L. Yujun, “An Innovative Ipv4-ipv6 Transition Way 
for Internet Service Provider,” in IEEE Symposium on Robotics and Applications 
(ISRA)., 2012.  
[61]  D. Plonka and P. Barford, “Assessing Performance of Internet Services on 
IPv6,” in 2013 IEEE Symposium on Computers and Communications, 2013.  
[62]  X. Yu, P. Navaratnam and K. Moessner, “Resource Reservation Schemes 
for IEEE 802.11-Based Wireless Networks: A Survey,” IEEE Communications 
Surveys & Tutorials, vol. 15, no. 3, pp. 1042-1061, 2013.  
[63]  S. Vitturi, L. Seno, F. Tramarin and M. Bertocco, “On the Rate Adaptation 
Techniques of IEEE 802.11 Networks for Industrial Applications,” IEEE 
Transactions on Industrial Informatics, vol. 9, no. 1, pp. 198-208, February, 2012.  
[64]  Y. Zaki, T. Weerawardane, C. Gorg and A. Timm-Giel, “Long Term 
Evolution (LTE) Modle Development Within OPNET Simulation Environment,” 
in Opnet Workshop, 2011.  
[65]  R.-H. Liou and Y.-B. Lin, “An Investigation on LTE Mobility 
Management,” IEEE Transactions on Mobile Computing, vol. 12, no. 1, January, 
2013..  
[66]  H. Zhang, H. Hong and K. Xue, “Uplink Performance of LTE-based 
Multi-hop Cellular Network With Out-of-band Relaying,” in IEEE Consumer 
Communications and Networking Conference (CCNC), January, 2012..  
[67]  I.-H. Hou and C. Chen, “An Energy-Aware Protocol for Self-Organizing 
Heterogeneous LTE Systems,” IEEE Journal on Selected Areas in 
Communications, vol. 31, no. 5, pp. 937-946, May, 2013..  
[68]  Y. Shen, T. Luo and M. Z. Win, “Neighboring Cell Search for LTE 
Systems,” IEEE Transactions on Wireless communications, vol. 11, no. 3, pp. 
908-919, March 2012.  
[69]  F. Capozzi, G. Piro, L. A. Grieco, G. Boggia and P. Camar, “Downlink 
Packet Scheduling in LTE Cellular Networks: Key Design Issues and A Survey,” 
IEEE Communications Surveys & Tutorials, vol. 15, no. 2, pp. 678-700, 2013.  
[70]  A. Roy, J. Shin and N. Saxena, “Multi-Objective Handover in LTE 
Macro/Femto-Cell Networks,” Journal of Communications and Networks , vol. 
14, no. 5, pp. 578-587, October, 2012.  
 194 
[71]  S. N. Donthi and N. B. Mehta, “Joint Performance Analysis of Channel 
Quality Indicator Feedback Schemes and Frequency-Domain Scheduling for 
LTE,” IEEE Transactions on Vehicular Technology, vol. 60, no. 7, September, 
2011..  
[72]  M. Gupta, S. Jha, A. Koc and R. Vannithamby, “Energy Impact of 
Emerging Mobile Internet Applications on LTE Networks: Issues and Solutions,” 
IEEE Communications Magazine, vol. 51, no. 2, pp. 90 - 97 , February, 2013..  
[73]  S. Parkvall, A. Furuskar and E. Dahlman, “Evolution of LTE toward IMT-
Advanced,” IEEE Communications Magazine, vol. 49, no. 2, pp. 84 - 91, 2011.  
[74]  D. Wu, L. Zhou, Y. Cai, R. QingYangHu and Y. Qian, “The Role of 
Mobility for D2D Communications in LTE-Advanced Networks: Energy Vs 
Bandwidth Efficiency,” IEEE Wireless Communications, vol. 21, no. 2, pp. 66 - 
71, April, 2014..  
[75]  F. Ahmad, S. Marwat, Y. Zaki, Y. Mehmood and C. Gorg, “Machine-to-
Machine Sensor Data Mulitplexing using LTE-Advanced Relay Node for 
Logistics,” in 4th International Conference on Dynamics in Logistics, Berlin, 
Germany., 2014.  
[76]  J. Liu, Y. Kawamoto, H. Nishiyama, N. Kato and N. Katowaki, “Device-
To-Device Communicatins Achieve Efficient Load Balancing in LTE-Advanced 
Networks,” IEEE Wireless Communications, vol. 21, no. 2, pp. 57 - 65, 2014.  
[77]  A. Lo and I. Niemegeers, “Multi-hop Relay Architectures for 3GPP LTE-
Advanced,” in 2009, Kuala Lumpur, Malaysia., IEEE 9th Malaysia International 
Conference on Communications.  
[78]  M. Iwamura, H. Takahashi and S. Nagata, “Relay Technology in LTE-
Advanced,” NTT DOCOMO Technical Journal, vol. 12, no. 2.  
[79]  P.-C. Lin, R.-G. Cheng and Y.-J. Chang, “A Dynamic Flow Control 
Algorithm for LTE-Advanced Relay Networks,” IEEE Transactions on Vehicular 
Technology, vol. 63, no. 1, pp. 334-343, Januart, 2014..  
[80]  M. Peng, D. Liang, Y. Wei, J. Li and H.-H. Chen, “Self-Configuration and 
Self-Optimization in LTE-Advanced Heterogeneous Networks,” IEEE 
Communications Magazine, vol. 51, no. 5, pp. 36 - 45, 2013.  
 195 
[81]  M. Deruyck and L. Martens, “Designing Energy-Efficient Wireless 
Access Networks: LTE and LTE-Advanced,” IEEE Internet Computing, vol. 17, 
no. 5, p. 39 – 45, 2013.  
[82]  E. Pateromichelakis, M. Shariat, A. Quddus and R. Tafazolli, “On the 
Evolution of Multi-Cell Scheduling in 3GPP LTE / LTE-A,” IEEE 
Communications Surveys & Tutorials, vol. 15, no. 2, pp. 701-717, 2013.  
[83]  Opnet, Opnet Modeller, May, 2010..  
[84]  S. Habib and P. Marimuthu, “Optimized Capacity Planning and 
Performance Measurement Through OPNET Modeler,” in 2010 International 
Conference on Computer Applications and Industrial Electronics (ICCAIE), 
2010.  
[85]  N. Hu and E.-H. Yang, “Fast Motion Estimation Based on Confidence 
Interval,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 
24, no. 8, pp. 1310-1322, 2014.  
[86]  E. Y. Hua and Z. J. Haas, “Mobile-Projected Trajectory Algorithm With 
Velocity-Change Detection for Predicting Residual Link Lifetime in MANET,” 
IEEE Transactions on Vehicular Technology, vol. 64, no. 3, pp. 1065 - 1078, 
2015.  
[87]  P. Novotny and A. L. Wolf, “On-Demand Discovery of Software Service 
Dependencies in MANETs,” IEEE Transactions on Network and Service 
Management, vol. 12, no. 2, pp. 278 - 292, 2015.  
[88]  S. Haiying and Z. Li, “A Hierarchical Account-Aided Reputation 
Management System for MANETs,” IEEE/ACM Transactions on Networking, 
vol. 23, no. 1, pp. 70 - 84, 2015.  
[89]  W. Xiaoyan and L. Jie, “Improving the Network Lifetime of MANETs 
through Cooperative MAC Protocol Design,” IEEE Transactions on PArallel and 
Distributed Systems, vol. 26, no. 4, pp. 1010 - 1020, 2015.  
[90]  L. Jinging, Z. Jinbei and W. Xinbing, “Impact of Location Popularity on 
Throughput and Delay in Mobile Ad Hoc Networks,” IEEE Transactions on 
Mobile Computing, vol. 14, no. 5, pp. 1004 - 1017, 2015.  
 196 
[91]  X. Zhang and A. V. Vasilakos, “Interference-Based Topology Control 
Algorithm for Delay-Constrained Mobile Ad Hoc Networks,” IEEE Transactions 
on Mobile Computing, vol. 14, no. 4, pp. 742-754, 2015.  
[92]  J. Luo, J. Zhang and X. Wang, “The Role of Location Popularity in 
Multicast Mobile Ad Hoc Networks,” IEEE Transactions on Wireless 
Communications, vol. 14, no. 4, pp. 2131-2143, 2015.  
 
 197 
Appendix A Abbreviations 
 
3GPP  3rd Generation Partnership Project 
4-NIRA 4-Node Intelligent Routing Algorithm 
a 
AODV Ad Hoc On-Demand Distance Vector 
ALOHA Areal Location of Hazardous Atmospheres 
ARP  Address Resolution Protocol 
e 
EPC  Evolved Packet Core 
g 
GPS  Global Positioning System 
i 
IETF  Internet Engineering Task Force 
IP  Internet Protocol 
IPv4  Internet Protocol version 4 
IPv6  Internet Protocol version 6 
l 
LTE  Long Term Evolution 
LTE-A Long Term Evolution-Advanced 
m 
M2M  Machine to Machine 
MANET Mobile Ad Hoc Network 
MIMO Multiple-input-multiple-output 
p 
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PRNET Packet Radio Network 
PSTN Public Switched Telephone Network 
q 
QBIRA Quadrant Based Intelligent Routing Algorithm 
r 
RAN  Radio Access Network 
RRC  Radio Resource Control 
s 
SURAN Survival Adaptive Radio Network 
u 
UE  User Equipment 
UMTS Universal Mobile Telecommunication Systems 
v 
VANET Vehicular Ad Hoc Network 
w 
WAN Wide Area Network 
WLAN Wireless Local Area Network 
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Appendix B Opnet Models and Source Codes 
Opnet Modeller has predominantly been used for the simulation of this research. 
Screenshots of the key Opnet functionalities are discussed in this Appendix. 
B.1 MANET Model editing 
 
Figure B-1 Editing MANET nodes in OPNET Modeller 
According to Figure B-1, built in nodes were edited with the simulation parameters to 
create the desired scenario. 
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B.2 Function diagram of a MANET node 
 
Figure B-2 Function diagram for a MANET node 
According to Figure B-2, MANET nodes can further be segmented into various layers 
and ports. Those segments have been programmed and remodelled to create the designed 
simulation environment.  
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B.3 Function diagram of eNodeB 
 
Figure B-3 Functional diagram of eNodeB 
As per Figure B-3, built in eNodeB model could be programmed to meet the 
simulation criteria. However this research was focusing on routing algorithm and programming 
were required on MANET nodes rather than eNodeB.  
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B.4 Function diagram of IP Backbone 
 
Figure B-4 Functional diagram of IP Backbone 
B.5 Function diagram of EPC 
 
Figure B-5 Functional diagram of EPC 
B.6 Function diagram of Layer 3 Relay Node 
 203 
 
Figure B-6 Layer 3 Relay Node 
Figure B-6 provides the functional diagram of Layer 3 RN which has been 
programmed to provide multi-hop functionality for LTE-A using Opnet Modeller. 
B.7 Source Code for 4-NIRA 
Opnet is a modelling simulator, using which various scenarios were modelled and 
programmed to obtain specific algorithm performances. Codes for the key MANET 
components including Opnet’s built in functionalities as well as programmed functionalities 
are outlined below:   
 
MANET NODE RTE MNGR 
/* Initialize the state variables */ 
#include<iostream> 
#include <stdio.h> 
#include <string.h> 
#include<Windows.h> 
#include<string> 
#include <sstream>  
#include <iomanip> 
#include <math.h> 
#include <cstdlib> 
#include"node.h" 
using namespace std; 
void Start_up(); 
 
double distance_cal(double lat1, double lon1, double lat2, double lon2, char unit); 
#define ADDRESS_SIZE 8 
#define ip 3.14159265358979323846 
typedef unsigned int Address[ADDRESS_SIZE]; 
string ip_addr; 
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void address_Print(Address addr) 
{ 
 printf("%04x:%04x:%04x:%04x:%04x:%04x:%04x:%04x", addr[0], addr[1], addr[2], addr[3], addr[4], addr[5], 
addr[6], addr[7]); 
} 
 
**************************************************** 
*  IP Address Allocation   * 
*****************************************************/ 
 
int increment_Address(Address addr) 
{ 
 unsigned int carry = 1, 
  i = 8; 
 
 while (carry && i) 
 { 
  addr[i - 1] += carry; 
  if (addr[i - 1] > 0xffff || !addr[i - 1]) 
  { 
   carry = 1; 
   addr[i - 1] &= 0xffff; 
  } 
  else 
  { 
   carry = 0; 
  } 
  i--; 
 } 
 return carry; 
} 
 
/**************************************************** 
* CONVERTING AND VALIDATING THE INPUT IP_ADDRESS * 
*****************************************************/ 
 
string string_To_Address(const char *s, Address addr) 
{ 
 
  int carry; 
  carry = increment_Address(addr); 
 
  std::ostringstream os; 
  int i = addr[0]; 
  os << std::hex << i; 
  string new_addr = os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[1]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[2]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[3]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[4]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
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  os.str(""); 
  os.clear(); 
 
  i = addr[5]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[6]; 
  os << std::hex << i; 
  new_addr += os.str(); 
  new_addr += ":"; 
  os.str(""); 
  os.clear(); 
 
  i = addr[7]; 
  os << std::hex << i; 
  new_addr += os.str();   
  os.str(""); 
  os.clear(); 
 
  if (carry) 
   puts("also, an overflow occured"); 
  cout << "\n"; 
 
  return new_addr; 
} 
 
int main() 
{ 
 system("color f5"); 
Start_up(); 
 
Delay 
/* Get the interrupt type and code */ 
intrpt_type = op_intrpt_type (); 
intrpt_code = op_intrpt_code (); 
if (intrpt_type == OPC_INTRPT_STRM) 
 { 
 if (LTRACE_ACTIVE) 
  { 
  op_prg_odb_print_major ("Packet Arrival", OPC_NIL); 
  } 
 /* Process the incoming packet */ 
 manet_rte_mgr_packet_arrival (); 
 } 
else if ((intrpt_type == OPC_INTRPT_PROCESS) && IDLE_CHILD) 
 { 
 /* OLSR child has notified us that it is idle (due to */ 
  /* all its IPv6 interfaces being not active)    */ 
 op_pro_destroy (child_prohandle);  
 if (LTRACE_ACTIVE) 
 { 
  op_prg_odb_print_major ("OLSR Child has no active interfaces - DESTROY it now", OPC_NIL); 
  } 
 } 
 
CPU CONFIG 
 
/* Register the categorized memory */ 
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cmo_handle = prg_cmo_define ("Server_mgr dynamic memory"); 
 
/* Also initialize the server support functions */ 
Server_Support_init (); 
 
trace_job_manager = op_prg_odb_ltrace_active ("job_mgr"); 
if (trace_job_manager) 
 { 
 op_prg_odb_print_major ("SERVER_MGR: server_config\n", OPC_NIL); 
 } 
 
/* Initialize logging functions */ 
server_log_support_init (); 
 
/* instance of the simple cpu process model.    */ 
simple_cpu_pro_handle = op_pro_create ("oms_simple_cpu", OPC_NIL); 
op_pro_invoke (simple_cpu_pro_handle, OPC_NIL); 
 
/* We give up control to allow other processes to register  */ 
/* before continuing.          */ 
op_intrpt_schedule_self (op_sim_time (), 0); 
 
trace_job_manager = op_prg_odb_ltrace_active ("job_mgr"); 
if (trace_job_manager) 
 { 
 op_prg_odb_print_major ("SERVER_MGR: register\n", OPC_NIL); 
 } 
 
WIRELESS MAC 
 
/* Find out whether the surrounding WLAN MAC module  */ 
/* supports Hybrid Coordination Function (HCF),   */ 
/* specified in the IEEE 802.11e standard. Access the */ 
/* WLAN configuration attribute.     */ 
op_ima_obj_attr_get (op_id_self (), "Wireless LAN Parameters", &comp_attr_objid); 
comp_attr_row_objid = op_topo_child (comp_attr_objid, OPC_OBJTYPE_GENERIC, 0); 
 
/* Read the value of Physical charachteristics. If it  */ 
/* set to HT then invoke process model wlan_mac_hcf. */ 
op_ima_obj_attr_get (comp_attr_row_objid, "Physical Characteristics", &phy_char); 
 
/* Read the value of the corresponding attribute under */ 
/* HCF Parameters.          */ 
op_ima_obj_attr_get (comp_attr_row_objid, "HCF Parameters", &comp_attr_objid); 
comp_attr_row_objid = op_topo_child (comp_attr_objid, OPC_OBJTYPE_GENERIC, 0); 
op_ima_obj_attr_get (comp_attr_row_objid, "Status", &hcf_support_int); 
 
/* Bit shift the phy char.        */ 
phy_char = (1 << (phy_char + WLANC_PHY_CHAR_BIT_SHIFT)); 
 
/* Create the appropriate MAC process model. If the HT */ 
/* PHY type is set we will create HCF MAC as support of */ 
/* of HCF is mandatory as per the 802.11n standard   */ 
/* section 5.2.9.          */ 
if ((hcf_support_int == OPC_BOOLINT_ENABLED) || (phy_char == WlanC_HT_OFDM_2G4_11n) || (phy_char == 
WlanC_HT_OFDM_5G_11n)) 
 { 
 /* If the physical charachteristics are set to HT  */ 
 /* but the HCF support is disabled write a log   */ 
 /* message to warn the user.      */ 
 if (hcf_support_int == OPC_BOOLINT_DISABLED) 
  { 
  /* Register the log handles and related flags.      
  */ 
  config_log_handle = op_prg_log_handle_create (OpC_Log_Category_Configuration, "Wireless LAN", 
"MAC Configuration", 128); 
   
  wlan_phy_char_to_str (phy_char, phy_char_str); 
   
  /* Write the warning message.       
    */ 
  op_prg_log_entry_write (config_log_handle, 
   "WARNING:\n" 
   "HCF (802.11e) support is set to \"Not Supported\" in the node with physical charachteristics set 
to %s\n" 
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   "ACTION:\n" 
   "The HCF support is enabled in the node." 
   "CAUSE:\n" 
   "All STAs that support IEEE 802.11n physcial charachteristics must be capable of supporting 
HCF (802.11e) " 
   "as required by the IEEE 802.11n-2009 standard.\n" 
   "SUGGESTION:\n" 
   "Ensure that all nodes with IEEE 802.11n physical charachteristics has HCF support enabled.\n", 
phy_char_str); 
  } 
  
  
 /* Create HCF process.        */ 
 mac_prohandle = op_pro_create ("wlan_mac_hcf", OPC_NIL); 
 } 
else 
 mac_prohandle = op_pro_create ("wlan_mac", OPC_NIL); 
 
/* Make the child process the recipient of the   */ 
/* interrupts of the module.       */ 
op_intrpt_type_register (OPC_INTRPT_STRM,   mac_prohandle); 
op_intrpt_type_register (OPC_INTRPT_STAT,   mac_prohandle); 
op_intrpt_type_register (OPC_INTRPT_REMOTE, mac_prohandle); 
 
/* Spawn the MAC child process.      */ 
op_pro_invoke (mac_prohandle, OPC_NIL); 
 
 
PROFILE DEFINITION 
 
 /**************************************************** 
 *    GETTING NUMBER OF NODE    * 
 *****************************************************/ 
 int n; 
step1: 
 cout << "Enter number of nodes:\t"; 
 cin >> n; 
 if (n <= 0) 
 { 
  cout << "\nNodes could not be equal or less than zero\n"; 
  Sleep(1500); 
  cout << "Redirecting"; 
  for (int i = 0; i < 4; i++) 
  { 
   Sleep(250); 
   cout << "."; 
  } 
  system("cls"); 
  goto step1; 
 } 
 else 
 { 
  node* node_array = new node[n]; 
  /**************************************************** 
  *    INPUT THE 1ST IP_ADDRESS   * 
  *****************************************************/ 
 
   
  cin.ignore(); 
step2: 
  system("cls"); 
  cout << "Enter 1st IPv6 Address:\n"; 
  getline(cin, ip_addr); 
 
  Address addr; 
  const char * c = ip_addr.c_str(); 
  int result = sscanf_s(c, "%x:%x:%x:%x:%x:%x:%x:%x", addr + 0, addr + 1, addr + 2, addr + 3, addr + 4, 
addr + 5, addr + 6, addr + 7); 
  if (result < 8) 
  { 
   cout << "argument is of wrong format\n\n"; 
   Sleep(1500); 
   cout << "Redirecting"; 
   for (int i = 0; i < 4; i++) 
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   { 
    Sleep(250); 
    cout << "."; 
   } 
   goto step2; 
  } 
  node_array[0].set_ip_address(ip_addr); 
  node_array[0].set_rating(1.0); 
  node_array[0].set_node_number(0); 
  node_array[0].set_visited(false); 
 
  for (int i = 1; i < n; i++) 
  { 
   string loc = string_To_Address(c, addr);  // new incremented address in string 
format 
   node_array[i].set_ip_address(loc);    // assiging it to 
next node 
   c = loc.c_str(); 
   node_array[0].set_rating(1.0); 
   node_array[0].set_node_number(i); 
   node_array[0].set_visited(false); 
  } 
 
  /**************************************************** 
  *    INPUTING THE LOCATIONS   
 * 
  *****************************************************/ 
   
  for (int i = 0; i < n; i++) 
  { 
step3a: 
   double loc; 
   double lon; 
   system("cls"); 
   cout << "\t\tEnter location of node " << (i+1) << "\n\n"; 
   cout << "Latitude: "; 
   cin >> loc; 
   while (loc > 90 || loc < 0) 
   { 
    system("cls"); 
    cout << "\t\tEnter location of node " << (i + 1) << "\n\n"; 
    cout << "Latitude must be between 0.00 to 90.00"; 
    cout << "\nLatitude: "; 
    cin >> loc; 
   } 
   node_array[i].set_latitude(loc); 
   int d; 
step3b: 
   system("cls"); 
   cout << "\t\tEnter location of node " << (i + 1) << "\n\n"; 
   cout << "Latitude: " << node_array[i].get_latitude() << endl; 
   cout << "Enter\n1 for North\n2 for South\n"; 
   cin >> d; 
    
   switch (d) 
   { 
   case 1: 
    // do nothing; 
    break; 
 
   case 2: 
    loc = loc * -1; 
    break; 
 
   default: 
    cout << "Wrong selection..."; 
    Sleep(1000); 
    goto step3b; 
   } 
 
   node_array[i].set_latitude(loc); 
 
   system("cls"); 
   cout << "\t\tEnter location of node " << (i + 1) << "\n\n"; 
   cout << "Latitude: " << node_array[i].get_latitude() << endl; 
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   cout << "Longitude: "; 
   cin >> lon; 
 
   while (lon > 180 || lon < 0) 
   { 
    system("cls"); 
    cout << "\t\tEnter location of node " << (i + 1) << "\n\n"; 
    cout << "Latitude: " << node_array[i].get_latitude() << endl << endl; 
    cout << "Longitude must be between 0.00 to 180.00"; 
    cout << "\nLongitude: "; 
    cin >> lon; 
   } 
   node_array[i].set_longitude(lon); 
   int z; 
step3c: 
   system("cls"); 
   cout << "\t\tEnter location of node " << (i + 1) << "\n\n"; 
   cout << "Latitude: " << node_array[i].get_latitude() << endl; 
   cout << "Longitude: " << node_array[i].get_longitude() << endl; 
   cout << "Enter\n1 for East\n2 for West\n"; 
   cin >> z; 
 
   switch (z) 
   { 
   case 1: 
    // do nothing; 
    break; 
 
   case 2: 
    lon = lon * -1; 
    break; 
 
   default: 
    cout << "Wrong selection..."; 
    Sleep(1000); 
    goto step3c; 
   } 
 
   node_array[i].set_longitude(lon); 
  } 
 
  /**************************************************** 
  * INPUT FINDING DISTANCE BETWEEN ALL NODES  * 
  *****************************************************/ 
 
  double** distance_matrix = new double*[n]; 
  for (int i = 0; i < n; ++i) 
   distance_matrix[i] = new double[n]; 
 
  char K = 'k'; 
  for (int i = 0; i < n; i++) 
  { 
   for (int j = 0; j < n; j++) 
   { 
    distance_matrix[i][j] = distance_cal(node_array[i].get_latitude(), 
node_array[i].get_longitude(), node_array[j].get_latitude(), node_array[j].get_longitude(), K); 
   } 
  } 
 
  /**************************************************** 
  * INPUT THE STARTING AND ENDING NODE NODES  * 
  *****************************************************/ 
step4a: 
  system("cls"); 
   
  cout << "\t\xBA\t\t\tSELECT STARTING NODE\t\t \xBA\n"; 
 
  for (int i = 0; i < n; i++) 
   cout << "\t\xBA Node " << (i + 1) << "\xBA" << " IP_Address:" << 
node_array[i].get_ip_address() << "\n"; 
 
  int starting_node; 
  cin >> starting_node; 
 
  if (starting_node < 1 || starting_node > n) 
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  { 
   system("cls"); 
   cout << "ERROR....\nYou selected the undefined node...\n"; 
   Sleep(1500); 
   cout << "Redirecting"; 
   for (int i = 0; i < 4; i++) 
   { 
    Sleep(250); 
    cout << "."; 
   } 
   goto step4a; 
  } 
  starting_node = --starting_node; 
 
 
step4b: 
  system("cls"); 
 
   
  cout << "\t\xBA\t\t\tSELECT ENDING NODE\t\t\t \xBA\n"; 
 
  cout <<  
 
  for (int i = 0; i < n; i++) 
  { 
   if (i == starting_node) 
   { 
    cout << "\t\xBA Node " << (i + 1) << "\xBA" << "  -->\tSELECTED AS A 
STARTING NODE\n"; 
   } 
   else 
   { 
    cout << "\t\xBA Node " << (i + 1) << "\xBA" << " IP_Address:" << 
node_array[i].get_ip_address() << "\n"; 
   } 
  } 
  cout <<  
  int ending_node; 
  cin >> ending_node; 
 
  if ((ending_node < 1 || ending_node > n) && ending_node != starting_node) 
  { 
   system("cls"); 
   cout << "ERROR....\nYou selected the undefined node...\n"; 
   Sleep(1500); 
   cout << "Redirecting"; 
   for (int i = 0; i < 4; i++) 
   { 
    Sleep(250); 
    cout << "."; 
   } 
   goto step4b; 
  } 
  ending_node = --ending_node; 
 
 
  /**************************************************** 
  *    PATH FINDING STARTED   
 * 
  *****************************************************/ 
 
  do 
  { 
   node_array[starting_node].set_rating(float (node_array[starting_node].get_rating() - 0.1)); 
   node_array[starting_node].set_visited(true); 
 
   cout << "Current Node: " << node_array[starting_node].get_node_number() << endl; 
   cout << "IP ADDRESS:" << node_array[starting_node].get_ip_address() << endl; 
   cout << "Current Rating" << node_array[starting_node].get_rating() << endl; 
   cout << "LOCATION:\n\tLatitude" << node_array[starting_node].get_latitude() << 
"\n\tLongitude" << node_array[starting_node].get_longitude() << endl << endl; 
 
   double** temp_distance_matrix = new double*[n]; 
   for (int i = 0; i < n; ++i) 
    temp_distance_matrix[i] = new double[n]; 
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   for (int i = 0; i < n; i++) 
   { 
    for (int j = 0; j < n; j++) 
    { 
     temp_distance_matrix[i][j] = distance_matrix[i][j]; 
    } 
   } 
 
   /**************************************************** 
   *   FINDING THE 4 CLOSEST NODES  
  * 
   *****************************************************/ 
   int small4[4]; 
   for (int k = 0; k < 4; k++) 
   { 
    double smallest = temp_distance_matrix[starting_node][0]; 
    int t; 
    for (int i = 1; i < n; i++) 
    { 
     if (temp_distance_matrix[starting_node][i] < smallest && 
!node_array[i].get_visited()) 
     { 
      smallest = temp_distance_matrix[starting_node][i]; 
      t = i; 
 
     } 
    } 
    temp_distance_matrix[starting_node][t] = INFINITE; 
    small4[k] = t; 
   } 
 
   /**************************************************** 
   * FINDING HIGHEST RATING of THE 4 CLOSEST NODES * 
   *****************************************************/ 
   float highest_rating = node_array[small4[0]].get_rating(); 
   int t = small4[0]; 
   for (int i = 1; i < 4; i++) 
   { 
    if (node_array[small4[i]].get_rating() > highest_rating) 
    { 
     highest_rating = node_array[small4[i]].get_rating(); 
    } 
    t = small4[i]; 
   } 
 
 
   /**************************************************** 
   *    NEW SELECTED NODE  
   * 
   *****************************************************/ 
 
   starting_node = t; 
  } while (starting_node != ending_node); 
 
 }   // all the data has been plotted 
 
 
 system("pause"); 
} 
void Start_up() 
{ 
 Sleep(50); cout << "\t\t\t\tW"; 
 Sleep(50); cout << "e"; 
 Sleep(50); cout << "l"; 
 Sleep(50); cout << "c"; 
 Sleep(50); cout << "o"; 
 Sleep(50); cout << "m"; 
 Sleep(50); cout << "e"; 
 Sleep(50); cout << " "; 
 Sleep(50); cout << "F"; 
 Sleep(50); cout << "A"; 
 Sleep(50); cout << "R"; 
 Sleep(50); cout << "U"; 
 Sleep(50); cout << "K"; 
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 Sleep(50); cout << "H"; 
 Sleep(50); cout << " "; 
 Sleep(50); cout << "R"; 
 Sleep(50); cout << "A"; 
 Sleep(50); cout << "H"; 
 Sleep(50); cout << "M"; 
 Sleep(50); cout << "A"; 
 Sleep(50); cout << "N"; 
 Sleep(50); cout << "\n"; 
 // cout << "\"; 
 for (int i = 0; i < 80; i++) 
 { 
  Sleep(10); cout << "\xDB"; 
 } 
 cout << "\n"; 
 system("cls"); 
} 
 
 
double distance_cal(double lat1, double lon1, double lat2, double lon2, char unit) 
{ 
 double theta, dist; 
 theta = lon1 - lon2; 
 dist = sin((lat1 * pi / 180)) * sin((lat2 * pi / 180)) + cos((lat1 * pi / 180)) * cos((lat2 * pi / 180)) * cos((theta * pi / 180)); 
 dist = acos(dist); 
 
 dist = (dist * 180 / pi); // radian to degree 
 dist = dist * 60 * 1.1515; 
 switch (unit)  
 { 
 case 'M': 
  break; 
 case 'K': 
  dist = dist * 1.609344; 
  break; 
 case 'N': 
  dist = dist * 0.8684; 
  break; 
 } 
 return (dist); 
} 
 
double deg2rad(double deg)  
{ 
 return (deg * pi / 180); 
} 
 
double rad2deg(double rad)  
{ 
 return (rad * 180 / pi); 
} 
APPLICATION CONFIGURATION 
 
/* Initialize the sim log support package */ 
gna_custom_app_notification_log_init (); 
 
op_intrpt_schedule_self (op_sim_time (), 0); 
 
my_objid = op_id_self (); 
 
/* Initialize custom manager index */ 
global_custom_mgr_index = 0; 
 
/* Obtain commonly used identification information and store them into the    */ 
/* corresponding state variables.         
    */  
my_objid       = op_id_self (); 
own_node_objid = op_topo_parent (my_objid); 
own_prohandle  = op_pro_self (); 
op_ima_obj_attr_get (my_objid, "process model", proc_model_name); 
 
/* Enable the notification log for the gna attribute definer      */ 
gna_notification_log_init (); 
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/* Register the process model into process registery. The existence of this node */ 
/* will be checked by IP modules using oms_process_discover and protocol attribute. */ 
own_process_record_handle = (OmsT_Pr_Handle) oms_pr_process_register (own_node_objid, my_objid,  
                                                                      own_prohandle, proc_model_name); 
oms_pr_attr_set (own_process_record_handle, 
    "protocol",  OMSC_PR_STRING, "gna_attribute_object", 
    OPC_NIL); 
 
/* Parse the compound attribute Voice Encoder Type. Fill the data structures and */ 
/* register them into network-wide attribute database.       
 */ 
attr_def_voice_encoder_info_parse (); 
 
B.8 Source code for L3 RN 
#include <iostream> 
#include <string> 
 
#include <vector> 
using namespace std; 
 
class Node 
{ 
public: 
 string ipAddress; 
 string lastSubNode;; 
 int size; 
}; 
string getLastSegment(string ip); 
bool isEqual(string str1, string str2); 
int getCharLen(string str) 
{ 
 int i = 0; 
 while(str[i] != NULL) // || str[i] != 52) 
  i++;; 
 
 return i; 
} 
 
string split(string str) 
{ 
 int l = getCharLen(str); // str.g.length(); 
 int c = 0; 
 
 int size = l; 
 char tempStr[100];   
 
 for( int i = 0; i < l; i++) 
 {   
  if( str[i] == '.') 
  { 
   c++; 
  } 
  if(c == 3) 
  { 
   tempStr[i] = NULL; 
   break; 
  } 
 
  tempStr[i] = str[i]; 
   
 }   
 return tempStr; 
} 
 
bool isValidRange(string ipAddress, string lastSubNode) 
{ 
 int l1 = getCharLen( ipAddress ); //.length(); 
 int l2 = getCharLen(lastSubNode); //.length(); 
 
 if (l1 == l2) 
 { 
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  for ( int i = 0; i < l1; i++) 
  { 
   if( ipAddress[i] > lastSubNode[i]) 
    return false; 
  } 
 } 
 else 
  return false; 
 
 return true; 
} 
 
void takeInput(Node* nodes) 
{  
 int size = nodes->size; 
 bool flag = false; 
 
 int i = 0; 
 for ( i = 0; i < size; i++) 
 { 
  cout << endl; 
  cout << endl; 
  cout << "Enter Node " << i+1 << " IP Address(x.x.x.x) : "; 
  cin >> nodes[i].ipAddress; 
  cout << endl; 
   
  string splittedStr = split(nodes[i].ipAddress);   
 
  //int len = getCharLen(splittedStr); 
  cout << "Enter last subnode IP Address(" << splittedStr << ".x) : "; 
  cin >> nodes[i].lastSubNode; 
  cout << endl; 
  string subSplittedStr = split(nodes[i].lastSubNode); 
  bool isValid1 = isEqual(subSplittedStr, splittedStr); 
  bool isValid2 = isValidRange(getLastSegment(nodes[i].ipAddress), 
getLastSegment(nodes[i].lastSubNode)); 
 
  if(!isValid1 || !isValid2) 
  { 
   flag = true; 
   cout << "Sorry, wrong input, try again later "; 
   break; 
  } 
 }  
 if(flag) 
  exit(1); 
} 
 
string getLastSegment(string ip) 
{ 
 int l = getCharLen(ip); //.length(); 
 int c = 0; 
 
 int size = l; 
 string tempStr;   
 
 for( int i = 0; i < l; i++) 
 {   
  if( ip[i] == '.') 
  { 
   c++; 
  }   
  if(c == 3) 
  { 
   tempStr = ip.substr(i+1); 
   break;     
  } 
 }  
  
 return tempStr; 
} 
 
class IpIndex 
{ 
public: 
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 string ip; 
 int index; 
}; 
 
bool isEqual(string str1, string str2) 
{ 
 int l1 = getCharLen(str1); 
 int l2 = getCharLen(str2); 
 
 if (l1 == l2) 
 { 
  for ( int i = 0; i < l1; i++) 
  { 
   if( str1[i] != str2[i]) 
    return false; 
  } 
 } 
 else 
  return false; 
 
 return true; 
} 
 
IpIndex getNodeIpandIndex(string sourceIp, Node* nodes) 
{ 
 IpIndex nodeIp; 
 string sourceSplit = getLastSegment(sourceIp); // split(sourceIp); 
  
 for ( int i = 0; i < nodes->size; i++) 
 { 
  string nodeSplit = getLastSegment(nodes[i].ipAddress); //split(nodes->ipAddress); 
 
  //if( isEqual(nodeSplit[0], sourceSplit[0]) ) 
  if( nodeSplit[0] == sourceSplit[0]) 
  { 
   nodeIp.ip = nodes[i].ipAddress; 
   nodeIp.index = i; 
   return nodeIp; 
  } 
 } 
 
 nodeIp.index = -1; 
 return nodeIp; 
} 
 
void sendStreamToDestination(Node* nodes) 
{ 
 string sourceIp; 
 string destIp; 
 
 cout << endl; 
 cout << endl; 
 cout << "Enter source node's IP Address(x.x.x.x) : "; 
 cin >> sourceIp; 
 cout << "Enter destination node;s IP Address(x.x.x.x) : "; 
 cin >> destIp; 
 cout << endl; 
 
 string sourceSeg = getLastSegment(sourceIp); 
 string destSeg = getLastSegment(destIp); 
 
 IpIndex nodeIp = getNodeIpandIndex(destIp, nodes); 
 
 if (nodeIp.index == -1) 
 { 
  cout << "Source / Destination address are incorrect"; 
 } 
  
 if(nodeIp.index != -1) 
 { 
  string destNodeSeg = getLastSegment( nodes[nodeIp.index].ipAddress ); 
  if( sourceSeg[0] != destNodeSeg[0]) 
  { 
    IpIndex nodeIp = getNodeIpandIndex(destIp, nodes); 
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    cout << "Stream sent to Node " << nodeIp.index+1 << " having IP Address(" << 
split(nodeIp.ip) << "." << destSeg << " )" << endl; 
    string str; 
    cin >> str; 
  } 
 } 
 else 
 { 
  cout << "Stream not sent to Node "; 
 } 
} 
 
int main()  
{  
    Node* nodes; 
 int size = 0; 
 cout << "Toltal numbers of nodes used : "; 
 cin >> size;  
 
 nodes = new Node[size]; 
 nodes->size = size; 
 
 takeInput(nodes); 
  
 sendStreamToDestination(nodes); 
  
    return 0;  
} 
 
B.9 Source Code for PAMA 
Common parameters between 4-NIRA and PAMA are mentioned under appendix B7. 
The codes for PAMA are outlined below: 
 
simple_cpu_pro_handle = op_pro_create ("oms_simple_cpu", OPC_NIL); 
op_pro_invoke (simple_cpu_pro_handle, OPC_NIL); 
 
 
/* Schedule a self interrupt to move to the next phase */ 
/* of initialization.         */ 
op_intrpt_schedule_self (op_sim_time (), WRLSC_PHY_LOCAL_INIT_CODE); 
 
/* Initialize variables.        */ 
client_registration_requested = OPC_FALSE; 
 
phy_bw_info_ptr = OPC_NIL; 
 
do 
 
{ 
 
node_array[startingnode].set_rating(float (node_array[startingnode].get_rating() - 0.2));  
 
node_array[startingnode].set_visited(true); 
 
cout << "Current Node: " << node_array[startingnode].get_node_number() << endl;  
 
cout << "IP ADDRESS:" << node_array[startingnode].get_ip_address() << endl;  
 
cout << "Current Rating" << node_array[startingnode].get_rating() << endl;  
 
cout << "LOCATION:\n\tLatitude" << node_array[startingnode].get_latitude() << "\n\tLongitude" <<  
 
double** temp_distance_matrix = new double*[n];  
 
for (int i = 0; i < n; ++i)  
 
for (int i = 0; i < n; i++)  
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{  
 
temp_distance_matrix[i] = new double[n];  
 
for (int j = 0; j < n; j++)  
 
{  
 
}  
 
} 
 
B.10 Source Code for EMAODV 
Common parameters between 4-NIRA and EMAODV are mentioned under appendix 
B7. The codes for EMAODV are outlined below 
/* determine interrupt details */ 
intrpt_type = op_intrpt_type(); 
intrpt_code = op_intrpt_code(); 
 
if (IP_NOTIFICATION) 
 { 
 /* Determine the MANET routing protocol running */ 
 /* on this node. Invoke the appropriate routing */ 
 /* protocol.         */ 
 manet_rte_mgr_routing_protocol_determine (); 
 } 
 
/* This process ignores the failure and recovery */ 
/* interrupts that are received before IP   */ 
/* notification, since it has no MANET process  */ 
/* spawned, yet, to process those interrupts.  */ 
 
while (loc > 90 || loc < 0)  
 
{  
 
system("cls"); 
 
cout << "\t\tEnter location of node " << (i + 1) << "\n\n";  
 
cout << "Latitude must be between 0.00 to 90.00";  
 
cout << "\nLatitude: ";  
 
cin >> loc;  
 
}  
 
node_array[i].set_latitude(loc);  
 
int d; 
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system("cls");  
 
cout << "\t\tEnter location of node " << (i + 1) << "\n\n";  
 
cout << "Latitude: " << node_array[i].get_latitude() << endl;  
 
cout << "Enter\n1 for North\n2 for South\n";  
 
cin >> d;  
 
switch (d)  
 
{  
 
case 1:  
 
case 2:  
 
default:  
 
// do nothing;  
 
break;  
 
loc = loc * -1;  
 
break; 
 
cout << "Wrong selection..."; 
 
Sleep(1000);  
 
goto step3b;  
 
}  
 
node_array[i].set_latitude(loc);  
 
system("cls"); 
 
cout << "\t\tEnter location of node " << (i + 1) << "\n\n";  
 
cout << "Latitude: " << node_array[i].get_latitude() << endl;  
 
cout << "Longitude: ";  
 
cin >> lon; 
 
while (lon > 180 || lon < 0)  
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{  
 
system("cls");  
 
cout << "\t\tEnter location of node " << (i + 1) << "\n\n";  
 
cout << "Latitude: " << node_array[i].get_latitude() << endl << endl;  
 
cout << "Longitude must be between 0.00 to 180.00";  
 
cout << "\nLongitude: ";  
 
cin >> lon;  
 
}  
 
node_array[i].set_longitude(lon); 
 
int z; 
 
system("cls");  
 
cout << "\t\tEnter location of node " << (i + 1) << "\n\n";  
 
cout << "Latitude: " << node_array[i].get_latitude() << endl;  
 
cout << "Longitude: " << node_array[i].get_longitude() << endl;  
 
cout << "Enter\n1 for East\n2 for West\n";  
 
cin >> z;  
 
switch (z)  
 
{  
 
case 1:  
 
case 2:  
 
default:  
 
// do nothing;  
 
break;  
 
lon = lon * -1;  
 
break; 
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cout << "Wrong selection...";  
 
Sleep(1000); 
 
goto step3c;  
 
node_array[j].get_latitude(), node_array[j].get_longitude(), K);  
 
}  
 
node_array[i].set_longitude(lon);  
 
}  
 
double** distance_matrix = new double*[n];  
 
for (int i = 0; i < n; ++i)  
 
distance_matrix[i] = new double[n];  
 
char K = 'k';  
 
for (int i = 0; i < n; i++)  
 
{  
 
for (int j = 0; j < n; j++)  
 
{  
 
}  
 
}  
 
distance_matrix[i][j] = distance_cal(node_array[i].get_latitude(), node_array[i].get_longitude(), 
 
B.11 Opnet Source Code for HFS 
Common parameters between 4-NIRA and HFS are mentioned under Appendix B7. 
The source code for PAMA si provided below: 
 
if (op_intrpt_code () == OFF_TO_ON) 
 { 
 /* Determine the time at which this process will */ 
 /* enter the next "OFF" state.     */ 
 on_period = oms_dist_positive_outcome_with_error_msg (on_state_dist_handle,  
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  "This occurs for ON period distribution in bursty_source process model."); 
  
 off_state_start_time = op_sim_time () + on_period; 
 
 /* Schedule a self-interrupt to transit to "OFF" */ 
 /* state when the "ON" state duration expires.  */ 
 op_intrpt_schedule_self (off_state_start_time, ON_TO_OFF); 
 } 
 
/* Generate the packets based on the loaded parameters */ 
/* for traffic generation.        */ 
next_packet_arrival_time = op_sim_time () + oms_dist_positive_outcome_with_error_msg (intarrvl_time_dist_handle, 
     "This occurs for packet inter-arrival time distribution in bursty_source 
process model."); 
 
/* Whenever the ON state is entered, we should always */ 
/* send atleast one packet.        */ 
 
/* Create a packet using the outcome of the loaded */ 
/* distribution.         */ 
pksize = floor ((double) oms_dist_positive_outcome_with_error_msg (packet_size_dist_handle,  
     "This occurs for packet size distribution in bursty_source process 
model.")); 
pksize *= 8; 
pkptr  = op_pk_create (pksize); 
 
/* Record statistics to indicate that a packet  */ 
/* was generated at the current simulation time. */ 
op_stat_write (pksize_stathandle, (double) OPC_TRUE); 
 
/* Update local statistics.    */ 
op_stat_write (bits_sent_stathandle,   pksize); 
op_stat_write (pkts_sent_stathandle,   1.0); 
  
op_stat_write (bitssec_sent_stathandle,  pksize); 
op_stat_write (bitssec_sent_stathandle,  0.0); 
op_stat_write (pktssec_sent_stathandle,  1.0); 
op_stat_write (pktssec_sent_stathandle,  0.0); 
 
/* Update global statistics.    */ 
op_stat_write (bits_sent_gstathandle,   pksize); 
op_stat_write (pkts_sent_gstathandle,   1.0); 
 op_stat_write (bitssec_sent_gstathandle,  pksize); 
op_stat_write (bitssec_sent_gstathandle,  0.0); 
op_stat_write (pktssec_sent_gstathandle,  1.0); 
op_stat_write (pktssec_sent_gstathandle,  0.0); 
 
/* Loop through to remove segments of the original application packet and   */ 
/* send them out to the lower layer.                                        */ 
if (segmentation_size > 0  && pksize > segmentation_size) 
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   { 
   /* Insert the packet into the segmentation buffer and pull out segments */ 
   /* of size specified by the attribute segment size.                     */ 
 
   op_sar_segbuf_pk_insert (segmentation_buf_handle, pkptr, 0); 
    
   while (pksize > 0) 
    { 
       /* Remove segments of size equal to the segment size and send them to   */ 
       /* transport layer. If the number of available bits in the buffer is    */ 
       /* is lesser than the segment size a packet will be created only with   */ 
       /* remaining bits.                                                      */ 
       pkptr = op_sar_srcbuf_seg_remove (segmentation_buf_handle, segmentation_size); 
     
       /* Update the pk_size remaining to reflect the reduced size.    */ 
       pksize -= segmentation_size; 
           
    /* Send the packet to the lower layer. */ 
       op_pk_send (pkptr, 0); 
    } 
    } 
else 
 { 
 /* Send the packet to the lower layer. */ 
 op_pk_send (pkptr, 0); 
 } 
 
/* Check if the next packet arrival time is within the */ 
/* time in which the process remains in "ON" (active) */ 
/* state or not.         
 */ 
/* Schedule the next packet arrival.     */ 
if ((next_packet_arrival_time + PRECISION_RECOVERY < off_state_start_time) && 
 (next_packet_arrival_time + PRECISION_RECOVERY < stop_time)) 
 { 
 op_intrpt_schedule_self (next_packet_arrival_time, ON_TO_ON); 
 } 
 
