In this paper, we propose Petri net decomposition approach for bi-objective optimization of conflict-free routing for AGV systems. The objective is minimizing total traveling time and equalizing delivery time simultaneously. The dispatching and conflictfree routing problem for AGVs is represented as a bi-objective optimal firing sequence problem for Petri Net. A Petri net decomposition approach is proposed to solve the bi-objective optimization problem efficiently. The convergence of the proposed algorithm is improved reducing search region by the proposed coordination method. The effectiveness of the proposed method is compared with that of a nearest neighborhood dispatching method. Computational results are provided to show the effectiveness of the proposed method.
Introduction
Multiple automated guided vehicles (AGVs) are widely used for transportation systems in semiconductor fabrication bays, container terminals, production systems or flexible manufacturing systems (FMS). Dispatching and conflict-free routing are executed for AGV systems in real time. Dispatching assigns new transportation tasks to several vehicles, and the selected vehicle is assigned to a feasible route so that pickup and delivery can be assured. The routing finds a conflict-free route for loaded vehicles from an initial location to a loading location to pickup a product, and the route to unloading location or to locations where idle vehicles are positioned without deadlocks and collisions.
Recent advances of dispatching and routing technologies make it possible to create a conflict-free routing to maximize the throughput in real time. However, safety and reliability of delivery becomes an important factor as well as efficiency of AGV systems. If traffic congestions or unpredictable transport failures are occurred in AGV systems, delivery time from a loading location to an unloading location for a vehicle has deviations caused by avoiding deadlock and conflicts. In practical, such deviations should be minimized by equalizing delivery time in order to estimate correct delivery time for upper level production scheduling. If traveling time for each AGV is permitted to be longer, and each delivery time can be equalized. Thereby, it becomes easier to estimate delivery time when upper-level scheduling is executed.
Several routing algorithms have been addressed to derive a conflict-free route to minimize total traveling time for AGVs (1) (2) . A traditional technique is a zone control for deadlock and conflict-free routing (3) . Petri Nets are widely used to analyze deadlock and conflicts for AGV systems (4) . In most of studies related to the routing for AGVs, it has been required to derive a conflict-free routing to minimize total traveling time from pickup to delivery for each AGV. We study an optimization approach for solving a bi-objective conflict-free routing problem for AGV systems to achieve the minimization of the deviation of delivery time and total traveling time, simultaneously. The dispatching and routing problem for AGV system is represented by a timed Petri Nets. In previous study, Petri net decomposition approach has been applied to solve AGV routing problems in static situation (6) , and the simultaneous optimization problems of dispatching and routing in dynamic situation (7) . However, these problems have only single objective and the bi-objective optimization for AGV systems has not been reported in literature. For multiple objective optimization of AGV systems, a multi-criterion approach for FMS scheduling is addressed (8) .
In this paper, we propose a Petri net decomposition approach for solving bi-objective problems efficiently. A bi-objective optimization problem is converted into an optimal firing sequence problem for timed Petri Net with a single objective of the weighted sum of each objective function. Since the objective function of equalization of delivery time is not decomposable, an approximate objective function is introduced. In the proposed approach, the average delivery time is approximated to a constant value. The optimization algorithm is repeated until the value of objective function is not updated by increasing the constant value gradually. By using the procedure, the proposed can generate a near optimal solution of the biobjective optimization problem estimating the approximated value of the average of delivery time. We show that the maximum traveling time also can be reduced by equalizing delivery time from numerical experiments. The convergence of the proposed algorithm is improved to reduce the computation time by introducing the minimum firing duration time.
The rest of the paper consists of the following sections. Section 2 states the problem statement. Section 3 explains the Petri net modeling for dispatching and conflict-free routing for AGV systems. Section 4 presents the Petri net decomposition approach for bi-objective optimization. An approximation of objective function is introduced to solve the bi-objective optimization problem. A coordination method to improve the convergence of the proposed method is presented. Computational experiments are demonstrated in Section 5. Finally, Section 6 concludes the paper and states future works.
Problem statement
The AGV transportation system is described by a graph where each node represents a place where an AGV can stop, turn or traveling into four directions, and each edge represents a unidirectional or bidirectional lane between the adjacent nodes. The following conditions are assumed for the traveling of AGVs. Two or more AGVs cannot travel on a node. Two or more AGVs cannot travel on an edge. The constant loading, unloading time are given. The turning time is negligible.
We consider the following static situation. A set of tasks are given at the same time. Each task denotes the request for transportation from a loading node to an unloading node. More than one task can be allocated to each AGV. However, each AGV cannot transport more than one task. Therefore, the other allocated tasks can be transported after the current task is completed.
In this study, there are two objective functions to optimize. Assume that there are p objective functions f 1 (x), . . . , f p (x). For the multi-objective optimization problems, x is a Pareto optimal if there is no x satisfying f k (x) ≤ f k (x ) ∀k(1 ≤ k ≤ p). The problem has two objective functions, J 1 and J 2 . J 1 is for the minimization of the deviation of delivery time. J 2 is for the minimization of total traveling time. To obtain a set of Pareto optimal solutions, the weighting parameter method is utilized. It enables us to generate a Pareto set by setting the Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 appropriate weighting parameter μ (μ ∈ R) to each objective function. The weighted sum of the objective function J is minimized. Note that the weighting parameter method can derive a set of Pareto optimal solutions if the two objective functions are convex. However, the objective functions treated in this study are not convex because the bi-objective optimization problem is a combinatorial optimization problem. Therefore, we derive an approximate Pareto set of solutions by using the weighting parameter method.
3. Petri net modeling for dispatching and conflict-free routing for AGV systems
Modeling task and AGV systems
A Place/transition Net is represented by PN = (P, T, w, M 0 ) where P = {p 1 , p 2 , . . . , p |P| } is finite set of places, T = {t 1 , t 2 , . . . , t |T | } is finite set transitions, w : (P × T ) ∪ (T × P) → Z + is the incident relationship between places and transitions and M 0 : P → Z + is an initial marking. The detail of the definition of Petri Nets is described (5) . A Petri Net model for AGV systems is presented (7) . Fig. 1 shows the Petri Net model for 2 tasks and 2 AGVs. Task u 1 is loaded at node 1 and unloaded at node 3. Task u 2 is loaded at node 2 and unloaded at node 4. The initial location of AGV v 1 , AGV v 2 is node 3, node 4, respectively. 
Bi-objective optimal firing sequence problem
The problem modeled by Petri Net is treated as an optimal firing sequence problem. A bi-objective dispatching and conflict-free routing problem is converted into a bi-objective optimal firing sequence problem for Petri Net. A bi-objective optimal firing sequence problem is defined as follows. Given PN = (P, T, w, M 0 ), final marking M f : P → (Z + ∪ { * }) ( * is a don't care term), total time horizon N t ∈ N(N is the set of natural numbers), and the objective functions J 1 and J 2 . The optimal firing sequence problem is to find a feasible set of firing vectors (r 0 , r 1 , . . . , r N t −1 ) ∈ ({0, 1} |T | ) N t satisfying M N t = M f to minimize the weighted sum of J 1 and J 2 . For the problem treated in this study, J 1 is the deviation of delivery time from an initial position to a destination, and J 2 is the sum of the total traveling time.
Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 3.3. Formulation of bi-objective optimal firing sequence problem , that is equal to traveling time for task u i . Therefore, the objective function with respect to the minimization of the deviation of delivery time is J 1 , and the minimization of the total traveling time is J 2 . These functions are formulated as
wherev in J 1 is an average of the delivery time and it is written bȳ
The optimal value of J 2 for the optimization problem becomes zero when all tasks are not assigned to the AGV during the time horizon N t because all AGVs are stopping without any task in order to minimize the traveling time. However, the solution is impractical. Hence, (6) is imposed to satisfy the constraint that all tasks should be allocated once.
Moreover, the firing condition and state equation are formulated as
The optimal firing sequence problem can be formulated as an MILP(Mixed Integer Linear Programming) problem. The formulation is as follows:
s. t. (1), (2), (3), (4), (5), (6), (7), (8)
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Petri net decomposition approach for bi-objective optimization

Decomposable condition
The optimal firing sequence problem is computationally extensive to solve when the number of tasks and AGVs are large. Therefore, the entire Petri Net for the optimal firing sequence problem is decomposed into several subnets by the Petri net decomposition approach. The Petri Net is decomposable if the following two conditions are satisfied.
• The total objective function J is additive for each subnet
where M is the number of subnets. Each value of J u i should depend on only index i.
• The final marking is not defined for duplicated place P R , that is, the final marking for place p ∈ P R is do not care term ( * ). The entire Petri Net of task assignment and routing problems for l tasks and m AGVs can be decomposed into independent subnets if the several places are duplicated. l number of independent subnets for the assignment of task u i , and m independent subnets for the routing of AGVs are generated. M is the sum of l and m, subnet u i (1 ≤ i ≤ l) is for the task, and
is for the AGV. The transition set T is decomposed into subsets T u i by (13) where A B denotes the disjoint union of A and B for any sets.
The place set is decomposed into the subsets P u i and P R by
where P u i and P R satisfies
where OUT (p) = {t | w(p, t) > 0, t ∈ T } is the set of all output transitions for place p and 
The firing condition for the PN is described as
by an appropriate integer matrix A
The state equations (17) and (18) for the PN can be rewritten by
where A
From the decomposition procedure stated above, PN is decomposed into subnets
0 ) where P R u i is a set of places which corresponds to P R . The marking of the subnet 
Since the final marking for PN is do not care term ( * ) regarding the set of P R , the final marking for PN u i is formulated as
The initial marking is formulated in the same way as
Let us consider an example of the application of the Petri net decomposition approach. If this approach is applied to the Petri Net in Fig. 1 , it is decomposed into 4 subnets as shown in Fig. 2 . The places 
is always true. In this case, it is possible for each AGV to take useless traveling after the completion of unloading. To avoid useless traveling for each AGV, the objective function for each AGV subnet is defined as the distance from the current position. The objective function J u i is written by
where δ u i ,k is a function which satisfies
Journal
Approximation of objective function
pick (p) ∈ Z + as described in section 3.3. The objective function for the task subnet is defined as
where μ is a weighting parameter andv is the average value of delivery time from a loading node to an unloading node. However, J u i has the average value ofv. The value ofv cannot be computed by the optimization of each subnet u i by the Petri net decomposition approach. This objective function does not hold the decomposable condition because the function is not additive for each subnet. Therefore, the averagev is modified to a constant parameter D ∈ Z + that is estimated during the search of the Petri net decomposition approach. The objective function (10) is reformulated as
In the proposed algorithm, the estimating parameter D is initially set to a minimum value, and it is gradually increased until the objective function J is not improved by the repetitive execution of Petri net decomposition algorithm. Due to the modification, the decomposable condition can be satisfied, and the objective function for the task subnet is defined by
Optimization algorithm
The overall algorithm of the Petri net decomposition method is explained in this section. An initial value of D is set at STEP 1 and the Petri net decomposition algorithm is repetitively executed with D := D + 1 at STEP 7 until the objective value of J is not updated.
STEP 1 Initialization
The initial value of D is set to the minimum delivery time for all tasks. The minimum delivery time is obtained by computing the shortest path between a loading node and an unloading node.
STEP 2 Initial optimization
The number of iterations is N := 1. The subproblems formulated as (30) for subnet u j ( j = 1, 2, . . . , M) are solved by the algorithm explained in section 4.4. The optimal solution for each subproblem is regarded as a tentative solution. 
STEP 3 Evaluation of convergence
If the tentative solutionr k = [(r
T satisfies (18), and the derived solution has not been updated from a previous solution, the tentative solution is regarded as feasible and a near-optimal solution. Then go to STEP 7. Otherwise go to STEP 4.
STEP 4 Re-optimization
The subnet for re-optimization is selected sequentially from
The re-optimization for subnet u j is executed on the condition that the tentative solutionsr The convergence of the value of D in the proposed algorithm can be ensured from the following reason. The optimal objective value of J 1 is monotonically decreasing with respect to the increase of D because the deviation of delivery time can be decreased by increasing delivery time for every AGV close to D. The optimal objective value of J 2 is monotonically increasing with respect to the increase of D. This is because there is tradeoff relationship between J 1 and J 2 . If the optimal value of J 1 is decreased by increasing the value of D, the optimal value of J 2 is increased. From the above discussion, there is an optimal point of D * that minimizes J with respect to D. The optimal value of D that minimizes J can be obtained by gradually increasing from a minimum value.
Algorithm to solve subproblems
The algorithm to solve each subproblem is explained in this section. P j (0 ≤ j ≤ l) is the set of states and h k is a function which takes the value of 1 if the marking has reached the final marking, and zero otherwise. R(PN, k) is the set of reachable marking for PN at time k. 
, k + 1, h k+1 ) ∈ P j takes the value as follows.
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The subnet u j (l+1 ≤ j ≤ M) does not have a final marking. Therefore, P j and d u j ,a k ,a k+1 (l+1 ≤ j ≤ M) be defined as
where δ u j ,k is the function defined by (26). It represents the distance between state a k and state a k+1 . Since d u j ,a k ,a k+1 ≥ 0 is always satisfied, the subproblem can be formulated as a shortest path problem that can be solved by Dijkstra's algorithm. Fig. 3 shows an example of a subnet of one task and one AGV model before decomposition (a) and after decomposition (b). Let the firing duration time for each transition be one time period in Fig. 3 . The place p u 1 ,0 denotes the state that task u 1 is not assigned. The place p u 1 ,v 1 ,0 is the state that task u 1 is assigned to AGV v 1 and has not been arrived to loading place. The place p u 1 ,v 1 ,1 is the state that AGV v 1 is delivering task u 1 and has not been arrived to an unloading place. The place p u 1 ,1 is the state that task u 1 is completed. When the subproblems for subnet for task u 1 and AGV v 1 are solved after decomposition explained in section 4.4, a token in p u 1 ,v 1 ,1 can change to p u 1 ,1 at time k + 1 if a token in p u 1 ,v 1 ,0 is changed to p u 1 ,v 1 ,1 at time k after decomposition. This is because each transition can fire for task subnet without considering the states in AGV subnet after decomposition. However, it takes at least 3 time periods for the AGV to arrive from the loading point to its unloading point. It allows to change a token from p u 1 ,v 1 ,1 to p u 1 ,1 at least 3 time periods after changing a token from p u 1 ,v 1 ,0 to p u 1 ,v 1 ,1 . Therefore, the minimum firing duration time can be set for the transition from p u 1 ,v 1 ,1 to p u 1 ,1 . By using this information for solving subproblems for each task subnet, the unnecessary states can be eliminated when the minimum firing duration time is employed. This method is expected to reduce the search region and the computation time. 
Improvement of convergence
Computational experiments
Pareto optimality of solutions
The quality of solution obtained by the proposed method is evaluated in this section. The performance of the proposed method is compared with the optimal solution derived by IBM ILOG CPLEX12. The layout of transportation system is depicted in Fig. 4 . Since the CPLEX cannot solve larger problems, the problem instances with 2 AGVs and 2 tasks are solved. Table 1 shows the computational results obtained by changing the weighting parameter μ from 0.0, 0.1, 0.2, . . . , to 1.0. Numerical results demonstrate that the solutions derived by the proposed method are optimal except μ = 0.8. The computation time of the proposed method is much shorter than that of CPLEX.
It is verified that the proposed method can generate near-optimal solutions compared with CPLEX for 2 AGV and 2 tasks problem. However, due to the complexity of dispatching and conflict-free routing problems, it is difficult to derive an optimal solution by CPLEX even for small scale problems. Therefore, the proposed method is applied to solve large scale problems with 10 AGVs and 10 tasks by changing weighting parameter μ. The weighting parameter μ is changed from 0.0, 0.1, 0.2, . . . , to 1.0. For each weighting parameter, the proposed algorithm is executed. The minimum distance between loading point and unloading point for all tasks is 30 although each task has a different loading and unloading point. This is because it is easy to check how the deviation can be occurred by avoiding deadlock and conflict free routing by setting all of minimum delivery time equal. Six cases are solved where the initial position of AGVs, the loading point and the unloading point of tasks are different with each case. The parameters are set Δw = 0.3, C = 1, N t = 100 for all problems. Intel(R) Core(TM) i7 CPU 860 @2.80GHz with 3.71GB RAM is used for computations. If the weighting parameter μ is larger, the total traveling time (J 2 ) is increased, but the deviation of delivery time (J 1 ) is decreased. The results show that the tradeoff relationship between the total traveling time and deviation of delivery time can be observed in each value of parameter μ by the weighting parameter method. There are good solutions when the weighting parameter μ is 0.8 or 0.9 because the deviation of delivery time is drastically decreased but the total transportation is not significantly increased.
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Reduction of maximum delivery time by equalization of delivery time
The conventional dispatching and routing method is configured to minimize the total traveling time only. In this section, the effects of reduction of maximum delivery time by the proposed method are investigated by comparing the results of the proposed method when the weighting parameter μ = 0 and μ = 1. The proposed method aims to minimize the deviation of delivery time when μ = 0 and the conventional method aims to minimize the total traveling time when μ = 1. In the experiments, all tasks have the same minimum distance although each task has a different loading and unloading point. The number of tasks and AGVs are 10, and the distance between loading point and unloading point is 20. In actual transportation system, the number of tasks is much larger than that of AGVs. However, there will be a task server to control the number of tasks to the transportation system taking into account the transportation capacity of the AGV systems. Therefore, in this experiment, the number of tasks is assumed to be the same in static case. Indeed, it is possible to compose the case with larger tasks in the computational experiments for dynamic case (7) . Ten cases of problem instances are solved where the initial position of AGVs, the loading point and the unloading point of tasks are different with each case. The parameters are set Δw = 0.3, C = 1, N t = 100 for all problems. The transportation system is Fig. 4 . Intel(R) Core(TM)) i7 CPU 860 @2.80GHz with 3.71GB RAM is used for computation. Table 2 presents the values of the objective function J 1 and J 2 by the proposed method and the conventional method. Table 3 presents computation time (CPU) and the maximum delivery time.
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From the results of Table 2 , the value of J 2 of the conventional method is smaller than that of the proposed method. However, the value of J 1 of the proposed method is smaller than that of the conventional method. Table 3 shows that the average CPU time and the maximum delivery time by the proposed method is shorter than those colorred by the conventional method. The delivery time colorred by the conventional method has a lot of deviations caused by avoiding deadlock and conflicts even though the minimum delivery time is all the same. This results in the increase of maximum delivery time. The proposed method can generate the solutions to avoid the congestion in a shorter CPU time compared to the conventional method. The above discussion indicates that the proposed method can minimize the deviation of the de-Journal of Advanced Mechanical Design, Systems, and Manufacturing Vol.6, No.5, 2012 livery time. And the proposed method has the effect to minimize the maximum delivery time. It is easier to estimate the delivery time when the proposed method is utilized. Therefore, it can decrease wasteful time and costs.
Comparison with nearest neighborhood dispatching method
The performance of the proposed method is compared with that of a heuristic method called nearest neighborhood dispatching heuristic (NN method). The NN method is constructed such that the tasks are assigned to the AGV which has the least estimated traveling time to complete the task. The estimated traveling time to complete the task E v j can be computed by
where τ v j f ree is the estimated completion time for AGV v j to complete all the tasks without considering collision with other AGVs. τ now is the current time, and τ v j min is the minimum traveling time from the ending node for the last task executed by AGV v j to the starting node of newly generated task without considering deadlock and conflicts with other AGVs. In our problem definition, τ now = 0 because all tasks are generated at time 0. The proposed method and the NN method are constructed to minimize the deviation of delivery time by setting μ = 1.0. All tasks have the same distance (10 unit time). The number of tasks and AGVs are 15. Five cases are executed with different initial positions of AGVs and different loading and unloading points of tasks in each case. Table 4 presents the values of the objective functions J 1 and J 2 by the proposed method (Proposed) and the NN method (NN). Table 5 shows the computation time (CPU) and the maximum delivery time. The value of J 2 of the NN method is maximum delivery time of the proposed method is shorter than that of the NN method from Table 5 . This implies that the proposed method can minimize the deviation of the delivery time although the computation time is longer than that of the NN method.
Improvement of convergence
The effectiveness of introducing the minimum firing duration time explained in section 4.5 is investigated from the computational experiments. Note that the objective function J equals the total traveling time J 2 as the parameter μ is set to 0 in both methods. The computation time and the values of objective function for the proposed method with minimum firing time and the proposed method without minimum firing time, are compared.
The number of tasks and AGVs are 10, and the distance between loading point and unloading point is 30. Ten cases of problem instance are solved when the initial position of AGVs, a loading point and an unloading point of tasks are different with each case. Table 6 shows the CPU time and the values of the objective function J 2 by the proposed method and the conventional method. Figs. 6 and 7 show the comparison of CPU time and the objective function. Fig . 6 indicates that the values of J 2 by the proposed method are smaller than those by the conventional method in some cases. The average value of J 2 by the proposed method is slightly larger than that by the conventional method. However, in all cases the CPU time of proposed method is smaller than that of the conventional method from the results in Fig. 7 . The proposed method can obtain the solution in approximately 5 times shorter CPU time compared to the conventional method. The above presents that the proposed method with minimum firing time can reduce the computation time without deteriorating the quality of the solutions.
Conclusions and future works
In this paper, we have proposed a Petri net decomposition method for the dispatching and conflict-free routing of AGV systems to achieve the minimization of the weighted sum of the delivery time and the deviation of the delivery time. A Petri net decomposition approach to solve the bi-objective optimization problem has been developed. An approximate objective function is introduced to preserve the decomposability of the optimal firing sequence problem. The minimum firing duration time is employed to improve the convergence of the proposed algorithm. The computational experiments have been conducted to show the effectiveness of the proposed method comparing the results of the proposed method with those of CPLEX and NN method. It has been shown that the deviation of delivery time caused by avoiding deadlock and conflicts can be reduced by equalizing delivery time. This makes it possible to estimate the delivery time for upper level production scheduling correctly. The maximum delivery time of the solution of the proposed method is shorter than that of the nearest neighbor dispatching heuristic method. Traffic congestion may be reduced by taking the objective of minimizing the deviation of delivery time. One of our future works is to study the relationship between the degree of traffic congestion, throughput of AGV systems and total costs by utilizing the proposed method for practical problems with large scale AGV systems. 
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