When a quotient of a distributive lattice is a boolean algebra by Barzegar, Hasan
ar
X
iv
:1
90
9.
03
10
6v
1 
 [m
ath
.R
A]
  6
 Se
p 2
01
9
WHEN A QUOTIENT OF A DISTRIBUTIVE LATTICE IS
A BOOLEAN ALGEBRA
H.BARZEGAR
Abstract. In this article, we introduce a lattice congruence with re-
spect to a nonempty ideal I of a distributive lattice L and a derivation
d on L denoted by θdI . We investigate some necessary and sufficient
conditions for the quotient algebra L/θdI to become a Boolean algebra.
1. Introduction and Preliminaries
In Calculus a derivation is a linear operation d with an additional property
d(f.g) = d(f)g + f.d(g). Based on this property, several authors general-
ize derivation in some other branches of mathematics. First, the notion of
derivation had studied in rings and near-rings [3, 9]. After that some au-
thors applied the notion of derivation in other branches of mathematics, for
example, Jun and Xin [7] in BCI-algebras and [5, 10, 11, 12, 14] in lattices.
In [12], Xin et al, for lattices with a greatest element, modular lattices, and
distributive lattices gave some equivalent conditions, under which a deriva-
tion is isotone. They characterized modular lattices and distributive lattices
by isotone derivations. Also Xin answered to some other questions about
the relations among derivations, ideals, and fixed sets in [11].
Lattices and Boolean algebras play a significant structural role in com-
puter science and logic as well. Recall that a Boolean algebra is a bounded,
complemented distributive lattice. So Boolean algebras have a very closed
relation to lattices. One of the common subject in all kinds of algebras are
congruences. The study of congruence relations on lattices and an inter-
relation between ideals and congruences in a lattice had became a special
interest to many authors, for example [1, 6, 8].
The main result of this manuscript is to obtain a necessary and sufficient
condition in which the quotient lattice L/θ is a Boolean algebra. Let us
explain and motivate what we intend to do in this article. In [13], two types
of congruences are introduced in a distributive lattice, both are defined in
terms of derivations. We found some mistakes in that paper and our attempt
are led to the paper [2]. After that, we are interested to generalize the work
on a distributive lattice with a nonempty ideal. To this end, we first recall
some ingredients needed in the sequel very briefly in this section. For more
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information see, for example, [4, 5, 12].
Throughout the paper L stands for a distributive lattice. A least element,
so called the bottom element, of a distributive lattice, if exists, is denoted
by ⊥L(or⊥) and a greatest one, so called the top element, is denoted by
⊤L(or⊤). In which case L is called a bounded lattice. By a lattice map (or
homomorphism), we mean a map f : A → B between two lattices which
preserves binary operations ∨ and ∧. Recall that a non-empty subset I of L
is called an ideal (filter) of L if a∨b ∈ A (a∧b ∈ A) and a∧x ∈ A (a∨x ∈ A)
whenever a, b ∈ A and x ∈ L. An equivalence relation θ defined on L is said
to be a lattice congruence on L if it satisfies the following conditions, aθb
implies (a ∨ c)θ(b ∨ c) and (a ∧ c)θ(b ∧ c), for all a, b, c ∈ L.
Definition 1.1. [5] For a distributive lattice L, a function d : L → L is
called a derivation on L, if for all x, y ∈ L:
(i) d(x ∧ y) = (d(x) ∧ y) ∨ (x ∧ d(y)).
(ii) d(x ∨ y) = d(x) ∨ d(y).
In [12, Th. 3.21] was shown that the condition (i) can be simplified in the
following way which we use it through the paper from now on.
Lemma 1.2. [12] If L is a distributive lattice, then d : L→ L is a derivation
if and only if the following conditions hold:
(i) d(x ∧ y) = d(x) ∧ y = x ∧ d(y).
(ii) d(x ∨ y) = d(x) ∨ d(y).
One can find the proof of the following lemma in [5] and [11] which we
also need to proceed.
Lemma 1.3. Let d : L→ L be a derivation and x, y ∈ L.
(i) If L has a bottom element ⊥, then d(⊥) = ⊥.
(ii) d(x) ≤ x.
(iii) d(d(x)) = d(x).
(iv) If x ≤ y, then d(x) ≤ d(y).
(v) If I is an ideal of L, then d(I) ⊆ I.
(vi) If L has a top element ⊤, then d(x) = x ∧ d(⊤).
(vii) Let L have a top element ⊤. If x ≤ d(⊤), then d(x) = x and if
x ≥ d(⊤), then d(x) = d(⊤).
As a consequence of the part (iii) of Lemma 1.3, we will have the following
corollary.
Corollary 1.4. Every derivation d : L→ L is a lattice homomorphism.
In sequence, in Section 2 we extend the concepts of [13] of the distribu-
tive lattice with zero, 0, (bottom element) to a distributive lattice with a
nonempty ideal I instead of 0. Section 3 is devoted to the case where a
distributive lattice L is an atomic or more general is an I-atomic lattice.
Our main results, the goal of this article, are become in section 4. There,
we will show the best derivation on L such that L/θdI become a Boolean
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algebra is an identity. Finally we demonstrate some necessary and sufficient
conditions under which L/θdI to be a Boolean algebra.
2. Congruences and ideals in a distributive lattice with
respect to a derivation
In this section we generalize the article [13], from a distributive lattice
with zero, 0, (bottom element) to distributive lattice and use a nonempty
ideal I instead of 0. In what follows we introduce some especial ideals
and congruences with respect to a nonempty ideal and a derivation on dis-
tributive lattices. After that we study some essential properties of this
congruence, purposefully to use in Sections 3 and 4. Note that most of the
definitions of this part have been selected from the reference [13].
Suppose L is a distributive lattice, I a nonempty ideal of L, a ∈ L and
d a derivation on L. By definition, we consider ker
I
d = d−1(I) = {x ∈ L |
d(x) ∈ I} and (a)dI = {x ∈ L | a ∧ x ∈ kerId} = {x ∈ L | d(a ∧ x) ∈ I}.
Another view of the subset (a)dI of L is of the form (a)
d
I = (d ◦ λa)
−1(I),
in which λa : L→ L is a derivation defined by λa(x) = a ∧ x.
All parts of the following lemma will be used in the next results of the
manuscript.
Lemma 2.1. For each a, b ∈ L,
(i) ker
I
d and (a)dI are ideals of L.
(ii) if a ≤ b, then (b)dI ⊆ (a)
d
I .
(iii) (a ∨ b)dI = (a)
d
I ∩ (b)
d
I .
(iv) I ⊆ ker
I
d ⊆ (a)dI .
(v) a ∈ ker
I
d iff a ∈ (a)dI iff (a)
d
I = L.
(vi)
⋂
a∈L
(a)dI = kerId.
(vii) a ∈ (b)dI if and only if b ∈ (a)
d
I .
(ix) let (a)dI 6= L, then
⋂
b∈(a)d
I
(b)dI 6= kerId.
(x) if I and J are ideals of L in which I ⊆ J , then kerId ⊆ kerJd and
(a)dI ⊆ (a)
d
J , for each a ∈ L.
Proof. We shall prove only unclear statements.
(i) We show only (a)dI is an ideal of L. Let x, y ∈ (a)
d
I . Then a∧ d(x), a∧
d(y) ∈ I. Thus a ∧ d(x ∨ y) = (a ∧ d(x)) ∨ (a ∧ d(y)) ∈ I and hence
x ∨ y ∈ (a)dI . Now let x ∈ (a)
d
I and y ∈ L. Then a ∧ d(x) ∈ I. Thus
a ∧ d(x ∧ y) = (a ∧ d(x)) ∧ d(y) ∈ I which implies x ∧ y ∈ (a)dI .
(v) If a ∈ kerId, by (iv), a ∈ (a)
d
I . Now consider x ∈ L and a ∈ (a)
d
I .
Then d(a) = d(a ∧ a) ∈ I. So x ∧ d(a) ∈ I, which implies x ∈ (a)dI . Thus
(a)dI = L. For the converse, let (a)
d
I = L. Then a ∈ (a)
d
I , which implies
d(a) ∈ I. Therefore a ∈ kerId.
(ix) By (vii), a ∈
⋂
b∈(a)d
I
(b)dI , and applying (v), deduces that
⋂
b∈(a)d
I
(b)dI 6=
ker
I
d. 
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Now we introduce a binary relation on a distributive lattice with respect
to an ideal and a derivation. The following proposition, which has an easy
proof, shows that this binary relation is a lattice congruence.
Proposition 2.2. For an ideal I of L, a binary relation θdI defined as follow
is a lattice congruence.
xθdIy iff (x)
d
I = (y)
d
I
An element a ∈ L is called a kernel element with respect to an ideal I, if
(a)dI = kerId. Let us denote the set of all kernel elements with respect to
the ideal I of L by KdI .
If I = L, then I = kerId = (a)
d
I = K
d
I = L and hence θ
d
I = ∇ = {(a, b) |
a, b ∈ L}, which implies that L/θdI is a singleton set. So, from now on, each
ideal considers to be nontrivial (I 6= L).
Lemma 2.3. (i) The subset KdI of L is a filter, whenever K
d
I 6= ∅.
(ii) kerId = L if and only if K
d
I = L.
(iii) If (a)dI and K
d
I are nontrivial, then K
d
I ∩ (a)
d
I = ∅.
(iv) (x)dI = (d(x))
d
I and xθ
d
Id(x), for all x ∈ L.
(v) If xθdIy, then d(x)θ
d
Id(y).
Proof. (i) Let a, b ∈ KdI and c ∈ L. By Lemma 2.1(iv), kerId ⊆ (a ∧ b)
d
I .
For the converse, let x ∈ (a ∧ b)dI . Then a ∧ d(b ∧ x) = d((a ∧ b) ∧ x) ∈ I
and hence b ∧ x ∈ (a)dI = kerId. So b ∧ d(x) = d(b ∧ x) ∈ I, which implies
x ∈ (b)dI = kerId. Thus a ∧ b ∈ K
d
I . Also a ∨ c ∈ K
d
I , by Lemma 2.1(iii) and
2.1(iv).
To prove (ii), apply Lemma 2.1(v) and for (iii), apply Lemma 2.1(vii) and
2.1(v).
(iv) By Lemma 1.3(ii), d(x) ≤ x and hence (x)dI ⊆ (d(x))
d
I . Let y ∈
(d(x))dI . Hence d(y ∧ x) = d(y ∧ d(x)) ∈ I, which implies y ∈ (x)
d
I . Thus
(x)dI = (d(x))
d
I . 
The following proposition shows that the quotient lattice L/θdI is a bounded
lattice.
Proposition 2.4. For a nontrivial ideal I of L, the distributive lattice L/θdI
is a bounded lattice with
(i) ⊥L/θd
I
= kerId,
(ii) ⊤L/θd
I
= KdI whenever K
d
I 6= ∅.
Proof. (i) Let a ∈ kerId. By Lemma 2.1, for each b ∈ kerId, (a)
d
I = L = (b)
d
I
and hence aθdIb. Thus kerId ⊆ [a]θdI
. For the converse, let c ∈ [a]θd
I
. Again,
by Lemma 2.1, (c)dI = (a)
d
I = L and hence c ∈ (c)
d
I . So d(c) = d(c ∧ c) ∈ I,
which implies c ∈ kerId. Thus kerId = [a]θd
I
. Since kerId is an ideal of L,
for each [y]θd
I
∈ L/θdI , we get that a ∧ y ∈ kerId and hence kerId = [a]θdI
=
[a ∧ y]θd
I
≤ [y]θd
I
. Therefore ⊥L/θd
I
= kerId.
(ii) The proof is similar to (i). 
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As seen in Lemma 2.3(i), KdI is a filter, whenever K
d
I 6= ∅. So in the
following lemma we investigate some conditions over which KdI 6= ∅.
Lemma 2.5. (i) If ⊤ ∈ L, then ⊤, d(⊤) ∈ KdI .
(ii) If I or kerId is a prime nontrivial ideal of L, then K
d
I 6= ∅ and if
kerId 6= L, then L is a disjoint union of kerId and K
d
I . Also θ
d
I = {(a, b) |
{a, b} ⊆ kerId or {a, b} ⊆ K
d
I}.
(iii) If L is a chain and I a nontrivial ideal of L, then KdI 6= ∅.
Proof. (i) Is obvious.
(ii) If kerId = L, then kerId = K
d
I = L. Let kerId 6= L and b /∈ kerId
and x ∈ (b)dI . Then x ∧ d(b) ∈ I and d(b) /∈ I. If I is prime, x ∈ I ⊆ kerId
and if kerId is prime, then x ∈ kerId . Thus b ∈ K
d
I . So L = kerId∪K
d
I and
the first part of the proof will be complete by using Lemma 2.3.(iii). Now
by Proposition 2.4, θdI = {(a, b) | {a, b} ⊆ kerId or {a, b} ⊆ K
d
I}.
(iii) It is easy to check that every nontrivial ideal in a chain is prime. So
(ii), completes the proof. 
As a consequence of Lemma 2.5(ii), we conclude that, if I ⊆ J , there is
no relation between KdI and K
d
J at all. For example, let I ⊆ J be two prime
ideals of L and d be an identity derivation. By Lemmas 2.5(ii) and 2.1(x),
KdJ ⊆ K
d
I .
For another example, let L have a bottom element ⊥. Consider ⊥ 6= a ∈
L, I = {⊥}, J =↓ a and a derivation d defined by d(x) = a ∧ x. Clearly
kerJd = L and, since d(a) = a ∧ a = a 6= ⊥, a /∈ kerId. So, by Lemma
2.3(ii), KdI ⊆ K
d
J .
Proposition 2.6. For a nontrivial ideal I of L, the congruence θdI is the
greatest congruence relation having kerId as a whole class.
Proof. By Proposition 2.4, KdI and kerId are whole classes. Let θ be a lattice
congruence on L such that kerId is a whole class and xθy. The following
cases may occur:
Case 1. x, y ∈ KdI . Hence (x)
d
I = kerId = (y)
d
I and xθ
d
Iy.
Case 2. x, y /∈ KdI . For each a ∈ (x)
d
I , (x ∧ a)θ(y ∧ a) and x ∧ a ∈ kerId.
Then [y ∧ a]θ = [x ∧ a]θ = kerId. So y ∧ a ∈ kerId and a ∈ (y)
d
I . Thus
(x)dI ⊆ (y)
d
I and, by a similar way, (y)
d
I ⊆ (x)
d
I , which implies that xθ
d
Iy.
Case 3. x ∈ KdI and y /∈ K
d
I (or similarly x ∈ K
d
I and y /∈ K
d
I ). This
case may not occur. For, consider b ∈ (y)dI \ (x)
d
I . Then b ∧ y ∈ kerId and
b ∧ x /∈ kerId. Also (b ∧ x)θ(b ∧ y). So b ∧ x ∈ kerId, which is impossible.
Therefore θ ⊆ θdI . 
From now on, up to the Lemma 2.10, we investigate some conditions over
ideals and derivations to get a smallest congruence θdI . The smallest one
infer that the quotient lattice L/θdI has the maximal cardinality.
Proposition 2.7. For an ideal I and a derivation d on L, θidI ⊆ θ
d
I .
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Proof. Let aθidI b and x ∈ (a)
d
I . Then d(x) ∈ (a)
id
I = (b)
id
I . So d(b ∧ x) =
b ∧ id(d(x)) ∈ I. Thus x ∈ (b)dI which implies (a)
d
I ⊆ (b)
d
I and, by similar
way, (b)dI ⊆ (a)
d
I . So aθ
d
I b. 
The following example shows that θdJ and K
d
J need not be larger or smaller
with ideal enlargement.
Example 2.8. (i) Let L = {a, b, c, d} in which a ≺ b ≺ c ≺ d, I = {a},
J = {a, b, c} and f an identity derivation on L. So I ⊂ J . It is not difficult
to check that (a, b) ∈ θfJ \ θ
f
I and (b, c) ∈ θ
f
I \ θ
f
J . Thus θ
f
I ⊆/ θ
f
J and θ
f
J ⊆/ θ
f
I .
Also, by Lemmas 2.3(ii) and 2.1(x), KfJ ⊆ K
f
I .
(ii) Let L = {a, b, c, d} in which a and d are bottoms and top element,
respectively and c and d have no relation. Consider I = {a} and J = {a, b}
and id the identity map. So I ⊂ J . It is not difficult to check that KidI =
{d} ⊂ {c, d} = KidJ and θ
id
I ⊂ θ
id
J .
Lemma 2.9. For ideals I ⊆ J and a derivation d on L, if there exists a
derivation d1 on L such that kerId1 = J , then θ
d
I ⊆ θ
d
J and the equality
holds if d1 = d.
Proof. Let aθdIb and x ∈ (a)
d
J . Then d(x ∧ a) ∈ J = kerId1, which implies
d1(x) ∧ d(a) = d1(d(x ∧ a)) ∈ I. So d1(x) ∈ (a)
d
I = (b)
d
I , which implies
d(x ∧ b) ∈ kerId1 = J . Thus x ∈ (b)
d
J . This gives that θ
d
I ⊆ θ
d
J .
Now let d1 = d. Consider aθ
d
kerId
b and x ∈ (a)dI . Since kerId is an ideal
and d(x) ≤ x, d(x) ∧ a = d(x ∧ a) ∈ kerId. So x ∈ (a)
d
kerId
= (b)dkerId
and d(x ∧ b) ∈ kerId. Now it is not difficult to show that x ∈ (b)
d
I . Thus
θdkerId ⊆ θ
d
I . 
Here we have an example in which for ideals I ⊆ J there is no derivation d
on L such that kerId = J . Suppose that L is a chain with at least 3 elements
and a bottom element ⊥. Consider I = {⊥} and J a nontrivial ideal of L,
which properly contains I. Let d be a derivation on L such that kerId = J .
Consider ⊥ 6= x ∈ J and y /∈ J . So x ≤ y and x∧d(y) = d(x∧y) = d(x) = ⊥.
Thus d(y) = ⊥, because L is a chain, and hence y ∈ J , which is impossible.
Lemma 2.10. Let I be an ideal of L and a ∈ L. If J = (a)dI and K is an
ideal of L such that I ⊆ K ⊆ (a)dI , then
(i) (a)dJ = (a)
d
I = J(a ∈ K
d
J).
(ii) (a)dI = (a)
d
K .
(iii) θdI ⊆ θ
d
K ⊆ θ
d
J .
(iv) θdI = θ
d
J whenever a ∈ K
d
I .
Proof. (i) By Lemma 2.1(x), (a)dI ⊆ (a)
d
J . Now let x ∈ (a)
d
J . Then d(x∧a) ∈
J = (a)dI , which implies a ∧ d(x) = d(d(a ∧ x) ∧ a) ∈ I. So x ∈ (a)
d
I .
(ii) This is clear by (i) and Lemma 2.1(x).
(iii) Let xθdIy and z ∈ (x)
d
K . Then d(x∧z) ∈ K, which implies d(x)∧(d(z)∧
a) = d(d(x ∧ z) ∧ a) ∈ I. Since xθdIy, d(d(y ∧ z) ∧ a) = d(y) ∧ (d(z) ∧ a) ∈ I
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and hence d(y ∧ z) ∈ (a)dI = J . Thus z ∈ (y)
d
J = (y)
d
K . By a similar way, we
can prove (y)dK ⊆ (x)
d
K . So (x)
d
K = (y)
d
K , which deduces that θ
d
I ⊆ θ
d
K .
We can prove the inclusion θdK ⊆ θ
d
J , by a similar way.
(iv) We are done by Lemma 2.9. 
Note that the converse of Lemma 2.10(iii) is not in generally true. For
example, consider I a nontrivial prime ideal of L and a ∈ I. Then J =
(a)dI = L and hence for each x ∈ L, (x)
d
J = L. So θ
d
J = ∇ and, by Lemma
2.5, θdI = {(a, b) | {a, b} ⊆ kerId or {a, b} ⊆ K
d
I}. Thus θ
d
I 6= θ
d
J .
In the rest of this section we investigate some relationships between prime
ideals and ideals of the form (x)dI . First note that, if I is a prime ideal, then
so is kerId.
Lemma 2.11. (i) If I is a prime ideal of L, then kerId = L or for each
x /∈ kerId, I = kerId = (x)
d
I .
(ii) If (x)dI is not a subset of prime ideal (y)
d
I , then x ∧ y ∈ kerId.
(iii) If (x)dI 6= (y)
d
I are prime ideals, then x ∧ y ∈ kerId.
Proof. (i) Let kerId 6= L, x /∈ kerId and a ∈ (x)
d
I . Thus a ∧ d(x) ∈ I. Since
I is prime and x /∈ kerId, a ∈ I.
(ii) Let z ∈ (x)dI \ (y)
d
I . Then x ∧ z ∈ kerId ⊆ (y)
d
I . Since (y)
d
I is prime,
x ∈ (y)dI . 
Proposition 2.12. The quotient lattice L/θdI = {kerId, [a]θdI
, [b]θd
I
} such
that for each x ∈ [a]θd
I
and y ∈ [b]θd
I
, x ∧ y ∈ kerId if and only if there exist
prime ideals P1, P2 in L in which P1 ∪ P2 = L and P1 ∩ P2 = kerId.
Proof. Let L/θdI = {kerId, [a]θdI
, [b]θd
I
}. First note that, by Lemma 2.1(v),
for each x ∈ [a]θd
I
, x ∧ a /∈ kerId. The subsets P1 = [a]θd
I
∪ kerId and
P2 = [b]θd
I
∪ kerId of L are prime ideals. For, let x, y ∈ P1. In the case
where x ∈ kerId or y ∈ kerId, by Lemma 2.1(i), x∨ y ∈ P1, else, (x∨ y)
d
I =
(x)dI∩(y)
d
I = (a)
d
I . Thus x∨y ∈ P1. Consiedr x ∈ P1, z ∈ L and z ≤ x. Then
z ∧ b ≤ x ∧ b ∈ kerId. Thus z ∈ (b)
d
I and hence z ∈ P1. Now let x ∧ y ∈ P1
and y ∈ [b]θd
I
. So y∧b /∈ kerId. If y∧b ∈ [a]θd
I
, then y∧b = (y∧b)∧b ∈ kerId,
which is a contradiction. So y ∧ b ∈ [b]θd
I
, which implies x ∈ P1.
For the converse, consider V1 = P1\kerId and V2 = P2\kerId. The subset
V1 is a class, for, let a ∈ V1. We show V1 = [a]θd
I
. Let x ∈ V1. For each
y ∈ (a)dI , a ∧ y ∈ ker
d
I ⊆ P2 and, since a /∈ P2, y ∈ P2. If y ∈ kerId, then
y ∈ (x)dI , else, y ∈ V2 ⊆ P2, which implies x ∧ y ∈ P1 ∩ P2 = kerId ⊆ (x)
d
I .
So y ∈ (x)dI and hence (a)
d
I ⊆ (x)
d
I . The proof of (x)
d
I ⊆ (a)
d
I is similar. Thus
(a)dI = (x)
d
I , which implies V1 ⊆ [a]
d
I . Now let x ∈ [a]
d
I . Then (x)
d
I = (a)
d
I
and, since a /∈ kerId, then x /∈ kerId, too. If x /∈ P1, then x ∈ P2 and hence
a∧x ∈ P1∩P2 = kerId. Thus a ∈ (x)
d
I = (a)
d
I . By Lemma 2.1(iv), (a)
d
I = L,
which is a contradiction. Thus x ∈ P1 and hence x ∈ V1. So V1 = [a]θd
I
.
Similarly, V2 = [b]θd
I
. 
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Definition 2.13. For a nontrivial ideal I of L, an ideal P is called I-
minimal, if it is minimal in the set of ideals containing I and it is called an
I-minimal prime ideal, if P is a least prime ideal containing I.
From now on, we consider the set Σ = {(x)dI | x ∈ L \ kerId}. The set Σ
is a poset under the inclusion relations.
Theorem 2.14. Let I be an ideal of L and a ∈ I. The following assertions
are equivalent:
(i) (a)dI is a maximal element in the Σ.
(ii) (a)dI is a prime ideal.
(iii) (a)dI is a kerId-minimal prime ideal.
Proof. (i)⇒ (ii) Let x ∧ y ∈ (a)dI and x /∈ (a)
d
I . Since a ∧ x ≤ a, using
Lemma 2.1(ii), (a)dI ⊆ (a ∧ x)
d
I . By the hypothesis, (a)
d
I = (a ∧ x)
d
I or
(a ∧ x)dI = L. If (a ∧ x)
d
I = L, then a ∧ x ∈ kerId, which is a contradiction.
Thus (a)dI = (a∧ x)
d
I , which gives that y ∈ (a)
d
I . Now, the proof is complete
using Lemma 2.1(i).
(ii)⇒ (iii) Since (a)dI is a prime ideal, it is a proper ideal of L and, by
Lemma 2.1(v), a /∈ kerId. If kerId is a prime ideal, we are done, by Lemma
2.11(i). Let Q be a prime ideal of L containing kerId such that Q ⊆ (a)
d
I and
x ∈ (a)dI \Q. Then x ∧ a ∈ kerId ⊆ Q. Since x /∈ Q and Q is a prime ideal,
a ∈ Q ⊆ (a)dI . Now, by Lemma 2.1(v), (a)
d
I = L, which is a contradiction.
(iii)⇒ (i) Let (a)dI ⊆ (x)
d
I 6= L. Consider y ∈ (x)
d
I \ (a)
d
I . Then y ∧ x ∈
kerId ⊆ (a)
d
I , which deduces that x ∈ (a)
d
I ⊆ (x)
d
I . Again, by Lemma 2.1(v),
(x)dI = L, which is a contradiction. 
Lemma 2.15. In the following assertions we have, (i)⇒ (ii)⇒ (iii).
(i) The set Σ satisfies the descending chain condition with respect to in-
clusion.
(ii) L does not have an infinite M ⊆ L\kerId such that for each x, y ∈M ,
x ∧ y ∈ kerId.
(iii) The set Σ satisfies the ascending chain condition with respect to in-
clusion.
Proof. (i)⇒(ii) Let L have an infinite M ⊆ L \ kerId such that for each
x, y ∈ M , x ∧ y ∈ kerId and consider x1, x2 ∈ M . By Lemma 2.1(ii),
(x1 ∨ x2)
d
I ⊆ (x1)
d
I and clearly x2 ∈ (x1)
d
I \ (x1 ∨ x2)
d
I . Thus the following
proper descending chain is induced, which is a contradictin:
(x1)
d
I ⊃ (x1 ∨ x2)
d
I ⊃ (x1 ∨ x2 ∨ x3)
d
I ⊃ · · ·
(ii)⇒(iii) Let (a1)
d
I ⊂ (a2)
d
I ⊂ · · · be a proper chain and xj ∈ (aj)
d
I \ (aj−1)
d
I
for j = 2, 3, · · · . Consider yj = xj ∧ aj−1 /∈ kerId. For each i < j, since
xi ∈ (ai)
d
I ⊆ (aj−1)
d
I , it is not difficult to show that yi ∧ yj ∈ kerId. Also, if
yi = yj, then yi = yi ∧ yj ∈ kerId, a contradiction. Thus the set M = {yi |
i = 2, 3, · · · } is an infinite set such that for each x, y ∈ M , x ∧ y ∈ kerId,
which is a contradiction. 
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We say that the lattice L satisfies the condition (∗), if L does not have
an infinite M ⊆ L \ kerId such that for each x, y ∈M , x ∧ y ∈ kerId.
Lemma 2.16. Let L satisfies the condition (∗), then L has only a finite
number of distinct kerId-minimal prime ideals of the form (ai)
d
I(1 ≤ i ≤ n).
Also
⋂n
i=1
(ai)
d
I = ker
d
I .
Proof. By Lemma 2.15, Σ has maximal elements. Let (a)dI 6= (b)
d
I be two
maximal element in the set Σ = {(x)dI | x ∈ L \ kerId}. By Lemma 2.1(ii),
(a)dI ⊆ (a ∧ b)
d
I and (b)
d
I ⊆ (a ∧ b)
d
I , which implies (a ∧ b)
d
I = L, by the
maximality. Using Lemma 2.1(v), a ∧ b ∈ kerId. So if Σ has an infinite
number of maximal element , then L has an infinite M ⊆ L \ kerId such
that for each x, y ∈ M , x ∧ y ∈ kerId, which is a contradiction. So Σ has
a finite number of maximal elements. Now Theorem 2.14 complets the first
part of the proof.
Now we show
⋂n
i=1
(ai)
d
I = ker
d
I . Using Lemma 2.15 and Zorn’s lemma,
for each a /∈ kerId the set Σ = {(b)
d
I | (a)
d
I ⊆ (b)
d
I} has a maximal element.
Thus every proper ideal (a)dI is contained in a maximal ideal (ai)
d
I , 1 ≤ i ≤ n.
Consider x ∈
⋂n
i=1
(ai)
d
I . If (x)
d
I 6= L, there exists 1 ≤ i ≤ n such that
ai ∈ (x)
d
I ⊆ (ai)
d
I . So (ai)
d
I = L, which is not true. Thus (x)
d
I = L and hence
x ∈ kerId. 
Corollary 2.17. If L satisfies the condition (∗), then every kerId-minimal
prime ideal of L is of the form (a)dI , for some a ∈ L.
Proof. Let P be a kerId-minimal prime ideal of L. By Lemma 2.16,
⋂n
i=1
(ai)
d
I =
kerdI . Thus
⋂n
i=1
(ai)
d
I ⊆ P and, since P is a prime ideal, there exists j ∈ J
such that (aj)
d
I ⊆ P , which implies (aj)
d
I = P . 
We close this section by the following important result, which is an im-
mediate consequence of Corollary 2.17.
Theorem 2.18. If L is a distributive lattice with a bottom element ⊥ and
satisfies the condition (∗) for ker⊥(id), then every minimal prime ideal of
L is of the form (a)id
⊥
, for some a ∈ L.
A special case of the previous theorem is the case where L is an atomic
distributive lattice with a finite number of atoms.
3. Atomic distributive lattices
In this section the lattice L considered to be a kerId-atomic distributive
lattice.
Definition 3.1. For an ideal I of L, an element a ∈ L \ I is called I-atom,
if ↓ a \ {a} = {x ∈ L | x < a} ⊆ I and the lattice L is called I-atomic if for
each a ∈ L there exists an I-atom a0 lower than a.
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From now on consider AdI(L), the set of all kerId-atoms of L, A
d
I(a) =
AdI(L)∩ ↓ a and A
d
I(a)
c = AdI(L) \ A
d
I(a). Also consider a subset Γ
d
I(L) =⋃
(ai)
d
I \kerId in which ai /∈ kerId. As an immediate consequence of Lemma
2.1(ii), If L is kerId-atomic lattice, then Γ
d
I(L) =
⋃
(ai)
d
I \ kerId in which
ai ∈ A
d
I(L).
Lemma 3.2. (i) Let L have a top element ⊤. If
∨
j∈J
aj = ⊤, for some
kerId-atoms(I-atoms)aj , then L \ {⊤} ⊆
⋃
j∈J
(aj)
d
I .
(ii)
⋂
ai∈A
d
I
(L)
(ai)
d
I = kerId.
Proof. Let ⊤ 6= x ∈ L. There exists a kerId-atom (I- atom) aj such that
aj ≤/ x. Then aj ∧ x ∈↓ aj \ {aj} ⊆ kerId, which means x ∈ (aj)
d
I .
(ii) By Lemma 2.1, kerId ⊆
⋂
ai∈A
d
I
(L)
(ai)
d
I . For the converse let x ∈
⋂
ai∈A
d
I
(L)
(ai)
d
I\
kerId. Then there exists a kerId-atom a ≤ x in such a way that x∧a = a /∈
kerId. So x /∈ (a)
d
I , which is impossible. 
In part (i) of the following lemma we get another definition for the con-
gruence θdI .
Lemma 3.3. Let L be a kerId-atomic distributive lattice. If a, b ∈ L, then
(i) aθdIb if and only if A
d
I(a) = A
d
I(b).
(ii) a ∧ b ∈ kerId if and only if A
d
I(a) ∩A
d
I(b) = ∅.
(iii) For an element a ∈ L, if AdI(L) = A
d
I(a), then a ∈ K
d
I .
(iv) If x =
∨
ai∈A
d
I
(L)
ai, then x ∈ K
d
I .
Proof. It is easy to check the parts (i) and (ii).
(iii) Since AdI(L) = A
d
I(a), for each ai ∈ A
d
I(L), ai ≤ a. By Lemmas 2.1(ii)
and 3.2(ii), (a)dI ⊆
⋂
ai∈A
d
I
(L)
(ai)
d
I = kerId ⊆ (a)
d
I . Then a ∈ K
d
I .
(iv) Straightforward, by (iii). 
Lemma 3.4. If a ∈ AdI(L), then (a)
d
I is a maximal element in the set Σ.
Proof. Let (a)dI ⊆ (b)
d
I . If a∧b ∈ kerId, then b ∈ (a)
d
I ⊆ (b)
d
I and, by Lemma
2.1(v), (b)dI = L. In the case where a ∧ b /∈ kerId, since a is kerId-atom,
a = a ∧ b and hence a ≤ b. By Lemma 2.1(ii), (b)dI ⊆ (a)
d
I , which implies
(b)dI = (a)
d
I . Thus (a)
d
I is a maximal element in the set Σ. 
For an immediate consequence of Theorem 2.14, Lemmas 2.1(ii) and 3.4,
we have the following theorem.
Theorem 3.5. For an element a ∈ L, (a)dI is a kerId-minimal prime ideal
if and only if there exists a kerId-atom a0 such that A
d
I(a) = {a0}.
Lemma 3.6. Let L satisfy the condition (∗). Then
(i) Every kerId-minimal prime ideal of L is of the form (a)
d
I , for some
a ∈ AdI(L).
(ii) If L is atomic, then every minimal prime ideal of L is of the form
(a)dI , for some atom a.
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Proof. (i) Let P be a kerId-minimal prime ideal of L. Using Corollary 2.17,
P = (aj)
d
I for some aj ∈ L. Now, by Theorem 3.5, there exists a ∈ A
d
I(L)
such that AdI(aj) = {a}. Thus, by Lemma 3.3(i), P = (aj)
d
I = (a)
d
I . 
Theorem 3.7. Let L satisfy the condition (∗), then L has only a finite
number of distinct kerId-minimal prime ideals Pi(1 ≤ i ≤ n). Furthermore,⋂n
i=1
Pi = kerId,
⋂
i6=j
Pi 6= kerId for all 1 ≤ j ≤ n and L \
⋃n
i=1
Pi = K
d
I .
Proof. By Lemmas 2.16 and 3.6, L has only a finite number of distinct
kerId-minimal prime ideals Pi(1 ≤ i ≤ n), in which
⋂n
i=1
Pi = kerId. Let
for the fixed index j,
⋂
i6=j
Pi = kerId. By Lemma 3.6, each Pi is of the form
(ai)
d
I . Consider xi ∈ (ai)
d
I \ (aj)
d
I . Then
∧
i6=j
xi ∈
⋂
i6=j
Pi = kerId ⊆ (aj)
d
I .
Since (aj)
d
I is a prime ideal, there is an i 6= j such that xi ∈ (aj)
d
I , which
is a contradiction. Therefore
⋂
i6=j
Pi 6= kerId for all 1 ≤ j ≤ n. Now we
show L \
⋃
Pi = K
d
I . Let x ∈ L \
⋃
Pi and y /∈ kerId. If x ∧ y ∈ kerId,
then using Theorem 2.14 and Lemma 2.15, there exists 1 ≤ i ≤ n such that
x ∈ (y)dI ⊆ (ai)
d
I = Pi, which is a contradiction. Thus y /∈ (x)
d
I and hence
(x)dI = kerId. So x ∈ K
d
I . Now consider x ∈ K
d
I . If there exists 1 ≤ i ≤ n in
which x ∈ (ai)
d
I , then ai ∈ (x)
d
I = kerId ⊆ (ai)
d
I , which is a contradiction.
Thus x ∈ L \
⋃
Pi and hence L \
⋃
Pi = K
d
I . 
Corollary 3.8. If L has a bottom element ⊥ and does not have an infinite
M ⊆ L \ {⊥} such that for each x, y ∈ M , x ∧ y = ⊥, then L has only a
finite number of minimal prime ideals.
Theorem 3.9. The following assertions are equivalent:
(i) L satisfies the condition (∗).
(ii) There exists a finite number of minimal kerId-prime ideals Pi(1 ≤
i ≤ n) such that
⋂n
i=1
Pi = kerId.
Proof. (i)⇒(ii) We are done, by Theorem 3.7.
(ii)⇒(i) Let M ⊆ L \ kerId such that for each x, y ∈ M , x ∧ y ∈ kerId
and | M |≥ n. By Pigeonhole principle, there exist x, y ∈ M and Pi such
that x, y ∈ P ci , which is a contradiction, because, Pi is prime and x ∧ y ∈
kerId ⊆ Pi. 
Proposition 3.10. Let x, y ∈ ΓdI(L). Then only one of the following cases
may occur:
(i) x ∧ y ∈ kerId.
(ii) There exists an element z ∈ L such that kerId 6= (z)
d
I 6= L and
x, y ∈ (z)dI .
(iii) There exist z1, z2 ∈ L such that kerId 6= (z1)
d
I 6= L, kerId 6= (z2)
d
I 6= L
and x ∧ z1, z1 ∧ z2, z2 ∧ y ∈ kerId.
Proof. Let x ∧ y /∈ kerId. There exist a1, a2 /∈ kerId such that x ∈ (a1)
d
I
and y ∈ (a2)
d
I . Since x, a1 /∈ kerId, kerId 6= (a1)
d
I 6= L. Also for (a2)
d
I . Now
two cases may occur:
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(i) If a1 ∧ a2 /∈ kerId, then x, y ∈ (a1 ∧ a2)
d
I .
(ii) If a1 ∧ a2 ∈ kerId, then x ∧ a1, a1 ∧ a2, a2 ∧ y ∈ kerId. 
For a subset A of L, the set of all upper bounds of the elements of A is
denoted by ↑ A.
Theorem 3.11. Let L be a kerId-atomic distributive lattice. Then for each
a ∈ ΓdI(L), (a)
d
I =↑ A
d
I(a)
c\ ↑ AdI(a).
Proof. Let x ∈ (a)dI . If x ∈↑ A
d
I(a), then there exists c ∈ A
d
I(a) such that c ≤
x. Hence c ≤ x ∧ a ∈ kerId, which is impossible. So x ∈↑ A
d
I(a)
c\ ↑ AdI(a).
For the converse, assume that x ∈↑ AdI(a)
c\ ↑ AdI(a). If x /∈ (a)
d
I , then
a∧x /∈ kerId and so x ∈↑ A
d
I(a∧x) ⊆↑ A
d
I(a), which is a contradiction. 
Consider CdI (L) = {B ⊆ L \ kerId | ∀x, y ∈ B,x ∧ y ∈ kerId}. It is easy
to check that AdI(L) ∈ C
d
I (L).
Theorem 3.12. If L is a kerId-atomic lattice, then for each B ∈ C
d
I (L),
| B |≤| AdI(L) |.
Proof. Let B ∈ CdI (L) and x, y ∈ B. By Lemma 3.3(ii), A
d
I(x) ∩A
d
I(y) = ∅
and AdI(x) 6= ∅ in which A
d
I(y) 6= ∅. By the axiom of choice, for each b ∈ B,
choose and fix ab ∈ A
d
I(b) 6= ∅. So the map f : B → A
d
I(L), defined by
f(b) = ab, is a one to one map. Hence | B |≤| A
d
I(L) |. 
4. when a quotient lattice is a Boolean algebra
In this section some necessary and sufficient conditions are derived for the
quotient algebra L/θ to become a Boolean algebra.
For a distributive lattice L and a lattice congruence θ on L, we mean the
set [x]θ = {y ∈ L | xθy} a congruence class of x. The set of all congruence
classes of L with respect to θ, is denoted by L/θ. It can be easily observed
that L/θ is a distributive lattice with the following operations [x]θ ∧ [y]θ =
[x ∧ y]θ and [x]θ ∨ [y]θ = [x ∨ y]θ.
Theorem 4.1. Let L be a distributive lattice and θ a lattice congruence
on L. The distributive lattice L/θ is a Boolean algebra if and only if the
following conditions hold:
(i) There exists a0, b0 ∈ L such that for each x ∈ L, [a0]θ ≤ [x]θ ≤ [b0]θ,
which means that ⊥L/θ = [a0]θ and ⊤L/θ = [b0]θ.
(ii) For each x ∈ L there exists y ∈ L such that (x∧ y)θa0 and (x∨ y)θb0.
Proof. Let L/θ be a Boolean algebra. Thus L/θ has both a least and a
greatest element, which means there exist a0 and b0 in L such that ⊥L/θ =
[a0]θ and ⊤L/θ = [b0]θ. So the statement (i) holds. Now let x ∈ L. Since L/θ
is a Boolean algebra, there exists [y]θ ∈ L/θ such that [x∧y]θ = [x]θ∧ [y]θ =
[a0]θ and [x ∨ y]θ = [x]θ ∨ [y]θ = [b0]θ and hence (x ∧ y)θa0 and (x ∨ y)θb0.
The proof of the converse is obvious. 
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Combining Theorem 4.1, Proposition 2.4, and Proposition 2.6, one can
obtain the following theorem, which is one of the main results in this article.
Also see [13, Th.2.8], for the case where I = {⊥}.
Theorem 4.2. Let I be a nontrivial ideal of L. Then L/θdI is a Boolean
algebra if and only if for each x ∈ L, there exists y ∈ (x)dI such that x ∨ y ∈
KdI .
Corollary 4.3. Let L/θdI be a Boolean algebra. Then [x]
−1
θd
I
= [y]θd
I
if and
only if x ∧ y ∈ kerId and x ∨ y ∈ K
d
I .
Proposition 4.4. (i) If I or kerId is a prime ideal of L, then L/θ
d
I is a
Boolean algebra.
(ii) If each (x)dI has a maximum element, then L/θ
d
I is a Boolean algebra.
Proof. (i) If kerId = L, then kerId = K
d
I = L. Thus θ
d
I = ∇ and L/θ
d
I is a
singleton set. Let kerId 6= L and x ∈ L. By Lemma 2.5(ii), K
d
I 6= ∅ and L
is a disjoint union of kerId and K
d
I . Consider a ∈ I and b ∈ K
d
I . If x ∈ K
d
I ,
then x ∨ b ∈ KdI and x ∧ b ∈ kerId and if x ∈ kerId, then x ∧ a ∈ kerId and
x ∨ a ∈ KdI . So we are done, by Theorem 4.2.
(ii) If kerId = L, then kerId = K
d
I = L. Thus θ
d
I = ∇ and L/θ
d
I is a
singleton set. If KdI = L, then for each a, b ∈ L, (a)
d
I = kerId = (b)
d
I . Thus
θdI = ∇ and L/θ
d
I is a singleton set. Let kerId and K
d
I be nontrivial and
x ∈ L. Consider a0 ∈ kerId and b0 ∈ K
d
I . If x ∈ kerId, then x ∧ b0 ∈ kerId
and x ∨ b0 ∈ K
d
I . If x ∈ K
d
I , then x ∧ a0 ∈ kerId and x ∨ a0 ∈ K
d
I . Now, let
x /∈ kerId∪K
d
I and y be the maximum element of (x)
d
I . Then x∧ y ∈ kerId.
We show that x∨y ∈ KdI . Let z ∈ (x∨y)
d
I = (x)
d
I∩(y)
d
I . Since y is a maximum
element of (x)dI , z = (x ∧ z) ∨ z = (x ∧ z) ∨ (y ∧ z) = (x ∨ y) ∧ z ∈ kerId.
Thus (x ∨ y)dI ⊆ ker
d
I and, by Lemma 2.1(iv), x ∨ y ∈ K
d
I . So, Theorem 4.2
completes the proof. 
One of the important especial case of Proposition 4.4(i) is the case where
L is a chain.
Lemma 4.5. If L is a Boolean algebra with a bottom element ⊥, then θid
⊥
=
∆ = {(a, a) | a ∈ L}.
Proof. It is clear that kerId = {⊥} and (a)
d
I =↓ a
′, where a′ is the comple-
ment of a. If aθid
⊥
b, then ↓ a′ =↓ b′ and hence a′ = b′. Thus a = b, which
implies θid
⊥
= ∆. 
By Corollary 1.4, every derivation is a lattice homomorphism. So for a
derivation d, ker(d) = {(a, b) | d(a) = d(b)} is a lattice congruence on L.
It is not difficult to show that for a nontrivial ideal I and a derivation d,
ker(d) ⊆ θdI , but the converse is not generally true. For example, consider
I 6= ⊥ and d = id. Then ker(d) = ∆ and for each x, y ∈ I, (x)dI = (y)
d
I = L.
So xθdIy. In the case where I = {⊥}, using Lemma 2.1(v), θ
d
⊥
= ∇ deduces
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that ker(d) = ∇. The following lemma show that in the case where, L is a
Boolean algebra with a bottom element ⊥, then θd
⊥
= ker(d) at all.
Lemma 4.6. Let L be a Boolean algebra with a bottom element ⊥ and d a
derivation on L. Then ker(d) = θd
⊥
.
Proof. Let xθd
⊥
y. Since L is a Boolean algebra, y has a complement element
y′ in which y′ ∈ (y)d
⊥
= (x)d
⊥
. Thus d(x)∧d(y′) = ⊥ and hence d(y)∨d(x) =
d(y) ∨ (d(x) ∧ d(y′)) = d(y) ∨ ⊥ = d(y). So d(x) ≤ d(y) and, by a similar
way, d(y) ≤ d(y). Therefore (x, y) ∈ ker(d). 
The following theorem is another version of [13, Th. 3.4].
Theorem 4.7. Let I be an ideal of L and d a derivation on L. Then the
following are equivalent:
(i) θdI = ∇.
(ii) kerId = L
(iii) For each x ∈ L, I ∩ [x]ker(d) is a singleton set.
Proof. (i)⇒ (ii) Let x ∈ L and a ∈ kerId. Since θ
d
I = ∇, xθ
d
Ia and, by
Lemma 2.1(v), x ∈ kerId. So kerId = L.
(ii)⇒ (iii) From the part one of the proof of [13, Th. 3.4].
(iii)⇒ (i) Let x, y ∈ L. Consider I ∩ [x]ker(d) = {x0} and I ∩ [y]ker(d) =
{y0}. By Lemma 1.3(ii), d(x) = d(x0) ≤ x0 and, since I is an ideal, d(x) ∈ I.
By Lemma 1.3(ii), d(x) ∈ I ∩ [x]ker(d), which implies d(x) = x0. Similarly
d(y) = y0. Using Lemma 2.3(iv) and Proposition 2.4(i), xθ
d
Ix0θ
d
Iy0θ
d
Iy. Thus
θdI = ∇. 
Proposition 4.8. The Boolean algebra L/θdI = 2 if and only if kerId is a
prime ideal of L.
Proof. Let L/θdI = 2, x∧y ∈ kerId and x, y ∈ L\kerId. Since L/θ
d
I = 2, by
Proposition 2.4(i), xθdIy. So x ∈ (y)
d
I = (x)
d
I = kerId. This implies x ∈ (x)
d
I ,
which contradicts Lemma 2.1(v).
The converse one gets using Lemma 2.5. 
Here we have an example for L/θdI = 2, but I is not prime. Consider
the four element lattice {⊥, a, b,⊤}, in which ⊥ and ⊤ are bottom and
top element, respectively and a, b are not comparable. The map d : L→ L
defined by d(x) =
{
⊥, if x = ⊥, b
a, if x = a,⊤
is a derivation. It is clear that kerId =
{⊥, b} and KdI = {a,⊤}. By Proposition 2.4, L/θ
d
I = 2, but I = {⊥} is not
a prime ideal.
Consider the set Σ = {(x)dI | x ∈ L}. By an order defined as follow, the
set Σ is a poset. For each x, y ∈ L, (x)dI ≤ (y)
d
I if and only if (y)
d
I ⊆ (x)
d
I .
Also, with the following operations, Σ is a bounded distributive lattice.
For each x, y ∈ L, (x)dI∨(y)
d
I = (x∨y)
d
I and (x)
d
I∧(y)
d
I = (x∧y)
d
I . The bottom
and the top elements in the lattice Σ are of the form, ⊥Σ = (x)
d
I = L for
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each x ∈ kerId and ⊤Σ = (x)
d
I = kerId for each x ∈ K
d
I . The map f : L→ Σ
defined by f(x) = (x)dI is a lattice epimorphism, in which kerf = θ
d
I . Thus,
by the Isomorphism Theorem, L/θdI
∼= Σ.
Lemma 4.9. If the quotient lattice L/θdI is a Boolean algebra then for each
x ∈ L, the set {(z)dI | z ∈ (x)
d
I} has a maximum element.
Proof. Let L/θdI be a Boolean algebra and x ∈ L. By Theorem 4.2, there
exists y ∈ L such that x ∧ y ∈ kerId and x ∨ y ∈ K
d
I . Consider z ∈ (x)
d
I .
Since x ∧ z ∈ kerId, applying Proposition 2.6, (x ∧ y)θ
d
I (x ∧ z). Thus
yθdI [y ∨ (x∧ z)] = [(x∨ y)∧ (y∨ z)]θ
d
I (y∨ z). So (y)
d
I = (y ∨ z)
d
I = (y)
d
I ∩ (z)
d
I
and hence (y)dI ⊆ (z)
d
I , which deduces that (z)
d
I ≤ (y)
d
I . 
Theorem 4.10. Let L be a kerId-atomic distributive lattice. The lattice
L/θdI is a Boolean algebra if and only if for each x ∈ L, there exists y ∈ L
such that AdI(x) and A
d
I(y) are a partition of A
d
I(L) and [y]θd
I
is a complement
of [x]θd
I
in L/θdI .
Proof. (⇐) It is clear that x ∧ y ∈ kerId and, by Lemma 3.3, x ∨ y ∈ K
d
I .
Hence, Theorem 4.2 completes the proof.
(⇒) Consider x ∈ L. Since L/θdI is a Boolean algebra, by Theorem
4.2, there exists y ∈ L such that x ∧ y ∈ kerId and x ∨ y ∈ K
d
I . Clearly
AdI(x) ∩ A
d
I(y) = ∅. Let a ∈ A
d
I(L) \ (A
d
I(x) ∪ A
d
I(y)). Using Lemma 2.3(i),
(x∨a)∨y ∈ KdI . Also (x∨a)∧y ∈ kerId. So, by Corollary 4.3, [y]θdI
has two
different complements [x]θd
I
and [x ∨ a]θd
I
, which is a contradiction, because
a ∈ (x)dI and a /∈ (x ∨ a)
d
I . 
Theorem 4.11. If L/θdI is a Boolean algebra, then the congruence θ
d
I is the
only congruence relation having kerId as a whole class.
Proof. Let θ be a lattice congruence on L such that kerId is a whole class.
By Proposition 2.6, θ ⊆ θdI . For the converse, let xθ
d
Iy. Then there exists
z ∈ L such that [x]−1
θd
I
= [y]−1
θd
I
= [z]θd
I
. By Proposition 2.4, [x ∧ z]θd
I
=
[x]θd
I
∧ [x]θd
I
= ⊥L/θd
I
= kerId. Thus x ∧ z ∈ kerId and also y ∧ z ∈ kerId,
which implies (x ∧ z)θ(y ∧ z). By a similar way, (x ∨ z)θ(y ∨ z). Now we
have x = x ∨ (x ∧ z)θ[x ∨ (y ∧ z)]θ[(x ∨ y) ∧ (x ∨ z)]θ[(x ∨ y) ∧ (y ∨ z)] =
[y ∨ (x ∧ z)]θ[y ∨ (y ∧ z)] = y. Thus θdI ⊆ θ and hence θ
d
I = θ. 
Corollary 4.12. For a congruence θ, if L/θdI and L/θ are Boolean algebras
such that the congruence θ having kerId as a whole class, then θ
d
I = θ.
Corollary 4.13. If L is a distributive lattice with a least element ⊥, kerId =
{⊥} and L/θdI is a Boolean algebra, then θ
d
I = ∆.
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Conclusion
In this final section, for an ideal I, we conclude that the lattice congruence
θidI is the smallest and so the best congruence in some classes of congruences
as the following cases, because, if L/θidI is a Boolean algebra, then L/θ
id
I has
the maximum cardinality in the set of all L/θdI .
(i) Consider an ideal I and a derivation d on L. By Proposition 2.7,
θidI ⊆ θ
d
I . Thus the map pi : L/θ
id
I → L/θ
d
I defined by pi([a]θidI
) = [a]θd
I
is
a lattice homomorphism. Using First Isomorphism Theorem, if L/θidI is a
Boolean algebra, then so is L/θdI . Thus the lattice congruence θ
id
I is the best
congruence in the set {θdI | d is a derivation}.
(ii) Combining Theorem 4.11 and Proposition 2.7, it is concluded that θidI
is the smallest congruence in the set of all congruences having kerId as a
whole class.
(iii) Using Lemma 2.9, θidI is the smallest congruence in the set {θ
d
J} in
which there exists a derivation d on L such that kerId = J .
(iv) Using Lemma 2.10, θidI is the smallest congruence in the set {θ
d
J} in
which J = (a)dI , for all a ∈ L.
(v) Using Theorem 4.11, θidI is the smallest congruence in the set of all
congruences having I as a whole class.
(vi) In the case where L is a kerId-atomic distributive lattice such that
for each x ∈ L, there exists y ∈ L such that AdI(x) and A
d
I(y) are a partition
of AdI(L), then θ
id
I is the smallest congruence in which L/θ
d
I is a Boolean
algebra.
There is still an open question concerning θdI :
Is there a necessary and sufficient condition on an ideal I such that θdI is
the smallest congruence in which L/θdI is a Boolean algebra at all.
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