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a b s t r a c t
Westudy anonline scheduling problemwith rejection, inwhich some rearrangement of the
solution is allowed. This problem is called scheduling with rejection and withdrawal. Each
arriving job has a processing time and a rejection cost associated with it, and it needs to be
either assigned to amachine or rejected upon arrival. At termination, it is possible to choose
at most a fixed number of scheduled jobs and withdraw them (i.e., decide to reject them).
We study theminimization version,where the goal is tominimize the sumof themakespan
and the total rejection cost (which corresponds to the penalty), and the maximization
problem, where the goal is to maximize the sum of the minimum load and the total
rejection cost (which corresponds to profit). We study environments of machines, which
are the case of m identical machines and the case of two uniformly related machines, and
show a strong relation between these problems and the related classic online scheduling
problems which they generalize, in contrast to standard scheduling with rejection, which
typically makes the scheduling problems harder.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider online non-preemptive scheduling problems with rejection and withdrawal. The input consists of jobs
arriving one by one. An arriving job has two pieces of information associated with it, which are its processing time on a
unit speedmachine (also called size), and its rejection cost. An algorithm has tomake an immediate decision regarding each
arriving job, that is, the job needs to be either rejected, in which case its rejection cost is added to the goal function, or
assigned to a machine. A small amount of modifications to the solution is allowed. Specifically, after the termination of the
input, the algorithm is allowed to reject a fixed number of jobs which were previously assigned to machines. This type of
rejection is calledwithdrawal. The rejection cost of these jobs is added to the goal function as well. After the withdrawal step
is performed, the completion time of eachmachine is computed based on the jobs which remain assigned to themachine. In
the minimization variant the goal is to minimize the sum of the maximum completion time of any machine (the makespan)
and the total rejection cost (which is also called rejection penalty in this case). Thus, the maximum completion time of
any machine is added to the goal function. In the maximization variant the goal is to maximize the sum of the minimum
completion time of any machine (the cover) and the total rejection cost (which is also called rejection profit in this case). In
this case the minimum completion time of any machine is added to the goal function.
We study twomachine environments. The first environment ism identical machines. In this case the completion time of
a machine is the total size of jobs assigned to it. The second environment is two uniformly related machines of speed ratio
s ≥ 1. Without loss of generality we assume that the speed of the first machine is 1 and the speed of the second machine is
s. The completion time of a machine is the total size of jobs assigned to it divided by the speed.
For an algorithm Alg we let ZAlg(I) denote the value of Alg for an input I (abbreviated by ZAlg if the input is clear
from the context), where ZAlg is the cost of Alg for minimization problems, and the profit for maximization problems.
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We let opt denote an optimal offline algorithm. For each problem and input we consider a fixed optimal solution opt. For
minimization problems, the competitive ratio of Alg is supI
ZAlg
Zopt , and for maximization problems, the competitive ratio of
Alg is supI
Zopt
ZAlg
.
For identical machines, the greedy algorithm ls [17], is defined as follows: assign a new job to a machine of current
minimum load. For relatedmachines, two greedy algorithms were considered. The first one is called pre-ls, and it is defined
similarly to ls for identical machines, that is, a job is assigned to a machine of minimum load. The second one is called
post-ls. In this algorithm the potential load of a machine after the assignment of the new job is calculated, and the job is
assigned to a machine which minimizes the post-assignment load. Note that post-ls is equivalent to pre-ls on identical
machines.
Previous work. There is vast literature on the online scheduling model where jobs arrive one by one [23]. The makespan
minimization problem for identical machines was studied by Graham [17], where the greedy algorithm lswas studied, and
it was shown that its competitive ratio is 2− 1m . Form = 2, 3 this is best possible [13], while for largem better algorithms
were designed later [15,8,19,4,1,14]. No algorithm can have a competitive ratio smaller than 1.853 [1,16]. Scheduling on
uniformly related machines was studied in the online scenario as well [2,6]. The algorithm pre-ls does not have a finite
competitive ratio, and even post-ls does not have a constant competitive ratio formmachines, while constant competitive
algorithmswere designed [2,6]. Nevertheless, for twomachines, post-ls has an optimal competitive ratio of 1+min{ 1s , ss+1 }
[12]. The machine covering problem (also called the Santa Claus problem [3]) is harder in the sense that the best competitive
ratio for identical machines ism (achieved by ls) [11], and the best competitive ratio for two uniformly related machines is
s+ 1 (achieved by post-ls) [12].
Schedulingwith rejection [5,18,22,9] is the special case of our problemwhere the number of jobswhich can bewithdrawn
is zero. That is, a job has a size and a rejection cost associated with it, and each job has to be either assigned to a machine
upon arrival or rejected. Themaximization problem,where the goal is tomaximize the total rejection cost and theminimum
completion time of anymachine, cannot have a bounded competitive ratio even on two identical machines. LetM be a large
integer. The first job has size 1 and rejection cost 1M . Any algorithm must reject the job, since otherwise its competitive
ratio is infinite. The second job has size 1 and rejection cost zero. The algorithm has a profit of 1M while the optimal profit
is 1. This example can be generalized for any number of identical machines and any speed ratio between two uniformly
related machines, which shows that the maximization problem of online scheduling with rejection is trivially hard. The
minimization problem was studied both for identical machines and two uniformly related machines. For two identical
machines, the competitive ratio is φ = 1+
√
5
2 ≈ 1.618, and for an arbitrary number of identical machines the competitive
ratio is φ + 1 [5]. For two related machines, it was shown maximum competitive ratio for two uniformly related machines
is φ, the same as for the case without rejection [18]. Studying the competitive ratio for two machines as a function of the
speed ratio, He and Min [18] showed that for s ≥ φ this generalization of the scheduling problem does not make it harder,
by designing an algorithm of competitive ratio 1 + 1s . They also designed an algorithm for 1 ≤ s < φ. A modification of
this algorithm was shown to be optimal for 1.3852 ≤ s < φ by Dósa and He [9], who also designed lower bounds for
sub-intervals of (1, 1.3852) showing that the competitive ratio for the case with rejection is strictly higher than the case
without rejection.
Several scheduling models (without rejection) where some re-arrangement of jobs is permitted after the termination of
the input were studied [24,20,7,21,10].
Next, we consider the relation between the studied problems and the classic online schedulingmodel of jobs arriving one
by one (where each job has to be assigned irrevocably). The problems studied in this paper are generalizations of this classic
online scheduling problem. Given an instance of the classic scheduling problem, we can define an instance of our problem
with infinite rejection penalties for theminimization problem, and zero rejection profits for themaximization problem. The
former is an instance of the makespan minimization variant and the latter is an instance of the covering variant, where the
goal is to maximize the minimum load. Since we only allow rearrangement of jobs in the sense that a scheduled job may
be withdrawn, this option is not useful for these types of instances. Thus our algorithm is faced with the classic scheduling
problem for these instances. This implies that all lower bounds known for classic scheduling hold for our problem as well,
independently of the number of jobs that the algorithm may withdraw. Note that other problems with rearrangement are
typically not generalizations of the classic scheduling.
Our results. We show that the online scheduling problem with rejection and withdrawal is evidently not harder than the
online scheduling problem. For the minimization problem, we generalize ls and post-ls to deal with scheduling. For two
uniformly related machines where 1 ≤ s < φ (the case s ≥ φ is completely covered by the results of He and Min [18], since
their result implies that no withdrawal is necessary). We define a withdrawal step in which at most one job is withdrawn,
and show that the competitive ratio is 1 + ss+1 . Since this is the best possible competitive ratio even without rejection, we
find that our algorithm has the best possible competitive ratio. For identical machines, our algorithm has a withdrawal step
in which at most one job is withdrawn from eachmachine (and at mostm−1 jobs in total are withdrawn), and the resulting
competitive ratio is the same as that of ls, 2− 1m . For themaximization problem, we design generalizations of ls and post-ls
which achieve the same competitive ratios as ls for identical machines (m) and post-ls for two uniformly related machines
(s + 1), which again implies that these are the best possible competitive ratios. Each one of the algorithms withdraws at
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most one job, and thus they are optimal in this sense as well. Note that surprising difference with the maximization variant
of scheduling with rejection, where no algorithm of finite competitive ratio can exist.
Notation. The sequence of jobs consists of jobs 1, 2, . . .. Job ℓ has processing time of tℓ, and a rejection cost (penalty or
profit) of pℓ, and we let Jℓ = (tℓ, pℓ). For a set of jobs I we let p(I) =∑i∈I pi and t(I) =∑i∈I ti.
As mentioned above, we use the well-known algorithms defined above as building blocks for our algorithms. More
specifically, each algorithm has the following structure. As jobs arrive one by one, each job is either accepted or rejected. An
accepted job is assigned to a machine. After all jobs have arrived, the algorithm applies its withdrawal step. Each algorithm
has a threshold α. For the minimization problems a job jwith pj > αtj is accepted and for the maximization problems such
jobs are rejected. Note that the value α can be different for different cases. In all algorithms α is equal to the speed of the
slowest machine divided by the total speed of all machines, that is, for two uniformly related machines, α = 1s+1 , and for
identical machines α = 1m .
2. Minimization problems
In this section we design and analyze algorithms for the two minimization problems. In all proofs, we let I1 denote the
set of jobs j such that pj > αtj and let I2 denote the remaining set of jobs.
2.1. Two uniformly related machines
In this section we design an algorithmwhich withdraws a most one job and achieves the best possible competitive ratio.
Recall that for s ≥ φ =
√
5+1
2 , an algorithm for scheduling with rejection without withdrawal, which achieves the best
possible competitive ratio even if withdrawal is allowed, was given in [18]. Thus, we assume 1 ≤ s < φ.
Algorithm List Scheduling with rejection and withdrawal for cost minimization on two uniformly related
machines (lsrw1)
Phase 1: main loop
• For every arriving job Jℓ = (tℓ, pℓ).
• If pℓ ≤ αtℓ (i.e., Jℓ ∈ I2), then reject Jℓ.
• Otherwise (Jℓ ∈ I1), assign job ℓ using post-ls.
Phase 2: possible withdrawal
• Let L1 and L2 denote the machine completion times.
• Let k be a job of maximum completion time.
• If L1 − L2 > pk or L2 − L1 > s · pk, withdraw job k from the schedule and reject it.
• Otherwise no job is withdrawn.
• Return the resulting schedule.
Note that the algorithm may withdraw a single job. If L1 = L2 then there is no withdrawal. Otherwise, there is a
withdrawal only if the difference between the completion times of the two machines is sufficiently large compared to the
rejection penalty of the job of maximum completion time. We let λi denote the load of machine i before Jk is assigned.
Lemma 1. If L1 > L2 then L1−L2 ≤ tks . If L1 < L2 then L2−L1 ≤ tk. Ifopt does not reject job k then in the first case L1−L2 ≤ Zopt
and in the second case L2 − L1 ≤ s · Zopt.
Proof. If opt does not reject job k then the completion time of opt is at least tks , so Z
opt ≥ tks .
Consider the case L1 > L2. In this case Jk is the last job ever assigned to the first machine. We have λ1 + tk ≤ λ2 + tks .
Using L1 = λ1 + tk and L2 ≥ λ2 the claim follows.
Consider the case L1 < L2. In this case Jk is the last job ever assigned to the second machine. We have λ1 + tk ≥ λ2 + tks .
Using L2 = λ2 + tks and L1 ≥ λ1 the claim follows. 
Lemma 2. Zopt ≥ t(I1)s+1 + p(I2).
Proof. Let IR1 and I
R
2 denote the sets of rejected jobs out of I1 and I2 in opt, respectively. Let I
A
i = Ii − IRi denote the set of
accepted jobs in opt, for i = 1, 2.
We have Zopt ≥ t(IA1 )+t(IA2 )s+1 + p(IR1 )+ p(IR2 ). For every job j ∈ I1 we have pj > tjs+1 , so p(IR1 ) >
t(IR1 )
s+1 . For every job j ∈ I2 we
have pj ≤ tjs+1 , so
t(IA2 )
s+1 ≥ p(IA2 ). Thus
Zopt ≥ t(I
A
1 )+ t(IR1 )
s+ 1 + p(I
A
2 )+ p(IR2 ) =
t(I1)
s+ 1 + p(I2). 
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Proposition 3. (i) Assume that L1 ≥ L2. If the algorithm makes no withdrawal, then
Zlsrw1 = t(I1)
s+ 1 +
s(L1 − L2)
s+ 1 + p(I2) ≤ Z
opt + s(L1 − L2)
s+ 1 .
If it withdraws job k then
Zlsrw1 = t(I1)
s+ 1 −
L1 − L2
s+ 1 + p(I2)+ pk ≤ Z
opt − L1 − L2
s+ 1 + pk.
(ii) Assume that L1 < L2. If the algorithm makes no withdrawal, then
Zlsrw1 = t(I1)
s+ 1 +
L2 − L1
s+ 1 + p(I2) ≤ Z
opt + L2 − L1
s+ 1 .
If the algorithm withdraws job k and L2 − tks > L1 then
Zlsrw1 = t(I1)
s+ 1 +
L2 − L1
s+ 1 −
tk
s
+ p(I2)+ pk ≤ Zopt + L2 − L1s+ 1 −
tk
s
+ pk,
otherwise,
Zlsrw1 = t(I1)
s+ 1 −
s(L2 − L1)
s+ 1 + p(I2)+ pk ≤ Z
opt − s(L2 − L1)
s+ 1 + pk.
Proof. Consider the schedule before a withdrawal is considered. Clearly, t(I1) = L1 + sL2. The second bound in each case
will follow from the first bound and Lemma 2. We prove the first bound in each of the cases.
If L1 > L2, t(I1) = (s + 1)L1 − s(L1 − L2) = (L1 − L2) + (s + 1)L2. If no job is withdrawn, the maximum completion
time is L1 = t(I1)s+1 + ss+1 (L1 − L2). If a job is withdrawn, then the maximum completion time becomes L2, since by Lemma 1,
L1 − L2 ≤ tks ≤ tk, and thus L1 − tk ≤ L2. The claim follows from L2 = t(I1)s+1 − L1−L2s+1 .
If L2 > L1, t(I1) = (s+ 1)L2 − (L2 − L1) = (s+ 1)L1 + s(L2 − L1). If no job is withdrawn, the maximum completion time
is L2 = t(I1)s+1 + 1s+1 (L2 − L1). If job k is withdrawn and after its withdrawal the second machine remains more loaded than
the first machine (i.e., L2 − tks > L1) then the maximum completion time is L2 − tks = t(I1)s+1 + 1s+1 (L2 − L1)− tks . Otherwise,
the maximum completion time is L1 and in this case the claim follows since L1 = t(I1)s+1 − ss+1 (L2 − L1).
The other bounds follow using Lemma 2. 
Theorem 4. The competitive ratio of lsrw1 is at most 1+ ss+1 = 2s+1s+1 for every 1 ≤ s ≤ φ = 1+
√
5
2 .
Proof. We split the proof into cases.
Case 1: no job is withdrawn.
If L1 = L2 then L1 = t(I1)s+1 , and by Proposition 3 the returned solution is optimal.
If L1 > L2, by the definition of lsrw1, L1−L2 ≤ pk. Zlsrw1 ≤ Zopt+ s(L1−L2)s+1 . If opt rejects job k then L1−L2 ≤ pk ≤ Zopt.
Otherwise, by Lemma 1, L1 − L2 ≤ Zopt. In both cases Zlsrw1 ≤ 2s+1s+1 Zopt.
If L2 > L1, by the definition of lsrw1, L2 − L1 ≤ s · pk. By Proposition 3 Zlsrw1 ≤ Zopt + L2−L1s+1 . If opt rejects job k then
L2 − L1 ≤ s · pk ≤ s · Zopt. Otherwise, by Lemma 1, L2 − L1 ≤ s · Zopt. In both cases Zlsrw1 ≤ 2s+1s+1 Zopt.
Case 2: job k is withdrawn and L1 − L2 > pk .
In this case, by Proposition 3 Zlsrw1 ≤ Zopt − L1−L2s+1 + pk. If opt rejects job k then Zopt ≥ pk, L1−L2s+1 > pks+1 and
Zlsrw1 ≤ Zopt + ss+1pk ≤ 2s+1s+1 Zopt. Otherwise, L1 − L2 ≤ Zopt, and by Proposition 3
Zlsrw1 ≤ Zopt − L1 − L2
s+ 1 + (L1 − L2) = Z
opt + s
s+ 1 (L1 − L2) ≤
2s+ 1
s+ 1 Z
opt.
Case 3: job k is withdrawn, L2 − L1 > s · pk , and L2 − tks > L1.
By Proposition 3 we have
Zlsrw1 ≤ Zopt + L2 − L1
s+ 1 −
tk
s
+ pk.
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If opt rejects job k then we show pk ≤ tks . Assume by contradiction that pk > tks . We modify opt so that it assigns job k to
the secondmachine. As a result the cost of opt changes by at most tks −pk < 0, that is, the solution opt is not optimal, which
is a contradiction. Thus, using L2 − L1 ≤ tk (by Lemma 1) , we get
Zlsrw1 ≤ Zopt + L2 − L1
s+ 1 −
tk
s
+ pk ≤ Zopt + tks+ 1 −
tk
s
+ pk
= Zopt − tk
s(s+ 1) + pk ≤ Z
opt + s · pk
s+ 1 ≤
2s+ 1
s+ 1 Z
opt,
since Zopt ≥ pk.
Otherwise, using pk <
L2−L1
s and L2 − L1 ≤ tk ≤ sZopt, pk ≤ tks , we have
Zlsrw1 ≤ Zopt + L2 − L1
s+ 1 −
tk
s
+ L2 − L1
s
≤ Zopt + tk
s+ 1 ≤
2s+ 1
s+ 1 Z
opt.
Case 4: job k is withdrawn, L2 − L1 > s · pk , and L2 − tks ≤ L1.
We have Zlsrw1 ≤ Zopt − s(L2−L1)s+1 + pk. If opt rejects job k, using−(L2 − L1) ≤ −s · pk we get
Zlsrw1 ≤ Zopt + s+ 1− s
2
s+ 1 · pk ≤
2s+ 2− s2
s+ 1 Z
opt ≤ 2s+ 1
s+ 1 Z
opt,
since for 1 ≤ s ≤ φ, s2 ≤ s+ 1 (so the substitution pk ≤ Zopt is possible), and using s2 ≥ 1.
Otherwise, using pk ≤ L2−L1s and L2 − L1 ≤ sZopt, By Proposition 3,
Zlsrw1 ≤ Zopt − s(L2 − L1)
s+ 1 +
L2 − L1
s
≤ Zopt + (−s
2 + s+ 1)(L2 − L1)
s(s+ 1)
≤ Zopt + −s
2 + s+ 1
s+ 1 Z
opt ≤ 2s+ 1
s+ 1 Z
opt,
since for 1 ≤ s ≤ φ, s2 ≤ s+ 1 (so the substitution L2−L1s ≤ Zopt is possible), and using s2 ≥ 1. 
2.2. Identical machines
Next, we considerm identical machines. We modify the algorithm as follows. Recall that in this case α = 1m .
Algorithm List Scheduling with rejection and withdrawal for cost minimization on identical machines (lsrw2)
Phase 1: main loop
• For every arriving job Jℓ = (tℓ, pℓ).
• If pℓ ≤ αtℓ (i.e., Jℓ ∈ I2), then reject Jℓ.
• Otherwise (Jℓ ∈ I1), assign job ℓ using ls.
Phase 2: possible withdrawal
• Let Li denote the completion time of machine i after sorting the machines so that L1 ≤ L2 ≤ · · · ≤ Lm.
• Let jk be the index of a job ofmaximum completion time assigned tomachine k (2 ≤ k ≤ m). Let τk = tjk andπk = pjk .• Let i∗ be an index in {1, 2, . . . ,m}minimizing Li∗+∑mℓ=i∗+1 πℓ. Withdraw jobs ji∗+1, . . . , jm (if this set is non-empty)
and reject them.
• Return the resulting schedule.
The algorithm withdraws at mostm− 1 jobs, at most one job assigned to each machine.
For 1 ≤ i ≤ m, we let∆i = Li − L1. The following proposition follows from the definitions. We also let τ1 = 0.
The next property follows from the assignment rule of ls.
Proposition 5. For every 1 ≤ k ≤ m,∆k ≤ τk.
Next, we give bounds on the optimal cost and the cost of the algorithm.
Lemma 6. Zopt ≥ t(I1)m + p(I2).
Proof. Let IR1 and I
R
2 denote the sets of rejected jobs out of I1 and I2 in opt, respectively. Let I
A
i = Ii − IRi denote the set of
accepted jobs in opt, for i = 1, 2.
L. Epstein, H. Zebedat-Haider / Theoretical Computer Science 412 (2011) 6666–6674 6671
We have Zopt ≥ t(IA1 )+t(IA2 )m + p(IR1 )+ p(IR2 ). For every job j ∈ I1 we have pj > tjm , so p(IR1 ) >
t(IR1 )
m . For every job j ∈ I2 we
have pj ≤ tjm , so
t(IA2 )
m ≥ p(IA2 ). Thus
Zopt ≥ t(I
A
1 )+ t(IR1 )
m
+ p(IA2 )+ p(IR2 ) =
t(I1)
m
+ p(I2). 
We next analyze the cost for a specific choice of i which is not necessarily i∗. Let 1 ≤ i˜ ≤ m be a maximum index such
that opt rejects all jobs ji˜+1, . . . , jm (if opt accepts jm then i˜ = m, and if opt rejects all the jobs j2, . . . , jm then i˜ = 1). We
define i as follows. If for all i˜+ 1 ≤ j ≤ m it holds that∆j ≥ πj then i = i˜. Otherwise, we let i˜+ 1 ≤ i ≤ m be a maximum
value such that∆i < πi holds (so∆j ≥ πj for i < j ≤ m).
Proposition 7. We have
Zlsrw2 ≤ Li∗ +
m−
ℓ=i∗+1
πℓ + p(I2) = p(I2)+min
j

Lj +
m−
ℓ=j+1
πℓ

= p(I2)+ L1 +min
j

∆j +
m−
ℓ=j+1
πℓ

and thus
Zlsrw2 ≤ p(I2)+ L1 +∆i +
m−
j=i+1
πj.
Lemma 8. Zopt ≥ ∆i +∑mj=i+1 πj.
Proof. If i˜ = 1, then Zopt ≥ ∑mj=2 πj holds, since in this case all jobs j2, . . . , jm are rejected by opt. If i˜ > 1, then the
job ji˜ is accepted by opt, so the optimal cost is at least the sum of its maximum completion time (which is at least τi˜) and
the total rejection penalty of jobs ji˜+1, . . . , jm (which are rejected by opt). Thus Zopt ≥ τi˜ +
∑m
j=i˜+1 πj. In both cases,
Zopt ≥ ∆i˜ +
∑m
j=i˜+1 πj holds, where in the case i˜ = 1 this follows using∆1 = 0, and in the second case by Proposition 5.
If i = i˜ the lemma follows. Otherwise, we have i > i˜, and we get:
Zopt ≥ ∆i˜ +
m−
j=i˜+1
πj ≥
m−
j=i˜+1
πj ≥
m−
j=i+1
πj + πi ≥
m−
j=i+1
πj +∆i,
where the second inequality holds since ∆i˜ ≥ 0, the next one since i ≥ i˜ + 1, and the last one since by the definition of i,
∆i < πi. 
Theorem 9. The competitive ratio of lsrw2 is at most 2− 1m .
Proof. We have t(I1) ≥ mL1 +∑mj=i∆j (since∆1 = 0, this inequality holds if i = 1 as well).
By the choice of i,∆j ≥ πj for i+ 1 ≤ j ≤ m, and we get (by Lemma 6):
Zopt ≥ t(I1)
m
+ p(I2) ≥ L1 + 1m∆i +
1
m
m−
j=i+1
∆j + p(I2) ≥ L1 + 1m
m−
j=i+1
πj + ∆im + p(I2).
Thus by Proposition 7,
Zlsrw2 ≤ Zopt +

1− 1
m
 m−
j=i+1
πj +∆i

.
By Lemma 8,∆i +∑mj=i+1 πj ≤ Zopt, so Zlsrw2 ≤ (2− 1m )Zopt. 
3. Maximization problems
In this section we consider maximization problems. In all proofs, we let K1 denote the set of jobs j such that pj ≤ αtj and
let K2 denote the remaining set of jobs. In each case we consider a fixed optimal solution opt.
3.1. Two uniformly related machines
Consider the case of two uniformly related machines. We use the following simple algorithm, once again with α = 1s+1 ,
however in this case the algorithm is defined for any s ≥ 1.
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Algorithm List Scheduling with rejection and withdrawal for cost maximization on two uniformly related
machines (lsrw3)
Phase 1: main loop
• For every arriving job Jℓ = (tℓ, pℓ).
• If pℓ > αtℓ (i.e., Jℓ ∈ K2), then reject Jℓ.
• Otherwise (Jℓ ∈ K1), assign job ℓ using pre-ls.
Phase 2: possible withdrawal
• Let L1 and L2 denote the machine completion times, and let L = min{L1, L2}. If L = L1 = L2 return the resulting
schedule.
• Let k be a job of maximum completion time.
• If pk > L, withdraw job k from the schedule and reject it.
• Otherwise no job is withdrawn.
• Return the resulting schedule.
Lemma 10. We have
Zopt ≤ max

t(K1)− tk
s+ 1 + pk, t(K1)− tk + s · p(K2)

+ p(K2).
Proof. Let K R1 and K
R
2 denote the sets of rejected jobs out of K1 and K2 in opt, respectively. Let K
A
i = Ki − K Ri denote the set
of accepted jobs in opt, for i = 1, 2.
If k ∈ K R1 , we have
Zopt ≤ t(K
A
1 )+ t(KA2 )
s+ 1 + p(K
R
1 − {k})+ pk + p(K R2 ).
For every job j ∈ K1 we have pj ≤ tjs+1 , so p(K R1 − {k}) ≤
t(KR1−{k})
s+1 . For every job j ∈ K2 we have pj > tjs+1 , so
t(KA2 )
s+1 ≤ p(KA2 ).
Thus
Zopt ≤ t(K
A
1 )+ t(K R1 − {k})
s+ 1 + pk + p(K
A
2 )+ p(K R2 ) =
t(K1 − {k})
s+ 1 + pk + p(K2).
If k ∈ KA1 , consider the machine to which opt assigns job k. The other machine can have a completion time which is at
most the total size of all remaining jobs in KA1 ∪ KA2 , which is at most t(KA1 − {k})+ t(KA2 ), and we have
Zopt ≤ t(KA1 − {k})+ t(KA2 )+ p(K R1 )+ p(K R2 ).
For every job j ∈ K1 we have pj ≤ tjs+1 , so p(K R1 ) ≤
t(KR1 )
s+1 < t(K
R
1 ). For every job j ∈ K2 we have pj > tjs+1 , so
t(KA2 )
s+1 ≤ p(KA2 ).
Thus
Zopt ≤ t(KA1 − {k})+ t(K R1 )+ (s+ 1)p(KA2 )+ p(K R2 ) ≤ t(K1 − {k})+ (s+ 1)p(K2). 
By the definition of the algorithm, Zlsrw3 ≥ max{pk, L} + p(K2). We analyze this bound as follows.
Proposition 11. We have
Zlsrw3 ≥ max

pk,
t(K1)− tk
s+ 1

+ p(K2).
Proof. Clearly, t(K1) = L1 + sL2. If k is assigned to the first machine, L = L2, and L1 − tk ≤ L2. We have
t(K1) = L1 + sL2 ≤ L2 + tk + sL2 = tk + (s+ 1)L.
If k is assigned to the second machine, then L = L1, and L2 − tks ≤ L1. We have
t(K1) = L1 + sL2 ≤ L1 + s

L1 + tks

= tk + (s+ 1)L.
Thus in both cases, L ≥ t(K1)−tks+1 . 
Theorem 12. The competitive ratio of lsrw3 is at most s+ 1.
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Proof. We use Lemma 10. If
Zopt ≤ t(K1)− tk
s+ 1 + pk + p(K2),
we have
Zlsrw3 ≥ t(K1)− tk
s+ 1 + p(K2)
and
Zlsrw3 ≥ pk + p(K2),
so
Zlsrw3 ≥ Z
opt
2
≥ Z
opt
s+ 1 .
If Zopt ≤ t(K1)−tk+(s+1)p(K2), then using Zlsrw3 ≥ 1s+1 ·(t(K1)−tk+(s+1)p(K2)) (which is proved in Proposition 11)
we get Zlsrw3 ≥ Zopts+1 . 
3.2. Identical machines
Our last algorithm deals with identical machines, and withdraws at most one job. We use α = 1m and the following
algorithm.
Algorithm List Scheduling with rejection and withdrawal for cost maximization on identical machines (lsrw4)
Phase 1: main loop
• For every arriving job Jℓ = (tℓ, pℓ).
• If pℓ > αtℓ (i.e., Jℓ ∈ K2), then reject Jℓ.
• Otherwise (Jℓ ∈ K1), assign job ℓ using ls.
Phase 2: possible withdrawal
• Let Li denote the completion time of machine i after sorting the machines so that L1 ≤ L2 ≤ · · · ≤ Lm.
• Let jk be the index of a job ofmaximum completion time assigned tomachine k (2 ≤ k ≤ m). Let τk = tjk andπk = pjk .• Let i∗ be an index for which π∗i is maximal. If π∗i > L1 then withdraw job ji∗ . Otherwise no job is withdrawn.• Return the resulting schedule.
Let Ψ1 denote the subset of jobs out of j2, . . . , jm which are rejected by opt, and let ℓ = |Ψ1|. Let Ψ2 denote the subset of
jobs out of j2, . . . , jm which are not rejected by opt. We have |Ψ2| = m − 1 − ℓ. Let Θ denote the total processing time of
the jobs of Ψ1 ∪ Ψ2, and letΠ be the total profit of the jobs of Ψ1, i.e., Θ =∑jk∈Ψ1∪Ψ2 τk,Π =∑jk∈Ψ1 πk. By the choice of
i∗,Π ≤ ℓπi∗ .
Lemma 13. Zopt ≤ mL1
ℓ+1 + ℓ · πi∗ + mℓ+1 · p(K2).
Proof. Since the removal of the last job from a machine 2 ≤ j ≤ m brings its completion time to L1 or below that, we have
t(K1) =∑mj=1 Li ≤ mL1 +Θ , so t(K1)−Θ ≤ mL1.
Let K R1 and K
R
2 denote the sets of rejected jobs out of K1 − Ψ1 − Ψ2 and K2 in opt, respectively. Let KA2 = K2 − K R2 , and
KA1 = K1 − Ψ1 − Ψ2 − K R1 . The last two sets are the sets of accepted jobs out of K2 and K1 − Ψ1 − Ψ2 in opt, respectively.
The jobs assigned to machines by opt are KA1 ∪ KA2 ∪ Ψ2. Since there are at least ℓ+ 1 machines that do not have any job
of Ψ2, these machines only receive jobs of KA1 ∪ KA2 and we have
Zopt ≤ t(K
A
1 )+ t(KA2 )
ℓ+ 1 + p(K
R
1 )+ p(K R2 )+Π .
For every job j ∈ K1 we have pj ≤ tjm , so
p(K R1 ) ≤
t(K R1 )
m
.
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For every job j ∈ K2 we have pj > tjm , so
t(KA2 )
m ≤ p(KA2 ). Recall that ℓ+ 1 ≤ m, so mℓ+1 ≥ 1. We get
Zopt ≤ t(K
A
1 )+ t(K R1 )
ℓ+ 1 +
m
ℓ+ 1 · p(K
A
2 )+ p(K R2 )+Π
≤ t(K1)−Θ
ℓ+ 1 +
m
ℓ+ 1p(K2)+ ℓ · πi∗ ≤
mL1
ℓ+ 1 + ℓ · πi∗ +
m
ℓ+ 1p(K2). 
The following property follows directly from the definition of lsrw4.
Proposition 14. We have
Zlsrw4 ≥ max {πi∗ , L1} + p(K2).
Theorem 15. The competitive ratio of lsrw4 is at most m.
Proof. Using Lemma 13 and Proposition 14, we get
Zopt ≤ mL1
ℓ+ 1 + ℓ · πi∗ +
m
ℓ+ 1p(K2) ≤

m
ℓ+ 1 + ℓ

Zlsrw4
(since max{ m
ℓ+1 , ℓ} ≥ 1). The inequality mℓ+1 + ℓ ≤ m holds for any 0 ≤ ℓ ≤ m− 1. 
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