INTRODUCTION Situational Awareness in the Context of Computer Security
The term situational awareness comes from the field of aviation. It describes the process of evaluating all the different environmental data around you and using it to make decisions. In the area of computer security, it refers to collecting the information around you, understanding how the information relates to and impacts your organization or constituency, and then, at the highest level, using this information to predict future activity. Situational awareness provides a context for decision making and specifically the context within which organizations prevent, detect, and respond to computer security threats and risks.
In military strategy this is very similar to the "OODA Loop," which refers to observe, orient, decide, and act (OODA). The premise of OODA is that all decisions happen within the cycle of observe, orient, decide and act (see http://www.tibco.com/blog/2013/07/11/john-boyd-the-ooda-loop-and-near-realtime-analytics/). With regard to CSIRTs, situational awareness provides mechanisms for observing the environment and orienting (or filtering) the information collected based on needs and perspective, and then using this information to decide and act.
Military, emergency response, and some Computer Security Incident Response Teams (CSIRTs) organizations also talk about situational awareness in similar terms as a common operational picture (COP). A COP synthesizes and displays relevant incident information to understand what is happening where. All pieces of information from multiple sources are integrated to provide that understanding. When that information is shared, then a common understanding is achieved by participants.
For CSIRTs, information assessed and correlated can include but not be limited to incident and vulnerability reports, network traffic, system logging, threat assessments and intelligence along with local and world news and current events.
Situational awareness is an ever-evolving picture of the surrounding environment in which daily activity is occurring. By including economic, social, political, and geographic events into the assessment process, events that by themselves may not seem noteworthy can be identified as suspicious or even malicious. This context in which to observe, assess, and correlate events and information is required at the local or internal organizational level (organizational events such as layoffs, special high profile events, etc.) and also at the external or national or world level (meetings of international organizations in the limelight or under scrutiny such as the World Bank, Olympics, etc.). 
Overview of Document
This document provides a high-level view (including corresponding references where available) that describes some of the requirements that the CERT ® Division of the Software Engineering Institute at Carnegie Mellon University believes should be considered when developing any type of situational awareness tool.
1 Three aspects related to this topic are discussed:
1. types of situational awareness services currently being provided 2. specific requirements for CSIRTs 3. considerations and constraints
There is also a bibliography in Appendix B that has a collection of articles on or related to situational awareness and computer network defense. Some of these articles are called out later in this document.
Specifically, Skopik, Ma, Smith, and Bleier, in their paper Designing a Cyber Attack Information System for National Situational Awareness (Skopik et al. 2012) , define an architecture and framework for building a national situational awareness system they call CAIS. This system may have components that would also fit an Internet Climate and Weather service, if that service is to be based on data collection from logs and network traffic of various systems as well as contextual analysis.
TYPES OF CURRENT SITUATIONAL AWARENESS SERVICES
There are various organizations currently supplying different types of situational awareness information that can be used by CSIRTs. Some organizations provide CSIRTs information about malicious activity they see on their own sensor networks that come from other CSIRT constituent systems. For example CERT.br, the Brazilian National CSIRT, has its own honeypot project that collects information about attacks against the honeypots and reports to requesting CSIRTs in other countries, when they see systems in the other CSIRT's country or constituency performing the attack or being a victim of the attack. Other organizations provide for-fee services and provide threat intelligence reports and ongoing briefings. This is mainly done by managed security providers such as Dell SecureWorks, Deloitte, or similar providers. Some organizations provide public reports on threats and risks on a periodic basis, such as Symantec, Verizon, Ponemon Institute, and others. Even other organizations provide information across trusted partners, usually in a non-public fashion. Some of these groups include: 
CSIRT REQUIREMENTS FOR SITUATIONAL AWARENESS TOOLS
Below are 14 requirements or features that would be beneficial to any situational awareness service that will be providing information to multiple, diverse CSIRTs. They are not listed in priority order, and some have overlapping components. Many of these requirements might be considered as components of any Internet Weather/Climate service. Others relate to how the service might be designed or implemented.
Requirement 1: Gap Analysis of Current Services
Because so many different services are currently available, before any type of situational tools or services are provided, a good review of existing services should be done, followed by a gap analysis to identify where services are still needed or are not addressed adequately. One idea might also be to hold an industry day for vendors and providers of such services to hear what they currently provide and are planning for the future and to see where economies of scale or collaborations could be achieved.
Requirement 2: Establish a Resource Library Portal with Knowledge Management Document Searching Capability
Such a site will bring together existing data already being collected and create a resource library for searching and correlation. As part of any tool, it would be useful to have a resource library that provides and maintains historical data along with current predictions. Links to all threat and intelligence reports, as well as links to vulnerability and incident summaries, should be included. A strong query capability would need to be developed, so that a CSIRT analyst could put in terms and get back everything that was known about that particular topic. Filtering and advanced querying capability would also be needed to when more specific information was needed. The service should provide the ability to customize the feeds and data received by the CSIRT and to fine tune the data to match topics of interest or incidents and vulnerabilities related to similar infrastructures, business missions, and lines of business. For example, the CSIRT should be able to get customized information about attacks against specific operating systems, applications, or even sectors. Another, more important capability would be to receive information relevant to your particular part of the world, regionally and then locally, just like the regular weather stations and channels provide. Along with a description of notable activity that is being seen, information on the type of organizations, sectors (e.g., banking/finance, government, general), or geographical regions that are being affected is needed. Participating organizations should be able to filter information and also set alerts for particular types of information Having the ability for a participating CSIRT to be able to take their own private data and correlate it with the information provided through the program service would be an additional benefit. A method would need developed so that the information they are providing is not shared with anyone else. Such a capability would really allow a CSIRT to take advantage of what is being provided in a common way and use it based on their unique needs.
Requirement 5: Ability to Automate Actions for the CSIRTs Internal Environment
This capability would allow the CSIRT organization to create APIs to take incoming trusted information from the service and filter it through their own established criteria to create automatic actions in their infrastructure. Such actions could include implementing blocks, adding IPs, domains or sites to blacklists, adding signatures for detection in IDS, etc. Such automation could also be set up to originate from the CSIRT organization, so for example -if an alert was received on their IDS or if a specific type of malware was seen or a particular incident reported, then an automatic search of the service could be set up so that all the information known about that particular item would be presented to the CSIRT analyst.
Requirement 6: Secure Information Sharing Between Vetted CSIRTs
Although public information can be very useful to CSIRTs for general trend and indicator information, often there needs to be more detailed discussion of the actual activity, analysis, root cause, and remediation than is possible in a public setting. There must be a way to have secure discussions and information sharing, through protected channels and only for vetted CSIRTs. It would also be helpful to have some identification of others who have expertise in various analysis, detection, or mitigation techniques and tools that a CSIRT could go to for help or advice.
Requirement 7: Ability to Get Feed of Known Fixes
This is a gap area that is not being adequately addressed for all participants. This could also tie into the historical resource library.
Requirement 8: Real-World News Feeds
This should include not only specific cybersecurity-related activity but also social, political, economic, and regional news feeds. This information would be specifically related to ongoing critical infrastructure activities, where international organizations are meeting, where decision makers are gathering for conferences, summits, sports or cultural activities, and similar information that can be used to provide context to network and system activities being seen.
Requirement 9: Continuous Information Collection, Correlation, and Analysis
Very often, trend analysis is only done on a periodic basis, perhaps every quarter, six months, or year (like the Symantec Internet Threat Reports or the CyberCrime Surveys). If some type of continuous trend analysis could be done on current data, so that you did not have to wait for six months, this would be extremely beneficial. Many CSIRTs do not have the expertise, resources, or data to do such continuous analysis. Specifically, the ability to quickly understand historical and contextual information surrounding some new report is important. For example, a new incident is reported from the constituency, prior to that report going to an analyst for handling, it could be correlated against information available in the SA tool, and the complete picture provided to the analyst.
Requirement 10: Assistance in Performing Impact Analysis
In order to react in a timely manner, CSIRTs need to know what impact threat data has (or would have) on their own IT environment. Because of how generally similar the components of most organizations infrastructure has become, many organizations are taking information directly from trusted feeds and implementing detection or mitigation strategies from those feeds, or at least set alerts based on the feeds and then investigating when the alert executes. However in unique situations or with very new unknown threats, CSIRTs may not have the expertise or resources to determine the impact. As part of this service, having experts who can help CSIRTs determine the impact, either by working with them or doing the analysis for them, would be highly beneficial.
Metrics can provide some help in determining this impact. Perhaps some type of system similar to how vulnerability information is analyzed with the Common Vulnerability Scoring System (CVSS) could be developed, where local information is able to be input to help understand the impact to the local organization. In the area of vulnerabilities, teams often evaluate the base and temporal CVSS scores to prioritize their patching needs. Some CSIRT teams may even calculate their own environmental CVSS score for each vulnerability received, but this is rare because the cost of data gathering to perform another calculation can be high. Tools to reduce the cost of data gathering at the local level are often requested. Other analysis has also shown that the CVSS metric alone is not enough to make an informed patching decision. Other metrics and analysis of trends are also needed. For example, Roytman found that having bulk data on which vulnerabilities were being used in live security breaches was more informative than a risk score (Roytman 2013 ).
Requirement 11: Collect Root Cause Information and Long-Term Analysis
In order to improve, CSIRTs need to understand where weaknesses in the infrastructure occur and where malicious actors are taking advantage of these weaknesses. Any new tool for situational awareness should not only be focused on current attacks, but should also strive to collect lessons learned and after-the-fact analysis so that a better understanding of what happened and how it could be stopped or prevented can be identified. Having participants submit these long-term analysis reports along with more immediate root cause data can help organizations plan security defenses, see where there are inefficiencies existing and efficiencies to be gained, and determine how to make security investments with tight funds to get the greatest return.
Requirement 12: Include Information on Emerging Trends
In order to improve, CSIRTs want to know what changes are being seen in not only attacks, but technologies, mitigations, and even process improvement. The service should ensure this kind of information is collected, shared, and placed into the resource library. It should perhaps develop some business scenario simulations, where organizations and CSIRTs can try out changes they want to implement in infrastructures or processes to see how the risks and threats might increase or decrease based on emerging trends and predictive analysis that has been done.
Requirement 13: Include Visualization of Trends and Other Situational Awareness Information
Being able to quickly visualize ongoing malicious activity and its impact can reduce analysis time and decrease response time. Finding standard ways to visualize correlated information will be a key to the success of the service. Grégoire discusses visualization for network situational awareness at a local site (Grégoire 2005) . The article then goes on to discuss the different types of cognitive processes that require different visualizations: "In many other COPs, different users require different skills to analyze the information presented. Hence, the visualization must support a large number of cognitive processes (perceptions, comprehensions, projections, resolutions) and contexts (management, security, operations)." These ideas need to be taken into account to see what information will be relevant to what roles and how best to display that information.
Requirement 14: Include Different Levels of Information
Different analysts and different types of CSIRTs may require different types of information to be shared. Any service should ensure that information is shared as needed at these different levels. 4 Some may want the raw indicator data, others may want full analysis of the activity, and others may want the trends being seen. How this data will be collected and shared may benefit by including a data architect in the design and implementa-tion phases of the project. 5 It is important to think about what actual information participants, CSIRTs in particular, might need. 6 7 Some may want indicators like IP addresses and domain names, others may want MD5s and file sizes, while others may want descriptions of actors and what type of malicious activity was being performed. Still others may want full blown analysis of attacks including root cause; while others may want developed signatures. The tools and feeds provided by the service should be customizable (as mentioned before) based on the needs and interests of the analysts.
CONSIDERATIONS AND CONSTRAINTS FOR ANY SITUATIONAL AWARENESS TOOLS
For such a service/application to be usable and effective, there are some important considerations that must be addressed. These include but are not limited to the following.
Identification of Standard Metrics and Supporting Metrics Language/Ontology
An important consideration for the Internet Climate and Weather project is the identification and use of a standard set of metrics that have been agreed to for the various data sources to be gathered and made available. Not everyone defines metrics the same way. To be able to logically correlate information, a common understanding and taxonomy would be needed. The CERT Division is currently doing much work in the area of developing ontologies, specifically insider threat indicator ontologies. The work in this area plus working with others in the ontology field would be a good starting point for developing this needed common language.
Confidentiality
Due to the potentially sensitive nature of some information that might be available or sought, any situational awareness service would need some method of sharing confidential or sensitive data. There may have to be non-disclosure agreements and policies in place to ensure that information that is being shared in a secure and confidential manner and is appropriately handled. Also it should be pointed out that collecting multiple types of information across various areas can raise confidentiality issues. Aggregating even open source data can not only concern privacy advocates, but can provide information that could provide malicious actors with greater insight into how to improve their attacks if this information fell into their hands.
Identification of Information Exchange Formats
Besides having standard metrics and supporting taxonomies and ontologies, there will need to be agreement on how information will be collected and exchanged. There are many different data exchange formats in the security arena, and any service will need to choose the ones to support. Providers of such a service may even have to create some type of applications to do format translation where possible. 8 5 For information on the phases an analyst goes through to perform situational awareness and to understand how mental models play a part, and therefore to see how the data may need to be fed as part of the service, see D'Amico, Whitley, Tesone, O'Brien, and Roth (2005) . 6 It may be worthwhile to explore how information can be shared in a situational context according to how the attacks moved through the kill chain process. It may give some correlations that can identify precursors for future attacks. 7 Hutchins, Clopperty, and Amin talk about the Lockheed Martin Kill Chain in the article "Intelligence-Driven Computer Network Defense Informed by Analysis of Adversary Campaigns and Intrusion Kill Chains." 8 This is also discussed in the conclusion of Grégoire (2005) .
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Consideration of the Need for a Method for Consistently Anonymizing Shared Data
Depending on how information is collected-by proactive web crawling, collecting network data, or having participants submit information-there may be a need for the data to go through a standard anonymization process before being shared.
9
Consideration of the need for a voluntary sensor network to collect information Following the lead of some of the HoneyNet projects, one consideration may be to collect some information by having volunteers host sensors at their location and then having that information correlated and analyzed. This is similar to what CERT.br does with its SpamBot and HoneyPot projects (Hoepers 2012 Governance of any service is a necessity, as well as ensuring that recipients of the information have a method of providing input to the process and assuring services are provided at a high level of quality.
Based on the Gap Analysis, Determine the Basic Goal and Objectives of the Service
Identify what type of information will be initially collected and the methods that will be used to collect and protect the information. Will information from participant systems and networks be collected? Or will higher level incident information be collected? Or will both be collected, along with analysis, root cause, and other data?
APPENDIX A: EXAMPLES OF TYPES OF DATA CURRENTLY BEING SHARED AND RELATED INFORMATION EXCHANGE PROJECTS OR FORMATS Internet Storm Center
The Internet Storm Center is a data feed maintained by the SANS Institute. They share information about incidents with subscribers and also the public. Various daily reports are available such as the Top 10 port list, country statistics, and the daily data volume which tracks the number of reports, targets, and sources received. 11 https://isc.sans.edu/
Team CYMRU
Team CYMRU offers a range of public, restricted, and for-pay services dealing with malware analysis, CSIRT assistance, and the study of the internet's structure. Specifically they will provide "daily lists of compromised or abused devices for the ASNs and/or netblocks with a CSIRT's jurisdiction. This includes such information as bot infected hosts, command and control systems, open resolvers, malware urls, phishing urls, and brute force attacks." This material has been approved for public release and unlimited distribution except as restricted below.
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