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Анотація. У статі розглянуто алгоритм оброблення елементів матриці, що представляють собою 
відповідні доданки дискримінантних функцій при класифікації об’єктів. Досліджено часові 
залежності оброблення за різницевими зрізами елементів таких матриць. 
Аннотация. В статье рассмотрен алгоритм обработки элементов матрицы, которые представляют 
собой соответствующие слагаемые дискриминантных функций при классификации объектов. 
Исследованы временные зависимости обработки по разностным срезам элементов таких матриц. 
Abstract. The article discussed the algorithm of matrix element processing.This elements represent the 
corresponding summands of discriminant functions when classifying objects. The time dependences of 
processing of matrix element by difference-cuts are investigated. 
Ключові слова: оброблення за різницевими зрізами, дискримінантна функція, класифікація об'єктів, 
лінійна регресія. 
ВСТУП 
Нові підходи до оброблення одно- та двовимірних масивів даних в процесі попереднього 
оброблення та аналізу сигналів і зображення, а також при розпізнаванні образів потребують, в першу 
чергу, визначення їх витратних показників, а саме часових показників, які є показовими на етапі 
алгоритмічного подання процесів оброблення [1-4 ]. 
В цьому плані важливо визначити такі часові залежності, наприклад, як кількість циклів (тактів, 
етапів, кроків) від розмірності масиву чисел, що обробляється, без врахування особливостей елементної 
бази та структурної організації засобів, на яких можлива реалізації запропонованих процесів оброблення. 
В таких випадках обов’язковим є імітаційне моделювання саме процесів оброблення масивів даних з 
врахуванням їх особливостей [5, 6]. 
ПОСТАНОВКА ЗАДАЧІ ДОСЛІДЖЕННЯ 
Одним з нових підходів до оброблення двовимірного масиву даних, який складають елементи 
дискримінантних функцій (ДФ) в процесі класифікації об’єктів [7, 8], наприклад, при медичному 
діагностуванні [9, 10], є оброблення за різницевими зрізами (РЗ) [11-13]. Для такого підходу характерним 
є формування векторних РЗ , де , для кожного стовпця матриці A0 розмірністю m×n, 
елементами  якої є доданки відповідних m ДФ gi(Z) вигляду [9]: 
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Тоді належність образу 
1( ,..., )nZ z z=  до класу 0iC  визначається за максимумом і-ої ДФ, тобто 
 )()(max 0 ZgZg iii = , (3) 
при цьому елемент pi вектора класифікації 1( ,..., )mP p p=  має одиничне значення.  
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рядки якої складають елементи відповідних ДФ gi (Z) (1), то подальші дії над елементами матриці А0 (4) з 
обробленням за РЗ мають такий вигляд [11-14]. 
1. Визначається для кожного j-го стовпця Ajt-1 прямокутної матриці Аt-1 розмірністю m×n, де 
1,t N= , метрика – міра схожості у вигляді  
 1 1 1min mint t tj j iji iq A a
− − −= = ,        1,i m=  (5) 




t qq  (6) 
2. Здійснюється корегування елементів всіх стовпців матриці Аt-1: 
 1 1
t t t
ij ij ja a q
− −= − ,  (7) 
тобто формується матричний (двовимірний) РЗ 
t
 = { }
t
ijaA . 
3. Перевіряються умови для всіх рядків матриці 
t
 A у вигляді: 
 0,    1,
t
iA t N∃ = =  (8) 
 0
t
iA∀ = . (9) 
У першому випадку, тобто при виконанні умови (8), залишається нульовим відповідний елемент 
pi вектора класифікації Р, тобто: 
 pi = 0 (10)  
і в подальшому цей нульовий рядок 
t
iA  з оброблення вилучається. Перехід до п.4. 
У другому випадку при виконанні умови (9) для останнього нульового рядка 
N
lA  матриці 
N
A  
формується відповідний одиничний елемент pl вектора класифікації P, тобто 
 pl = 1,        1,l m= . (11) 
Перехід до п. 5. 
4. Виконується впорядкування матриці 
t
A  в процесі просування (транспозиції) праворуч до 
краю нульових елементів 
t
ija  у всіх рядках 
t




( )t tTrR=A A . (12) 
Перехід до п. 1. 
5. Процес завершено. 
При дослідженні процесу класифікації сигналів з обробленням елементів ДФ за методом РЗ 
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методу РЗ  надає адаптивного характеру процесу оброблення як одновимірних, так і двовимірних масивів 
даних [15-17]. 
Отже, метою даної роботи є визначення математичних залежностей часових показників від 
розмірності двовимірних масивів даних з врахуванням особливостей оброблення елементів матриць за РЗ. 
ЧАСОВІ ЗАЛЕЖНОСТІ ОБРОБЛЕННЯ ЗА РІЗНИЦЕВИМИ ЗРІЗАМИ ЕЛЕМЕНТІВ 
МАТРИЦЬ 
Для оброблення двовимірних масивів розмірністю m×n за Р3 середній час (кількість циклів) 
можна визначати в процесі імітаційного моделювання [14]. При цьому мінімальна кількість циклів 
minN складе 
 ,min mN =  (13) 
виходячи з того, що в кожному циклі буде обнулятись один рядок поточної матриці At. 
Складності виникають при визначенні максимального часового показника (максимальної 
кількості циклів maxN ), оскільки він залежить від співвідношення величин m і n матриці А
0, що доведено 
результатами імітаційного моделювання [14]. Разом з тим, саму залежність maxN  від величин m і n в 
процесі імітаційного моделювання визначити складно. Для цього було виконано математичне 
моделювання, при якому матриці подавались в абстрактному вигляді, коли їх елементам не надавались 
конкретні числові значення, а розглядались варіанти поступового обнуління рядків матриць (їх 
відсортування). При цьому було розглянуто три можливих варіанти розмірності матриці 
А0: .,, nmnmnm ><=  
На рис. 1 наведено приклад оброблення елементів матриці А0 розмірністю m×n=2×3 за РЗ з 
визначенням максимального рядка за сумою його елементів . Для спрощення нижче кожної 
поточної матриці At-1 ( Nt ,1= ) у кожному t-му циклі показано вектор Mint-1, що складається з 
мінімальних елементів (6) у кожному j-му  стовпці ( nj ,1= ) поточної матриці. Крім того, на рис. 1  
праворуч кожного рядка матричних перетворень, які складають цикл, показано номер цього циклу. 
Таким чином, для наведеного прикладу кількість циклів складає N = 3. 
 
 
Рис. 1. Приклад оброблення елементів матриці А0розмірністю m×n = 2×3 за РЗ 
 
На рис.2-4 наведено найбільш наочні з усіх можливих прикладів відсортування рядків матриць 
за зростанням суми їх елементів з відповідним співвідношенням розмірів m×n матриць: 4×4, 3×4, 5×4. 
Наведені приклади демонструють максимальну кількість циклів процесу поступового обнуління рядків 
матриці (показано зверху над кожною поточною матрицею). На рис. 2-4 ненульові елементи матриці 
подано символом "х", нульові символом "–", а кожний ряд перетворень матриці відповідної розмірності 
відповідає процесу обнуління одного рядка цієї матриці. Тому кожний наступний ряд матричних 
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Рис. 2. Приклад оброблення матриці розмірністю 4x4 за РЗ 
 
 
Рис.3. Приклад оброблення матриці розмірністю 3x4 за РЗ 
 
 
Рис.4. Приклад оброблення матриці розмірністю 5x4 за РЗ 
 
Так для наведеної на рис. 2 матриці розмірністю m×n = 4×4 максимальна кількість циклів для обнуління 
всіх її рядків складає 10 циклів, для матриці розмірністю m×n = 3×4 на рис. 3 складає 7 циклів, а для 
матриці розмірністю m×n = 5×4 на рис. 4 – 14 циклів. Дослідження таким чином значної кількості 
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результаті використання регресійного аналізу [18]. 
РЕЗУЛЬТАТИ ІМІТАЦІЙНОГО МОДЕЛЮВАННЯ 
Приймемо, що залежність максимальної кількості циклів maxN від розмірності m×n масиву 
чисел має вигляд лінійної регресії [18]: 
 0 1( )y f x a a x= = + , (14) 
де в якості аргументу х будемо розглядати величину (m×n). 
Задача регресійного аналізу полягає у відновленні функціональної залежності y(x) по результатах 
вимірів (xi , yi), де i = 1…k, де k – кількість експериментів, тобто знаходження у даному випадку параметрів a0, a1 
з виразу (14). Одним з відомих методів обчислення коефіцієнтів лінійної регресії є метод найменших квадратів, 
для чого у середовищі математичного пакету MathCad 2000 передбачено використання відповідних функцій 
intersept (x,y) та slope(x,y) [18]. На рис. 5а наведено фрагмент робочого документу MathCad, який містить 
таблицю експериментальних даних (G) та результати обчислення коефіцієнтів лінійної регресії a0, a1, а на рис. 5б 
показано графік, що відображає залежність ( )y f x=  для наведених даних G. 
 
 
а)       б) 
Рис. 5. Фрагмент робочого документа MathCad для обчислення  параметрів a0 і a1 (а) та графік для 
експериментальних даних G (б) 
 
Отже, по результатах моделювання можна записати таке співвідношення: 
 
max 12
mnN = + , (15) 
або у загальному вигляді  
 max ( )2
mnN O= . (16) 
 
Тому в розрахунках часових параметрів двовимірного оброблення за РЗ для їх максимальних і 
мінімальних значень можна використовувати співвідношення відповідно (16) і (13). 
ВИСНОВКИ 
1. Уникнення необхідності накопичення суми добутків з подальшим вибором максимальної 
серед них є основною перевагою використання методу РЗ над класичним методом класифікації на базі 
ДФ, оскільки метод РЗ в цьому випадку використовує такі нескладні операції, як визначення 
мінімального ненульового елемента у векторних масивах (стовпцях матриці), віднімання та транспозиція 
(просування з обміном) нульових елементів у рядках матриці.  
2. Часові характеристики процесу оброблення за РЗ елементів двовимірної матриці, визначені в 
процесі регресійного аналізу, залежать у значній мірі від розмірності двовимірного масиву даних у 
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