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Abstract
Using the proposed AdS/CFT correspondence, we calculate the correlators
of operators of conformal field theory at the boundary of AdSd+1 corre-
sponding to the sine-Gordon model in the bulk.
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1 Introduction
The well-known Maldacena conjecture proposed two years ago[1][2] brought to the string theory a
revolution: it unravels a relation between Yang-Mills theory and string theory and thus sheds light on
the final unification of all interactions. Although the original conjecture referred to the type-IIB string
theory on AdS5 × S5 and the N = 4, d = 3+ 1U(N) super-Yang-Mills theory, it seems valid in general:
a quantum field theory in the bulk of d+1 dimensional anti-de Sitter spacetime (AdSd+1) with some
boundary conditions corresponds to a conformal field theory(CFT) on the boundary. Though an exact
proof of the conjecture is still lacking, its validity can be confirmed by a number of tests[3]-[11]. The
mathematical scheme of the correspondence was formulated explicitly by Witten [4] and independently
by Polyakov et al [5]. For a scalar field φ in AdSd+1, it is
ZAdS[φ0] =
∫
φ0
Dφ exp(−I[φ]) ≡ ZCFT[φ0] =< exp(
∫
∂Ω
ddxOφ0) > (1)
The path-integral on the l.h.s. is calculated under the restriction that the field φ approaches to φ0
on the boundary. The correspondence says that this path-integral is to be identified with the r.h.s.
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2which is the partition of a CFT on the boundary with φ0 playing the role of a current coupled to a
conformal operator O. The r.h.s. thus enables us to calculate the correlators of O of the CFT on the
boundary. Since the conformal invariance determines the 2- and 3-point functions, the nontrivial ones
are the cases for n ≥ 3. ( So far, the correspondence (1) is still a kind of guesswork which is only more
explicit than the original Maldacena’s statement. There must be some field-theoretic reason behind[12].
One may regard (1) as the dilaton sector of the type-IIB string theory and corresponding CFT is the
corresponding sector of the full super-Yang-Mills theory.)
The free φ-theory was considered in [3] and the general interacting cases were studied in [5]. Yet a
careful investigation shows that the consideration of [5] is not enough for the case of the sine-Gordon(sG)
theory. This is the very purpose of the present paper. The action of the sG theory in AdS spacetime is
I[φ] =
∫
Ω
dd+1x
√
g[
1
2
(∇φ)2 − m
2
β2
(cos βφ− 1)] (2)
The classical equation of motion reads
∇2φ− m
2
β
sin βφ = 0 (3)
or
∇2φ−m2φ = m2( 1
β
sin βφ− φ) ≡ J(φ) (4)
The free field case is a limit of β → 0. If we write
m2
β2
(1− cos βφ) = 1
2
m2φ2 +
∑
n≥3
λn
n!
φn (5)
we have
λ2n+1 = 0, λ2n = (−1)2nm2β2(n−1) (6)
Eq(4) can also be cast into the form
(∇2 −m2)φ = ∑
n≥3
λn
(n− 1)!φ
n−1 (7)
as the eq(3) in [5]. The difference is that here there is only one parameter:β. As usual, the dominant
contribution to the path-integral in the l.h.s. of (1) comes from the classical path satisfying the equation
of motion (3). So as an approximation, we are for the moment interested in the classical solution to
(3) with a given Dirichlet boundary condition φ(x0,x)|∂Ω = φ0. We would like to emphasize that
the nonlinearity of the equation of motion renders it to have possibly more than one solutions to the
Dirichlet problem. It is a nontrivial problem whether different solutions lead to the same correlators of
the boundary CFT. Using the covariant Green’s function satisfying
(∇2 −m2)G(x, y) = δ(x− y)√
g(x)
(8)
and the boundary condition G(x, y)|x∈∂Ω = 0. The classical equation of motion can be expressed
equivalently as
φ(x) =
∫
∂Ω
ddy
√
hnµ
∂
∂yµ
G(x, y)φ(y) +
∫
Ω
dd+1y
√
g(y)G(x, y)
∑
n≥3
λn
(n− 1)!φ
n−1 (9)
3This integral equation can be employed to obtain approximate solutions by recursion.
In section 2 we give a review of the study of free φ case while presenting a detailed derivation of the
connection of the result in[3] and that in [5] of the ǫ-boundary problem. In section 3 we study the case
for sG theory.
2 The free-φ case: a review
We use the representation of AdSd+1 as the upper half-space(x0 > 0) with the metric
ds2 =
1
x20
d∑
i=0
dx2i (10)
The scalar curvature R = −d(d+1). The boundary of AdS is identified with x = 0 and the single point
x0 =∞. The solution of the classical equation of motion
(∇2 −m2)φ = [x20
d∑
i=0
∂2i − x0(d− 1)∂0 −m2]φ = 0 (11)
can be obtained
x
d/2
0 e
−ik·xIα(kx0); x
d/2
0 e
−ik·xKα(kx0) (12)
where α =
√
d2
4
+m2. k is the momentum d-vector and k = |k|. Iα and Kα are the Bessel functions.
The modes in (12 are linearly independent and constitute a complete basis of the Hilbert space. As
in quantum mechanics, the Green’s function can be expressed as G(x, y) =
∑
n
ψn(x)ψ⋆n(y)
λn
, λn are the
eigenvalues corresponding to the eigenfunctions ψn, here we have
G(x, y) =
∫ ddk
(2π)d
x
d/2
0 e
−ik·(x−y)(−yd/20 ){ Iα(kx0)Kα(ky0) for x0 < y0Kα(kx0)Iα(ky0) for x0 > y0 (13)
It can also be expressed as[5]
G(x, y) = − c
2α
ξ−∆F (
d
2
,∆;α+ 1,
1
ξ2
) (14)
where F denotes the hypergeometric function and
ξ =
1
2x0y0
[
1
2
((x− y)2 + (x− y∗)2) +
√
(x− y)2(x− y∗)2] (15)
in which y∗ = (−y0, y). ∆ = d/2 + α, c = Γ(∆)(πd/2Γ(α)).
Since the classical solution of φ in terms of the boundary value φ0 involves the determinant of metric
at the boundary which is singular, the ǫ-description of the asymptotic boundary is necessary: one first
solve the problem at x0 = ǫ and then take the limit ǫ→ 0 in the very end. The corresponding Green’s
function is
Gǫ(x, y) = G0(x, y) +
∫ ddk
(2π)d
(x0y0)
d/2e−ik·(x−y)Kα(kx0)Kα(ky0)
Iα(kǫ)
Kα(kǫ)
(16)
Now we calculate the normal derivative of Gǫ at the ǫ-boundary. For x0 ≥ y0 since
Gǫ(x, y) =
∫
ddk
(2π)d
e−ik·(x−y)x
d/2
0 Kα(kx0)y
d/2
0 [Kα(ky0)
Iα(kǫ)
Kα(kǫ)
− Iα(ky0)] (17)
4so
∂
∂y0
Gǫ(x, y)|y0=ǫ =
∫
ddk
(2π)d
e−ik·(x−y)x
d/2
0 Kα(kx0)ǫ
d/2 1
Kα(kǫ)
(kK
′
α(ky0)Iα(kǫ)− kKα(kǫ)I
′
α(ky0))|y0=ǫ
(18)
Using
Kα(z) =
π
2 sinαπ
[I−α(z)− Iα(z)] (19)
we have the Wronskian determinant
∣∣∣∣ Iα KαI ′α K ′α
∣∣∣∣ = π2 sinαπ
∣∣∣∣ Iα I−αI ′α I ′−α
∣∣∣∣ (20)
Since Iα(z) = e
− νπ
2
iJα(iz) we have ∣∣∣∣ Iα I−αI ′α I ′−α
∣∣∣∣ = −2 sinαπz (21)
therefore
(kK
′
α(ky0)Iα(kǫ)− kKα(kǫ)I
′
α(ky0))|y0=ǫ = −ǫ−1 (22)
Thus
∂
∂y0
Gǫ(x, y)|y0=ǫ = −xd/20 ǫd/2−1
∫
ddk
(2π)d
e−ik·(x−y)
Kα(kx0)
Kα(kǫ)
(23)
Now we study the asymptotic behavior of the l.h.s. of (23). Using
lim
z→0
zαKα(z) = 2
α−1Γ(α) (24)
we have in the limit limz→0
∫ ddk
(2π)d
e−ik·(x−y)
Kα(kx0)
Kα(kǫ)
=
ǫα
2α−1Γ(α)
∫ ddk
(2π)d
e−ik·rkαKα(kx0) (25)
where r = x− y. We write
∫
ddk
(2π)d
e−ik·rkαKα(kx0) = 2
∫ +∞
−∞
dt
∫ +∞
0
dk0
2π
kα+10 Kα(k0x0)e
itk2
0
∫
ddk
(2π)d
e−itk
2−ik·r (26)
Using ∫
ddk
(2π)d
e−itk
2−ik·r = ei
r
2
4t
πd/2
(2π)d | t |d/2{
eiπd/4 t < 0
e−iπd/4 t > o
(27)
We have
∫
ddk
(2π)d
e−ik·rkαKα(kx0) =
2πd/2
(2π)d
∫ +∞
0
dt
∫ +∞
0
dk0
2π
kα+10 Kα(k0x0)t
−d/2[e−iπd/4ei(tk
2
0
+ r
2
4t
) + c.c] (28)
Using (formula 3.471-11 in [13])
∫ +∞
0
xν−1ei
µ
2
(x+β2/x)dx = iπβνe−iνπ/2H
(1)
−ν (βµ) (29)
5(H
(1)
−ν (βµ) denotes the Hankel functions),we have
∫ +∞
0
dtt−d/2ei(tk0+
r
2
4t
) = iπ(
r
2k0
)νe−iνπ/2H
(1)
d/2−1(k0r) = (
∫ +∞
0
dtt−d/2e−i(tk0+
r
2
4t
))∗ (30)
Therefore the integral ∫ +∞
0
dk0k
α+d/2
0 Kα(k0x0)H
(1)
d/2−1(k0r)
=
∫ +∞
0
dk0k
∆
0 Kα(k0x0)
i
sin(d
2
− 1)π [e
−iπ(d/2−1)Jd/2−1(k0r)− J1−d/2(k0r)] (31)
is involved. Using (formula 6.576-1 in [13])
∫ +∞
0
dxx−λKµ(ax)Jν(bx) =
bνΓ(ν−λ+µ+1
2
)Γ(ν−λ−µ+1
2
)
2λ+1aν−λ+1Γ(1 + ν)
F (
ν − λ+ µ+ 1
2
,
ν − λ− µ+ 1
2
; ν + 1;− b
2
a2
)
(32)
we have ∫ +∞
0
dk0
2π
k∆0 Kα(k0x0)Jd/2−1(k0r) =
rd/2−1Γ(∆)
2π21−∆x
d/2+∆
0
(1 +
r2
x20
)−∆ (33)
where we have used the formula F (−α, β; β;−z) = (1 + z)α. Similarly
∫ +∞
0
dk0
2π
k∆0 Kα(k0x0)Jd/2−1(k0r) = 0 (34)
where we have used that Γ(1) = 0. Therefore
∫ +∞
0
dk0
2π
k
α+d/2
0 Kα(k0x0)H
(1)
d/2−1(k0r) =
i
sin(d/2− 1)πe
−iπ(d/2−1) r
d/2−1Γ(∆)
2π21−∆x
d/2+∆
0
(1 +
r2
x20
)−∆ (35)
Note that Kν is real, we have hence
∫
ddk
(2π)d
e−ik·rkαKα(kx0) =
2d/2+∆πd/2+1Γ(∆)
(2π)d+1
x
∆−d/2
0
(x20 + r
2)∆
(36)
Therefore in the limit limǫ→0
∂
∂y0
Gǫ(x, y)|y0=ǫ = −ǫ∆−1c(
x0
x20 + r
2
)∆ (37)
We thus have the solution to the ǫ-boundary problem
φ(x) = cǫ∆−d
∫
ddyφǫ(y)(
x0
x20+ | x− y |2
)∆ (38)
Defining the boundary value of φ at ǫ = 0 as
φ0(x) = ǫ
∆−dφǫ(x) (39)
we can arrive at the result of [3] obtained in a tricky way.
Using the expression for the ǫ-boundary problem
∂0φ|x0=ǫ = 2αcǫ
2α−1
∫
ddy
φǫ
| x− y |2∆ + ... (40)
6we find the value of the free action as
Ifree = −1
2
∫
ddxddy2αcǫ2(∆−d)
φǫ(x)φǫ(y)
| x− y |2∆ + ... (41)
Obviously the limit limǫ→0 makes sense. We can readily get the 2-point correlator of the CFT on the
boundary
< O(x)O(y) >= 2αc| x− y |2∆ (42)
3 The sine-Gordon theory
Equation (9) can be written as
φ(x) =
∫
∂Ω
ddyK(x0,x;y)φ(y) +
∫
Ω
√
g(y)G(x, y)J [φ(y)] (43)
where
K(x0,x;y) = c
xd0
(x20 + x
2)d
(44)
We search for a series solution in terms of powers of β for the sG theory. Defining ϕn by
ϕ0(x) =
∫
∂Ω
ddyK(x0,x;y)φ0(y) (45)
ϕ1(x) =
∫
Ω
dd+1y
√
g(y)G(x, y)J [ϕ0(y)] (46)
ϕ2(x) =
∫
Ω
dd+1y
√
g(y)G(x, y)J [ϕ0(y) + ϕ1(y)] (47)
et al. then
ϕ(x) = ϕ0 + ϕ1 + ϕ2 + ... (48)
We assume that this series converges. As an approximation, we take the first two terms
φ(x) ≈ ϕ0 + ϕ1 (49)
Then the action corresponding to this classical path is
I[φ] =
∫
Ω
dd+1x
√
g(x){1
2
∇µϕ0∇µϕ0 +∇µϕ0∇µϕ1 + 1
2
∇µϕ1∇µϕ1 + m
2
β2
[1− cos β(ϕ0 + ϕ1)]} (50)
=
∫
Ω
dd+1x
√
g(x){1
2
[∇µϕ0∇µϕ0 +m2(ϕ0 + ϕ1)2] +∇µϕ0∇µϕ1 + 1
2
∇µϕ1∇µϕ1 (51)
+
m2
β2
[1− cos β(ϕ0 + ϕ1)]− m
2
2
(ϕ0 + ϕ1)
2} (52)
We consider the second term
∫
Ω
dd+1x
√
g(x)∇µϕ0∇µϕ1 =
∫
∂Ωǫ
√
hddxnµϕ1∂µϕ0 (53)
7Since G(x, y)|∂Ωǫ = 0, we see that ϕ1|∂Ωǫ = 0. Therefore
I[φ] = I(0)[φ]+
∫
Ω
dd+1x
√
g(x){m2ϕ0ϕ1+1
2
m2ϕ21+
1
2
∇µϕ1∇µϕ1+m
2
β2
[1−cos β(ϕ0+ϕ1)]−m
2
2
(ϕ0+ϕ1)
2}
(54)
where
I(0)[φ] =
∫
Ω
dd+1x
√
g(x)
1
2
(∇µϕ0∇µϕ0 +m2ϕ20) (55)
We expand the rest part of I[φ] in terms of the powers of β. Since
ϕ1(x) =
∫
Ω
dd+1y
√
g(y)G(x, y)
∞∑
n=1
(−1)nm2β2n
(2n+ 1)!
ϕ0(y) (56)
we see that ϕ1 ∼ β2, ϕ0ϕ1 ∼ β2, ϕ21 ∼ β4. So the part of order O(β2) of I[φ] is
I(2)[φ] =
∫
Ω
dd+1x
√
g(x)[m2ϕ0(x)
∫
Ω
dd+1y
√
g(y)G(x, y)
(−m2)β2
3!
ϕ30(y) +
1
4!
m2β2ϕ40] (57)
=
∫
∂Ω
ddx1d
dx2d
dx3d
dx4φ0(x1)φ0(x2)φ0(x3)φ0(x4) (58)
[
c4m2β2
4!
I4(x1,x1,x3,x4)− m
4β2
3!
J4(x1,x1,x3,x4)] (59)
where
I4(x1,x1,x3,x4) =
∫
Ω
dd+1y
y
4∆−(d+1)
0
[(y20+ | y− x1 |2)(y20+ | y − x2 |2)(y20+ | y − x3 |2)(y20+ | y − x4 |2)]∆
(60)
introduced in [5] and
J4(x1,x1,x3,x4) :=
∫
dd+1xdd+1y(x0y0)
−(1+d)G(x, y)K(x0,x;x1)K(y0,y;x2)K(y0,y;x3)K(y0,y;x4)
(61)
So we have
< O(x1)O(x2)O(x3)O(x4) >= −c4m2β2I4(x1,x1,x3,x4) + 4m4β2J4(x1,x1,x3,x4) (62)
It is seen that the both terms in (62) are of the same order so are equally important. It is a pity that
both functions I4 and J4 are not analytically integrable. The two-point correlator is the same as that
for the free φ theory and the 3-point correlator vanishes for the sG theory.
4 Discussions
In this paper we studied the correlators of CFT on the boundary of AdSd+1 corresponding to the sine-
Gordon theory in the bulk by the AdS/CFT correspondence. It is found that apart from I4 in [5],
there is another term which makes a contribution of the same order. So the general consideration for
interacting φ-theories in [5] is not enough and a more careful consideration is necessary for different
specific theories. We stress that in general, the interacting φ theory may have more than one solutions
to the classical Dirichlet problem and it is to be answered that they lead to the same correlators for
8the boundary CFT. It seems that the answer is yes, since perturbatively, the answer is pisitive and the
AdS/CFT correspondence seems to ensure the uniqueness.
AcknowledgementWork supported by the NSF of China under Grant No. 19805004 and partially
by the NSF of China through C.N. Yang and the Grant LWTZ-1298 of Chinese Academy of Science.
The authors have also benefited a lot from the Workshop 2000 on QG-NCYM-String sponsored by the
Center for Advanced Studies of Tsinghua University. The authors acknowledge Dr. J.X. Lu for reading
the manuscript.
References
[1] J. Maldacena Adv. Theor. Math. Phys.2 (1998):231;hep-th/9711200.
[2] O. Aharony, Steven S. Gubser,J. Maldacena, H. Ooguri & Y. Oz Phys. Rep.323(2000):183; hep-
th/9505111.
[3] E. Witten Adv. Theor. Math. Phys.2 (1998):253; hep-th/9802150.
[4] S.S. Gubser,I.R. Klebanov, A. M. Polyakov Phys. Lett. B428 (1998):105-114.
[5] W. Mu¨ck, K.S. Viswanathan Phys. Rev. D58(1998):041901-1.
[6] W. Mu¨ck, K.S. Viswanathan Phys. Rev. D58(1998):106006-1.
[7] M. Henningson, K. Sfetsos Phys. Lett. B431(1998):63-68.
[8] A.M. Ghezelbash, K.Kaviani,S. Parvizi & A. H. Fatollahi Phys. Lett.B435(1998):291-298.
[9] D.Z. Freeman, S.D. Mathur, A. Matusis & L. Rastelli Correlation functions in the CFTd/AdSd+1
correspondence,hep-th/9804058.
[10] J.L. Peterson Int. J. Mod. Phys. A14(23)(1999):3597-3672;hep-th/9902131.
[11] P. di Vecchia A Review of Large N Gauge Theories and the AdS/CFT Equivalence, talk given
in the Spring Workshop on Superstrings and Related Matters 22-30, March, 1999, ICTP, Trieste,
Italy.
[12] K.H. Rehren A Proof of the AdS/CFT Correspondence hep-th/9910074.
[13] I.S. Gradshteyn, I.M. Ryzhik Tables of Integrals, Series, and Product, 5th edn. (Academic, NY,
1994)
