Abstract-Integration of renewable generation is crucial in future generation mix of power systems as many are the benefits that it offers. At certain penetration levels, latent risks could materialize as a result of not adequately managing the additional variability, therefore this situation prompts the necessity of enhancing traditional tools to operate power systems. In this paper a sensitivity analysis is conducted to assess key variables that improve the performance of Stochastic Unit Commitment (SUC). Focus is given to the right number of scenarios that sufficiently capture the variability of wind power forecast errors, in which a trade-off between quality of solution and computation time is considered. The proposed methodology is tested with real data from the Balancing Mechanism Reporting System aiming to represent the UK Power System.
INTRODUCTION
Low production cost and environmental benefits brought by wind power generation is the most important driving force behind its increasing role in generation capacity around the world. Nonetheless, the corresponding (forecast) uncertainties associated with this variable resource could lead to unexpected power balancing issues and trigger serious risks to system reliability. Without an assessment of these eventualities, system operators would have limited information on the likelihood and magnitude of possible hazards. Generally speaking, improvements in forecasting techniques will reduce the overall cost of the system. According to wind integration studies, some practices have to be considered: i) A long enough data base to anticipate rare events, ii) Increase the periodicity of updating information, and iii) Include the forecast error in operational planning tools [1] [2] [3] .
As any weather driven power source, wind power lacks predictability and its effects on the deployment of resources to accommodate these vagaries are more acute as larger volumes are integrated to power systems. Therefore, definition of reserves is fundamental to absorb deviations between forecast and actual values in a cost-effective manner. In a first approach, deterministic models apply statistical analysis of the net demand to assign a fix value of reserve (3-σ Method) [4] . In the UK system, National Grid assigns reserves as a percentage of the most recent foresight, for instance; if wind production is greater than 1500MW, the amount of reserve should be 10% of the corresponding prediction in the next half hour [5] . In a more sophisticated outlook, Stochastic Unit Commitment dynamically assigns reserves according to the random parameter that is represented through the set of scenarios (e.g. load demand, wind power). One of the most successful implementations of Stochastic Programming in UC is WILMAR project, in which the adopted tree structure was sized to accomplish degrees of freedom but mainly for practical reasons due to calculation time [6, 7] . In the case of scenario-based UC similar situation takes place: Qadrdan et al. [8] presents a probabilistic forecast to generate 1000 realizations of wind power and then reduced to 5 representative scenarios, partly explained by the complexity of solving gas and electricity network in the same formulation. Zhang et al. [9] proposes conditional forecast error that makes use of copula theory to perform probabilistic analysis in a scenario-based UC, in which 3000 scenarios were trimmed down to a computationally feasible number of 20. Morales et al. [10] developed a detailed scheme to allocate spinning and nonspinning reserves in systems with high wind penetration, taking into account network constraints. In the first phase of that proposal [10] , 3018 scenarios were created and then narrowed down to 20 scenarios.
One question that needs to be asked, however, is whether the maximum feasible number of scenarios leads to acceptable solutions in the decision model (SUC). In some circumstances that number might underestimate the effect of the random parameter (under specification of the problem [11, 12] ), whereas in other case it might unnecessarily increase computational burden. In Stochastic Programming this tradeoff is essential in order to have adequate solutions and reduce computation burden. In this paper, the scenario generation & reduction method were tested together with the decision model (SUC) [13] . During the process of appraising both techniques together, it was found that the number of scenarios to characterize the random parameter (wind power forecast error) does not necessarily results in a larger number of scenarios. This conclusion is supported by the solution obtained in the decision model, owing to there is a saturation point at which more scenarios does not significantly increase the precision in the objective function. Advantages and disadvantages of this methodology are discussed in subsequent sections. The organization of the paper is as follows. Section II provides a statistical analysis of wind power forecast error in the UK system. Section III explains the scenario generation & reduction method used in this work. Section IV describes the objective function and constrains of Scenario-based Unit Commitment. Section V demonstrates the usefulness of the methodology with real data aiming to mimic the UK power system, and Section VI completes the paper with pertinent conclusion.
II. WIND POWER FORECAST ERROR

A. Main Assumptions
According to recent figures reported by National Grid (NG), the market share of wind power in the UK is around 10% with an installed capacity of 9GW and it will increase to 45GW by 2020, with offshore wind leading these technologies [14] . Therefore, the architecture of forecasting tools used by NG is constantly evolving. Presently, that engine represents a second generation that embodies physical, statistical and neural network models. Initially, the forecasting system predicts wind speed and then it transforms that information into wind power through wind power curves. Furthermore, different predictions are prepared in different windows for specific needs of the operational planning process. Typically, weekly programs are meant to buy fuels and manage hydro reservoirs (7 days Ahead), then daily programs determine generation scheduling for next 24 hrs and finally generation re-schedule is performed every 4 hours in case unexpected deviations occur [15] . This information is publically available in the website of the Balancing Mechanism Reporting System of the UK [16] , and correspond to the aggregated production of all wind farms that are metered by National Grid. For this research, the available data base comprises twenty three months with sampling interval of one hour resolution, from January 2012 until November 2013. Hereinafter the term forecast error will be defined as a difference between wind forecast and wind capability (actual wind production injected to the network plus wind curtailment) (1). The inclusion of wind curtailment (wc) is based on the fact that forecast is created from wind speed regardless any further reduction due to balancing purposes. After recording deviations of twenty three months data, the largest dispersion of error's magnitude was found in the forecast that is prepared 7 days ahead (e7DAF), whose standard deviation is 1136 MW. Whereas deviations in 1 day ahead and 4 hrs ahead were smaller(367MW and 304MW respectively).
B. Properties of wind power forecast error
During the process of analyzing the data base, a positive correlation was found between the forecast error and the forecast of wind power. Thus, the larger the predicted value of wind power, the larger is the forecast error (see Figure 1) . Furthermore, the forecast that is closer to real time (1 day and 4hr ahead) exhibited a particular characteristic of having most of the error's magnitude in a range between 0 and 20% of the registered capacity, see Figure 2 .
III. SCENARIO GENERATION & REDUCTION
A. Percentage Time Series
In a first attempt to reproduce deviations between forecast and actual values of wind power, a modified version of percentage time series is used [17] ; Initially, forecast errors are calculated according to equation (1) for the database that was described in previous section. Then, these errors are normalized according to the capacity registered by National Grid [16] . Next, the Box & Jenkins methodology is applied to identify, estimate and validate a model for each forecast error horizon [18] . Lastly, each model reproduces 1000 realizations of forecast error taking into account their inter-temporal correlation (Figure 3) .
B. Scenario Reduction
Dimensionality is one of the main drawbacks for stochastic programming, thus reduction techniques becomes essential to narrow down the number of scenarios whilst statistical properties of the random parameters are retained. In this work a heuristic called backward deletion is implemented according to Barth et al. [19] . First of all, a Euclidean distance is calculated between all scenario pairs, according to equation (2) . These information is stored in a distance matrix that has the same dimension as the initial number of scenarios (e.g. =1000). Hence, each element in the matrix contains the Euclidean distance between scenario and scenario . This method assumes that scenarios with smaller distance are similar therefore it is doable to remove one of them. Moreover, the probability of each scenario is pondered along with the Euclidean distance, owing to unlikely scenarios are prone to be delated (3) . Once the decision is made regarding the scenario that is deleted, the next step is to update the probability of the nearest scenario by adding the probability of the discarded scenario , see equation (4) . Then, the total number of scenarios changes (e.g.
) and the distance matrix is calculated once more. This iterative process continues until certain number of scenarios is deleted (Figure 4) . Finally, the reduced set of forecast errors is added to a specific wind power forecast ( Figure 5 ). In the context of Stochastic Unit Commitment little discussion is offered regarding the right number of survival scenarios (after applying reduction techniques) that adequately represent a random parameter (e.g. wind power forecast error) due to most authors rely on the maximum computational feasible number of scenarios. A common practice is to construct the scenario tree based on the tractability of the UC solution. Then, the representation of the random parameter is tailored for that specific structure. Similar situation occurs in Scenario-based UC, in which the number of scenarios is selected based on the manageability of the UC problem rather than the appropriate representation of the random parameter. Instead, this paper follows the stability criteria proposed by K. Høyland and S.W. Wallace [12] and M. Kaut and S.W. Wallace [13] , in which the quality of survival scenarios is measured by their performance on the decision model. Section V describes the implementation through a case study aiming to represent the UK power system.
IV. SCENARIO-BASED UNIT COMMITMENT
The core model of UC is based on Carrion and Arroyo [20] and Hobbs et al. [21] but extended to manage the variability of wind forecast error in a two-stage stochastic programing approach [22] . The formulation is summarized by the following equations:
The SUC problem is split in two parts according to the time that decisions are made (a First and a Second stage). The here and now variables in the objective function , such as the binary variable is used to determine which generators are synchronized or off-line, as well as to determine the cost of synchronizing each generator [21] . Once the First stage variables are determined, an adjustment takes place in the Second in order to accommodate deviations from forecasted quantities via available generation dispatch, g its . The constraints of the second stage are scenario-dependent, therefore in every scenario the power balance must be met. This constraint, allows recourse variables (e.g. wind curtailment and load shedding ) to be used in order to reconcile the second stage so as to choose optimal first stage variables [22] . In this formulation, wind forecast errors are explicitly modeled in the scenario set of wind power and weighted by their respective probability of occurrence in accordance with Section III. In this paper, the reserve provided is in the tertiary regulation interval [23] ; and it is itemized into the following main components: Contingency reserves , spare capacity to provide frequency regulation and reserve to accommodate wind power deviations. The first two items are accounted in as a percentage of the load (e.g. 6% for contingency and 1.5% for frequency regulation services) [24] . The same rationale is used to provide downward reserve . Furthermore, equations are enforced to accommodate the upward and downward reserves among the generating units according to their response characteristics , these parameters were estimated according to [14, 25] . Previous set of constraints is based on Hobbs et al. [21] . Then, Stochastic UC dynamically allocates reserves through a set of scenarios that capture the variability of wind. Results and more abundant descriptions are given in Section V.B where additional generators are quantified according to different accuracy in prediction ( Figure 9 ) and Section V.C offers a sensitivity analysis of reserves as a function of different scenario sets, Figure 10 . Lastly, ramping constraints ensure smooth operation of thermal fleet, avoiding abrupt changes in consecutive hours and the minimum number of hours that each generator has to remain on/off-line are implemented in equations and .
V. CASE STUDY The case study correspond to the UK system, in which the generation mix is estimated based on information published by National Grid in the Seven Year Statement of 2011 [14] . The total capacity considered is nearly 70 GW (approximately 265 generators), typified by low flexible (Nuclear plants, 10GW), medium flexible (Coal plants, 20GW) and high flexible (Gas plants, 30GW). Data for the cost of production per technology, capacity, ramping, min up & down time were validated with the website of the Balancing Mechanism Reporting System [16] and available information from exploratory analyses of NG [14] . The forecast of wind generation comprises three sets that correspond to different horizon (7 days, 1 day and 4 hours ahead). The data base consists of twenty three months with sampling interval of 1 hour resolution, from January 2012 to November 2013 (see Section II). The Scenario-based UC described in Section IV has been coded in AIMMS [26] , using CPLEX as solver, executed on Intel Core i5, with 4 GB of RAM and optimality gap of 0.1%. 
A. Stability Requirement
In this paper, a balance is pursued where quantity does not compromise the quality of the scenario set. Initially K. Høyland and S.W. Wallace [12] and M. Kaut and S.W. Wallace [13] developed a framework to test limited outcomes of Moment Matching methods on portfolio optimization problems. Hence, the concept is general enough that can be extended to any scenario generation & reduction method. The first phase consists of characterizing the random parameter (see Section II), for more sophisticated formulations regarding wind forecast error consult [27, 28] and the references therein. The second phase of the proposal is to analyze the quality of survival scenario set (after applying reduction techniques) but not in terms of representing the true distribution of the random parameter. Instead, the quality is measured by the performance that the final scenario set has on the decision model. The rationale is based on the assumption that if relevant properties are embodied in the scenario generation & reduction method, all scenarios sets provided by them should lead to the same objective function value in the decision model (SUC). Hence, Figure 6 is meant to show the stability requirement with different set of scenarios; all of them were created using same methodology (Section III). The data base comprises forecast error (1 day ahead) of nearly two years (Section II), the case study is the UK system described in Section V. Thus, Figure 6 shows certain degree of stability in the objective function after 15 scenarios, which represent a good compromise between quality, quantity and the time that is required to be solved. For this particular case, it can be seen that a reduction in computation time could be as large as two thirds of the time that it would take with a large number of scenarios (e.g. 30 scenarios). The computation time for all cases is presented in Figure 7 . The cost of the objective function corresponds to the schedule of one day ahead (Tuesday, November 12th 2013). Lastly, Figure 8 shows the relationship between number of variables and constraints as a function of the increased number of scenarios. 
B. Forecasting Accuracy
The second experiment addresses the forecasting accuracy on SUC. To date various methods [3, 7] affect the statistical properties (e.g. standard deviation, kurtosis and skewness) of the forecast error to diminish/improve the prediction quality. However, the data base described in Section II does not need to be shaped as the forecast that is prepared for different needs of the system (7 days, 1 day and 4 hours ahead) implicitly contains different degrees of accuracy. Thus, Table I compares the Mean Absolute Error (MAE) with the skill score method [29] . For instance, the forecast that is closer to real time (Fe4hrA) performs 73% better than the forecast of 7 days ahead (Fe7DA). Moreover, Figure 9 illustrates the number of committed generators considering the effect of different wind forecast errors with the SUC tool. Then, Figure 10 shows the quantification of those additional generators needed to cope with different accuracy in prediction. These values are obtained as a difference between deterministic and the stochastic solution. Hence, better forecast led to fewer generators needed to compensate for lack of accuracy.
C. Quantification of reserves due to Wind Forecast Errors
Next analysis is focused on reserves allocated for the SUC tool in response to wind power forecast errors, Figure 11 depicts the results. The data base for this experiment is wind forecast errors of one day ahead (Fe1DA) that is represented by different scenario sets. Then, these reserves are quantified by comparing the committed capacity of the stochastic and deterministic solution. Interestingly, a well-defined pattern is obtained after 15 scenarios, in accordance with the stability requirement of Section V.A. Furthermore, the observed trend in these reserves is similar to the forecast error (see Figure 5 ), which increases with the time horizon. In general, it was observed that expensive generators had more active participation to provide reserves due to higher operating cost and larger ramping characteristics. 
VI. CONCLUSIONS
Making decisions based on the maximum number of feasible scenarios might underestimate/overestimate the random parameter that is required to be simulated in SUC problems. Therefore, a tradeoff between quantity and quality should be pursued. In this paper, the scenario generation & reduction method were tested together with the decision model. Along the way of appraising both techniques, it was found that the representation of wind power forecast error not necessarily imply a large number of scenarios, in particular for the forecast that is closer to real time. In some cases, savings in computation time can be as much as two thirds. Additionally, it was showed that better predictions led to fewer generators needed to compensate for lack of accuracy.
