Abstract-In this paper, a link between monotonicity of deterministic dynamical systems and propagation of order by Markov processes is established. Order propagation has received a considerable attention in the literature, however, this notion is yet to be fully understood. The main contribution of this paper is a study of order propagation in the deterministic setting, which potentially can provide new techniques for analysis in the stochastic one. We take a close look at propagation of the so-called increasing and increasing convex orders. Infinitesimal characterisations of these orders are derived, which resemble the well-known Kamke conditions for monotonicity. It is shown that propagation of the increasing order is equivalent to classical monotonicity, while the class of systems propagating the increasing convex order is equal to the class of monotone systems with convex vector fields. The paper is concluded by deriving a novel result on order propagating diffusion processes and an application of this result to biological processes.
I. INTRODUCTION
Deterministic monotone systems (cf. [1] ) possess a number of unique and very useful properties, which simplify the study of nonlinear systems. In the context of monotone control systems [2] , [3] these properties include: easy to compute bounds on reachability sets [4] ; computation of robust open-loop controls for particular applications [5] ; easy to compute feedback controllers [6] , [7] ; availability of structured model reduction methods [8] , [9] etc.
Monotonicity in the context of Markov processes has been introduced in [10] , [11] and resulted in a number of applications. For example, stochastically monotone processes play a central role in perfect simulation algorithms [12] . Monotone processes are also extensively used in risk theory (cf. [12] ), queueing theory (cf. [13] ), and financial mathematics (cf. [14] ). Following the The author is an F.R.S.-FNRS fellow with the Institut Montefiore, University of Liège, B-4000, Liège Belgium aivar.a.sootla@ieee.org. This work was mostly performed, while the author was a post-doctoral research associate at Imperial College London. The author gratefully acknowledges the support by the EPSRC Science and Innovation Award EP/G036004/1 and is additionally supported by a Belgian National Fund for Scientific Research F.R.S.-FNRS. The author would like to thank Mr Viktor Wolf and Prof Ludger Rüschendorf for immediate replies to questions related to monotone diffusions and Dr David Angeli for attracting the author's attention to quasimonotonicity. nomenclature in [14] , the term propagation of order will be preferred to the term stochastic monotonicity in order to avoid confusion with deterministic definitions.
The so-called F d , F icx and F icv -orders have received a considerable attention in the literature. At the same time the F icx and F icv -orders are not entirely understood in the context of stochastic processes. Therefore in order to advance the state-of-the-art in the stochastic setting, we take a closer look at the F d , F icx and F icv orders in the deterministic one. First, we show that in the deterministic setting the F d -order propagation is monotonicity in the sense of [2] . Then it is shown that the systems propagating the F icx -order (respectively, the F icv -order) are monotone systems with a convex (respectively, concave) vector field. Note that, the class of systems propagating the F icx -order has been implicitly studied in [15] (in the context of dynamical systems) and [16] (in the context of deterministic control systems). However, the proofs presented in this paper are different from the existing ones, since they are influenced by the definitions of order propagation. Using these techniques it is possible to obtain additional propagation results for different orders as discussed in the full version of the paper [17] (available online).
While studying processes propagating orders, the main application in mind was biological systems. It is well-known that cellular dynamics can be described by a Markov process with Poisson jumps [18] . Analysis of such processes is complicated due to the dependence of jumps on a Poisson distribution. Hence often Gaussian approximations of Poisson distributions are considered, which can result in Chemical Langevin Equation (CLE) [19] or Linear Noise Approximation (LNA) [18] . In this paper it is shown that only a collection of decoupled birth-date processes described by an LNA propagate the F d -order, which limits the scope of possible applications. On the other hand, it is shown that all unimolecular reactions propagate the F icx -order, which entails that the mean and the covariance matrix are monotone in the F icx -order. Hence the F icx -order is better suited than the F d -order for comparison of unimolecular reactions processes. This result constitutes a step forward towards a better understanding of Markov processes propagating orders.
Notation. Let · 2 stand for the Euclidean norm in R n , X * stand for a topological dual to X. Let x x y stand for a partial order in R n induced by the nonnegative orthant R n ≥0 . That is the relation x x y is true for vectors x and y if and only if x i ≥ y i , for all i (or x−y ∈ R n ≥0 ). Let x x y be true if and only if x i > y i , for all i (or x−y ∈ R n >0 ). For a general definition of the partial order we refer the reader to [20] . The partial order u u v on the space of control signals u(t) is defined as an element-wise comparison u i (t) ≥ v i (t) for all i and t. The notation X psd Y means that the matrix Y − X is positive semidefinite. 1 stands for the vector of ones. The operator ∇f stands for the gradient of f , while ∇ 2 f stands for the Hessian of f . Let C ∞ (D → M) be space of the smooth functions acting from D to M. The operator E[X] stands for the expectation of X, while E[X|Y ] stands for the conditional expectation of X with respect to σ-algebra generated by Y . We write X ∼ Y if X and Y have the same probability distribution P.
II. PRELIMINARIES 1) Monotone Control Systems: Consider a systeṁ
where
n , which is denoted as φ f (t; x, u) and is a solution to the system (1) with the initial state equal to x, and the control input u ∈ U ∞ . In order to guarantee the existence and uniqueness of solutions to (1), we will assume that the vector field f (x, u) is continuous in (x, u) and locally Lipschitz continuous in x uniformly on u. This means that for each compact sets C 1 ⊂ D and C 2 ⊂ U, let there exist a constant k such that
Definition 1: The system is said to be monotone with respect to R n ≥0 × R m ≥0 if one of these equivalent statements hold (the equivalence is shown in [2] ):
A generalisation can be defined with respect to an arbitrary orthant by mapping this orthant onto the nonnegative one by a linear transformation T :
2) Markov Processes Propagating Orders:
Here we follow the development of stochastic monotonicity theory in [12] , [21] . We consider only uncontrolled processes for simplicity. But before we proceed, we require a few definitions.
Definition 2: Let g : R n → R m be called increasing if for two vectors x, y such that x x y, we have g(x) x g(y).
Let g : R n → R m be called convex with respect to the order x if for two vectors x, y and a scalar λ ∈ [0, 1], we have
Let g : R n → R m be called directionally convex with respect to the order x if for any x 1 x [x 2 , x 3 ] x x 4 and x 1 + x 4 = x 2 + x 3 , we have:
The classes F d , F icx and F idcx are classes of increasing, increasing convex and increasing directionally convex functions from C ∞ (R n → R m ), respectively. If the partial order is induced by the nonnegative orthant R n ≥0 , then the definition of convexity with respect to the order is simply a generalisation of convexity to vector-valued functions. However, if the orthant is not nonnegative, then some individual g i (x, u) can actually be a concave function of the arguments, but still convex with respect to the order. For example, the function g(x, y) = −x 2 + y is convex with respect to the order x , if the relation x x y is implied by
). However, g(x, y) is clearly concave in the classical sense. Note finally that a function from F icx cannot increase and be convex with respect to two different partial orders.
Directionally convexity of a twice differentiable function g in the standard order can be checked by inspecting the sign pattern of its Hessian. That is g ∈ F idcx if and only if
Let X and Y be some random variables. We say that
F idcx ] for which the expectations exist.
The comparison orders can be induced by other classes of functions, e.g, F icv the class of increasing concave functions. We will leave a detailed discussion on the F icv , F idcx orders outside of the scope of this paper, however, some remarks are available in [17] . The orders F d , F icx have the following probabilistic interpretations and properties.
Proposition 1: Let X, Y be two random variables.
The proofs or references to such can be found in [12] , [21] . The F d -order is the comparison in the almost surely sense, therefore comparing variables with different variances is problematic. On the other hand the F icx -order is a comparison of conditional expectations. Hence if X generates a weaker σ-algebra than Y , then the variables are comparable. This condition for the Gaussians is translated into the comparison of the variances. This means that the F icx -order is weaker than the F d -order for Gaussian distributions.
The presented below definition of order propagating Markov processes is slightly different than the one in [14] . This, however, does not affect any of the derivations for stochastic differential equations and does not affect the purpose of this definition.
Definition 4: Let F be one of {F d , F icx , F idcx }. A Markov process X(t, x 0 ) with X(0) = x 0 propagates the order induced by the class F , if for any g from F the function E[g(X(t, x 0 ))|X(0) = x 0 ] also belongs to F as a function of x 0 .
Propagation of F d , F icx and F idcx orders is usually referred to as stochastic monotonicity, icx-monotonicity, and idcx-monotonicity, respectively. We prefer using the term propagation of order in favour of the term stochastic monotonicity in order not to use the word "stochastic" in the context of deterministic systems.
III. MONOTONICITY AND ORDER PROPAGATION IN
THE DETERMINISTIC SETTING Deterministic systems can be seen as Markov processes with probability densities concentrated at one point. Hence, it is straightforward to formulate the order propagation in the deterministic setting.
Definition 5: Let F be one of {F d , F icx , F idcx }. The system (1) propagates the F-order if for any g from F, x ∈ D and u ∈ U ∞ , we have that g(φ f (t; x, u)) belongs to F for all t ≥ 0.
The classes of functions F d , F icx , F idcx are proper, convex cones in the space C ∞ . This indicates a clear connection between F d -order propagation and quasimonotonicity. However, in the stochastic case, it is necessary to include nonlinear functions in the classes F, F icx and F idcx . Hence, for the sake of generality, we proceed without the linearity assumption on the functions g. Firstly, we establish the equivalence of F dorder propagation and monotonicity.
Theorem 1: Consider the system (1), then the following statements are equivalent: 1) For x, y ∈ D, u, v ∈ U such that x x y, u u v and g ∈ F d such that g(x) = g(y), we have
2) The system (1) propagates the F d -order. That is for all g ∈ F d , we have that g(φ f (t; ·, ·)) ∈ F d for all t ≥ 0.
3) The system (1) is monotone according to Definition 1. Proof: The proof can be found in [17] . The next theorem provides necessary and sufficient conditions for a system to propagate the F icx -order.
Theorem 2: Consider the system (1). The following statements are equivalent:
then for all u, v ∈ U we have:
2) The system (1) propagates the F icx -order. That is for any g from F icx , we have that g(φ f (t; ·, ·)) belongs to F icx for all t ≥ 0.
3) The system (1) is monotone according to Definition 1 and f i (x, u) are convex functions in (x, u). Proof: The proof can be found in [17] . Dynamical and control systems propagating the F icx order were implicitly studied in [15] and [16] , respectively. The major difference between [15] and [16] and the presented result is that our proof employs infinitesimal characterisations and tools from monotone systems theory. Furthermore, our proof can be modified in a straightforward manner in order to accommodate propagation of different orders. For instance, it is straightforward to modify our proof in order to find necessary and sufficient conditions of the F icv -order propagation. Moreover, it is possible to enforce different inequalities on the flow, e.g., directional convexity as shown in [17] .
Example 1: Consider a model of a toggle switch, which was a pioneering circuit in synthetic biology [22] . The genetic toggle switch is composed of two mutually repressive genes LacI and TetR. We consider a controlaffine model, which is consistent with a toggle switch actuated by light induction [23] . The dynamical equations can be written as follows.
It is easy to verify that for nonnegative p i the model is monotone with respect to the orthant diag([1,
and the nonlinearties are convex. However, this model is not propagating the F icx -order, since the vector field is not convex with respect to the orthant diag([1,
! Indeed, using the change of variables y 1 = x 1 , y 2 = −x 2 , it is straightforward to obtain the following monotone model in the standard order:
where y 1 (t) ≥ 0, y 2 (t) ≤ 0 for all t ≥ 0. It is easy to see that the function f 1 is convex, while the function f 2 is concave in the orthant diag([1,
. Therefore, Theorem 2 cannot be applied to the system (3).
Consider another change of variables z 1 = x 1 , z 2 = 1/x 2 , and obtain the following dynamical system:
It is straightforward to verify that the vector field satisfies the monotonicity condition, while the Hessians have one zero eigenvalue and one nonpositive eigenvalue. This means that the vector field is concave in the standard order. This implies that the original system (2) has a very specific property: every component of the flow mapping is convex in x 1 and concave in x 2 in the order induced by the orthant diag([1,
Consider the diffusion process in the form of the stochastic differential equation
where W is Brownian motion and the integrals are of the Itô type. Let also c(x) be equal to σ(x) T σ(x). Throughout the section, it is assumed that solutions to (5) exist, which is usually implied by some additional assumptions on f and c. We will not go into further details on existence of solutions and refer the reader to [24] .
Proposition 2 (Theorem 5.3. in [25] ): Let the solutions to (5) exist. The process X(t, x 0 ) is propagating the F d -order if and only if the functions f i (x) are increasing in x k for all k = i, the functions c ij (x) depend only on x i and x j , for all i and j.
Regarding the propagation of the F icx -order the literature is not as rich as in the F d -order case. In fact, only sufficient conditions on propagation of the F icx -order by a stochastic diffusion are known [14] . The next result is a generalisation of Lemma 2.5 and Theorem 2.6 in [14] , where the authors required f i to be increasing functions in all arguments. The proof can be found in [17] .
Proposition 3: Let the strong solutions to (5) exist. Suppose the functions f i (x) are convex and such that the functions f i (x) are increasing in x k for all k = i, the functions σ(x) are increasing convex functions in the space of semidefinite matrices. Then the process X(t, x 0 ) propagates the F icx -order.
A. Remarks on Biochemical Processes Propagating Orders
Biochemical networks are typically modelled by a continuous time infinite Markov chain, probability distribution function of which is computed by a Chemical Master Equation (CME):
where R is the number of reactions; column vectors S i form a stoichiometry matrix S; v i are the reaction rates; n is a vector containing the number of molecules n j of species j; finally, P(n, t) is the probability of the vector of the number of molecules equal to n at time t. This equation cannot be solved analytically except for a handful of cases and numerical simulations are extremely expensive. In order to lower the complexity of simulations, different approximations of a CME are often employed. One of such approximations is a Chemical Langevin Equation (CLE) [19] :
where dW is a vector of Brownian motions, and V (X) = diag( v(X))). In this case, one approximates a Poisson distribution with a Gaussian, which is valid when the average number of firing reactions per unit time is large. One of the technical difficulties with the CLE is that v(X) can take negative values with a small, but non-zero probability. In order to avoid these technical issues, we illustrate the propagation of order on a Linear Noise Approximation, which is valid for reactions in a large volume [18] .
where W is a Brownian motion, x(t) is a deterministic variable, V ii (x) = v i (x), V ij (x) = 0 for all i = j, and J(x) is the Jacobian of Sv(x). Consider a set of unimolecular reactions, that is
with the vector of reaction rates in the following form
It is straightforward to verify that we will have Sv(x) = Ax, where
T is linear in x. Consider the elements of the diagonal of SV (x) 2 S T , which are equal to c ii = j S 2 ij v j (x). Note that by Proposition 2 the function c ii can depend only on x i , which implies that if there exists v j which depends on x m for m = i, then S ij = 0. Hence the vector Sv(x) can be rewritten as w(x), where w i (x) depends only on x i , which is a birth-death process. It is straightforward to verify that in general only birth-death LNA processes propagate the F d -order, which limits the scope of potential applications. At the same time, we have the following result for the propagation of the F icx -order.
Proposition 4: A linear noise approximation of any network of unimolecular reactions is propagating the F icx -order.
Proof: This is an adaptation of the proof of Lemma 2.5 and Theorem 2.6 in [14] , hence we will only provide a sketch of the proof. Discretise [t 0 , T ] into K equidistant points with a distance ∆ between the points. Consider the following discretised process with t i ∈ [t 0 , T ]
where W ∼ N (0, ∆I). Let
First we show the propagation of the F icx -order by a one-step transition operator T of the discrete process, which is as follows
Without loss of generality, by Proposition 1 we can pick the variables Z 1 and Z 2 such that Z 1 d E(Z 2 |Z 1 ). Now for a small enough ∆ the matrix I + ∆Ã is nonnegative, hence
for any realisation z 1 of the random variable Z 1 . Consider now the termsB(Z 2 , W ) andB(z 1 , W ). Note that v(x) x v(y) for all x x y, since v(x) is a linear function of x, which takes only positive values for positive x. This implies that 
Eh(T Z2) = E E [h(T Z2)|Z1] ≥ E [h(E [T Z2|Z1]] =
Eh E Z2 + ∆ÃZ2 +B(Z2, W )|Z1 = E h E Z2 + ∆ÃZ2 +B(Z2, W )|z1 P (dz1) ≥ E h z1 + ∆Ãz1 +B(z1, W ) P (dz1) = Eh(T Z1), where z 1 is a realisation of the random variable Z 1 . It remains to show that E[h(Z ti )|Z t0 = z 0 ] belongs to the F icx class for any t i . This part of the proof is equivalent to the proof of Proposition 3 and the proofs in [14] and is therefore omitted.
This proposition indicates that the F icx order is propagated by the mean and the covariance matrix of the process. Hence, by comparing initial distributions, we can compare distributions of the process at any point of time. At the same the F icx -order is still quite restrictive and the class of networks propagating the F icx -order can still be too small. Nevertheless, Proposition 4 shows that imposing additional constraints on the propagation class F in comparison with F d entails a larger class of biochemical network with a certain monotonicity property. It remains to establish, what kind of a class of functions to consider, in order to induce a valuable order.
V. CONCLUSION AND DISCUSSION
In this paper a step is taken towards a better understanding of monotonicity (propagation of order) of Markov processes. We derive our results for the deterministic systems using novel techniques, however, the main application in mind is stochastic biological processes. We consider the Linear Noise Approximation (of a Master Equation), which is a Gaussian process. We show that any LNA propagating the F d -order is a collection of decoupled birth-death processes. At the same time, we establish that any LNA process describing unimolecular reactions is propagating the F icx -order, which entails that the order is propagated by the mean and the covariance matrix of the process.
