Abstract-This correspondence considers error analysis of blockimplemented 2-D digital filters. Expressions for error bound and meansquare error for roundoff error accumulation are derived using fixedpoint arithmetic, and compared with the results obtained usingordinary 2-D difference equations.
several other fruitful features of this method which stem from its unique structure.
In the 1-D case, Barnes and Shinnaka [ 3 ] have shown that the roundoff noise variance for a 1-D fixed point digital filter, realized by a block-state structure, is reduced by a factor equal to the block length when compared with the noise variance in the simple state-space realization model [ 4 ] . Moreover, the dynamic ranges of the state variables are preserved under the transformation from a simple state-space structure to a blockstate structure.
The block implementation technique for 2-D recursive digital filters was extended by Azimi-Sadjadi [ 5 ] , [ 6 ] . The method is particularly useful when the linear filtering of an image is performed by a 2-D recursive digital filter.
In addition to the advantages of 2-D block processing in the implementation, several other benefits relating to its structure can also be exploited, as in the 1-D case.
In this paper, a bound on the norm of the error produced due to roundoff of multiplications is derived for a 2-D blockimplemented digital filter. This bound is shown to be considerably smaller than that obtained by Ni and Aggarwal [71 when the filter is implemented using ordinary 2-D difference equations.
The method of analysis adapted here is analogous to that developed 
where (x,,,} and { y m , , ] are the input and output sequences, respectively. Consider the input sequence {x,,,} to be partitioned into nonoverlapping blocks of dimension K by L , where
(2) Now, if these blocks are arranged as vectors with element subscripts ordered lexicographically, (1) can be written in a matrix form. Using this formulation, the following "2-D block recursive equation" can be obtained [ 51, [6] .
In this equation, X(i, j ) X i , j may be defined as 
This also holds for Col and C l l , where the copstituent block matrices are Aj's. The block matrices Ai and Ai are also lower and upper triangular Toeplitz, respectively, and may be defined similarly,in terms of the coefficients ai, . of the differ- DECEMBER 1983 1571 lar manner, in terms of Bi and B:, where these latfer matrices may be defined in terms of bi,i similar to Ai and A i .
ERROR ANALYSIS
As a consequence of input, coefficient, and product quantization, the actual filter implemented by a finite wordlength machine is represented by m=o n = o where [ * ] , indicates rounding and superscript (") denotes the actual quantized value of the matrices or vectors, i.e.,
Subtracting (3) from (6) and using (7) yields
In (8), the first term represents the effect of input quantization, the third and fourth terms are due to coefficient quantization, and the fifth and sixth terms give the errors due to the quantization of the product; the effect of these on the output blocks is determined by the second term of this equation.
In the following analysis, attention has been focused only on product quantization error. The effects of input and coefficient quantization have been neglected.
The roundoff error vectors amn(i
may be defined in a similar manner. The constituent vectors a, (1, j ) 
Now define an error vector E(i, j ) as
The effect of this error on the output may be written as
If the input array is of dimensions P X Q, it may be represented by a sequence of period P, Q ; it is composed of blocks of size K X L, and hence, the blocks have a periodicity of M, N where Similarly, V(i, j ) and E(i, j ) blocks will be periodic with period M , N . The ( 1 7 ) Note that matrix G-'(z, w) is the block matrix transfer function of the corresponding all-pole filter. 
Therefore, ( 1 9) becomes
Now, in order to express (E), take the norm of E in (1 1). Thus, 
It is interesting to note that the computational time and computer memory allocations for 2-D block processing would also become minimum when the minimum values for block sizes are chosen [ 61. Now, in order to demonstrate the advantage of the block implementation technique over the direct recursion method using 2-D difference equations, it is necessary to show that the upper bound on the mean-square value of the corresponding scalar error sequence is less than that of direct method. Combine (18), (21), and (23) and divide ( V ) by (KL)'" to obtain the rms values of the relevant scalar error sequence (u). This would result in where ( e ) is the bound on the roundoff error for the direct filtering process [ 7, expression (32) ] when the sequences are assumed t o be periodic, i.e., In the implementation, the choice of blocks with minimum dimensions becomes much more attractive, due to the resultant efficient filtering operation. Additionally, this would also result in an optimum roundoff error characteristic, as shown in (23b). As a consequence, the block implementation technique provides a very efficient and accurate means of recursive filtering operation, even when compared with the direct method using the 2-D difference equation.
V. CONCLUSION The bound on the norm and the mean-square value of the error produced due to roundoff of multiplications for a 2-D block implemented digital filter is obtained employing fixedpoint arithmetic. This bound is shown to be smaller than that available when the filter is implemented using ordinary 2-D difference equations.
Several 2-D block structures may be determined which exhibit different performances with regard to roundoff error. The exact form of these structures requires further investigation. -
I. INTRODUCTION
The Kalman window approach to image restoration, introduced by Dikshit' to reduce processing time and storage requirements by processing images in overlapping strips and moving a processing window within these strips, contains some basic model errors, which severely affect the optimality of the resulting Kalman window algorithm.
Based on the assumption of a two-dimensional (2-D), separable, exponentially decaying autocovariance function of the original undistorted image, Dikshit introduces white noise driven, semicausal image models. These models are transformations of noncausal 4-point and 8-point nearest-neighbor models.
By observing that the models postulated by Dikshit are representations of a general linear 2-D autoregressive type of model for homogeneous images, in Section I1 we calculate the model coefficients in a linear MSE fitting procedure. We will show that the proposed transformation does not yield semicausal models with MSE coefficients (minimum-variance models), and further, that even in the case of minimum-variance model representations, semicausal and noncausal minimumvariance models are not driven by white noise.
In Section 111, we will show that the erroneous assumption of a white noise model input results in an inadequate description of the dynamic model representing the original image and, ultimately, in a nonoptimal Kalman filter solution.
IMAGE MODELING AND MODEL INPUT
In the paper', it is assumed that the original undistorted image can be represented by a zero-mean homogeneous m X n random field, and that the 2-D ensemble autocorrelation function is separable and exponentially decaying, Le., 
where k and I are the vertical and horizontal displacements, respectively. For convenience, we set u2 = 1.
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