Some researchers in psychology have ordinarily relied on traditional linear models when assessing the relationship between predictor(s) and a continuous outcome, even when the assumptions of the traditional model (e.g., normality, homoscedasticity) are not satisfied. Of those who abandon the traditional linear model, some opt for robust versions of the ANOVA and regression statistics that usually focus on relationships for the typical or average case instead of trying to model relationships for the full range of relevant cases. Generalized linear models, on the other hand, model the relationships among variables using all available and relevant data and can be appropriate under certain conditions of non-normality and heteroscedasticity. In this paper, we summarize the advantages and limitations of using generalized linear models with continuous outcomes and provide two simplified examples that highlight the methodology involved in selecting, comparing, and interpreting models for positively skewed outcomes and certain heteroscedastic relationships.
The GzLM is further specified by the link function, given as η=g(µ), where µ denotes expected values, η denotes values in transformed scale, and g(µ) represents that transformation of expected values. When the link function is correctly specified, the relation between the outcome and the set of predictors is linearized. Further, the GzLM allows for this transformation to be specified separately from the outcome's distribution (Fox, 2008) , highlighting the flexibility of exploring various link functions for the same distribution. Table 1 shows the link functions most commonly used with each distribution, the 'canonical links'.
Although these are the most commonly used, one can easily alter the choice of the link function.
For example, with a specification for the gamma family, one might explore the efficacy of either a log or an inverse transformation for obtaining linearity. Because η are values given some function on µ, the inverse function can also be obtained; that is, one may invert g(μ) to obtain g(μ)
-1 , the mean function. This is valuable for directly obtaining the expected value in original scale. Thus, the transformation of the expected value, and not of the outcome itself, provides the additional advantage of interpreting the model's estimates in the outcome's original scale (Blough, Madden, & Hornbrook, 1999) .
Thus, the GzLM has three primary components: 1) a structural component, specifying the linear combination of predictors (e.g., β0 + β1X, where β0 represents the population intercept
[Y|X=0], β1 represents the change in η, which is a function of the expected value of Y, for a unit change in X, and X represents the predictor of interest); 2) a random component, specified by some distribution family, which assumes some mean-variance relationship in the error distribution, conditional on the predictors in the model; and 3) a link function that transforms the expected value of the response, such that the mean value of Y is related to the structural component (i.e., the linear combination of predictors). As well, the link function has the corresponding inverse link function.
Taken together, model specification involves specification for the family distribution and for the link function. The choice of the family distribution is based on properties of the chosen probability distribution (e.g., the gamma distribution might be chosen for data that are positive and that exhibit the implied mean-variance relation). The choice of the link function may be more nuanced, involving both statistical and substantive considerations. Statistically, different link functions can affect the performance of models, as indicated by differences in model fit and residual deviance (detailed later). Substantively, fitted values should be meaningful ---they should remain within reasonable bounds for the response and ideally allows for interpretation.
For example, the inverse link can be very useful for reaction time data because the inverse transformation on reaction time may be interpreted as reaction speed.
Evaluating the Parameters of the Model
Unlike the sums of squares calculations through ordinary least squares, GzLMs are fit using maximum likelihood (ML) estimation. ML estimation uses an iterative approach to determine estimates for population parameter values (i.e., estimates of the slopes, standard errors, etc.) that maximize the likelihood that the sample data came from a population with these parameter values (for more detail about estimation, see Coxe, West & Aiken, 2013) . 
Model Fit and Model Comparison
An important part of all GzLMs is to determine whether the specified model provides an acceptable fit to the data. Methods for assessing model fit can include residual analyses, diagnostic tests, and information criterion fit statistics. Although the GLM's ordinary fit statistic, R 2 , is not used in the GzLM, there is some literature on pseudo-R 2 values for generalized linear models, [e.g., Mittlböck & Heinzl, 2002] , but their use is controversial. Certainly, the estimates obtained from models are already effect sizes. Generally, model fit focuses on the deviance. The deviance can be thought of as roughly similar to the residual sums of squares in regression, and represents the degree of lack of fit relative to a saturated model where a separate parameter is estimated for each case (i.e., the saturated model can perfectly reproduce the sample data, see Long, 1997) . The deviance is composed of deviance residuals, which represent the individual (BIC, Schwartz, 1978) , are relative fit statistics that are useful for comparing nested and non-nested models. The AIC has been suggested for discriminating among sets of candidate error distributions (Dick, 2004) . Dick (2004) generated data from lognormal, gamma, Weibull, log-logistic, and inverse-Gaussian processes, and GzLMs for those distributions were fit to each data set; there, AIC, as a criterion for distributional selection (he did not investigate AIC-C or BIC), seemed to be effective at identifying the correct data-generating distribution, particularly with higher samples sizes. In application, the AIC may have limited utility for identifying the 'true' data generating mechanism, but the AIC is effective for selecting the best choice among models under consideration (Dick, 2004) . The AIC-C is a modified statistic that is less likely to select an overparameterized model than AIC, and BIC provides a stricter penalty for estimating more coefficients in a model (i.e., both AIC-C and BIC correct for the AIC's bias towards more complicated models). By themselves, the statistics are meaningless; these statistics are used only for the comparison of multiple models. Models with lower values of information criteria relative to others are models that support the data better.
Simple Empirical Examples using GzLMs Continuous Predictor. Arpin-Cribbie et al. (2012) conducted a study exploring perfectionism
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and its correlates in a group of 87 university students with elevated maladaptive perfectionism.
Suppose that one hypothesizes that socially-prescribed perfectionism (SPP) predicts variability in negative automatic thoughts (NAT). SPP is a type of perfectionism that develops due to expectations from significant others and was measured using the Multidimensional Perfectionism
Scale (Hewitt & Flett, 1991) . NAT are negative thoughts or images that arise spontaneously and occur more often in those with maladaptive perfectionism (Nylund, 2004) there is evidence that variability systematically increases across levels of the predictors, the gamma family is a possibility.
In this example, we explore the following models: 1) gamma distribution with a log link;
2) gamma distribution with an inverse link; 3) Gaussian (normal) distribution with a log link (this should not be confused with the ordinary linear model with transformation of the raw outcome, as opposed to the expected values); and 4) a Gaussian distribution with an identity link Here, there is a disagreement between fit criteria and diagnostic tests. Certainly, hypothesis tests for diagnostic tests are subject to the limitations of significance testing. Thus, although residual diagnostics, tests, and information criteria all provide some information about model fit, the choice of model is not pure statistical. When disagreement in fit statistics does occur in practice, theoretical considerations should play a strong role in model selection. In this case, we selected the model with log link. Previous studies had used log transformations on the raw response for inferences about the geometric mean; the log link in this case provides some comparability while also providing the alternative inference to the arithmetic mean. Figure 3 displays the deviance residuals against the predicted values for the gamma (log link) model, 
