Extending relational model transformations to better support the verification of increasingly autonomous systems by Glenn Callow (7201694)
 
 
 
This item was submitted to Loughborough’s Institutional Repository 
(https://dspace.lboro.ac.uk/) by the author and is made available under the 
following Creative Commons Licence conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
Extending Relational Model Transformations to Better Support the
Verification of Increasingly Autonomous Systems
by
Glenn Callow
Doctoral Thesis
Submitted in partial fulfilment of the requirements for the award of the degree,
Doctor of Engineering (EngD) of Loughborough University
School of Electronic, Electrical and Systems Engineering
University of Loughborough
August 2013
c© by Glenn Callow, 2013
Acknowledgements
Completing doctoral research and writing a thesis was once described to me as a war of
attrition, something that is relentless and seemingly never ending. This is a view that I
have to come agree with over the last four years. Getting to this point would not have been
possible without the assistance, support and understanding of many, many people.
Firstly, I would like to thank my supervisors, Prof. Roy Kalawsky and Graham Watson,
for their support. Whilst completing this work, I have had many balls to juggle and many
potential directions this work could have gone in. Without their support getting to this point
would not have been possible. I would also like to thank Prof. Charles Dickerson for all his
advice and assistance.
I must also thank BAE Systems and the UK Ministry of Defence for providing the vast
majority of the funding for this research work. Additionally, there have been many people at
BAE Systems who have provided advice, suggestions and review for me in conducting this
work. These include Antony Waldock, Liz O’Driscoll, Gareth Rees, Hector Figueiredo, Phil
Woods, Phil Greenway, Chris Holmes, Alan Grigg and Yuki Okuda.
However, the biggest support has no doubt come from my wonderful fiancee, Abi, who
has had to put up with not having seen much of me for many months whilst I tried to commit
all of this work to paper. Without her immeasurable support, understanding and persuasion,
I probably would have given this up a long time ago......
i
CONTENTS
Contents
1 Introduction 1
1.1 Industrial Projects and Research Links . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Peer-reviewed Journal Papers . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Peer-reviewed Conference Papers . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Other Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.4 Patents and Commercial Considerations . . . . . . . . . . . . . . . . . 5
1.3 Research Questions and Methodology . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 The Challenges of Systems Engineering Increasingly Autonomous Systems 5
1.3.2 Technologies and Related Work for Systems Engineering of Autonomous
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.3 Addressing Systems Questions using Bi-Directional, Relational Model
Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.4 Completing Partial Models . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.5 Satisficing Model Transformations . . . . . . . . . . . . . . . . . . . . 9
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Systems Engineering Autonomous Systems 14
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Defining Autonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Verifying Autonomous Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Accommodating Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Systems Engineering Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
ii
CONTENTS
3 Technologies and Related Work for Systems Engineering of Autonomous
Systems 31
3.1 Modelling Frameworks, Meta-Modelling infrastructure and related projects . 32
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.4 Section Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Requirement and Goal Modelling . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2 Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.4 Section Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 System Modelling and Views . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.4 Section Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4 Model-based System Verification . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.2 Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.4 Section Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4 Model Transformation 83
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Model Transformation Background . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.1 Using Model Transformations . . . . . . . . . . . . . . . . . . . . . . . 86
4.2.2 Model Transformation Outputs . . . . . . . . . . . . . . . . . . . . . . 87
4.2.3 Model Transformation Language Styles . . . . . . . . . . . . . . . . . 90
4.3 Existing Model Transformation Languages . . . . . . . . . . . . . . . . . . . . 91
4.3.1 Imperative/Operational Transformation Languages . . . . . . . . . . 91
4.3.2 Declarative/Relational Transformation Languages . . . . . . . . . . . 97
4.3.3 Comparison Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.4 Correctness in QVT-Relations Engines . . . . . . . . . . . . . . . . . . . . . . 105
4.4.1 Simple Example Transformation . . . . . . . . . . . . . . . . . . . . . 105
4.4.2 Engineering Model Transformations . . . . . . . . . . . . . . . . . . . 111
iii
CONTENTS
4.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5 Answering Systems Questions with Bi-Directional Model Transformations117
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2 Conceptual Approach to Answering Systems Questions with Bi-directional
Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.1 Domain Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.2 System Verification and Answering Systems Questions . . . . . . . . . 121
5.3 Model Transformation Organisation . . . . . . . . . . . . . . . . . . . . . . . 126
5.4 Autonomous Navigation Example . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.4.1 Mission Meta-Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4.2 System Meta-Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4.3 Mapping Meta-Model - ECORE . . . . . . . . . . . . . . . . . . . . . 135
5.4.4 Mapping Meta-Model - OCL . . . . . . . . . . . . . . . . . . . . . . . 138
5.4.5 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4.6 Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.4.7 Single Model Transformation with a Mapping Model . . . . . . . . . . 140
5.4.8 Multiple Model Transformations, with a Mapping Model . . . . . . . . 141
5.4.9 Single Model Transformation, No Mapping Model . . . . . . . . . . . 141
5.4.10 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6 Completing Partial Models using Mixed Integer Linear Programming 160
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.3 Model and Meta-Model Representations . . . . . . . . . . . . . . . . . . . . . 166
6.3.1 Meta-Model Representations . . . . . . . . . . . . . . . . . . . . . . . 166
6.3.2 Model Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.3.3 Hippocraticness and Parsimony . . . . . . . . . . . . . . . . . . . . . . 169
6.4 Linear Programming for Model Completion . . . . . . . . . . . . . . . . . . . 171
6.4.1 Decision Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.4.2 General ECORE Constraints . . . . . . . . . . . . . . . . . . . . . . . 178
6.4.3 Additional non-ECORE Constraints . . . . . . . . . . . . . . . . . . . 180
6.5 Objective Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.6 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.6.1 Model To Text Transformation . . . . . . . . . . . . . . . . . . . . . . 188
6.6.2 Solver Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.6.3 Solver Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
iv
CONTENTS
6.7 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.7.1 Synthetic Test Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.7.2 Train Meta-Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.7.3 Solver results using additional meta-model specific constraints . . . . 200
6.7.4 Solver results additional constraints to determine attribute values . . . 204
6.7.5 Solver Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
6.8 Conclusions and Future Research . . . . . . . . . . . . . . . . . . . . . . . . . 211
6.8.1 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
7 A Satisficing Bi-Directional Model Transformation Engine 216
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
7.2 Model, Meta-Model and Transformation Representations . . . . . . . . . . . . 217
7.2.1 Meta-Model and Model Representations . . . . . . . . . . . . . . . . . 220
7.2.2 Transformation Representation . . . . . . . . . . . . . . . . . . . . . . 220
7.3 Transformations using Mixed Integer Linear Programming . . . . . . . . . . . 226
7.3.1 Differences with existing relational model transformation approaches . 227
7.3.2 Detailed Stage Description . . . . . . . . . . . . . . . . . . . . . . . . 228
7.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
7.5 Evaluation and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
7.5.1 Simple Model Transformation . . . . . . . . . . . . . . . . . . . . . . . 243
7.5.2 Train Sets to Petri Nets . . . . . . . . . . . . . . . . . . . . . . . . . . 244
7.5.3 Correctness and Performance . . . . . . . . . . . . . . . . . . . . . . . 248
7.5.4 Scalability Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
7.6 Conclusions and Future Research . . . . . . . . . . . . . . . . . . . . . . . . . 254
7.6.1 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
8 Conclusions and Further Work 257
8.1 The Challenges of Systems Engineering Increasingly Autonomous Systems . . 260
8.1.1 Technologies and Related Work for Systems Engineering of Autonomous
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
8.2 Research Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
8.2.1 Answering Systems Questions using Bi-Directional, Relational Model
Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
8.2.2 Completing Partial Models . . . . . . . . . . . . . . . . . . . . . . . . 264
8.2.3 Satisficing Model Transformations . . . . . . . . . . . . . . . . . . . . 265
8.3 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
A QVT-Relations Transformation Specifications 269
v
CONTENTS
B Acceleo Specifications used for generating GMPL files from ECORE Meta-
Models and Models 277
B.1 Meta-Model (ECORE) To GMPL Acceleo Model To Text Transformation . . 277
B.2 Model To GMPL Acceleo Model To Text Transformation . . . . . . . . . . . 278
B.3 Additional Constraints to GMPL Acceleo Model To Text Transformation . . 280
B.4 Attributes To GMPL Acceleo Model To Text Transformation . . . . . . . . . 282
C Model Transformation Detailed Model Examples 285
D Publications 291
D.1 Journal of Object Technology - 2013 . . . . . . . . . . . . . . . . . . . . . . . 291
D.2 Systems of Systems Engineering (SoSE) - 2011 . . . . . . . . . . . . . . . . . 335
D.3 Systems of Systems Engineering (SoSE) - 2010 . . . . . . . . . . . . . . . . . 342
D.4 Conference on Systems Engineering Research (CSER) - 2011 . . . . . . . . . 349
Glossary 360
References 363
vi
LIST OF FIGURES
List of Figures
1.1 Thesis Model - Initial Key Research Question . . . . . . . . . . . . . . . . . . 13
2.1 Summary of the PACT Levels, as described by Bonner, Taylor and Fletcher [42]. 16
2.2 A Kuka six-axis robot used in assembly (left) [9] and a Global Hawk Unmanned
Aerial Vehicle (UAV) (right) [12] . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Example system, categorised using the Autonomy Levels For Unmanned
Systems (ALFUS). Derived from Huang et al. [111] . . . . . . . . . . . . . . . 17
2.4 Example MODAF SV-5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 The change in scope of verification and validation between a manned sys-
tem (left) and a highly autonomous system capable of operating in complex
environments (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 The relationship between design-time and run-time systems engineering for
manned systems (top) and autonomous systems (bottom) . . . . . . . . . . . 21
2.7 An example autonomous system, the BAE Systems Wildcat . . . . . . . . . . 23
2.8 How Different Error Sources contribute to vehicle inaccuracy in positioning.
Starting from top left 1) Inertial Navigation System (INS) error 2) INS +
Control System Error 3) INS + Control System error varies depending on
environment 4) Addition of geo-referenced way-point error 5) Alternative
System that measures road boundary location error 6) Not all roads look the
same. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.9 Potential views of the ’system boundary’ of an autonomous system, and the
interfaces that system has with its environment. . . . . . . . . . . . . . . . . 26
2.10 Thesis Model - Broad areas of systems engineering and how they are challenged
by specific properties associated with autonomous systems . . . . . . . . . . . 28
3.1 Thesis Model - Key Research Questions to guide the review of the published
literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Example Block Definition Diagram in SysML . . . . . . . . . . . . . . . . . . 68
vii
LIST OF FIGURES
4.1 Thesis Model - The Key Research Question that guides the review of the
published literature focusing on Model Transformation . . . . . . . . . . . . . 84
4.2 Model transformation inputs and the three primary operations that use a
model transformation specification; Creation, Synchronisation and Consistency
Checking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Typical (but not mandatory) description of how M2M and M2T relate to the
MOF in terms of the types of artefact they reference in specifications, the
models that are used as inputs, and the models or files that are output. . . . 90
4.4 Simple systems meta-models representing the functionality domain (top) and
two meta-models (left and right) for variants of the requirements domain . . 106
4.5 Graphical representation of four consistency relations between meta-models.
Coloured elements show non-dependent elements of a consistency relation.
Elements bordered with a dashed line are dependent on another consistency
relation through the when clause. The full QVT-Relations transformation
specification can be found in Figure 4.6. . . . . . . . . . . . . . . . . . . . . . 107
4.6 QVT-Relations specification used for the example system functions to system
requirements transformation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.7 Source model (a) and target models generated by (b) a manual interpretation
of the QVT standard for the first target meta-model, (c) MediniQVT for
both target meta-models and (d) ModelMorf for a 3 relation variant of the
transformation specification conforming to the second target meta-model. . . 112
4.8 A variant of the original QVT-Relations specification that allows ModelMorf to
generate a target model that is compliance with the second target meta-model.
There are some non-compliances with the QVT-Relations standard syntax
required by ModelMorf, such as the use of the semi-colon to separate domains
with the transformation statement. MediniQVT and the standard require a
comma to be used as the separator. . . . . . . . . . . . . . . . . . . . . . . . . 113
5.1 Thesis Model - The Key Research Questions that drive the development of a
system verification approach based on relational model transformations and
Domain Specific Models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2 Example Organisation of Meta-Models for Missions and Systems . . . . . . . 121
5.3 Answering different systems questions using the conceptual Systems MDD
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4 Options for organising model transformation specifications in Systems MDD 129
5.5 Mission Meta-Model for an Autonomous Navigation Scenario, specified in
ECORE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
viii
LIST OF FIGURES
5.6 System Meta-Model for an Autonomous Navigation Scenario, specified in
ECORE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.7 Mapping Meta-Model for an Autonomous Navigation Scenario, specified in
ECORE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.8 A subset of the OCL constraints associated with the Mapping Meta-model that
evaluate whether the vehicle can cover the required distance, in the required
time and environment, stipulated by the mission. . . . . . . . . . . . . . . . . 139
5.9 A view of the Eclipse Hierarchical Editor with an example Navigation Mission,
where a system must navigate between two points along a road of 5m in less
than 300 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.10 A view of the Eclipse Hierarchical Editor with the model generated by Me-
diniQVT after the TCIMMtoPIMM and TPIMMtoPSMM transformations have been
completed. The Capability To Function Mapping class instance is duplicated
because of the two transformations, and MediniQVT’s approach to check-then-
enforce semantics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.1 Thesis Model - The Key Research Questions that drive the development of a
partial model completion system to assist with realising the Systems MDD
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.2 A simple meta-model where the existence of instances of a target class (Medals)
is non-linearly dependent on an another class that has an association reference
to the target class (Recruits) . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.3 A series of synthetic test meta-models with non-zero lower bounds on the
association references in order to evaluate the parsimonious completion of
models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.4 A sub-set of the MMCS synthetic model result, showing the resulting models
after 6 different runs (two meta-models, three initial models) . . . . . . . . . 195
6.5 Train Meta Model, derived from the meta-model presented by Kindler and
Wagner [121] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
6.6 Alternative Graphical Notation for the Train Meta-Model . . . . . . . . . . . 199
6.7 Example Model Completion 1 - Parsimonious Completion of partial model
results in a model where only the root node is preserved. Left column shows
the input model (ECORE viewer top, Train Representation bottom). Middle
column shows the decision variables set to non-zero after solving. Right column
shows the updated model after the changes identified by the solver are made. 200
6.8 Example Model Completion 2 - Compliant Model Generation considering only
the ECORE derived constraints and preserving constant elements. . . . . . . 201
ix
LIST OF FIGURES
6.9 Example Model Completion 3 - Compliant Model Generation considering only
the ECORE derived constraints, preserving constant elements and including
Connections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
6.10 Example Model Completion 4 - Compliant Model Generation considering
Connections and additional GMPL constraints. . . . . . . . . . . . . . . . . . 203
6.11 Example Model Completion 5 - Larger model with Connections marked as
constant. Parsimonious completion adds the additional class instances required,
and correctly associatesTrack/Switch pieces with Connections. . . . . . . . . 205
6.12 Example Model Completion 6 - Same Model as Figure 6.11 without the
Connection pieces marked constant. Parsimonious completion therefore ends
up removing some elements, and a smaller final model is generated. . . . . . 206
6.13 Example Model Completion 7 - Similar Model as Figure 6.11 but a train has
been added and its current speed set to exceed its maximum speed. . . . . . . 207
7.1 Thesis Model - The Key Research Questions that drive the development of
a model transformation engine that prioritises target models to assist with
realising the Systems MDD approach. . . . . . . . . . . . . . . . . . . . . . . 218
7.2 Graphical representation of four consistency relations between meta-models.
Coloured elements show non-dependent elements of a consistency relation.
Elements bordered with a dashed line are dependent on another consistency
relation through the when clause. The full QVT-Relations transformation
specification can be found in chapter 4. . . . . . . . . . . . . . . . . . . . . . 219
7.3 Source Meta-Model Set Representation. . . . . . . . . . . . . . . . . . . . . . 220
7.4 Simple systems meta-models representing the functionality domain (top) and
requirements domain (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . 221
7.5 Relationship between MMCS partial model completion sub-problems and the
TMPT sub-problems. Some of the TMPT sub-problems are extensions to the
MMCS sub-problems, and some are unique to TMPT. . . . . . . . . . . . . . 226
7.6 Number of relations identified by the solver after sub-problem S1 for the simple
example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
7.7 Graphical representation of each relation instance that was identified and
any dependencies. One relation instance was identified for each relation
(solid filled area shows the instances and relationships participating in that
relation instance). Dashed areas show whether the relation instance under
consideration has any dependent relation instances. . . . . . . . . . . . . . . . 234
x
LIST OF FIGURES
7.8 Graphical representation of each relation instance that is completed after
sub-problem T1. In this example all potential relation instances from S2 are
completed. Solid areas show the class instances that are bound to variables
in the target domain of that relation instance. Dashed areas show whether
the relation instance under consideration has any dependent class instances in
another relation instance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
7.9 Final target model for the simple example after sub-problems T2 to T4 have
completed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
7.10 Simple systems meta-models representing the functionality domain (top) and
two meta-models (left and right) for variants of the requirements domain. . . 242
7.11 Target Models generated by the solver when targetting Meta-Model A (left)
and Meta-Model B (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
7.12 Train and Petri-Net Meta-Models. . . . . . . . . . . . . . . . . . . . . . . . . 245
7.13 Train Pieces and their equivalent Petri-Net representations. . . . . . . . . . . 246
7.14 Subset of Train to Petri-Net relations, showing when dependencies . . . . . . 246
7.15 Example Train Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
7.16 Generated Petri-Net Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
7.17 Different Greenyer-derived (centre) and Callow (right) petri-net representations
of a track converging switch (left) . . . . . . . . . . . . . . . . . . . . . . . . 248
7.18 Train Model 13, transformed to a Petri Model and then back to a Train Model
using the Greenyer-derived transformation specification. Figure shows the
total time taken to complete the transformation, broken down by sub-problems.250
7.19 Time to complete for forward and reverse transformation using the Greenyer-
derived and Callow transformation specifications. Model 16 is not shown for
the Greenyer-derived Petri to Train transformation due to the computation
time required. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
C.1 Simple Source Model Set Representation. . . . . . . . . . . . . . . . . . . . . 285
C.2 Target Meta-Model Set Representations. . . . . . . . . . . . . . . . . . . . . . 286
C.3 Set Based Representation of Transformation shown in Figure C.4 . . . . . . 287
C.4 QVT-Relations Transformation Specification as used with Medini-QVT whilst
investigating the issues associated with the language in Chapter 4. . . . . . . 288
C.5 Train Model 15, Forward and Reverse Transformations using the Callow
specification (top) and Greenyer-derived specification (bottom). . . . . . . . . 289
C.6 Train Model 16, Forward and Reverse Transformations using the Callow
specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
xi
LIST OF TABLES
List of Tables
3.1 Qualitative Criteria for Assessing Modelling Frameworks . . . . . . . . . . . . 35
3.2 Qualitative Criteria for Assessing Meta-Modelling Infrastructure . . . . . . . 36
3.3 Qualitative Assessment of Modelling Frameworks . . . . . . . . . . . . . . . . 48
3.4 Qualitative Assessment of Meta-Modelling Infrastructure . . . . . . . . . . . . 49
3.5 Qualitative Criteria for Assessing Goal and Requirements Representations . . 52
3.6 Qualitative Assessment of Goal and Requirements Representations Represen-
tations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7 Qualitative Criteria for Assessing System Modelling Representations . . . . . 62
3.8 Qualitative Assessment of System Modelling Representations . . . . . . . . . 74
3.9 Qualitative Criteria for Assessing Model-based System Verification . . . . . . 75
6.1 ECORE Meta-Model elements supported by MMCS . . . . . . . . . . . . . . 168
6.2 Arrays of Decision Variables and the sub-problem (Linear Program) they
apply to. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.3 General ECORE constraints used by MMCS for sub-problem 1 (Part 1 of 3) . 181
6.4 General ECORE constraints used by MMCS for sub-problem 1 (Part 2 of 3) . 182
6.5 General ECORE constraints used by MMCS for sub-problem 1 (Part 3 of 3) . 183
6.6 General ECORE constraints used by MMCS for sub-problem 2. . . . . . . . . 184
6.7 General ECORE constraints used by MMCS for sub-problem 3. . . . . . . . . 185
6.8 Parsimonious Objective Functions for each Sub-Problem. . . . . . . . . . . . 187
6.9 Meta-Model specific constraints used by the solver for sub-problem 3. A
third constraint is also present for Converging Switches that is similar to the
DivSwitch constraint, except it considers two InPorts and one OutPort. . . . 197
6.10 Meta-Model specific constraints used by the solver for sub-problem 4. . . . . 198
6.11 MMCS execution times for the example model completions 1 to 7 . . . . . . 208
xii
LIST OF TABLES
6.12 Scalability Examples - Number of class instances and summary of references
present in initial partial models for scalability assessment. All Connections
are marked constant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
6.13 Scalability Examples - Summary of Key Class Instances and References
Added/Removed after solving through MMCS. . . . . . . . . . . . . . . . . . 210
6.14 MMCS execution times for the Scalability Examples 8 to 10. . . . . . . . . . 211
7.1 Summary of example train models . . . . . . . . . . . . . . . . . . . . . . . . 249
7.2 Table showing the number of potential relation instances identified by the
transformation engine at the end of S1 in both the forward and reverse
transformation for model 16, using the Callow transformation specification. . 250
7.3 Table showing the number of potential relation instances identified by the
transformation engine at the end of sub-problem S1 when transforming a
petri-net representation of model 8 back to a train model using the Greenyer
derived specification. Run 1 is tightly constrained in the number of potential
relations identified. Run 3 is the most permissive. . . . . . . . . . . . . . . . . 253
8.1 Summary of Key Research Questions addressed (in whole or in part) in this
thesis, including a link to the relevant chapters. . . . . . . . . . . . . . . . . . 258
xiii
CHAPTER 1. INTRODUCTION
Chapter 1
Introduction
Systems engineering has been applied to a wide range of systems and services to date. In
particular, demonstrating that a system is appropriate for its intended purpose, through
system validation, and that the system will operate correctly and reliably when used for that
purpose, through verification, are key elements that good systems engineering aims to support.
Model Driven Development (MDD) is becoming increasingly popular in the development
of complex systems. The engineering of complex systems typically covers many different
disciplines and requires a significant amount of design artefacts to be brought together to
ensure the systems that are delivered do what is expected of them in the circumstances
they are expected to operate in. A principled application of MDD can allow models to be
represented in notations that are most appropriate for the Subject Matter Experts (SMEs) of
the various fields, enforce the development of particular views so that appropriate coverage
of a system is developed, and ensure that a suite of models can be formally linked with
each other to assist with the understanding of design decisions or change. For many large
engineering projects, MDD is mandatory. It is the most effective, and often the only, way
that a large disparate team can collaboratively design, build and test some of the complex
systems constructed and operating today.
Autonomous systems are a type of complex system, and there has been much debate about
what properties truly constitute an ’autonomous system’, rather than a ’semi-autonomous’,
’automatic’ or ’automated’ system. Existing comparisons are often constrained (in that they
consider a small class of systems in which the author was familiar), absolute (in that they
have precisely specified categories in which to place a particular system) and inflexible (in
that little consideration is given for a type of autonomous system that doesn’t fit with the
authors pre-defined categorisation). Quite often autonomous system classifications are based
on technology, or specific properties associated with a type of technology. A system may
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require the ability to learn, to collaboratively plan or to have a certain level of comprehension
of its environment in order to be classified using these scales.
However, classifications based on technology or technological properties are at the heart
of some of the debates about whether a system is truly ’autonomous’ or not. The various
technologies used in autonomous systems are rarely unique to this type of system. Indeed,
any technology required to enable an autonomous system can generally be used as an operator
aid to a human decision maker. Autonomous planning systems can lead to improved Global
Positioning System (GPS) Satellite Navigation aids for manned vehicles. Autonomous
obstacle avoidance systems can also be used for crash prevention and mitigation systems for
manually driven cars. Simultaneous Localisation and Mapping (SLAM) systems, which can
be used to simultaneously construct a map and navigate by it in an unknown area, can be
equally applied to manned and unmanned systems. Given that many of these technologies
are, or are becoming, common place in manned commercial and military vehicles then it
is clear that the capacity to engineer these technologies exists now. However, unmanned
systems are rare outside a few specific applications. Autonomous systems that would register
highly on existing autonomy scales and have little or no human intervention are not common;
most systems of note tend to be research prototypes at best. If the technologies required for
autonomy are being used in other applications then the problem with autonomous systems
must lie elsewhere; in the tasks, circumstances and context a particular autonomous system
will be used in and the demands that will be placed on the technologies by this intended use.
A unifying point across all the scales of autonomy that have been published is that
systems that potentially operate at the upper ends of the various autonomy scales all do so
with limited (or no) human interaction. This may sounds obvious; a common definition of
an autonomous system is that the system has the capacity to make an informed, uncoerced
decision. However, it has significant implications for how the engineering of autonomous
systems should be approached. These systems are intended to be placed into situations which
cannot fully be predicted or elaborated before they are encountered. When placed in these
situations, an autonomous system should make a decision on how best to proceed to achieve
whatever its goal is, and a potential measure of system quality is how ’good’ the system’s
decisions are. Would a human, when presented with the same information, have made the
same decision? Or can a human at least understand why the system made the decision that
it did?
Given that MDD and Systems Engineering are extremely important to the development
of complex systems today, this leads us to an initial research question. How do increasing
levels of autonomy affect current practices towards systems engineering?’
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1.1 Industrial Projects and Research Links
The research documented in this thesis has been conducted through a number of related
industrial projects. The research outputs from all of these projects have been combined into
this single thesis as part of an Engineering Doctorate programme. The funding for these
projects has primarily been through one of BAE Systems corporate research programmes, the
Technology Transformation Programme (TTP) and the Systems Engineering for Autonomous
Systems Defence Technology Centre (SEAS DTC), a Ministry of Defence funded virtual
research centre. The specific projects that have supported this research include:
• Engineering Autonomous Systems Architectures (SER013) - SEAS DTC Funded Project
which ran from January to July 2008. Led by Glenn Callow (BAE Systems), in
collaboration with the University of York and University College London. The work
for this project primarily contributed to the research presented in chapter 3.
• Modular Assessment Framework using Novel Architectural Representations (SER017) -
SEAS DTC Funded Project which ran from January 2009 to October 2009. Led by
Glenn Callow (BAE Systems). The work for this project primarily contributed to the
research presented in chapter 3 and chapter 4.
• Model Driven Architectures for Intelligent Systems (TTP2350) - TTP Funded project
which ran from January 2010 to October 2010. Led by Glenn Callow (BAE Systems),
with research contributions from Yuki Okuda (BAE Systems). The work for this project
primarily contributed to the research presented in chapter 5.
• Model Driven Architectures for Autonomous Systems (SER017) - SEAS DTC Funded
project which ran from April 2010 to March 2011. Led by Glenn Callow (BAE Systems),
with engineering support from Ben Stephens (BAE Systems). The work for this project
primarily contributed to the research presented in chapters 5 and 6.
• Model Driven Architectures for Intelligent Systems (TTP2330) - TTP Funded project
which ran from January 2011 to October 2011. Led by Glenn Callow (BAE Systems),
with research contributions from Chris Holmes (BAE Systems) and support from Alan
Grigg (BAE Systems). The work for this project primarily contributed to the research
presented in chapter 6.
• Model Driven Architectures for Autonomous Systems (FEP07) - SEAS DTC Funded
project which ran from January 2012 to April 2012. Led by Glenn Callow (BAE
Systems). The work for this project primarily contributed to the research presented in
chapter 7.
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.
In many cases these research projects were conducted with various collaborators. In every
case the project was organised into discrete, partitioned work packages with each collaborator
having independent work packages and their own research objectives that were collectively
grouped within the project. The research presented in this thesis covers only the research
that was conducted solely by Glenn Callow, the principal author of this work, during the
execution of these projects.
1.2 Publications
The research work presented in this thesis has been the subject of a number of publications.
1.2.1 Peer-reviewed Journal Papers
.
• A Satisficing Bi-Directional Model Transformation Engine using Mixed Integer Linear
Programming, Journal of Object Technology, January 2013 [56] - A journal publication
of the research presented in chapter 7.
1.2.2 Peer-reviewed Conference Papers
• System Modelling for Run-time Verification and Validation of Autonomous Systems,
5th International Conference on Systems of Systems Engineering, June 2010 [61] - A
paper that describes some of the earlier research that has matured in chapters 3, 4 and
5.
• Addressing Systems Verification of Autonomous Systems through Bi-Directional Model
Transformations: A Systems Model Driven Approach, 6th International Conference
on Systems of Systems Engineering, June 2011 [59] - A paper that covers some of the
research presented in chapter 5.
1.2.3 Other Publications
• Challenges for Systems Engineering When Applied to Increasingly Autonomous Systems,
9th Annual Conference on Systems Engineering Research, April 2011 [60] - A paper
that covers the research presented in chapter 2.
• Modular Assessment Framework for Autonomous Systems using Novel Architectural
Representations, 4th Annual Conference of the Systems Engineering for Autonomous
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Systems Defence Technology Centre, July 2009 [57] - A paper that covers some of the
research presented in chapter 3.
• Model Driven Architecture for Autonomous Systems - Modelling Representations, 5th
Annual Conference of the Systems Engineering for Autonomous Systems Defence
Technology Centre, July 2010 [58] - A paper that covers some of the research presented
in chapters 3, 4 and 5.
1.2.4 Patents and Commercial Considerations
BAE Systems has been granted two patents related to the work published in this thesis. The
first patent [54] is specifically concerned with the application of the Systems MDD method
(described in chapter 5) to the verification of autonomous vehicles. The second patent [55]
concerns the use of linear programming in partial model completion (described in chapter 6),
again with a specific focus on its application to improving the verification of autonomous
vehicles. BAE Systems (the patent applicant) should be contacted if there is a desire to
exploit these methods for the verification of autonomous systems. Whilst it is this author’s
understanding that utilising the methods described in this thesis for other fields or system
types is outside of the scope of these patents, BAE Systems should be contacted in the event
of any doubt.
1.3 Research Questions and Methodology
As the work described in this thesis was conducted through a series of related but independent
projects, each project focused on specific aspects of the research. This meant that each
project was guided by specific research questions that the work within the project was aiming
to answer, and each project had its own methodology based on the precise nature of the
research. These research questions and methodologies can be largely grouped into five distinct
categories.
1.3.1 The Challenges of Systems Engineering Increasingly Autonomous
Systems
The initial Key Question (KQ) for this work is relatively simple to state whilst also being
extremely broad.
KQ-1 How should Systems Engineering be adapted to accommodate increas-
ingly autonomous systems?
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The aim of this question was primarily to direct subsequent research in promising
directions. If existing systems engineering techniques and approaches continue to apply to
highly autonomous systems then there is likely to be no significant challenge. However, if
there are aspects of autonomous system engineering, use, testing and technologies that affect
existing systems engineering approaches, then their identification is crucial in directing the
subsequent work.
To investigate this specific research question, a number of different approaches to specifying
and measuring autonomy and autonomous systems were identified from the publicly available
literature. The key differences between distinct levels or categories in the autonomy scales
were identified, and their potential effects on the key systems engineering activities of
verification and validation were postulated. The outcome of this work was a series of more
precise research questions with which to focus the review of published literature.
1.3.2 Technologies and Related Work for Systems Engineering of
Autonomous Systems
The investigation of how systems engineering may be affected by increasingly autonomous
systems ultimately focused on a few key areas. Specifically, questions were raised about how
systems would be verified and validated given the increasingly abstract nature of goals and
requirements that will be used to task the system, and how systems engineering can provide
confidence that a system will operate correctly at run-time whilst preserving a system’s
ability to accommodate uncertainty at run-time during operations, a key desirable aspect of
autonomous systems.
This led to a number of distinct research questions associated with the existing published
literature. Were some of these areas already being tackled, perhaps in other domains? Were
there existing tools and technologies that could be used or adapted to assist in addressing
these key problems? Specifically:
KQ-2.1 Do existing representations allow the specification of increasingly
abstract goal and/or requirement representations?
KQ-2.2 What existing work has considered system verification against abstract
goals and/or requirements?
KQ-2.3 What must be modelled to successfully verify a highly independent
Autonomous System’s performance, and what existing representations exist?
KQ-2.4 How should multiple different models of different aspects of an Au-
tonomous System be created, maintained and brought together to verify the
system?
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KQ-2.5 How can run-time information be used to update and adapt design-
time models?
KQ-2.6 How can design-time models be used effectively by an Autonomous
System during run-time?
KQ-2.7 Can aspects of Autonomous System verification be conducted close
to (or at) run-time?
These questions were addressed by consulting the literature. For each question, a
series of specific criteria were identified against which the publicly available literature was
qualitatively assessed. In particular, this assessment identified whether specific technologies,
representations, tools and techniques a) had been applied to relevant autonomous system
examples, b) had not been applied to relevant autonomous system examples, but showed
the potential to be or c) had not been applied to relevant autonomous system examples and
showed significant limitations that could prevent its application.
1.3.3 Addressing Systems Questions using Bi-Directional, Relational
Model Transformations
The first two sets of research questions were broad in nature, and were designed to consider
where problems with systems engineering increasingly autonomous systems could be expected
to be encountered. A recurring theme was the wide number of domains that needed to be
modelled to verify an autonomous system, the frequency with which this verification may
need to be conducted, and how often a system may need to be re-verified in the face of
changing environments and circumstance. This led to a particular focus on technologies
that may enable and facilitate the modelling of multiple domains and ensuring consistency
between those domains as one or more of the domains were updated.
A technology area specifically associated with model consistency is that of model trans-
formation. Model transformation, in its simplest form, mutates one model into another [200].
The model transformation technology area covers the languages that can be used to describe
how models are related, the different methods for performing a transformation (should a new
model be created, or an existing model updated?), and the tools or engines that use the
languages and perform the methods. Bi-directional, relational model transformations form a
subset of this technology area with a particular focus on the description of the relationships
between two model domains where the description:
• Is composed of consistency relations that describe how the models should be related.
• Is not required to be modified to conduct a transformation, regardless of which model
domain is used as the input and the output in the transformation.
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A number of existing bi-directional model transformation languages exist, but had not
been specifically applied and evaluated for system verification problems. Therefore, the
research questions were:
KQ-3.1 How can bi-directional, relational model transformations be used
conceptually to conduct system verification?
KQ-3.2 How well suited are existing modelling representations and bi-directional,
relational model transformation languages to supporting system verification?
To address the first question, a conceptual approach that utilised relational model
transformations to conduct system verification (as well as addressing other systems questions)
was developed - Systems MDD. This conceptual approach was created through a review of
existing model transformation languages, including their syntax and semantic behaviour. To
address the second question, Systems MDD was then trialled using an existing relational model
transformation language, associated model transformation engines and some representative
models of an autonomous system verification problem. These trials were conducted to:
• Evaluate whether the conceptual approach to addressing system questions was viable,
• Refine and develop the conceptual approach to addressing systems questions, and
• Identify any limitations in relational model transformation languages in general, the
specific language used, or individual implementations of those languages that prevented
the full realisation of the approach.
1.3.4 Completing Partial Models
Some specific problems were identified during the trial of answering systems questions
through the use of relational model transformations. This included the use and generation
of partial models, where a partial model is a model that does not fully conform to the
meta-model associated with that model; it partially satisfies the constraints associated
with the meta-model. Given that the term partial refers to meta-model conformance, both
over-specified models (models that have too many model elements given the meta-model)
and under-specified models are partial models.
The specific problems were:
• In answering some systems questions, Systems MDD relies on generating partial models
which are then completed in subsequent steps. Existing approaches to completing these
models had significant limitations.
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• It also became apparent that unintentional partial models could be generated by the
model transformation engines, even when there were obvious routes for the transfor-
mation tools to generate fully conformant models. Given that some steps in Systems
MDD rely on the realisation of conformant models if there is a means to do so, these
partial models were a significant barrier to practically utilising the approach.
To address both problems a means to address the non-conformances, or to complete the
partial models was required. This led to two specific research questions.
KQ-4.1 Can a system be developed that takes a model that is partially
compliant with its meta-model as an input and, utilising the meta-model as a set
of constraints, output a new model that is fully compliant with its meta-model?
KQ-4.2 Can the required modifications to a partially compliant model, in
order to make it conform to its meta-model, be guided by a user-specified metric?
To evaluate a tool that was developed in response to these research questions, a series of
trial partially-compliant models were created. There were two types of test models.
• Specific test models that exhibited similar characteristics to those that were likely to
be generated in the conceptual approach to system verification, or which contained
specific constructs that could be problematic in resolving when generating a complete
model.
• Published models that had been applied to tools with related or similar goals. These
models were used to provide a comparison of the functionality, correctness and perfor-
mance of the developed tool using a common frame of reference.
1.3.5 Satisficing Model Transformations
Whilst completing partially compliant models assisted with the conceptual approach to
system verification, it did not wholly address some of the identified problems. A specific
problem was that a model transformation engine could generate a non-compliant target
model when an alternative interpretation of the transformation specification may have led to
a compliant model being generated from the transformation. The conceptual approach relies
on model correctness being an indicator for system verification. If a transformation engine
generates a non-compliant model when an alternative interpretation1 could have led to a
1There are a number of reasons why there could be alternative interpretations of the transformation
specification in a given transformation language. Some of these can be seen in existing languages (e.g.
imprecisely defined source-model pattern matching semantics, which mean that different combinations of the
same elements can be matched multiple times) and some can be encouraged by subtle changes to existing
transformation engine semantics (e.g. choosing particular source model pattern matches if and only if they
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correct model then this undermines the approach; a system may not be verified because a
transformation was applied inappropriately. This led to our final two research questions.
KQ-5.1 - Can a transformation engine be developed that, when presented with
a transformation specification that can be interpreted in several ways, chooses an
interpretation that results in a compliant target model being generated if one is
possible?
KQ-5.2 - Can the interpretation of a transformation specification be guided
based on a user-specified metric?
This research question was initially tackled through identifying the potential sources of
ambiguity, non-determinism and semantic behaviour in relational model transformations. A
satisficing2 transformation engine was then developed to accommodate these sources so as
to prioritise target model compliance with its associated meta-model. As with the partial
model completion system, a series of trial scenarios were developed. These included:
• Specific test models and transformations that exhibited similar characteristics to those
that were likely to be generated in the conceptual approach to system verification, or
which contained specific constructs that could be problematic in transforming.
• Published models and transformations that had been applied to other relational
transformation engines. These models and transformations were used to provide a
direct comparison of the functionality, correctness and performance of the developed
tool using a common frame of reference.
1.4 Contributions
The research presented in this thesis contains a number of novel aspects and contributions:
• An approach that supports the verification of complex systems that are modelled across
multiple domains, where these models across all the domains can be updated regularly
and potentially close to, or during, system operation. Specifically, the approach to
system verification and other system questions utilises Domain Specific Models and
relational model transformation engines.
lead to a compliant target model). To prioritise target models a transformation language should support
the specification of transformations that have multiple interpretations, and the associated transformation
engine should be able to make an informed decision about which interpretation to choose. These differences
in semantics are discussed in more detail in section 7.3.1.
2Satisficing refers to a ’decision making strategy that attempts to meet an acceptability threshold’ [18],
where acceptable in this instance means generating a model that is compliant with its meta-model.
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• A set-theoretic representation of meta-models, models, transformation specifications
and correspondence models that facilitates for the first time the use of multiple, alternate
approaches to solving constraint problems involving both the completion of partial
models and conducting relational model transformations.
• A novel Mixed Integer Linear Programming (MILP) system for partial model completion
that supports both over-specified and under-specified models, can manipulate class
instances, references and attributes, and whose behaviour can be directed through
user-specified metrics.
• A critique of the benefits and limitations of using relational model transformations
to perform system verification, identifying where the limitations are based on a) how
relational model transformations have historically been applied versus the required
behaviour for complex system verification, b) specific characteristics of particular
relational model transformation languages and c) particular implementations of model
transformation engines for those languages.
• A breakthrough MILP-based transformation engine that prioritises target models
(i.e. it will guarantee a generated target model will be conformant with its meta-
model if an interpretation of the transformation specification permits) and that can
have its behaviour directed by a user-specified metric. This has the potential to
radically increase the areas where model transformation technologies could be applied,
and significantly reduce the complexity associated with generating re-usable model
transformation specifications.
1.5 Thesis Structure
This thesis is presented in a structure related to the projects conducted, and the methodology
employed. The challenges to systems engineering posed by increasing autonomy are presented
in chapter 2. The review of the published literature for tools and techniques that may assist
with addressing these challenges is discussed in chapter 3. Given the remainder of the research
was then focused on the use of relational model transformations to assist with some of aspects
of the identified challenges, a specific chapter on model transformations is then presented
(chapter 4) which discusses existing model transformation languages, commonality and
differences in the approaches to model transformations, and some potential difficulties with
their application. A conceptual approach to system verification and addressing other systems
questions is then shown in chapter 5 along with an evaluation using candidate autonomous
system models and an existing relational model transformation language. A MILP tool for
the completion of partially compliant models, and an associated set-theoretic representation
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for models and meta-models is presented in chapter 6, and a MILP transformation engine
that prioritises target model compliance is presented in chapter 7. Finally, in chapter 8 the
work is summarised, conclusions drawn and potential further work discussed. In addition,
more detail is presented in a number of appendices. In appendix A a series of QVT-Relations
specifications that were used for some of the examples in chapter 5 are presented. Appendix
B contains the Model To Text transformation that was used to generate the inputs to the
MILP solver from the Eclipse toolset. Appendix C presents some more detailed results from
the experiments conducted with the MILP transformation engine. Finally, in appendix D,
some of the key published papers [56] [59] [60] [61] are presented for ease of reference.
Given that a range of different strands of research have contributed toward this thesis,
a Thesis Model shall be progressively presented and updated throughout the thesis. This
provides a simple one page summary of the research questions, research outcomes and the
relationships between the two and is intended to orient the reader as they proceed through
the thesis. The initial thesis model shown in figure 1.1 consists simply of the initial Key
Research Question.
12
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Figure 1.1: Thesis Model - Initial Key Research Question
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Chapter 2
Systems Engineering Autonomous
Systems
2.1 Introduction
Autonomous systems are increasing in prevalence and sophistication, and this increasing
autonomy brings unique challenges that systems engineering will be required to address.
Although these systems may employ complex, adaptable, and non-deterministic technologies
that will prove challenging to verify, these technologies will not be unique to autonomous
systems and are not the primary source of the challenges. Instead, it is the combination
of how these systems will be used and where they will be operated that are the source of
many of the difficulties. This chapter sets out the primary motivations that have directed
the subsequent technical research that is described in the following chapters. In order to
describe the perceived challenges to systems engineering posed by autonomous systems, a
selection of definitions of autonomy are considered to highlight the key characteristics of
these types of system. Section 2.3 in this chapter then describes the change in scope to the
verification of systems that increasing autonomy brings. In section 2.4, the requirement to
accommodate change is described, and the requirement for run-time systems engineering
highlighted. In particular, the problem of the coupling of autonomous systems with their
environment is described. Finally, in section 2.6, the work is summarised and a series of key
research questions are defined.
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2.2 Defining Autonomy
To define the challenges for systems engineering increasingly autonomous systems it is
necessary to explore the properties of autonomous systems that differentiate them from other
types of complex system. These properties can then be assessed to determine if and why
they will challenge existing systems engineering approaches. There have been numerous
approaches to classifying autonomous systems published, and the scope of the term is very
broad. In this chapter, the focus shall be on autonomous systems that are autonomous
platforms that operate within the real world. However, many of the observations apply to
other types of autonomous system.
One of the earliest mechanisms to classify autonomy are the Autonomy Control Levels
(ACLs) [66], which describes autonomy as a series of levels, ranging from zero (Remotely
Operated) to nine (Multi-Vehicle Tactical Performance Optimization), with each level being
described in terms of three properties; Perception/Situational Awareness, Analysis/Decision
Making and Communication/Co-operation. These types of linear classification for autonomy
are not uncommon. However, for an assessment of the challenges of autonomy for systems
engineering, the ACLs are not appropriate. The ACLs are specifically associated with
Unmanned Aerial Vehicles (UAVs) and some of the descriptions for the different levels can
be considered too precise, too vague or contradictory. For example, level 9 is classified as
’Multi-Vehicle Tactical Performance Optimization’. The Analysis/Decision making column
description for what constitutes a level 9 system includes both of the following descriptions:
• ’Dynamically optimize multi-ship group for tactical situation’, which quite precisely
refers to a situation (what if no ships are involved?), and
• ’Full decision making capability on-board’, which is particular vague (what constitutes
a ’full decision’?).
An alternative linear scale for autonomy is the Pilot Authorisation and Control of Tasks
(PACT) levels [42] (summarised in Figure 2.1). These differ from the ACLs in their scope.
The PACT levels address the degree of support and independence that the system will have
from a human operator only, whilst the ACLs also consider the sophistication of the decision
making and perception components of the candidate systems. A very basic system that does
a very simple task in a very benign environment may ultimately have a higher PACT level
than a more complex system that is required to conduct a complex task in a challenging
environment; the PACT levels only describe how independent the system will be from a
human when doing that task.
Both approaches are represented as a single, linear scale which can lack flexibility (in
the case of the ACLs) or detail (in the case of PACT levels) when considering the full range
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Figure 2.1: Summary of the PACT Levels, as described by Bonner, Taylor and Fletcher [42].
of autonomous systems. When considering how Systems Engineering may be affected by
autonomy, a more appropriate view is that of the ALFUS [111] (Figure 2.3). Instead of a
linear scale, the ALFUS defines autonomous systems using three independent axes; Human
Independence, Mission Complexity and Environmental Difficulty. The ALFUS does not
proscribe the measures or scale for each axis. This is for prospective users to define, and
existing measures could be used in principle (the PACT levels for Human Independence, for
example). The key characteristic of the ALFUS in comparison to the ACLs is that each axis
is independent, and can be used to define distinct domains. These domains can be considered
as defining different ’types’ of autonomous systems, and the approaches used to engineering
these types may differ.
Consider the two systems shown in Figure 2.2; a six-axis robot operating in an assembly
plant (e.g. the use of a Kuka robot in Automated Wing Box Assembly (AWBA) [179]) and
a high endurance UAV conducting a surveillance mission (e.g. a Global Hawk which has
been designed to navigate from the US to a country of interest autonomously, and loiter on
a mission for at least 24 hours [67]). These systems are represented quite differently on the
ALFUS scale. The six-axis robot operates highly independently from people. However, it
also operates in benign environments, conducting simple tasks; it would be scored relatively
highly on the Human Independence scale, but relatively lowly on Mission Complexity
and Environmental Difficulty. Conversely, the UAV operates in a more complex real-world
environment and is only currently operated with continuous supervision; each UAV is ’crewed’.
The UAV is not trusted to operate without this oversight and hence would score lower on
Human Independence. However, the goal it is tasked with achieving and the environment it
must operate within could be considered more complex when compared to the 6-axis robot.
Therefore these two system represent two distinct sub-domains within the ALFUS space.
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Figure 2.2: A Kuka six-axis robot used in assembly (left) [9] and a Global Hawk UAV
(right) [12]
Figure 2.3: Example system, categorised using the ALFUS. Derived from Huang et al. [111]
In the future, there is a desire to have systems that operate at the extremes of all three axis;
an autonomous system that is able to conduct complex tasks in challenging environments,
with significantly reduced human oversight. This leads to the following question; Will current
systems engineering approaches accommodate systems at the extremes of all the ALFUS
axes?
2.3 Verifying Autonomous Systems
First, consider systems at the extremes of the Mission Complexity axis of the ALFUS. As
these extremes are approached, the systems will be tasked with achieving complex goals.
By necessity, these goals will be specified relatively abstractly. The autonomous system
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will instead have to determine how to achieve its goal given the capabilities available to the
system, and the information available about the current circumstances or situation. If the
required Human Independence is also high, then this presents a challenge; how do we verify
and validate a highly autonomous system is capable of achieving a mission without significant
support from an operator? In order to better illustrate this challenge the problem shall be
illustrated using some of the views from the Ministry Of Defence Architecture Framework
(MODAF) 1.
MODAF has been developed to support architectural activities across the enterprise.
To achieve this, MODAF separates the enterprise architecture into a series of viewpoints
that each describe different domains. Within each viewpoint are a number of views that
capture information or models that describe different aspects of the viewpoint. Two MODAF
viewpoints shall be considered; the Operational Viewpoint (OV), which contains a number
of views that collectively describe an operation or mission to be achieved and the System
Viewpoint (SV), which also contains a number of views, and collectively describe what a
system can do.
The OV describes mission operations in terms of Nodes and Operational Activities, with
Nodes conducting Operational Activities. The different views within the OV capture infor-
mation or models that describe the different relationships between nodes and/or Operational
Activities. Whilst all of the views within the OV have a role to play in the verification of
systems, the OV-5 (Operational Activity model) is of particular interest. This is a description
of the Operational Activities, which can be decomposed further into Operational Activity
Actions, that are required to achieve a particular mission or goal. Generalising, this is a
description of the problem that is required to be addressed or the capability that needs to be
provided, and this description is independent from the specific description of the system that
may achieve that mission or goal.
In contrast to the OV, the SV focuses on specific systems. There are two views of interest
in this viewpoint. The SV-4, or Functionality Description View is generally represented
as a hierarchical functional decomposition, but in some cases is used to show data flows
between different system functions. This view has much in common with the OV-5; indeed,
the MODAF guidance describes the SV-4 as the SV counterpart to the OV-5. Generalising
again, it is a description of the functions that the system possesses or can perform.
If MODAF is to be used to support system verification, then a means to map required
capabilities to provided functions is required. This is achieved with the SV-5 viewpoint,
which maps individual system functions, as specified in an SV-4, to Operational Activities in
an OV-5 (Figure 2.4). The view is typically represented as a simple mapping between system
functions, but in reality would not be used in isolation for verification. Information from
1See https://www.gov.uk/mod-architecture-framework [Last Accessed 7th April 2013]
18
CHAPTER 2. SYSTEMS ENGINEERING AUTONOMOUS SYSTEMS
Figure 2.4: Example MODAF SV-5
Figure 2.5: The change in scope of verification and validation between a manned system
(left) and a highly autonomous system capable of operating in complex environments (right)
other MODAF views, at a minimum, is required. However, the SV-5 does allow us to explore
how the scope of verification changes as Mission Complexity and Human Independence
increases.
Consider the scope of verification and validation for a manned system when overlaid upon
an example SV-5, as shown in Figure 2.5. Verification of the system assesses whether the
system achieves its requirements. Therefore, the verification of a manned system is concerned
with the system functions as represented on the SV-5. Are those functions present, do they
operate correctly and reliably, and are they provided to the necessary level of performance? In
contrast, the mapping in an SV-5 between functions and Operational Activities forms part of
Validation; the mapping is used to determine whether the system’s functions are suitable for
achieving the user or customer requirement (i.e. ultimately providing the needed capability).
During system operation, a human operator forms the bridge between the functions and the
capabilities; they must use the functions in order to realise the capabilities.
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Alternatively, consider an intelligent autonomous system being tasked with achieving the
mission in place of the manned system. A number of effects can be observed. Firstly, the
scope of the system increases markedly. The system is no longer simply providing a number
of functions that will be used by an operator in order to achieve the mission. As the level
of autonomy increases, the system functions become increasingly complex until, with very
capable systems with high levels of autonomy, the system functions are equivalent to the
Operational Activities. In extreme cases, the system may be tasked with achieving a mission
in its entirety independently from any human interaction (such as perform surveillance of
an area and report back), and the system will determine itself how best to achieve the
mission using the available functions. The consequence of this is that the scope of verification
also changes significantly; it must be verifiable that the system can achieve the Mission or
Operational Activities (Figure 2.6). It is no longer sufficient to verify a set of functions
that an operator will then use to complete a mission. The challenge here is how to verify a
system when what it is to be verified against is specified at a high level of abstraction and is
therefore very broad in its scope.
2.4 Accommodating Change
A further consideration is the trade-off between how much of the system can be verified during
design, and the additional information that will be available at run-time for systems that are
at extreme ends of the ALFUS axes. Increasing autonomy presents a conflict because systems
will need to be verified against increasingly abstract Operational Activities, but specifying
these Operational Activities sufficiently precisely at design time is extremely difficult. The
Operational Activities will be complex and detailed and it may be impossible to elaborate,
and therefore verify, the system against all the circumstances it could encounter. In order to
conduct system verification before deployment, assumptions will need to be made in order to
bound the problem. This could include identifying the likely objectives the system could be
tasked with or the typical environments the system will be expected to operate in.
However, a key capability autonomous systems are expected to have is to make decisions
in the field given the circumstances they are presented with, rather than simply carry out
fixed functions2 [136]. If assumptions are ’hard-coded’ during design to support verification,
and there is no means to relax those assumptions or to reassess a system’s performance given
the current circumstances, then these assumptions could prove to be an artificial limitation
on system performance. The system could potentially achieve the task an operator requires
for a specific circumstance, but it is prevented from being used because it was never verified
2A system that conducts a fixed function irrespective of its environment is typically referred to as an
automatic system.
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(a) Scope of verification and validation for a manned system at both design-time (left) and run-time
(right)
(b) Potential scope of verification and validation for an autonomous system at both design-time
(left) and run-time (right)
Figure 2.6: The relationship between design-time and run-time systems engineering for
manned systems (top) and autonomous systems (bottom)
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as being able to achieve that specific task, in that specific context, during design. Verifying
increasingly autonomous systems solely during design is therefore likely to be impractical
and will potentially limit what these systems can do. Given these difficulties, alternatives
are required.
Let us consider this challenge further by considering autonomous systems at the extremes
of the Environmental Difficulty axis in the ALFUS. For increasingly autonomous systems, the
environment is inextricably linked to their performance and therefore has a significant effect
on our ability to verify a system. Autonomous platforms make decisions based on observations
of their environment, the operational context and their assigned mission objectives. This
information is processed, filtered or combined into higher-order representations that form
an abstracted view of the world, and decisions may be taken based on information from
the raw, noisy measurements or the higher-order representations. The outcome of each
decision generally results in some action that causes the system to alter the environment; for
example, by moving through it. This process contains significant uncertainty. Observations
of the environment will never be perfect; there will always be some degree of inaccuracy and
imprecision with each measurement. The abstracted world model may contain assumptions
that result in particular measurements being filtered or given undue prominence. The results
of system actions will never be precisely as intended.
This situation is compounded by two additional problems; the degree of uncertainty in
any given situation is not static and is itself highly dependent on the environment, and that
the performance of the different components that make up the autonomous systems are often
highly coupled. This can be illustrated though using an example autonomous system, an
autonomous ground vehicle that can navigate autonomously using the Global Positioning
System (GPS) and an Inertial Measurement Unit (IMU) as its primary sensors (an example
of which is the BAE Systems Wildcat, as shown in Figure 2.7). The goal for this system
is to navigate from a starting location to a goal location, using a series of way-points that
specify a path, down a road that is 5m wide. It is assumed that the way-points are located
down the middle of the road, that no other sensors are fitted to the vehicle, and that the
vehicle is 1m wide. This appears a reasonably trivial problem for this example system. It
is not a particular complex mission, as represented using the ALFUS, although it is highly
independent of human supervision. However, subtle differences to the environment can have
a significant effect.
Performance of the GPS unit is a key starting point for this problem. If the accuracy of
this sensor is less than 2.0m (half the road with minus half the vehicle width), then it cannot
be guaranteed that the system will remain on the road. However, even with a GPS sensor
with a reported localisation performance that is more accurate than 2.0m:
• GPS isn’t available in all environments. Indoor operation is obviously not possible, but
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Figure 2.7: An example autonomous system, the BAE Systems Wildcat
if the defined route requires the system to operate in heavily wooded areas or through
tunnels then there may be no source of localisation information, and the system could
fail.
• GPS performance isn’t constant in all environments. The accuracy of the system is
affected at run-time by a variety of different factors, including the number of visible
satellites, the geometry of the observable satellite constellation (the Dilution of Precision
(DoP) [130]), multi-path effects [69] and the availability of differential corrections [161].
A system that successfully operates on a road through a large open plain in one area
of the world, may fail to navigate sufficiently well in an urban canyon that is located
somewhere else.
However, even with a sensor that is able to localise acceptably well in the environment in
question, the system is still not guaranteed to be able to achieve the mission. For example, the
platform’s control system still needs to be able to position the vehicle sufficiently accurately
to keep within the road boundary; it will also have an associated error. The overall positional
accuracy of the vehicle is therefore dependent on both the localisation system and the control
system. However:
• The control system accuracy will be dependent on the environment. Control accuracy
on dirt tracks will likely be worse than on asphalt roads, for example.
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Figure 2.8: How Different Error Sources contribute to vehicle inaccuracy in positioning.
Starting from top left 1) INS error 2) INS + Control System Error 3) INS + Control System
error varies depending on environment 4) Addition of geo-referenced way-point error 5)
Alternative System that measures road boundary location error 6) Not all roads look the
same.
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• The control system accuracy will be dependent on the performance of the localisation
system, which is also dependent on the environment. If the differential of position is
being used to measure the vehicles velocity then some of the previously mentioned effects
(multi-path, DoP) can have further knock on effects on the system. Urban Canyons,
for example, can cause the observable constellation of satellites to change rapidly and
often [69]. Each change in the observable constellation can cause a significant jump in
the vehicles estimated position as the error associated with one satellites measurements
is added or removed from the global estimate. This results in the vehicle’s estimated
position ’teleporting’ which then causes unreliable estimates of the vehicles velocity or
heading for short periods of time. If not properly accounted or accommodated for, this
can destabilise the associated control loops of the vehicle.
There are many additional factors that need to be modelled, but which have not yet been
considered in this example. Way-points will have an associated uncertainty; they will not
be placed perfectly down the centre of the road. The rate at which the localisation system
produces updates will affect the positional error of the control system. Other sensor types
could be introduced; for example, a vision sensor to detect road boundaries, but these will
have their own uncertainties and will be equally affected by the environment (weather, visual
appearance of the road or road boundaries, and motion blur). A summary of these error
sources is shown in Figure 2.8. For a comprehensive overview of the type of systems analysis
and modelling that needs to be considered, the reader is directed to the work of Kelly and
Stentz [116].
The implications of this are associated with the system boundary ; what entities are part
of the system (they are within the boundary) and what entities are part of the systems
surroundings (outside the boundary). A traditional view for a complex system would
typically place the boundary at the sensors, communication interfaces and actuators, with
the environment being considered part of the surroundings. However, highly autonomous
systems may be so coupled to the real world that aspects of the environment could almost be
considered part of the system. This would then mean that the same autonomous platform
deployed to multiple environments could be considered different ’systems’ (Figure 2.9).
2.5 Systems Engineering Challenges
The key motivation for the subsequent research are the following two systems engineering
challenges:
1. The verification and validation of increasingly autonomous systems during design,
where the scope of what these systems will be verified and validated against is, in whole
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(a) A traditional view places the system boundary around the system itself, with a primary interface
being the system’s sensor(s).
(b) An alternate view includes the environment within the boundary, as the characteristics of that
environment can have a significant effect on the functionality and performance of an Autonomous
System.
Figure 2.9: Potential views of the ’system boundary’ of an autonomous system, and the
interfaces that system has with its environment.
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or in part, abstract or imprecisely specified during design.
2. Demonstrating that an autonomous systems can appropriately accommodate change
during deployment and use. This is when the context, circumstances and environment
of how and where the system will be used are better known, but the artefacts used to
engineer the system are not typically available.
These two challenges can be broken down into four distinct problems, two for each
challenge. These challenges and problems are summarised in the Thesis Model in Figure
2.10.
• Verifying and Validating a system against abstractly or broadly specified goals and
requirements.
• Verifying and Validating that an autonomous system has the necessary performance
to complete a task, when there are a significant range of variables that could affect
performance.
• Understanding the coupling of autonomous system performance with (changes to) the
environment it is operated in.
• The loss of ’run-time systems engineering knowledge’. In a manned platform, informa-
tion from systems engineering conducted during design-time is imparted to an operator
through training, and used by that operator to inform their decision making based on
their knowledge of the systems capabilities. An operator uses this ’run-time systems
engineering knowledge’ to make decisions about how best to achieve there goal. For
example, they may choose to take a particular route because the terrain favours the
type of vehicle they are using; this knowledge of where the system can and cannot
be used can ultimately be traced back to the systems engineering carried out during
design. An equivalent to this run-time capability is necessary if highly autonomous
systems are to replace operators.
The first step in this investigation is to consider further what must be modelled in order
to successfully validate and verify an autonomous system against increasingly abstract goals
and requirements, and to investigate existing work that has been, or could be, applied to the
systems engineering of autonomous systems. Of specific interest are frameworks that would
support the range of modelling views required, modelling languages and representations for
populating those views, and approaches for ensuring that information across all the views
remains consistent. This leads to a set of KQs that focus the next stage of the work.
1. KQ-2.1 - Do existing representations allow the specification of increasingly abstract
goal and/or requirement representations?
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Figure 2.10: Thesis Model - Broad areas of systems engineering and how they are challenged
by specific properties associated with autonomous systems
.
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2. KQ-2.2 - What existing work has considered system verification against abstract goals
and/or requirements?
3. KQ-2.3 - What must be modelled to successfully verify highly independent Autonomous
System (AS) performance, and what existing representations exist?
4. KQ-2.4 - How should multiple different models of different aspects of an AS be created,
maintained and brought together to verify the system?
System models have a potential impact on systems engineering at run-time. Given the
current focus of systems engineering, many of the tools, representations and approaches
associated with systems engineering are directed toward the design, implementation and
testing of systems. However, for a manned system there is a source of systems engineering
knowledge in the field; the operators of those systems. This knowledge is imparted to these
operators through appropriate training, and they carry out verification and validation tasks
implicitly before and during missions. Particular platforms will be chosen based on the
context and the environment they will be operating within, and decisions will be made
whether a particular system can conduct a specific mission based on the available functions
and capabilities of that system. Whilst people will continue to be involved with the operation
of an autonomous system, their roles will likely change [27]. Therefore, as humans are
more disconnected from the run-time operation of the systems, a source of run-time systems
engineering is also removed. As the level of autonomy increases for systems, alternative
mechanisms for run-time systems engineering are required.
To consider how system modelling can have a role in run-time systems engineering, the
following KQs will be used to focus the work.
1. KQ-2.5 - How can run-time information be used to update and adapt design-time
models?
2. KQ-2.6 - How can design-time models be used effectively by an AS during run-time?
3. KQ-2.7 - Can aspects of AS verification be conducted close to (or at) run-time?
2.6 Chapter Summary
Increasingly autonomous systems pose significant challenges to systems engineering. Whilst
these systems require complex and adaptable technologies in order to operate, it is not the
technologies alone that are the source of the challenges; many of these technologies can be
employed within a wide variety of other types of complex systems without concern. It is how
and where autonomous systems will be used that form the source of the challenges.
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Autonomous systems will be given increasingly complex and abstract tasks, with the
system itself determining how best to achieve those tasks. The consequences of this are
that the scope of verification and validation during design and build changes. Our current
approaches to verifying systems must adapt to the increased complexity, and there are
trade-offs that must be managed. The more that is assumed and proscribed during design,
the more the system can be verified before deployment. However, there is an increased risk
that the system will be artificially limited to only the circumstances that have been assumed
during design.
Systems engineering is generally considered a design-time activity. However, systems
engineering knowledge is delivered alongside manned systems today through the training of
skilled operators. These operators evaluate the precise mission goals they have been tasked
with, the environment they will be operating within and the capabilities of the available
systems and make judgements about whether the goals can be achieved and, if they can, the
best course of action to take based on the circumstances. If the operators involvement is
reduced or removed, then a replacement for this run-time systems engineering knowledge is
required. It will never be possible to fully elaborate all possible circumstances an autonomous
system may encounter during design and it must therefore adapt to the circumstances it is
presented with.
A specific problem is that of the real-world environment. For a highly autonomous
system, virtually all of its interfaces at the system boundary will be with the environment,
either through observations of the environment through the system’s sensors or affecting the
environment through the system’s actions. These interfaces will be complex and contain
significant uncertainty, and the performance of the system components will ultimately be
tightly coupled with the environment. Therefore, our ability to model the environment and
the effect that changes to the environment can have on system functionality, and associated
performance, is critical.
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Chapter 3
Technologies and Related Work for
Systems Engineering of
Autonomous Systems
The Key Research Questions in the previous chapter have been used to guide a review
of existing modelling languages, representations and associated tools. In this chapter the
questions will be considered fairly linearly, starting with the system modelling frameworks.
This is then followed by considering appropriate modelling views for system verification,
approaches for ensuring consistency between modelling views, and the use of models at
both design-time and run-time. For each KQ a series of criteria are established. Existing
frameworks, languages, representations and tools are briefly described with a focus on their
relevance to systems engineering, verification and validation. These are then qualitatively
assessed using the established criteria. This assessment is relatively subjective because of
the breadth and range of existing work that is considered. The chapter concludes with a
summary of the assessment, and the identification of key technologies, tools and associated
research questions that were used to direct the subsequent research.
The relationships between the Key Questions and identified challenges are shown dia-
grammatically in the thesis model for this chapter (Figure 3.1). The structure of this chapter
is as follows:
• In section 3.1 existing modelling frameworks that could support, in whole or in part,
verification of autonomous systems are considered. This partially addresses KQ-2.4
• In section 3.2 existing representations for modelling goals and requirements are discussed,
as is their suitability for use in verifying autonomous systems. This addresses KQ-2.1
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and KQ-2.2.
• Section 3.3 describes existing representations and languages for modelling different
aspects of an autonomous system, including its functions, behaviour and performance.
This address KQ-2.3.
• Section 3.4 describes existing work that supports the use of models in supporting
specific types of system analysis or system verification. This addresses KQ-2.5, KQ-2.6
and KQ-2.7.
3.1 Modelling Frameworks, Meta-Modelling infrastruc-
ture and related projects
3.1.1 Introduction
The development of meta-modelling infrastructure (or meta-meta-modelling approaches) and
system modelling frameworks have been an area of significant research over the last two
decades, and a number of existing approaches exist. Meta-meta-modelling approaches support
the development of meta-models, whilst modelling frameworks support the use of models
and views on to those models. These existing frameworks are not necessarily incompatible
with each other; indeed some are intended to be complementary. For the systems engineering
of autonomous systems the primary concerns are whether the frameworks allow the capture
of all the information required to verify the system (including both goals/requirements and
system capabilities), the degree to which they support different modelling languages or
representations, how they control or enforce consistency across views, and the associated
maturity/tool support.
Before describing the frameworks, the concept of Domain Specific Models (DSMs) and
Domain Specific Languages (DSLs) [92] shall be briefly introduced. A DSM is a model that
has been designed to facilitate modelling within a particular problem domain (Cook [68]).
These languages are much narrower in scope than more general languages such as the Unified
Modeling Language (UML) and Systems Modeling Language (SysML) (which shall be covered
subsequently in this chapter), and are intended to address very specific modelling problems.
The specific nature of DSMs and DSLs is often a benefit when modelling the specific domain
for which they are intended, but these models must be related, integrated and/or transformed
with other models covering other domains if they are to be useful for anything beyond
modelling that specific domain. The concepts associated with DSMs are therefore pervasive
throughout this chapter. Specific DSLs, including techniques to facilitate the use of multiple
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Figure 3.1: Thesis Model - Key Research Questions to guide the review of the published
literature
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DSLs shall be described, both later in this chapter and as part of the next chapter that
specifically considers model transformation. However, given the range of domains that need
to be considered when conducting the system engineering of autonomous systems, the degree
to which modelling frameworks are able to capture and model domains of interest for systems
verification becomes increasingly important.
This section is split into three sub-sections. The first sub-section considers modelling
frameworks; specifically Model Driven Architecture (MDA), the Department Of Defense
Architecture Framework (DoDAF) & the Ministry Of Defence Architecture Framework
(MODAF), the Multi-Representation Architecture (MRA), and the Nucleus Modeling Frame-
work (NMF). The second sub-section considers meta-meta-modelling approaches, such as
the Meta-Object Facility (MOF)/Eclipse Modeling Framework (EMF)/ECORE and Rela-
tion Oriented System Engineering (ROSE). The final sub-section considers the MADES
project that aims to utilise aspects of both meta-meta-modelling approaches and modelling
frameworks.
3.1.2 Criteria
The main criteria of interest when considering the existing modelling frameworks and
associated meta-modelling infrastructure are whether they have been applied to the modelling
of Autonomous Systems previously, whether they support the model types of interest for
AS, and whether they have mechanisms in place to assist with ensuring consistency between
models and/or views.
Two related set of criteria are summarised in tables 3.1 and 3.2. The first set of criteria
consider whether the modelling frameworks have been used to capture or relate the model
types of interest. The second set of criteria consider whether the meta-meta-modelling
approaches have been used to create meta-models for the model types of interest. Note,
specific languages or representations used within the frameworks for creating particular
classes of model (e.g. functional models) shall be considered separately in section 3.3.
3.1.3 Related Work
Modelling Frameworks
MODAF - MOD Architecture Framework The Ministry Of Defence Architecture
Framework (MODAF) (and the closely related US version, the Department Of Defense
Architecture Framework (DoDAF)) is an enterprise framework which is designed ’to support
defence planning and change management activities’ [143]. It is based around a series of
viewpoints with each viewpoint (primarily) viewing the enterprise architecture at a particular
level of abstraction. Each viewpoint consists of a number of views which each capture separate
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Table 3.1: Qualitative Criteria for Assessing Modelling Frameworks
Criteria Description
Explicit examples of use with AS Can examples in the literature be found where the selected framework
has been explicitly applied to autonomous system development?
(Potentially) Accommodate AS
goal/task/requirement models?
Can examples in the literature be found where the framework has
contained/captured models of goals/tasks/requirements or is there
evidence to suggest the framework could accommodate models of this
type?
(Potentially) Accommodate AS
functional models
Can examples in the literature be found where the framework has
contained/captured models of AS system functionality, or is there
evidence to suggest the framework could accommodate models of this
type?
(Potentially) Accommodate AS
behavioural models
Can examples in the literature be found where the framework has
contained/captured models of AS system behaviour, or is there evidence
to suggest the framework could accommodate models of this type?
(Potentially) Accommodate AS
non-functional performance mod-
els
Can examples in the literature be found where the framework has
contained/captured models of AS system performance, or is there
evidence to suggest the framework could accommodate models of this
type?
Includes mechanisms to en-
sure consistency between model-
s/views
Does the framework explicitly include mechanisms to define, ensure or
assist with maintaining consistency between multiple models and/or
views?
aspects of the enterprise under consideration. The viewpoints themselves are wide ranging,
including an Acquisition viewpoint that describes dependencies between (defence) projects
(in short, what capability is required, when is it required and how are those capabilities
related) and a Technical Standard viewpoint that, as the name implies, documents the
relevant standards or processes relevant to the enterprise.
However the more widely used viewpoints, and the key viewpoints of interest for verification
and validation, are the Operational Viewpoint (OV), which describes the ’mission’ to be
achieved and the System Viewpoint (SV), which describes a particular system. In brief, the
OV can be said to describe mission operations in terms of Nodes and Operational Activities;
Nodes conduct Operational Activities. The different views within the OV describe models
that capture different relationships between Nodes and/or Operational Activities. These
views cover elements such as the information exchange requirements between nodes based on
the activities they will conduct (OV-3) or organisational relationships between Nodes (OV-4).
Nodes do not refer to specific systems. They are an abstracted description of an entity that
has a role within the operation. Of particular interest for this project is the OV-5. This is
a description of the activities (which can be decomposed further into Operational Activity
Actions) which are required to achieve a particular mission or goal. This is a description of
35
CHAPTER 3. TECHNOLOGIES AND RELATED WORK FOR SYSTEMS
ENGINEERING OF AUTONOMOUS SYSTEMS
Table 3.2: Qualitative Criteria for Assessing Meta-Modelling Infrastructure
Criteria Description
Explicit examples of use with AS Can examples in the literature be found where the selected framework
has been explicitly applied to autonomous system development?
(Potentially) be used to create
AS goal/task/requirements meta-
models?
Can examples in the literature be found where the meta-meta-modelling
approach had been used to create meta-models of goals/tasks/require-
ments or is there evidence to suggest the approach could represent
meta-models of this type?
(Potentially) be used to create
AS functional meta-models
Can examples in the literature be found where the meta-meta-modelling
approach had been used to create meta-models for AS functions or is
there evidence to suggest the approach could represent meta-models of
this type?
(Potentially) be used to create
AS behavioural meta-models
Can examples in the literature be found where the meta-meta-modelling
approach had been used to create meta-models for AS behaviours or is
there evidence to suggest the approach could represent meta-models of
this type?
(Potentially) be used to create
AS non-functional performance
meta-models
Can examples in the literature be found where the meta-meta-modelling
approach had been used to create meta-models for AS non-functional
performance or is there evidence to suggest the approach could represent
meta-models of this type?
Includes mechanisms to en-
sure consistency between model-
s/views
Does the meta-modelling approach explicitly include mechanisms to
define, ensure or assist with maintaining consistency between multiple
models and/or views?
the ’problem’ we wish to address, or capability that needs to be provided, that is independent
from the specific description of the system that may achieve that mission or goal. Existing
work has shown that the MODAF viewpoints, and in particular the OV-5, can be used as a
source for generating a traditional User Requirements Document (URD) [30].
The SV in MODAF focuses on the specification of a specific system, and also comprises
of a series of views. These views focus on elements such as interfacing and interaction (SV-1
and the series of SV-2 views), or management of system configurations through life (SV-8).
A key view of interest in the SV is the SV-4 that describes the functionality provided by a
particular system (or systems). The SV-4 can be represented in several ways, including as a
hierarchical functional decomposition, or as data flows between different system functions.
This view has much in common with the OV-5; indeed, the MODAF Guidance describes the
SV-4 as the systems view counterpart to the OV-5 [144].
Given that MODAF contains a description of the mission, goal or problem to be solved
(OV-5) and a description of a specific set of systems and their functionality (SV-4), it is
reasonable to expect that it also provides a means to relate these views if we are to verify and
validate that a system is fit for purpose. This is provided through the SV-5 viewpoint, which
maps individual system functions (as specified in an SV-4) to Operational Activities that
36
CHAPTER 3. TECHNOLOGIES AND RELATED WORK FOR SYSTEMS
ENGINEERING OF AUTONOMOUS SYSTEMS
have been represented in an OV-5. The view is typically represented as a table or matrix.
The key benefits of MODAF is that it clearly separates enterprise modelling into a discrete
set of layers at different levels of abstraction, and it very clearly specifies the types of artefacts
that should be captured in each of the views associated with those layers. There are however
a number of problems. MODAF doesn’t mandate specific modelling notations or languages
for any of the views, although the UML-based Unified Profile for DODAF/MODAF (UPDM)
has been gaining traction [151] . As noted by Alexander and Kelly [26] the quality of MODAF
models can vary, and the use (or otherwise) of UPDM is a factor in this. In addition, some
of the views necessary for verification and validation are weakly specified and don’t provide
a standard mechanism for representing some of the necessary information. Consider, for
example, the SV-5 as specified in the MODAF guidance. For verification and validation this
is a key view; it is the basis of describing how the combination of system functions will achieve
a required activity or capability. However, the only supported representation is a tabular
representation, and all of the examples shown use binary relations; e.g. if function X, Y and
Z is present then activity 1 can be achieved. This is not sufficient where the performance of
the functions will be dependent on the environment the system is placed in and the specific
actions the system is required to carry out. Instead a means to describe the performance
relationship between system functions, environment and activities is preferable. This could
be captured using some other modelling representations such as, for example, the Parametric
View in SysML (which will be discussed in more depth subsequently). Indeed, some SysML
views are supported representations for other MODAF views. However, this reinforces the
problem. For some MODAF views the suggested representations are insufficient, and for
other MODAF views there is too much choice over the representations that can be used.
The SV-4 can be represented as a UML or SysML Activity Diagram, a tree-based functional
breakdown, or as simply a series of connected shapes conforming to no specific notation.
However, there is little guidance on how a function in an SV-4 should actually be described.
There is no formal guidance on specifying pre- or post- conditions, timing constraints or what
are considered appropriate inputs to these functions. In addition, there is little support for
maintaining consistency between views. Both MODAF and DODAF are highly diagrammatic
and the generation of new views is generally a manual process. Maintaining consistency
between views as they are modified has little tool support. This responsibility often falls on
the modeller.
MODAF and DODAF therefore provide good guidance on the type of views that could
be used to support system verification and validation against missions and environment,
but are not particularly precise or well suited to detailed system modelling. Given that
these frameworks came from defence, and that the defence domain is one of the areas where
autonomous systems are anticipated to provide a significant benefit, it could be expected
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that there would be a significant number of published examples of MODAF-based models
based around autonomous systems. This does not appear to be the case however. There are
examples where UAVs are captured within the Operational Viewpoint [122], or where the
Operational Views describe a mission that could be conducted by a UAV (e.g. the Time
Critical Targeting views by Dickerson and Mavris [76]). However no compelling examples
have been identified where the System Viewpoint has been used to describe high quality
models of an autonomous system and its capabilities, nor where the System Viewpoints and
Operational Viewpoints have been used to provide some form of verification of an autonomous
system. More often, DODAF and MODAF have been cited to provide a conceptual grounding
for an alternative framework (e.g. [213] [141]) in a not dissimilar fashion to how MODAF
was utilised in chapter 2 to identify challenging aspects for systems engineering caused by
autonomy. There are likely two reasons for this lack of published work. Firstly, the current
tool support and representations within DODAF/MODAF are unlikely to be sufficiently
precise or rich to address the problems autonomy brings to systems engineering without
further work; these architectural frameworks were not originally intended to be used to model
a particular system in depth. Secondly, these representations are undoubtedly being used
within the defence industry to model aspects of autonomous systems but these are not likely
to be widely published.
Model Driven Architecture - MDA Model Driven Architecture (MDA) is a set of
standards developed by the Object Management Group (OMG) for MDD, which describe
an architectural approach for designing and building systems with a particular focus on
"portability, interoperability, and re-usability" [142]. MDA achieves this by focusing on
developing system models which clearly separate the concerns of the problem to be solved,
a solution that may address that problem and the specific implementation details of that
solution. MDA does not replace other OMG standards, such as SysML, UML or the Common
Object Request Broker Architecture (CORBA). Instead, these other technologies can be
utilised within an MDA based approach.
MDA, as you would expect from an approach that looks to separate concerns, specifies
some key principles but does not explicitly state how those principles should be realised. The
OMG provides a number of technologies which can be used to realise those principles, but it
should not be assumed that these other OMG technologies (such as SysML or UML) are
the only technologies that can be used to realise an MDA based approach, nor should it be
assumed that any system concepts that we cannot model with current OMG technologies
are automatically incompatible with MDA.
The four principles behind MDA are [46]
• Models expressed in a well-defined notation are a cornerstone to understanding systems
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for enterprise-scale solutions.
• The building of systems can be organised around a set of models by imposing a series
of transformations between models, organised into an architectural framework of layers
(Computation Independent Model (CIM), Platform Independent Model (PIM), and
Platform Specific Model (PSM)) and transformations1.
• A formal underpinning for describing models in a set of meta-models facilitates mean-
ingful integration and transformation among models, and is the basis for automation
through tools.
• Acceptance and broad adoption of model-based approaches requires industry standards
to provide openness to consumers, and foster competition among vendors.
The CIM is the most abstract model representation in MDA, and models within typically
describe the Application Domain. It specifies what a system should achieve, but does not
describe how the system should achieve it. Generally the CIM is represented from the point
of view of a domain expert in the application domain, and not from the point of view of
any of the domains associated with the construction of the system. The PIM captures
models associated with a solution to the problems expressed in the CIM, but avoiding specific
implementation details for a particular platform or instantiation. This does not mean that the
PIM is an abstract or incomplete model that is lacking some of the views that are required to
fully implement the system. A PIM can still include models or views associated with system
structure, behaviour, state, and/or analysis. Indeed, some tools that support Executable
UML (xUML) [174] support the direct execution of models that can be considered a PIM.
The PSM contains additional information relating to a specific implementation that
is required to actually build and deploy the system. This could include using particular
middleware (such as J2EE or CORBA), specific communication mechanisms, or alternative
sensors. Generally a PSM would not contain completely new views or new concepts when
compared with the PIM; instead the PSM is generally considered a refinement of the PIM.
Ideally, the construction of a PSM will be largely automated through a model transformation
from the PIM. In some instances, the PIM is transformed directly into a programming
language (such as C++ or Java) (for example, using a tool such as AndroMDA [41]). This
generated code is sometimes referred to alternatively as a PSM or a Platform Specific
Implementation (PSI). Which term is used is relatively arbitrary, and largely depends on
whether an actual model has been created that contains implementation specific information
(for example in UML), which is then transformed into source code.
1Note, transformations are a key part of MDA, but they are not unique to MDA.
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There are many tools that claim to support MDA. For examples, see the AndroMDA [41],
Acceleo [1] and Enterprise Architect [4] tools and languages. In practice the majority of
these tools:
• Cannot truly claim to support MDA, as they do not support the MOF. At best they
can be said to support ’MDA-like development’.
• Only support ’MDA-like development’ for a subset of models and views associated with
the OMGs MDA. This subset is generally based around transforming elements of a
PIM into code using a Model To Text (M2T) transformation. This reduces the claim
of MDA support futher, as they support a ’subset of MDA-like development’.
• Use UML as the language of choice for the PIM. However, only a sub-set of the full
language is supported in the model transformations supported by these tools (e.g. class
diagrams).
Model To Model (M2M) transformations are comparatively rarer in commercial use today,
although there are numerous languages available. These languages are discussed in depth in
chapter 4. M2M transformations have a number of potential uses.
• They can be used to create models. That is, a model transformation can be used to
generate a platform specific variant of a PIM automatically.
• They can be used to keep models synchronised. For example, as manual changes are
made in a PIM, they are automatically propagated to a PSM.
• They can be used to verify that models are correctly related. Given a description of
how two or models should be related, a tool can test whether existing models meet
those constraints.
There are a number of problems or limitations with MDA as it is defined by the OMG.
The CIM is the ’poor cousin’ of the viewpoints. It is specified briefly within the MDA
Guide2 [142], and is rarely featured in real world applications of MDA. In the few occasions
where a CIM is explicitly described, it is generally represented as requirements or use case
models, and these model representations are typically not specified precisely enough to be
used with M2M transformation approaches. There are published examples where a CIM has
been specified more precisely and then been transformed to a PIM [120] [178] [231], although
the use of the CIM in this way is currently the exception rather than the rule. However, if
an autonomous system is to directly utilise models of plans, tasks or goals at run-time, the
2Within the guide, the CIM is not mentioned is any of the sections that describe model transformations.
It is instead briefly introduced early in the guide and then ignored in the subsequent sections.
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ability to specify these types of model in a form that the system can interpret is required.
These models would therefore form part of a ’formal CIM’ representation.
There are existing examples of MDA being applied to autonomous systems. Pena et
al. describe an MDA based approach to specifying and deploying polices in autonomous
systems [166], although in later work the team appear to prefer the term Agent Oriented
Software Engineering (AOSE) [112], over MDA [167]. There is a focus by this team on agent
based approaches and, in particular, the GAIA methodology which is briefly discussed in
section 3.2 [226]. The primary use of MDA by Pena et al. is to ensure and manage an
appropriate separation of concerns in the development of agent based systems. Specifically,
the approach ensures that roles within the system are modelled distinctly from the models
that capture how roles interact, and which in turn are separate from the models that describe
how agents are assigned to roles. Model transformations are used to generate ever-refined
models and, ultimately, software code (a PSM) which is then used to implement and manage
the selected policy. Whilst limited to a particular type of technology and applied to a
hypothetical space mission (a swarm of autonomous space craft), this work does begin to
demonstrate how MDA may offer a benefit when modelling complex autonomous systems
by maintaining an appropriate separation of concerns. An another relevant piece of work is
the application of MDA to a NASA autonomous ground control station by Rash et al. [176].
This work focuses on a modelling approach that automatically generates some of the software
for a proof-of-concept ground control system that automates the control of orbiting satellites
that only have periodic communication with the station. This work is particularly interesting
for two reasons. Firstly, the ground control system is a more realistic example than that used
by Pena et al. More importantly though is the work by Rash et al. conducts transformations
from requirements through to code; although the term is not used directly by Rash et al., their
initial starting point is effectively a CIM. They achieve the transformation from requirements
to an analytical model (Hoare’s Communicating Sequential Processes (CSP) [110]) by using
a tool called ANTLR which takes user requirements specified in an English-like grammar as
an input. From this it generates a translator, which in turn is used to generate a CSP model
that can then be used to generate software code.
Multi-Representation Architecture - MRA The Multi-Representation Architecture
(MRA) is a conceptual framework for system design and modelling which includes systems
analysis. The MRA concept is explicitly connected to the notion of Composable Objects
(COBs), which are described further in section 3.3. It achieves this by utilising four conceptual
patterns to describe different aspects of the system model [164]. The four conceptual patterns
are:
• Analysable Product Models (APM) - As described by Peak, these are ’knowledge-
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based design models augmented with analysis oriented overlays’. Essentially, these are
traditional system design models (which could be generated in UML, SysML, CATIA,
CADDS5, etc) that have been annotated with additional information to support systems
analysis of these models.
• Analysis Building Blocks (ABB) - These are analytical blocks that are modular and
generic with respect to the product solution. Essentially these form a library of reusable,
generic pieces of systems analysis.
• Context Based Analysis Models (CBAM) - These describe the analysis that is relevant
to a specific product or system. Essentially these provide the link between the ABBs
(generic analytical blocks) and APMs (the system design/model). The CBAM represents
the specific systems analysis for the system described in the APM, utilising generic
analytical concepts from the ABBs.
• Solution Method Models (SMM) - The Solution Method Models provide the means
to actually solve the analysis. Effectively the SMMs provide a bridge between the
description of the analysis and the solver tool to solve the analysis by converting the
description into something the tool can process.
The focus on systems analysis for this architecture is a key advantage over the other
considered frameworks. This analytical capability appears well suited to some of the types
of systems analysis that are required for autonomous system modelling, such as sensor
performance modelling. However, there is little evidence that MRA has been applied in the
form described in the cited papers by anybody except its creators. This is partly because
some of the main concepts of MRA and the key approach it relies upon, Composable Objects,
have been included in and superseded by SysML.
Nucleus Modeling Framework In introducing the Nucleus Modeling Framework (NMF),
Meijler et al. [139] begin by highlighting three different styles by which a generated model
may ultimately be utilised and deployed on a running system. An interpretive approach
would utilise a model representation directly, combined with some type of executable tool
to interpret the model and conduct the necessary verification. Examples of this type of
model use would include Executable UML and Automated Planners, both of which shall
be described in more detail subsequently. A generative approach takes a design-time model
and create an executable piece of software based on that design-time model which could be
executed by the system directly. This is typically the method employed through the use of
Model Driven Architecture with model transformation, or some other analytical tools such as
Simulink. The advantages of a generative approach are largely reduced execution time, and
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more efficient storage usage. The primary advantage of an interpretive approach is the ability
to more easily modify the model during execution. Typically, interpretive approaches can
more easily adapt to change but this advantage also leads to additional complexity. Changes
that are incorrect could introduce defects and cause execution to fail.
The advantages of both approaches are relevant for autonomous system verification. The
analysis required to verify an autonomous system may be quite complex, and many systems
have limited processing resources available to them. However, one of the primary reasons for
conducting verification close to run-time is to accommodate change more easily, which leads
us instead towards an interpretive approach.
A third approach has been advocated by Meijler et al., the Nucleus Modeling Framework
(NMF) [139], and this is effectively a hybrid of both generative and interpretive approaches.
The primary goal of NMF is to have a more tightly integrated modelling/run-time environment,
obtaining the advantages of both generative and interpretive approaches whilst mitigating
many of the negatives. It achieves this by having three distinct run-time interpretations of
design-time models. Each model consists of Conceptual Model Classes (CMCs) that are:
• Implemented - the class is transformed into an Implementation Model Class (IMC)
which describes a physical implementation for that class.
• Instantiated - the CMC can be used as a factory to create data objects which are
instances of an IMC.
• Dependent - Dependent CMCs can be created (dCMCs) which build upon or extend
existing CMCs.
Many of these features and approaches are available in existing approaches; indeed they
build upon existing paradigms such as Object Oriented and Model Driven Development.
However, the key aspect of NMF is that the framework allows CMCs to be utilised in either
an interpretive or a generative manner as required, and ensures that changes to CMCs are
correctly propagated to the generated IMCs, Data Objects, and dependent CMCs. In short,
NMF is a change management framework that allows a developer to manage different views
of the same model classes in a convenient and consistent manner. Given the variety of model
types considered in chapter 2, this appears a desirable characteristic for run-time verification
of autonomous systems.
In terms of usable representations, NMF is instead largely a UML and Java based tool
with what appears to be a number of Java packages being developed to facilitate its use.
It has some similarities to the Eclipse Modeling Framework (EMF) [193] with additional
constraints to enforce consistency. Interestingly, model transformation technologies and
languages are not explicitly considered within the work presented by Meijler et al. They
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would appear ideally suited to some aspects of the system, such as the generation of IMCs
from CMCs, and maintaining consistency between CMCs.
Meta-Modelling Infrastructure
Meta-Object Facility and ECORE Meta-data is data that describes data. Meta-data
can describe how data is structured in a database, how data is organised on a hard disk, or
how models are arranged. A particular problem has been that meta-data has been proprietary
to specific tools, and this has been a barrier to allowing data to be freely exchanged and
utilised between particular tools.
The Meta-Object Facility (MOF) is an OMG standard that provides a meta-data manage-
ment framework; a standard to generate, represent, manage and exchange meta-data [153].
The MOF has become a key underpinning technology for the OMG in realising the Model
Driven Architecture [142] for a number of reasons. First and foremost it is a language for
meta-modelling; a modelling language for defining modelling languages [119]. It has been
used by the OMG to define languages such as UML [150] and SysML [156], although its
use is not limited to these large, general modelling languages. By using the MOF directly,
modellers can create their own modelling languages, potentially targeted at very specific
domains [217]. Indeed, this is one of the more common approaches for defining DSMs and
DSLs. This standardised approach to meta-model management brings other advantages, with
a particularly key advantage being the applicability other technologies and tools. The OMG
has developed other technologies, such as the XML Metadata Interchange (XMI) standard for
model serialisation [154] and the Query/View/Transformation (QVT) model transformation
standard [157], in terms of the MOF. This means that any new DSLs that are developed
using the MOF can immediately make use of these technologies; language-specific variants
do not need to be specifically generated.
The MOF not only defines a meta-modelling language, but also the architecture by which
meta-models and models are arranged. It is a layered architecture and is typically represented
as having four layers although this is not a hard requirement. In its four layer representation,
• M3 refers to the meta-modelling language itself,
• M2 refers to the meta-models (or Domain Specific Languages) created using the
meta-modelling language,
• M1 refers to the models created that are compliant with their meta-models, and
• M0 refers to implementations of those models.
This is an object-oriented view of modelling; each layer contains instances of the classifiers
contained in the layer above. Whilst this is one mechanism by which the layers within Model
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Driven Architecture can be implemented, it is a very hierarchical and rigid mechanism. The
classifier/instance relations between modelling layers do not provide the flexibility in relation
specification that specialist model transformation technologies do.
The current MOF standard (v2.4.1 as of writing) [153] actually describes two variants of
a meta-modelling language, the Essential Meta-Obect Facility (EMOF) and the Complete
Meta-Object Facility (CMOF), with EMOF capturing the majority of features aligned with
object-oriented programming, and CMOF being a superset of EMOF that also includes
additional constructs available in the UML meta-model. However, the use of CMOF is not
particular popular and there are few tools that support the complete CMOF specification
at the present time; MOFLON is perhaps the most prevalent example [216]. Instead, the
ECORE meta-modelling mechanism within the Eclipse Modeling Framework (EMF) [193]
has emerged as a de-facto standard for meta-modelling languages. Whilst MOF and ECORE
started as separate meta-modelling approaches, they have gradually converged. In current
versions of Eclipse, ECORE is effectively an implementation of the EMOF. Most of the
current implementations of OMG technologies, such as XMI and QVT, utilise ECORE as
their meta-modelling language. In the remainder of this thesis, the terms ECORE and MOF
will be used interchangeably.
There are numerous examples of DSMs being applied to autonomous and embedded
systems, although not all of these utilised MOF/ECORE as the meta-modelling languages
of choice. Balasubramanian et al. describe a DSL for describing component based systems,
and apply this to a UAV example [31]. The meta-modelling language used in this case
is the Generic Modelling Environment (GME) [131]. Whilst the GME is an independent
meta-modelling approach to the MOF, there have been attempts to bridge the two using
model transformations [37], and a MOF meta-modelling environment has been created
using GME [79]. The DSL developed by Balasubramanian et al. has similarities with
the Architecture and Analysis Design Language (AADL) and SysML, both are which are
discussed in more depth in section 3.3. However, the key relevance of this work is not the
DSL per se, but the approaches and associated tools that allow such DSLs to be created by
end users.
Relation Oriented Systems Engineering ROSE is a mathematical systems engineering
framework that has been developed by Dickerson [74], Mavris [75] and Valerdi [73]. ROSE
is principally a Domain Specific modelling framework that utilises a formal framework
based around mathematical relations. The mathematical relations form a homomorphism
(a structure preserving map) between the models or viewpoints. These may or may not be
isomorphisms (a bijective homomorphism). If they are not, then they essentially form a
description of abstraction between views.
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Dickerson and Valerdi have applied ROSE to a case study involving an Unmanned Aerial
Vehicle [73]. They also align some of their generated mathematical models with views in the
MODAF/DODAF framework. Similar comparisons have also been drawn with MDA [75].
The ROSE approach has relevance to the verification of autonomous systems. Models of
Missions or Operations are generated, as are models of system functions and capabilities.
These are related through a model transformation and are used to assess whether a particular
system has the necessary functions in order to achieve the mission. However, ROSE is still
under development, has limited tool support and the representations are not currently well
suited to modelling certain views of interest. There is no real notion of system performance
specified in the current published examples that utilise ROSE. A function is either present
and able to satisfy a capability or it is not. This is an obvious limitation when trying to
apply ROSE to autonomous systems engineering given some of the performance models that
need to be considered. Secondly, although links have been drawn to MODAF/DODAF and
MDA, there have been no explicit links drawn with existing modelling languages such as
UML and SysML at the present time. It is likely possible to transform a MOF, UML and/or
SysML model into the mathematical format that is used by ROSE, and the availability of
such a transform would significantly increase the practicality of the approach.
Related Projects
MADES Whilst the degree of published work on system modelling and verification and
validation of autonomous platforms is relatively small, by generalising the systems under
consideration to embedded or other real-time systems, there is a much larger body of work
to consider. An example is the MADES project [29] that aims to develop novel system
modelling approaches for real-time and embedded systems, with a specific focus on avionics
and surveillance systems [172]. MADES is looking to achieve this by developing a MADES
language, which pulls on existing representations such as SysML [156] and the Modeling and
Analysis of Real-Time Embedded Systems (MARTE) profile for UML [23]. Some of this work
is directly applicable to autonomous systems. Consider the examples published by Quadri et
al., where a Car Collision Avoidance System (CCAS) is used as the primary example. In this
system, a RADAR/camera based system is used to detect and warn a driver of an obstacle
(for example, a person or a vehicle) in the systems path. The top-level requirement is stated
as follows:
Detect Collision by means of installed radar detection or by the image tracking system.
Switching between radar and image tracking depending upon user requirements and weather
conditions. Take appropriate actions to avoid collisions and notify the driver.
A series of derived requirements from this top level requirement are generated and it is
from these the focus of the authors can be seen. The requirements are largely focused on the
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underlying system functions, and the sequencing and timing requirements of those functions.
For example, ’The radar or image tracking module should send the data to the Controller
every 100ms via the system, and the communication should take 20ms’. Whilst this type
of analysis is undeniably important, there is insufficient information in the models to give
confidence that the system actually achieves the drivers main requirements; that appropriate
objects shall be detected in sufficient time and sufficiently accurately to allow the vehicle
or driver to take appropriate action in the necessary time. Consider some of the following
questions:
• What are the acceptable object types, properties and detection likelihood? - The system
is likely required to detect people and vehicles. What’s the range of the RADAR sensor
and what is its field of view? The presented models by Quadri are not holistic in the
sense that it’s not clear if the selected sensor is able to detect the required type of
objects at all. Attributes like the likely width of the object, RADAR sensor location
on the vehicle, reflectivity of the material of the object and potential motion of the
object are all key attributes that would need to be modelled for a successful CCAS.
• What are the host vehicle properties? - One of the derived requirements states that
’If an external object is less than 2 metres away, the driver should be notified ....... If
the system remains in a critical warning state for more than 300ms and the distance
from the object is still less than 2 metres away then the engine should be stopped,
brakes applied’. Again, a holistic view is required if this derived requirement is to be
reasonable. How quickly is the vehicle that is fitted with CCAS going to be travelling?
A car travelling at 30mph is travelling almost 15ms−1; for this requirement to be valid
for CCAS it could only be applied to vehicles travelling much slower than 30mph. If
it is assumed that during the 300ms processing time before the brakes are applied
the vehicle will have travelled half the distance (1m), then this CCAS system is only
applicable to vehicles travelling at 1ms−1 ( 2 mph) or less. Similarly there needs to be
a reasonable chance the vehicle can actually be stopped in time. Factors like vehicle
deceleration in a particular environment need to be taken into consideration.
• What environment will the system operate within? - As highlighted in the previous
chapter, and discussed further by Stentz and Kelly [116] sensor performance is very
dependent on the environment the system is operating in. Weather, such as rain or
dust can affect sensor performance (such as range). Although additional technologies
can be applied to overcome these environment effects (e.g. filtering), these can improve
robustness of the system at the expense of latency of the results. It may now take
several sensor scans to provide a reliable estimate of the environment.
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Table 3.3: Qualitative Assessment of Modelling Frameworks
Criteria MODAF MDA MRA NMF
Explicit examples
of use with AS
Yes [122] Yes [166] [176] No No
(Potentially) Ac-
commodate AS
goal/task/require-
ment models?
Yes Yes No No
(Potentially) Ac-
commodate AS
functional models
Yes Yes Yes Yes
(Potentially) Ac-
commodate AS
behavioural models
Yes Yes No Not in the pub-
lished work
(Potentially) Ac-
commodate AS
non-functional per-
formance models
Basic Analytical
Models only
Potentially, but
limited existing
published work
Yes No
Includes mecha-
nisms to ensure con-
sistency between
models/views
Limited traceabil-
ity between view-
points
Yes, utilising
model transfor-
mation
No Yes
This critique of the work by Quadri et al. is somewhat unfair. The presented models were
not designed to show a holistic system, and instead focus on the key aspect that MADES is
being developed to address, notably the modelling of the real-time system elements. However,
their example serves to show the problems introduced by autonomy, and this example is
not alone on focusing on timing and latency of the internal aspects of embedded systems
as the primary performance criteria (For further examples, see [169] [108]. This list is by
no means exhaustive). Without a holistic view, a system may be developed that can meet
its timing requirements, but which is too sensitive to its environment, not developed for
the right requirement, makes inappropriate assumptions about the rest of the system, or
incorrectly characterises the quality of the data entering the system. All of these factors need
to be considered in developing a complete autonomous system, and an integrated modelling
solution therefore needs to support all of these different aspects.
3.1.4 Section Summary
The frameworks and meta-modelling infrastructure considered so far all have desirable
properties and potential difficulties. The assessment for modelling frameworks is summarised
in table 3.3, whilst the assessment for meta-modelling infrastructure is summarised in table
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Table 3.4: Qualitative Assessment of Meta-Modelling Infrastructure
Criteria MOF/ECORE ROSE
Explicit examples of use with AS No Yes [73]
(Potentially) be used to create
AS goal/task/requirement meta-
models?
Potentially Yes
(Potentially) be used to create
AS functional meta-models
Potentially Yes
(Potentially) be used to create
AS behavioural meta-models
Potentially Potentially through dependen-
cies
(Potentially) be used to create
AS non-functional performance
meta-models
Potentially (e.g. SysML Para-
metric View), but limited exist-
ing published work
No
Includes mechanisms to en-
sure consistency between model-
s/views
Yes, classifier/instances and the
basis of many model transforma-
tion approaches
Yes
3.4. The main conclusions are as follows:
• Meta-meta-modelling approaches, such as MOF/ECORE and ROSE are key to realising
many of the modelling frameworks. However, there are few examples of autonomy
specific meta-models being developed.
• MODAF provides the broadest number of (explicitly specified) views, formalising
a number of views not present in the other frameworks. However, the modelling
representations for each of the views are weakly specified and, whilst some of the views
conceptually may support verification and validation, the allowable representations are
typically not well suited.
• MDA and ROSE also promote the separation of models into key views, although
do not prescribe as many views as MODAF. For each of these frameworks model
transformation is a key technology, both in generating new models/views and in
maintaining consistency between existing models/views. However, for each of these
frameworks there appears to be little current support for the type of system analysis
required to verify a highly autonomous system’s performance, particularly in changing
environments or contexts.
• ROSE provides a rigorous underlying mathematical framework, which is a desirable
characteristic. However, it cannot yet use models generated in other languages (such
as UML/SysML) directly.
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• MRA does focus on the types of Systems Analysis of interest. Although it specifies a
number of viewpoints or domains, MRA is less refined than some of the architectures
in describing how these domains are related and in ensuring that consistency across its
different views can be maintained.
• NMF focuses on utilisation and change management of models at both design-time
and run-time, but does not consider model transformation or the variety of views from
many of the other frameworks.
For the majority of modelling frameworks considered it was possible to find at least
one instance of it being applied to an unmanned system example, or a closely related
alternative [73] [122] [166] [172] [176]. However, the published work tends to focus on
hypothetical and/or extremely limited systems. There are few published examples of
practical, real world unmanned systems being developed using these architectural frameworks.
There are likely two reasons for this. Many of these frameworks are relatively immature and
still under development; they are not necessarily ready to be applied to extremely complex
systems. In addition, the development of unmanned systems will be commercially sensitive.
It is unlikely that many companies will want the details of how their products are developed
and designed to be publicly available.
An amalgam of these modelling frameworks and the associated meta-modelling infras-
tructure would have desirable properties if it could be realised. A modelling framework
with the prescriptive views of MODAF, the functional modelling of MADES and the system
analysis of MRA would cover most of the capabilities that are required in order to verify and
validate future autonomous systems. If this could be combined with the ability to keep views
consistent and coherent through a model transformation approach such as that advocated
by MDA, proven with a robust underlying mathematical foundation, as ROSE provides,
and clearly manage model use between design-time and run-time, such as the NMF, then
this could be a powerful tool. However, the practicality of realising such a framework is
dependent on the different modelling representations for the different views, the analytical
tools available, and their compatibility with appropriate model transformation languages
3.2 Requirement and Goal Modelling
3.2.1 Introduction
Requirements Engineering (RE) is an important, and in many cases the key, component of
Systems Engineering. As described by Zave [230] "Requirements engineering is the branch of
software engineering concerned with the real-world goals for, functions of, and constraints
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on software systems. It is also concerned with the relationship of these factors to precise
specifications of software behavior, and to their evolution over time and across software
families."
The primary role of RE, as summarised from the work by van Lamsweerde in [202] and
Zave’s description of Requirements Engineering in [230], is to ensure that:
• That a suitably precise specification of the required software/system function and
behaviour can be produced.
• There is sufficient Completeness of a requirements specification.
• That the requirements are pertinent.
• That the appropriate selections are made from multiple potential alternatives.
• That conflicts between requirements are managed appropriately.
In many cases, the failure of projects involving complex systems can be traced directly to
improperly specified requirements and various case study analysis has led to a series of ’laws’.
Take, for example, Glass’ Law [99] "Requirement deficiencies are the prime source of project
failures", or Boehm’s first law3 [40] "Errors are most frequent during the requirements and
design activities and are more expensive the later they are removed".
The classical specification of atomic, consistent, unique requirements in systems engineer-
ing is not the only mechanism available for specifying what a system is required to achieve.
Of particular relevance to autonomous systems is the use of goals. Three key areas that
utilise goals are:
• Goal-Oriented Requirements Engineering (GORE) that, in general, define frameworks
for refining and tracing abstract goals to requirements, and requirements to specifica-
tions.
• Automated Planning, that covers a field of planners and determine a series of actions
to transition between an initial state and a goal state. These types of approaches are
increasingly popular for use by autonomous systems at run-time. See, for example,
some of the preparatory work for the European Exomars rover [223] [224].
• Agent based systems that, in a similar way to automated planning, use goals to direct
or influence the behaviour of agents towards some desirable end state or outcomes.
3Whilst these laws are a good summation of Boehm’s and Glass’ conclusions, the respective authors did
not formally call their conclusions ’laws’. Instead, this characterisation appears to have come from the work
by Endres and Rombach [80]
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3.2.2 Criteria
The primary criteria of interest when considering previous work on goal modelling are
whether the goal modelling language has been applied to autonomous system development
previously, has the representation been used before to verify a system during design, are
there examples where the representation has been used directly by an autonomous system
during its operation, and is there published work where the representation has been used in
conjunction with one of the modelling frameworks described in section 3.1. The criteria are
summarised in table 3.5.
Table 3.5: Qualitative Criteria for Assessing Goal and Requirements Representations
Criteria Description
Explicit examples of use with AS Can examples in the literature be found where the reviewed represen-
tation has been explicitly applied to autonomous system development?
(Potentially) Used to specify AS
goals/requirements during devel-
opment?
Is there evidence to suggest that the reviewed representation can be
used to represent autonomous system requirements and/or goals during
development?
(Potentially) Used to specify AS
goals/requirements at run-time?
Is there evidence to suggest that the reviewed representation can be
used to represent autonomous system requirements and/or goals at
run-time?
Explicit examples of use with one
of the frameworks reviewed in
section 3.1
Are there explicit examples of the reviewed goal/requirements rep-
resentations being used with the frameworks considered in section
3.1?
3.2.3 Related Work
Requirements Engineering
The number of tools supporting Requirements Engineering (RE) has steadily increased over
the last few decades. There are several good existing summaries of RE and traceability
tools available [221] [78]. Perhaps the most widely used is IBM Rational DOORS [7] which
is employed throughout the aerospace and defence industries. The focus of DOORS is
on requirements traceability and change analysis. It is used to show how high level user
requirements are traced through to detailed system requirements, how system requirements
are traced to design specifications, and how design specifications are traced to test cases.
This can be integrated with other modelling approaches, and there are examples of DOORS
being applied to autonomous system development [28]. Traceability is a key component of
RE. With well defined and maintained traceability in place, the ability to understand the
effect of a change (for example, when an existing requirement is removed) is significantly
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enhanced. However, requirements in DOORS are ultimately written in natural language and,
apart from the generally accepted terminology of shall, should and may there is no enforced
structure on how each individual requirement should be specified.
This approach is not unique to DOORS. One of the primary additions to SysML [156]
over UML [150] [91] is the addition of a requirements view. As with DOORS, this view
enforces structure and traceability of requirements by ensuring that requirements are traced
to the systems blocks that realise them, and through the attachment of test cases. However,
SysML also places no constraints on how each individual requirement should be expressed.
With autonomous systems this natural language based expression for verification and
validation is a challenge. The goals that an autonomous system is tasked to accomplish
will be determined by people, and will be directly related to some effect or outcome that a
person or group wish to achieve. Natural language based requirements are easy for people
to understand, and therefore will continue to be a necessary part of system development.
However, it is a desirable characteristic that the system determine the most appropriate
course of action based on the circumstances it encounters. This has two effects.
Firstly, the system itself must be able to interpret the goals it is being required to achieve,
and natural language is not particularly well suited to this task. Therefore goal or requirement
representations that can be interpreted by both people and systems, or mechanisms to ensure
that human-readable and machine-readable goal and representations are consistent, are
required. Secondly, increasing autonomy leads to increasingly abstract goal and requirement
representations. Increased autonomy is a desirable characteristic as it allows decisions to be
taken by a machine, in the absence of people. This decision will be based on the circumstances
faced by the system at that time; the task it is required to achieve, its current environment,
the capabilities it has at its disposal, and the systems health. If the task the system has
been set is too prescriptive, then this desirable characteristic of adaptability and flexibility is
lost. The challenge therefore is to specify goals and requirements at a level that permit the
system sufficient flexibility in how that goal is to be achieved whilst still having confidence
that the system is capable of achieving the goal as its been specified.
Alternative approaches that go beyond deterministic shall statements and informal
natural language have been developed. Formal methods, such as the Z notation [191], have
been applied to software development for some time but they are complex and challenging
for developers to apply, and require a significant amount of effort to use on a project
of significant size. The use of notations such as Z have therefore remained relatively
niche. However, there have been more recent attempts to bridge the divide between formal
requirement specification and natural languages, and to support accommodating uncertainty
in requirement specifications. Of particular interest is the RELAX requirement specification
language developed by Whittle et al., which has been specifically designed to accommodate the
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uncertainty inherent to adaptive systems [218] [219]. The RELAX requirements language has a
number of interesting characteristics. It introduces a number of formal operators, beyond shall
statements, that can be used in the specification of requirements and these can relate to time
(using operators such as EVENTUALLY or UNTIL) or quantities (AS FEW AS POSSIBLE).
The RELAX language has a formal syntax for the specification of requirements that utilises
these operators, and each operator has a corresponding formalisation in Fuzzy Branching
Temporal Logic (FBTL) that are used to describe its semantics. Of particular interest is
that RELAX requires a number of Uncertainty Factors to be specified for each requirement,
including environmental factors (ENV) and measurement or monitoring capabilities of the
system (MON). The primary reason for capturing the uncertainty factors is to allow a
requirements engineer to ensure the RELAX specified requirement adequately accommodates
the source of uncertainty captured in that factor. Whittle et al. also demonstrate the
construction of a complete environmental UML model from the amalgam of environment
factors specified for an assisted living example. This type of environmental model is of
relevance to AS engineering, and this work is interesting as it demonstrates the generation of
this type of model (albeit manually) from a source RELAX-based requirements specification.
Whilst the initial application of this language was intended for use during development,
more recent work has demonstrated a dynamically adaptive system utilising aspects of a
RELAX-based specification during operation [175].
Goal-Oriented Requirements Engineering
Goal Decomposition and Refinement are key processes when using goals within autonomous
systems and are the fundamental focus of Goal-Oriented Requirements Engineering (GORE).
Both the results of the decomposition itself (sub-goals, requirements, tasks, actions, etc)
and the reasons why goals were decomposed and refined in a particular fashion (particularly
for validation) are valuable outputs. Two approaches shall be considered here; Knowledge
Acquisition in Automated Specification (KAOS) and Goal Structuring Notation (GSN).
The primary goal of KAOS [202] is to improve how requirements are managed throughout
the life of a project. Specifically, it focuses on the following tasks:
• Elicitation of requirements, by focusing on the requirements necessary to achieve a
goal.
• Management of requirements, by capturing the context associated with the requirements,
and the relationships between requirements and goals.
• Managing change, by providing a model of the goals, requirements and relationships so
that impact can be more readily assessed.
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KAOS models are generally specified graphically, and show:
• The goals that should be attained.
• The derivation of sub-goals from top-level goals.
• Additional constraints that may need to be observed.
• Requirements that are derived from goals or sub-goals.
• ’Agents’, which are charged with satisfying requirements
The KAOS approach is primarily supported through the tool Objectiver [13] and has a
number of interesting properties. It is designed to operate over multiple levels of abstraction,
and includes the (non-automatic) derivation of sub-goals and requirements from higher level
goals. The relationship between these goals, sub-goals and requirements are formalised within
a KAOS model. The goal specification can be specified both informally (English language)
and formally (using a first order predicate calculus). The latter could provide a route to
conducting automatic assessment of whether a system is capable of achieving both the goal
itself, and any higher level goals from which it has been derived.
However, it is not clear that the logical representation is widely used or suitable for
representing the types of goals of interest for autonomous systems. Instead the focus of
KAOS is on the underpinning framework and the formalisation of relationships between the
different elements in the created models. There has been previous work to combine KAOS
with other systems engineering approaches, such as UML [197] [106], which would allow
KAOS to be integrated with some of the other modelling frameworks of interest. However,
KAOS has limited tool support, particularly with regard to automating the decomposition of
goals or proving whether a goal has been satisfied or violated. It also has limited support for
modelling non-functional requirements, such as specifying a level of performance associated
with a particular goal or requirement. A KAOS goal or requirement can contain the results
of this type of analysis, but the analysis itself must be conducted in other tools and there
is a limited capability for automatically importing the results of this type of analysis into
KAOS goals and requirements.
Goal-Structuring Notation (GSN) [118] is a formal graphical notation for representing
safety arguments and is particularly applicable in the construction of system safety cases.
GSN was motivated by Kelly’s perception that English-narrative requirements and safety
requirements were not always clear, concise or easily interpretable [117]. This motivation
is not dissimilar to some of the systems engineering challenges identified in chapter 2 and
reinforces some of the observations on requirements engineering in section 3.2.3. GSN
addresses this problem through goal decomposition and refinement, and through a structured
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graphical language that classifies the different aspects of the safety argument that are being
made in the decomposition. This classification includes goals, sub-goals, strategies, context
and solutions. Ultimately, the aim within a GSN based safety-argument is to construct
a representation where all goals have solutions. The focus of GSN is therefore is on the
presentation of the safety argument. It allows the developer of the safety case to have some
confidence that all aspects that were intended to be covered by the safety case are covered,
and it assists a reviewer of the safety case by presenting the argument in a structured fashion,
using a consistent notation. There are existing examples of GSN being used in the developed
of unmanned system safety cases, for example UAVs [72].
As with KAOS, the focus of GSN is on the structure of the argument rather than the
detail at the nodes. This detail is still, within GSN, represented as a narrative. GSN is also
focused specifically on the construction of safety arguments, rather than general systems
engineering. However, there are some interesting aspects of GSN that could potentially be
leveraged or extended upon. The first is simply that it is another example of a useful goal
decomposition technique which could form the basis of an approach for verifying increasingly
autonomous systems. The second is, whilst GSN goals are written in natural language,
they quite often refer to specific analytical or simulation techniques; for example, Fault
Tree Analysis, State Machine Definition or different types of testing. In this way a holistic
argument can be built using the outputs of a series of specialist tools and analytical methods.
This approach, where multiple models and representations are amalgamated into a single
representation, may offer an insight into a potential method for conducting autonomous
system verification.
Automated Planning
Planning is described by Ghallab et al. [98] as "the reasoning side of acting. It is an abstract,
explicit deliberation process that chooses and organises actions by anticipating their expected
outcomes. Automated Planning is an area of Artificial Intelligence (AI) that studies this
process computationally". On an initial inspection, this appears to be a completely distinct
body of work to Model Driven Development and Requirements Engineering. However,
Automated Planning and the planning problem representation used have a number of
properties that make their consideration necessary.
As described by Ghallab, a planning problem can be described as a triple:
P = (Σ, s0, g) (3.1)
where Σ is a state transition system, s0 is the initial state described by some combination
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of the predicates, and g is a set of goal states. Σ is described as follows:
Σ = (S,A, γ) (3.2)
where S is the set of allowable states, A is a set of actions and γ is a state transition
function. The purpose of an automated planner is to find a plan Π that transitions state
s0 to a state in g if such a plan exists. Automated Planners therefore work with respect to
goals. A goal, as defined in Automated Planning, is a desired future state. A sequence of
actions (if one exists) that transitions from an initial or current state to that desired future
state is a plan.
In order to facilitate objective comparisons between automated planners, specifically
at the biennial International Planning Competition IPC, a standard language for defining
planning problems has been created - the Planning Domain Definition Language (PDDL) [96]
(currently at v3.14). PDDL effectively splits a planning problem into two distinct components.
The domain file which captures how the allowable states are described (in terms of predicates)
and how states are transitioned between (through action definitions). The problem file
describes the initial or current state, the goal state and any metrics that need to be taken
into consideration when solving the problem.
PDDL can be considered a type of modelling language, and the use of PDDL can be
considered an application of Model Driven Development. The domain file can be largely
seen to define the classes of entities that can be constructed, the key properties of those
classes and how operations (actions) can affect those classes; it is a type of meta-model. The
problem file instantiates the necessary entities for a particular problem instance; it is an
instance of the defined meta-model.
Although PDDL has been widely used in the IPC over the last decade, there have been
a number of assessments of the applicability of it, and associated planners, to real world
problems. The reader is directed towards the work of Boddy [39], McDermott [138] and
McCluskey [137] for a detailed assessment. In summary, these reviews range from broadly
positive (McDermott and McCluskey) to more negative (Boddy). However, these assessments
focus on PDDL2.1, an older variant. Many of the newer variants of PDDL are designed
to relax the classical planning assumptions of the Restricted Model5 that was the focus of
PDDL 2.1. PDDL 3.1 for example, allows concurrent and/or durative actions (actions that
take time), something which is not present in PDDL 2.1 and is a significant limitation in
4The cited reference describes v3.0. The changes that make up v3.1 have not been formally published,
but can be seen at http://ipc.informatik.uni-freiburg.de/PddlExtension [Accessed: 11th November 2012].
5For further information on the classical planning assumptions of Automated Planning, see section 1.5 in
Automated Planning - Theory and Practice by Ghallab et al. [98]
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applying PDDL to real world problems. No equivalent commentary has been identified for
more modern variants of PDDL, although critiques of the syntax and expressiveness of PDDL
3.1 are available [100].
An interesting extension to PDDL is the Probabilistic Planning Domain Definition
Language (PPDDL) [228]. The main addition of PPDDL is the use of probabilistic effects for
actions and for the initial conditions; the initial condition is therefore a set of possible states,
as are action effects, with each element of the set having an associated likelihood. Therefore,
applying an action doesn’t have a definitive, single effect. Any one of a number of changes
can occur, with some of those changes more likely to occur than others, as indicated by the
associated probabilities. The goal of a probabilistic planner is to maximise the likelihood of
reaching the goal state.
PDDL and Automated Planning are focused on the run-time use of goal specifications.
For them to be applicable to the systems engineering of autonomous systems, a mechanism
to integrate their use with more traditional system modelling approaches is desirable. If, for
example, a PDDL MOF meta-model were defined, this would potentially allow MDA-based
model transformations to be used to generate PDDL specifications from design-time models,
or to ensure design-time models and PDDL specifications were kept consistent. Whilst there
is no current MOF meta-model for PDDL, some work has been published on rules to generate
UML models from Extended Backus-Naur Form (EBNF)) language definitions [82]; PDDL
is specified using EBNF. Alternatively, Vaquero et al. have been developing a tool called
itSIMPLE [204] to support the development of PDDL specifications . A major element of
this tool is the generation of PDDL domain and problem files from UML diagrams. To do
this, itSIMPLE utilises a series of rules and templates for UML to generate their equivalent
representation in PDDL [203]. Whilst Vaquero et al. have not formally defined a meta-model
using a meta-modelling language for this, one could be developed from the rules that they
have specified.
The work on automated planners is interesting for a number reasons. PDDL supports
the precise specification of goals and how actions modify state. The language used to specify
goals is more formal than of the other approaches considered so far in this section, and
PDDL-based automated planners are already used by autonomous systems as part of their
deliberative planning and action selection capability [223] [224] [225]. Although the use of
automated planners has focused on establishing a sequence of actions for a system to carry
out in order to achieve a goal, they potentially have an alternative use. If it can be shown
that the PDDL domain model sufficiently describe a goal, a system, the capabilities available
to that system and the environment the system will operate in, and an automated planner
can transition the problem model from its current state to the goal state, then this could
potentially be considered a form of system verification. The existence of a plan verifies that
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the system is capable of achieving the task that it has been set.
The work on probabilistic planning is also of interest, and potentially leads towards
probabilistic system verification. Languages such as PPDDL are designed to specify planning
problems where the objective is to maximise the likelihood of achieving a goal state. Proba-
bilistic approaches are of increasing importance for the verification of autonomous systems,
particularly because the primary inputs to the system can have significant uncertainty. Sensor
information is not perfect, and uncertainty associated with any measurement is an important
consideration when deciding what action to take in response to sensor information. Given
the potential utilisation of requirement languages that incorporate uncertainty, such as
RELAX, tools that assist with probabilistic verification could be increasingly important.
The techniques developed for probabilistic automated planning could provide a significant
contribution to probabilistic verification.
Agent-based approaches
Multi-Agent Systems (MAS) are systems that comprise a number of interacting agents where
the goal is that the interaction of those agents, within some environment, achieve a top
level goal or task. MAS therefore have some similarity with automated planners in terms of
where they are applied and how they are used. The key difference is in their implementation.
Agents are autonomous entities in that they all have a particular job or role to play in the
overall MAS. These agents are often heterogeneous, with their own goals or objectives. It
is therefore the emergent behaviour of these interacting agents that is intended to achieve
the top level goal. There are a number of different patterns by which MAS can interact and
co-operate. Specific agents may be defined for particular environments and circumstances,
with only the relevant agent operating at a particular point in time. Alternatively, it could
be the co-operative, emergent behaviour between the executing agents that achieve the goal.
Market-based systems, such as auctions, feature prominently6. This is in stark contrast to
the approaches in Automated Planning that typically employ a single monolithic planning
tool or optimiser to determine a viable solution.
However, the work on formalising descriptions of goals and state/environment appears less
advanced than that in the automated planning community. Whilst goal-directed operation
is generally accepted to be an integral part of Belief-Desire-Intent (BDI) based multi-agent
systems7, Braubach et al. state that "it is rather astonishing that [the then] available BDI
multi-agent platforms such as JACK8, JAM or Jason do not use explicit goal representations"
6For an example, see the work by Vetsikas and Jennings [210].
7BDI is a commonly used agent model or pattern. It separates an agent into three conceptual components
of an agent that deal with the Beliefs the agent has about its own state or its environment, the Desires that
agent has and the Intentions of that agent.
8See http://aosgrp.com/products/jack/ . [Last Accessed 11th November 2012]
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[44]. Braubach et al. also introduce a number of types, specialisations and negations of goals
(such as cease goals and perform goals), and relates them to the goal types available in a
number of different approaches, including KAOS and Gaia [226].
Gaia is a agent development framework that is intended "to allow an analyst to go
systematically from a statement of requirements to a design that is sufficiently detailed
that it can be implemented directly". Whilst requirements definition/analysis is part of the
conceptual model of Gaia, it is not addressed in detail as part of the approach. Instead,
the Gaia framework starts predominantly from the analysis of a pre-existing requirement
statement. Whilst goals are mentioned many times in the published work on Gaia [226], they
don’t exist as a defined concept in their own right. Instead, the notion of goals are wrapped
up in either a system utility function (which the goal of the MAS is to maximise) or in the
individual responsibilities of an agent. Conflicting or contradictory goals (from a system
perspective) are explicitly not supported.
However, there are agent frameworks that do make the notion of goals explicit. For
example, the JADEX framework [171] extends the BDI paradigm to explicitly include Goals.
Goals, in JADEX, are "concrete, momentary desires of an agent [that an] agent will more or
less directly engage into suitable actions.". This can be contrasted with the typical Desire
definition in BDI that does not have to be actioned and, therefore, can be contradictory. A
goal is the subset of an agents desires that the agent is actively trying to achieve. JADEX
supports a number of distinct goal types and some of these goals can have subtly different
semantics. For example, perform goals are related to actions and simply require the action
to be performed. Achieve goals instead require an action (or set of actions) to achieve some
particular outcome over and above simply performing the action.
3.2.4 Section Summary
There has been a significant amount of work in the definition and utilisation of goals for a
variety of different purposes. A range of techniques exist for decomposing abstract goals into a
large number of more precisely defined sub-goals or requirements. These techniques generally
formalise the structure of the decomposition, but still require goals and requirements to be
specified in natural language. By themselves, these are unlikely to address the challenges
to systems engineering brought about by increased autonomy although approaches such as
RELAX appear to be specifically targeting and addressing some of these limitations.
A number of decision making technologies already used in autonomous systems also have
the concept of goals. These have distinct advantages in that the formalise the description of
goals, and are intended for direct use by the system. However, there has only been limited
work in relating these tools to existing system modelling representations or for the purposes
of conducting systems engineering
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Table 3.6: Qualitative Assessment of Goal and Requirements Representations Representations
Criteria KAOS GSN SysML RELAX PDDL MAS
Explicit examples of
use with AS
No For Safety
Case Def-
inition
Only [72]
Yes Yes [175] Yes [223]
[224]
Yes
(Potentially) Used to
specify AS goals/re-
quirements during de-
velopment?
Yes Yes Yes Potentially No Potentially
(Potentially) Used to
specify AS goals/re-
quirements at run-
time?
No No No Some early
work on
use at run-
time [175]
Yes Yes
Explicit examples of
use with one of the
frameworks reviewed
in section 3.1
No No Yes No Some in-
tegration
with UML
(itSIM-
PLE) [204]
No
The assessment (summarised in table 3.6) indicates that the existing tools for goal
decomposition and representation don’t appear to provide a complete solution to any of the
challenges, but they do contain a number of promising paradigms and concepts that could
be used and built upon.
3.3 System Modelling and Views
3.3.1 Introduction
Whilst requirements and goal-based engineering focus on what a system is required to achieve,
in order to successfully verify a system it also necessary to describe what the system can
do. This includes modelling the components that make up a system, how those components
exchange data or information, what functionality the system has and how that functionality
may be affected by or change over time (i.e. the system’s behaviour). These aspects are not
unique to autonomous systems, and this area has been the subject of a significant amount of
work over the last few decades. This means there is a myriad of approaches to choose from.
Some of the more popular and/or relevant are considered in this section.
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3.3.2 Criteria
The primary criteria of interest when considering previous work on system modelling are
whether the system modelling language has been applied to autonomous system development
previously, has the representation been used to represent functional/behavioural/analytical
models, and is there published work where the representation has been used in conjunction
with one of the modelling frameworks described in section 3.1. The criteria are summarised
in table 3.7.
Table 3.7: Qualitative Criteria for Assessing System Modelling Representations
Criteria Description
Explicit examples of use with AS Can examples in the literature be found where the reviewed represen-
tation has been explicitly applied to autonomous system development?
(Potentially) Used to specify AS
functional models
Is there evidence to suggest that the reviewed representation can be
used to represent autonomous system functional models?
(Potentially) Used to specify AS
behavioural models
Is there evidence to suggest that the reviewed representation can be
used to represent autonomous system behavioural models?
(Potentially) Used to specify AS
performance models
Is there evidence to suggest that the reviewed representation can be
used to represent autonomous system performance models?
Explicit examples of use with one
of the frameworks reviewed in
section 3.1
Are there are explicit examples of the reviewed system modelling
representations being used with the frameworks considered in section
3.1?
3.3.3 Related Work
Composable Objects
Composable Objects (COBs), developed by Peak et al., are a theory and concept that have
been developed for capturing and describing parametric analysis [163] [164]. They can be used
to capture, model and execute systems analysis of aspects of a system, promote re-usability
through modularity and are designed to be integrated with the rest of a system model, such
as descriptions of system structure and system behaviour. A key aspect of their underlying
implementation is that they are built on constraint graphs comprising of bi-directional edges,
which allow the parametric models to be multi-directional. Effectively, different system
questions can be asked of the same COB model by providing or omitting values for particular
parameters.
COBs are represented using a number of different formulations, but which can initially
be separated into two distinct types:
62
CHAPTER 3. TECHNOLOGIES AND RELATED WORK FOR SYSTEMS
ENGINEERING OF AUTONOMOUS SYSTEMS
• Structure or ’-S’ representations - These specify the structure, relations, links and
properties for a specific parametric. They specify the equations and the parameters
that are to be solved, which then can then be used later as ’types’.
• The Instance or ’-I’ representations - These specify a particular instance of a parametric
representation. That is, some of the parameters specified in the structure representation
are populated and linked together to create a complete, solvable instance.
This breakdown of Structure and Instance are a type of Model Driven Development; it
could be considered that Structure representations are a type of meta-model and Instance
representations are instances of that meta-model. Parallels can also be drawn with the
terminology used in MDA. It could be considered that the Structure representation is a
parallel of the PIM and the Instance representation is a parallel of the PSM.
Within these two types of representation, COBs provide a number of different views of
that representation.
• Shape Schematics - A graphical representation of the parameters and their relationship
in the parametric description.
• Relations - Mathematical expression of the equations to be included in the parametric
description.
• Constraint Schematic - A graphical block representation, linking equations (in blocks)
to each other and external inputs/outputs as required.
• Subsystem - Another graphical block representation, but this time only the external
inputs/outputs to the Composable Object are specified, hiding the internals. This view
is intended to be reused within, or by, other COBs.
• Lexical COB Structure (COS) - For structural descriptions, this is a formal formulation
of the parametric description. It describes the COB structure (such as the parameters,
relations/equations, inputs and outputs) in a form that lends itself to automatic parsing
and use. This representation could be considered analogous to a Java class specification.
• Lexical COB Instance (COI) - For instance descriptions, this is a formal formulation of
instances of the parametric description. It effectively uses the type described in a COS,
and creates one or more instances of this type, populating the appropriate parameters.
Parameters that are intended to be solved for (target parameters) are identified by
specifying a ’?’ within the COI representation.
Examples of these representations using two examples (constructing a prism from triangles,
and a two-spring system) are described by Peak et al. [163]. The combination of COS and
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COI are a relevant example of an object-oriented approach that can be used to represent
multi-direction systems analysis in a modular, and hence re-usable and extendable, approach.
A toolset, XaiTools [165] [3], has been developed that provides assistance in creating COB
representations and then passes those representations to external tools (such as Mathematica)
to solve these parametrics for the target values. To facilitate this, two additional lexical
representations have been created. CXS and CXI are XML based representations of the
COS and COI representations; these representations are equivalent to the other -S and -I
representations in the information that they contain.
Two related problems with COBs are the supported types and the specification of relations
(the equations) in the COS representation. The native types in COBs are limited to a real
type; either single values, or lists of real numbers. More complex data types, such as Matrices,
Vectors, or Complex Numbers are not explicitly supported. Instead, equivalents to these types
must be created by the modeller by using the real number type, or lists of the real number
type. This then requires the modeller to create the necessary operations to manipulate
these more complex types, and leads to relations that are significantly more verbose than is
necessary when using alternate representations. One potential way to address this is to use
the Subsystem view which could facilitate building libraries of complex types. Similarly, the
language used in the COS to specify the relation is fairly limited and not able to specify all
the required mathematical concepts that are likely required to verify autonomous system
performance. COBs do provide a means to call underlying Matlab or Mathematica functions,
but this limits the generality of the approach. The mathematical representations in the COB
model are now dependent on an underlying, proprietary tool.
SysML
As stated in the OMG SysML standard [156] : "SysML is a general-purpose graphical
modeling language for specifying, analyzing, designing, and verifying complex systems that
may include hardware, software, information, personnel, procedures, and facilities."
As the name may imply, SysML has roots with the UML (Unified Modelling Language)
[150], also from the OMG, which provides a standardised language to specify and model
software systems. There are a number of similarities between the two languages. Indeed,
by considering the SysML documentation, SysML can be seen to comprise two key parts.
The first part contains reused UML elements (the UML4SysML package), whilst the second
part contains specific extensions to UML (the SysML Profile) [156]. Even with this shared
base, there are significant differences between SysML and UML. Firstly, the terminology
in SysML has been modified to increase its applicability to general system development.
The terminology in UML, such as classes, objects and operations, is more suited to software
development. Secondly, the majority of the extensions for SysML over UML have been
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introduced to better support the Systems Engineering process. In particular:
• Requirements Views are provided as standard. [77]
• Parametric Views are provided to support the capturing of system’s analysis within
the language.
These changes mean that SysML typically supports more elements of the Systems
Engineering process than UML. Specifically, it supports specification of requirements through
to system validation by utilising requirements views, block views, parametric views and test
reports to provide an end-to-end model of the system. Although SysML is broader in scope
than UML, the language has actually been rationalised and removes some of the duplication
that exists in UML. For example, the collaboration diagram in UML has essentially the same
scope as a sequence diagram. Within SysML the collaboration diagram has been removed
and only the sequence diagram remains.
SysML is based around a few generic elements. Blocks, Parts, Properties, and Ports are
the main elements in the majority of SysML diagram types, and various types of Relation
allow the linking of these elements. Specialist variants of these elements exist within the
SysML standard itself (e.g. Constraint Blocks are specialist versions of Blocks) [93]
The SysML diagram types are separated broadly into four categories.
• Requirements Views - Comprising primarily of the new Requirements diagram and,
reused from UML, Use Case diagrams.
• Parametric Views - Diagram types that allows systems analysis to be captured that
describes the actual or required performance of a component, block or system.
• Structural Views - Diagram types that describe the overall structure of the system and
consist primarily of the Block Definition Diagram (BDD) and Internal Block Diagram
(IDB). The BDD is generally used to describe the composition of a system, capturing
the components or sub-systems that a system is made up of. The IBD is generally
used to describe the data or information flows between the components that make up
a system or sub-system represented by a block.
• Dynamic Views - Diagram types that describe the behaviour or actions of the system
over time. This includes Sequence Diagrams, Activity Diagrams and State Diagrams.
It is the Structural, Dynamic and Parametric views that shall be considered in this section.
The Requirements view has been considered previously in section 3.2.3. The structural and
behavioural views focus on the major components that make up a system and are generally
described with SysML blocks. A block is a basic component of SysML and can be used by a
65
CHAPTER 3. TECHNOLOGIES AND RELATED WORK FOR SYSTEMS
ENGINEERING OF AUTONOMOUS SYSTEMS
modeller to describe a range of different things, such as physical hardware components or
software classes (they are analogous to a class in UML). Blocks can also be used to represent
functions, or more abstract concepts or capabilities. Unlike some other languages that are
much more prescriptive in terms of the type of entities that can be created (for example
the AADL that is discussed in section 3.3.3) a SysML block can mean whatever a modeller
chooses. This gives the language flexibility but this flexibility can also be a problem if not
well managed; different modellers could interpret or utilise blocks in SysML diagrams to
mean quite different things, even when modelling the same system.
The inclusion of parametrics within SysML is a significant new feature within the language;
there is no parallel within UML. Parametrics within SysML have been strongly influenced by
COBs. SysML introduces the notion of a Parametric View, as well as the Constraint Block
and Constraint Properties. Constraint Blocks are roughly equivalent to relations in COBs
and can be used to represent and contain the equations that make up the systems analysis
that is to be executed. Constraint properties, contained within constraint blocks, are used to
represent parameters associated with those relations.
For the vast majority of SysML tools at present the parametric diagrams are used only
to provide a graphical representation of systems analysis, and do not allow execution of any
represented analysis. The analysis must instead be duplicated in another tool that is capable
of executing it. However, all of the requisite information to construct a COB representation
can be contained within the SysML model and a small (and growing) number of SysML tools
take advantage of this to allow direct execution of the systems analysis contained within
the SysML model [14] [20]. The results of this analysis can then be imported back into the
SysML model.
Many of the earlier criticisms of COBs are also relevant for the SysML parametric views.
This is not surprising; the parametric view is derived from COBs and the primary COB
solver (XaiTools) forms the basis of the solver used for several common modelling tools,
including MagicDraw [14] and Enterprise Architect [20]. While these tools are improving,
their system’s analysis capabilities are not commonly used at present. Additionally, they
often rely on external solvers to execute the analysis, transforming the SysML parametric
view into a form that can be imported into Mathematica or Matlab. Whilst SysML provides
a standardised means for representing and arranging parametric models, ultimately a means
to specify the mathematical analysis is required. The SysML standard does not provide this.
Instead, the mathematical language in the parametric view is specific to the modelling tool
plugins and, if more complex mathematical operations need to be carried out, solver-specific
calls must be made. This potentially negates many of the benefits of the SysML parametric
view. A general mathematical language isn’t available across all the tools, the parametric
view language supported by each tool is typically limited and, if any complex operations
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need to be used, solver specific calls must be made that further limits the portability of any
models generated.
SysML is still relatively new, but there are already examples of SysML being applied
to robotic or autonomous system development. This includes the application of SysML to
space robotic systems [62] or to mobile robot development [173]. However, neither of these
pieces of work is particularly compelling. The work that applied SysML to space robotic
systems focused largely on preparing a SysML project structure and profile that could be
applied to robotic system development, without presenting much detail on its actual use
or any realised benefits. The work by Rahman et al. on mobile robot development [173]
directly highlights one of the problems described in chapter 2; the change in scope of
verification as systems become increasingly autonomous. Rahman et al. begin by defining
an Autonomous Locomotion requirement, which is then decomposed into a number of more
detailed requirements and these are satisfied by particular blocks. The blocks reflect functions,
software classes or hardware elements9. A block simply satisfies a requirement. The precise
definition of the Autonomous Navigation requirement is not captured within the presented
model, but is crucial if the system is to be truly verified. The mobile robot, as described
in the paper, is unlikely to be able conduct autonomous navigation in all circumstances
or environments. The presented vehicle appears limited in its range and manoeuvrability.
It will be able to operate in some environments but not all. Stating that the autonomous
navigation requirement is satisfied is therefore inappropriate. There are some circumstances
where it will be satisfied and there are others where it is not. To truly verify the system,
knowledge of where and how it will be used is vital.
If SysML is to support the verification and validation of autonomous systems then
an accurate description of the required capability and the system’s functionality must be
captured within the model. Blocks and requirements are relatively general, and whilst they
can be used to describe both physical components and more abstract concepts such as
capabilities and functionality, it is up to the modeller to determine how a component (or
components) combine to create a particular function, and how additional information related
to system, sub-system and component functionality and performance can be captured in the
model. To add this precision requires adding the necessary detail to the relevant blocks in a
SysML model, and there are a myriad of ways to accomplish this in SysML:
• Tags - Tags are reference/value pairs that are notionally contained within blocks, with
few limitations placed on the references or values.
• Value Properties - A particular type of block property that is defined in the standard
9The distinction between block types as being physical hardware, a software component or a system
function is not made explicit in the published example and must be inferred from the block titles.
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Figure 3.2: Example Block Definition Diagram in SysML
as containing a value with some form of associated unit. Can be referenced in the
parametric view.
• Part Properties - An alternate type of block property that is intended to reference
system parts or components that are wholly contained within a parent block. These
could be physical parts, or more abstract blocks such as ’functionality’.
• Part/Value References - An alternate representation where the referenced ’part’ or
’value’ is not wholly contained within the referencing block.
To demonstrate the flexibility of SysML, three of these approaches are shown conceptually
in Figure 3.2. In this simple set of examples, ’GPSReceiver1’ has a localisation ’capability’
being contained within a block as a ’value’ (strings, numbers or, in this case, an enumerated
type). ’GPSReceiver2’ also captures a capability within the block, but in this case references
the capability (which is described in a separate block that is not shown) as a ’part’. ’GPSRe-
ceiver3’ also utilises a separate capability block, but in this case references the separate block
as a ’part’. All of the models conform with the SysML profile, and there is little guidance on
whether any of these are right or wrong. They are simply an example of the flexibility and
variability that can occur in SysML models even when creating a simple model.
This highlights a concern with SysML when used in the context of constructing models
that can be reused by different modellers, or automatically interpreted and used by an
autonomous system; there are often many ways to model a particular system and limited
work available on how best to approach modelling different types of system [109]. Different
SysML tools, although they ostensibly support the same language, may enforce or prefer
different mechanisms for generating system models. SysML’s generality and extensibility is
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therefore both a significant benefit and drawback. It is one of the few languages considered
that could, in principle, fully support the models required in order to verify increasingly
autonomous systems. However, this generality comes at a cost as models from different
sources (be it modellers or tools) can often be different in make-up and structure. This
variability is a barrier to communication between modellers, reuse of models between tools
or projects and potentially the application of other modelling technologies, such as model
transformation.
Architecture and Analysis Design Language - AADL
The AADL [24] is an SAE standard for defining precise system models and architectural
descriptions with a focus on the analysis of real-time, embedded systems [87]. It began as a
proof of concept language, MetaH, developed by Honeywell, and was initially used to support
the analysis of avionics software systems for a number of US defense projects [88] [47]. AADL
focuses on a precise framework for abstracting and characterising system components, and
providing a library of model or architectural based analytical approaches. The approach
to characterising components is a distinct contrast to that applied by SysML. AADL is
prescriptive in terms of components types; software, hardware and composites of the two.
Each of these major types of component can be broken down further. For example, software
into threads, processes or data and hardware into processors, memory, sensors or actuators.
Whilst these concepts can be modelled in SysML, it is up to the modeller to define and
enforce how these elements are represented. With AADL they are part of the standard.
AADL specifications can be described in a number of ways. AADL supports both a
native textual specification language and graphical specification language although both of
these are unique to the standard and are not directly related to any other existing modelling
approach. Unlike UML and SysML models, many of the early examples of AADL being
applied to system development made use of the textual notation rather than the graphical
notation. This is likely because:
• Different types of models and different types of users are using the different nota-
tions. AADL models are typically being generated to conduct detailed analysis, such
as scheduling analysis, and so increased precision is required of the models, whilst
UML/SysML models are typically more abstract.
• Availability of notations. All AADL tools support the textual notation, whereas the
OMG standard for textual specification of MOF-derived models (including UML), the
Human-Usable Textual Notation (HUTN) [152] has very limited tool support amongst
UML/EMF/MOF tools [212]. One of the few tools that does support HUTN is the
Epsilon Toolkit [124].
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More recently the MARTE profile for UML [23] has been developed, targeting the same
types of systems that AADL has been developed to address. Given this commonality, there
have been a number of approaches that align the MARTE profile with AADL. For example,
Perseil and Pautet [168] utilise the MOF-compliant AADL meta-model (as specified in the
AADL annexes) and map AADL entities (such as packages and components) to their MARTE
equivalents. A similar mapping is presented by Turki et al. [201]. Both pieces of work then
utilise model transformations to generate an AADL model from the MARTE equivalent,
and therefore leverage some of the architectural analysis approaches (such as deadline or
scheduling analysis) available in the AADL toolsets.
AADL can be extended to include new analytical approaches, with each typically being
specified as annexes to the standard10. There are a number of annexes that are relevant
to autonomous system modelling. For example, the Error Model Annex [182] has been
previously used to conduct dependability analysis [89]. The specification of error models
for components such as autonomous system sensors, decision making systems and control
systems are important components in being able to verify a system’s capability to achieve its
task.
There is an existing example of AADL being applied to the development of an Unmanned
Aerial System [34]. In this work, Barrot et al. not only modelled the system components
but also used the analytical approaches within the OSATE toolset [86] to conduct a variety
of systems analysis (e.g. prospective power, bandwidth and latency requirements of the
proposed system design) and trade-off analysis (e.g. weight versus available power).
AADL is therefore an interesting language. It is well suited to modelling real-time,
embedded systems and has a reasonably broad set of tools supporting its use. These tools
include analytical approaches that are of interest, and the AADL language has been linked to
other modelling approaches through both mappings to the MARTE UML profile and through
the use of model transformations. However, there are questions on whether it a) currently
supports the range of analysis necessary to truly verify highly autonomous systems (e.g.
complex sensor modelling) and b) how well it supports complex goal/requirement/environment
modelling; that is what the system is to be verified against.
xUML
Executable UML (xUML) is a general term that covers a number of extensions to UML
that allow models within UML to be executed within the modelling tool itself. In particular,
xUML can be aligned with MDA, executing or simulating aspects of a PIM before it is
used to generate a PSM or source code. The potential benefits of this include allowing
10A list of current AADL annexes is available at http://www.aadl.info/aadl/currentsite/aadlannex.html
[Last Accessed 8th April 2013]
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system concepts to be tested before a particular implementation is committed to, which
in turn encourages system development to remain model-driven by allowing modellers to
make modifications to a model, and evaluate those changes in a modelling tool, rather than
requiring them to modify the system implementation to evaluate changes. The specification
of behaviour in xUML models typically focuses on two aspects of UML modelling:
• Precisely specified state charts, with state events/actions specified using an action
language.
• Operation behaviour specified using an action language.
The OMG does not provide a standard action language. Instead, they have defined the
action semantics in the core UML specification with the intention that individual action
languages should implement those semantics. This leads to a number of different action
languages, such as the Action Specification Language (ASL) implemented in the iUML tool
by Abstract Solutions [174]. This tool uses a sub-set of the UML diagrams, and focuses
largely on the views which are extended by the Action Semantics.
Given the xUML in iUML uses the UML diagrams, in particular state and sequence
diagrams, most of the observations related to UML and SysML are also relevant to xUML.
The focus of xUML on executing models does encourage, to a greater degree than standard
SysML, the generation of precise models. Without precise models, xUML offers little benefit.
The ability to test a model independently of platform specifics within the modelling tool
potentially allows problems to be detected and addressed more quickly. xUML is effectively
a form of early system simulation, and is often coupled with model transformations within a
Model Driven Architecture framework to generate platform specification implementations of
the developed models.
Raistrick et al [174] identify a number of domains that are not suited to executable
modelling, and in particular highlight algorithmic specification. The representation of
models describing systems analysis is a key characteristic for autonomous system engineering,
and these will likely involve representations of mathematical or algorithm constructs such
as control systems and sensor models. SysML supports this type of analysis through the
representation and simulation of parametric diagrams but SysML tools that support executing
parametric analysis typically do not support xUML, and vice versa, at the current time.
Simulink
Simulink, available from The Mathworks [19], is a block-diagram based system for modelling
complex non-linear dynamic systems, such as control systems. It is a mature, well-supported
and comprehensive tool and is readily employed by industry across a wide range of system
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types, such as existing autonomous systems [192] or automotive Anti-lock Braking Systems
(ABS) [63]. It is particularly relevant because:
• Simulink is the modelling tool of choice for some types of system’s analysis associated
with autonomous systems. This includes the design of control systems for Unmanned
Underwater Vehicles (UUVs) [146], Unmanned Ground Vehicles (UGVs) [192] and
Unmanned Aerial Vehicles (UAVs) [158], or for analysing the performance bounds of
a system (such as with the EXOMARS rover, and how its locomotion capability is
affected by different types of soil [162]).
• The ’block-diagram’ notation has many similarities with Constraint Blocks in SysML
and relations in Composable Objects.
• Simulink can be used to automatically generate code. This has parallels with many
of the MDA approaches discussed previously, and existing work has looked to utilise
Simulink model and code generation capabilities in an MDA framework [63].
Simulink builds on MATLAB, another The Mathworks tool. Both the block-diagram
representation used in Simulink and the MATLAB language itself are proprietary to ’The
Mathworks’. These representations are specific to products from this one vendor, which is a
clear distinction from many of the other modelling representations considered in this chapter.
As has been previously described, a wide range of system analysis must be conducted with
autonomous systems, and this is currently addressed through a wide range of specialist tools.
Simulink, and other similar tools such as MATLAB and Mathematica, are not intended
to model system structure or interfaces. Instead they are focused on the mathematical
modelling of elements of the system, and are therefore used for algorithm development or
appropriate analysis of that system.
Simulink, as it is not vendor neutral, makes no use of the modelling framework or tools
provided by the OMG. It is a standalone language that is manipulated using tools available
from The Mathworks. However, this has not prevented people from seeing the potential
benefits of combining Simulink with UML based models for a more complete system modelling
approach [85]. These approaches tend to fall into two categories (Brisolora et al. [45]):
• Co-simulation of the UML and Simulink models - The construction of a bridge which
provides a direct link between the models themselves.
• Target Implementation Language - The UML and Simulink models are developed
separately, but are then combined in the target code (e.g. C++). Generally, the
code structure is derived from the UML model and the algorithm populated from the
Simulink model.
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In their work, Brisolara et al. propose a model based design flow that contains several
of the representations discussed in this chapter. Generally, the approach to co-simulation
is to model the different aspects of the system in the respective tools, and then define a
series of mappings which allow the appropriate model representations to be generated, and
therefore the analysis conducted. The authors identify a number of model transformation
languages (such as ATL and QVT) that could assist with the specification of this mapping;
these languages shall be discussed in chapter 4. This design flow is similar to that advocated
through the use of the COB/SysML tools (MagicDraw/ParaMagic) and the MRA architecture
which includes the Solution Method Model (SMM) concept. However, a potential limitation
with the proposed design flow is that it is presented as a linear set of steps with information
flowing in one direction only. General models are refined into more complex models, but
there is little information flow in the reverse direction to refine or update the more abstract
models if changes are made to the more complex models.
3.3.4 Section Summary
The assessment (summarised in table 3.8) shows that there has been a considerable focus on
the application of Model Driven Development to complex system specification. It is therefore
not surprising that there are a significant number of representations available that focus on
specific types of system, particular views within a system specification and trade-off ease
of use against modelling precision. When considering system structure, functionality or
behaviour many of the existing representations can be, and have been, applied to autonomous
system development. However, one of the key aspects identified in chapter 2 was the
increased scope of system performance and the range and variety of models that need to be
incorporated. There are a number of non-functional attributes that need to be considered for
autonomous systems, including sensor models, control system analysis, power management
and more abstract concepts such as the quality of decision making. Many of the modelling
representations considered can be applied to some of these model types, but it is not obvious
that any of these representations can adequately model all of the analysis required. Indeed,
it’s not always clear that this is a desirable goal. The most general system modelling
language considered in this review, SysML, has some potential problems that are perceived
to be caused by its generality, including potential difficulties in reuse and interpreting the
developed models. Each of the considered representations potentially has a role to play in
the verification of autonomous systems, and the most promising solution appears to be an
approach that allows the right modelling representation to be used at the right time whilst
ensuring the necessary consistency across the models.
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Table 3.8: Qualitative Assessment of System Modelling Representations
Criteria COBs SysML AADL xUML Simulink
Explicit examples of use
with AS
No Yes [62]
[173]
Yes [34] No Yes [146]
[192] [158]
[162]
(Potentially) Used to spec-
ify AS functional models
No Yes Yes Potentially No
(Potentially) Used to spec-
ify AS behavioural models
?
No Potentially
(non-
executing)
Potentially
(through Be-
havioural
Annex)
Potentially No
(Potentially) Used to spec-
ify AS performance models
?
Potentially Yes Yes No Yes
Explicit examples of use
with one of the frameworks
reviewed in section 3.1
No Yes Yes Yes Potentially
with limita-
tions
3.4 Model-based System Verification
3.4.1 Introduction
In the previous sections many types of models have been highlighted that facilitate the
design, implementation and verification of complex systems. These types of models have
spawned numerous representations, and are used by a multitude of tools to support systems
engineering. Some of these representations are relatively generic, supporting the modelling of
numerous different artefacts. Others are extremely specialist, focusing on niche areas of the
system. This raises questions as to whether these different representations can be collectively
used to conduct system analysis or system verification and, if so, how? In this section the
following definitions of verification and validation shall be used [145].
• Verification - demonstration that the requirements have been met.
• Validation - demonstration that the requirements are appropriate and meet stakeholder
needs.
For information on more traditional mechanisms for verifying and validating software and
other systems, numerous reviews are available [199] [25]. However, the methods reviewed
in these works typically focus on either functional testing, or on evaluating a limited set
of non-functional properties such as timing analysis or throughput. To verify autonomous
systems the focus must be on many system aspects including system behaviour, sensor
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accuracy, and adaptability/reliability in specific conditions. This section will largely focus on
aspects of system verification that are separate from functional testing and timing analysis
of systems.
3.4.2 Criteria
In this section, a series of questions (summarised in table 3.9) are identified in order to guide
the subsequent review of the published literature. However, unlike the previous sections,
there are no specific languages, tools or representations under consideration and therefore
there is no summary table of results of this assessment. For this particular topic, these
questions are simply addressed throughout the review presented in this section.
Table 3.9: Qualitative Criteria for Assessing Model-based System Verification
Criteria Description
Explicit examples of Model-
based System Analysis/Verifica-
tion with AS
Can examples in the literature be found where model-based system
verification has been explicitly applied to autonomous system develop-
ment?
(Potential) Examples that com-
bine multiple functional models
or multiple model views to con-
duct system analysis or system
verification
Is there evidence to suggest multiple functional modelling representa-
tions can be successfully utilised and/or combined to conduct system
analysis or verification?
(Potential) Examples that com-
bine multiple behavioural models
or multiple model views to con-
duct system analysis or system
verification
Is there evidence to suggest multiple behavioural modelling representa-
tions can be successfully utilised and/or combined to conduct system
analysis or verification?
(Potential) Examples that com-
bine multiple performance mod-
els or multiple model views to
conduct system analysis or sys-
tem verification
Is there evidence to suggest multiple performance modelling represen-
tations can be successfully utilised and/or combined to conduct system
analysis or verification?
Explicit examples of use with one
of the frameworks reviewed in
section 3.1
Are there explicit examples where this type of verification has been
conducted in conjunction with the frameworks considered in section
3.1?
3.4.3 Related Work
Model-based System Verification for Complex Systems
A particular issue with the application of Model Driven Development is ensuring that as
changes are made to a model, that other aspects of the model, or related models, are updated
consistently. UML, for example, contains multiple potential views of a system including
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structural views (e.g. Class Diagrams) and behavioural views (e.g. State Diagrams describing
the behaviour of a single class, Sequence Diagrams showing the desired behaviour between
multiple class instances). Establishing that a) all model views correspond with the respective
meta-model and b) that all of the model views have been correctly updated has been an
active area of research. For example, in the work by Paige et al. [160] a comparison is made
between two different approaches to verifying whether Business Object Notation (BON)11
models [214] are compliant with their meta-model and consistent across views. The two
approaches considered transform a BON model into:
• A PVS specification [159]. The PVS language comprises a formal specification language,
and an associated toolset including a type checker and theorem prover. This toolset
can then be used to prove (or otherwise) the validity of theorems specified in the PVS
language.
• Eiffel [140] unit-tests. Eiffel is both an object-oriented programming language and
development method. Of particular relevance to development with Eiffel is the concept
of Design-by-contract. Contracts in Eiffel describe what must be true before a routine
executes (pre-conditions), after a routine finishers (post-conditions) and properties
that must hold at all times (invariants). BON was developed to include the notion of
Design-by-contract, and is specifically targeted at Eiffel development [214].
This work is interesting as it is an example of a type of model transformation being
applied between model representations in order to both allow ease of generating the initial
model (the BON representation), and analysing its correctness and consistency (the PVS
and Eiffel representations). It is both a demonstration of techniques to ensure model view
consistency in the BON model, and on the utility of transforming a modeller-friendly notation
into an analysis-friendly notation as required. This type of analysis appears increasingly
important as greater use of Domain Specific Modelling will increase the range of languages
used to specify a system, and the precision with which those languages require models to be
specified in. Ensuring that this plethora of models are both compliant with their respective
meta-models, and are consistent across the range of models generated appears a required
capability.
However, there are limitations identified by Paige et al. with their approach. Whilst
a means to utilise formal specification languages more easily is highly desirable (they are
typically regarded as complex, difficult to understand by stakeholders, and problematic to
integrate with other modelling approaches [181]), the PVS specification cannot be fully
11BON "is a method for analysis and design of object-oriented systems, which emphasizes seamless-
ness, reversibility and software contracting. Its aim is to narrow the gap between analysis, design, and
implementation by using the same semantic and conceptual base for the notation on all three levels." [229]
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generated automatically from the BON model in order to verify compliance and consistency;
some manual intervention is required.
In the alternate Eiffel based approach unit-tests are automatically generated from the
BON model, using either a transformation written in the Eiffel programming language itself,
or the ATL model transformation language (ATL is discussed in chapter 4). Given that
the BON design is based on many of the concepts from Eiffel, the use of this language to
verify view consistency and meta-model conformance appears a highly appropriate choice.
However, the Eiffel-based approach cannot be used for all BON models; it appears there are
some aspects of BON contracts that cannot be represented easily in the Eiffel language.
More recently, a similar approach has been applied as part of the Integrated European
Signalling System (INESS) project in order to analyse signalling system behaviour [183]. In
this project initial signal system behaviours are represented in xUML, a modelling language
that is more accessible for use by signalling system domain experts. This is then transformed
into a PROMELA representation [35], a modelling language that is designed to model system
behaviour and supports a form of behaviour analysis using the SPIN model checking tool.
This allows potentially problematic system behaviours in the signalling system to be identified,
and is an example of the right modelling representation being used at the right time. To
reinforce this point, the work in the INESS project also allows problems identified by the
SPIN model checker to be transformed back into a graphical UML representation. This
allows the signalling system domain experts to see the problem in a language they are more
familiar with, rather than having to learn to comprehend the output of the SPIN tool.
This theme of transforming modelling representations into different representations based
on their suitability for particular tasks is emphasised in the work by Kalawsky et al. on
’hardware in the loop’ simulation testing [115]. In this work, an approach is presented to allow
for system definition in an appropriate language (SysML), supported by model transformation
to generate different modelling representations that are better suited to complex system
analysis and system verification; Simulink is the targeted modelling tool in this case. This
approach is being applied to a relatively complex system example, that of a car including the
modelling of vehicle dynamics, engine and brake control systems. In order for this system to
be successfully analysed and simulated, multiple modelling representations must be used.
Different tools are better suited to different aspects of the analysis and verification. Therefore,
a key technology in this approach is model transformation; how it can be used to transform
the different modelling representations between the tools, and how it can ensure these models
remain consistent as changes are made.
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Autonomous System Verification
Performance is a particular non-functional property that is increasingly important for
autonomous systems, particularly when they can operate with large amounts of uncertain
data. Whilst there have been many papers that look at the specification and evaluation of
performance-related requirements for software (see, for instance, the performance prediction
framework in [133] or model based performance analysis and/or prediction in [81] and [33]),
the scope of ’performance’ is often fairly narrow covering, primarily, the timeliness, latency
or rate associated with particular operations. Performance, when applied to autonomous
systems, can cover a much greater spectrum of properties such as acceptable accuracy or
uncertainty associated with particular operations, or the ’correctness’ of particular decisions
taken by the system, given the environment in which it is operating and the performance of
individual components that comprise the system.
Most of the techniques or guidelines in [133] and [25] are appropriate for autonomous
systems. However, there is a need for additional processes, tools and approaches that help:
• Cover a much wider definition of performance than just timeliness and throughput.
• Move the focus to verification and validation of decisions and/or behaviour rather than
just the correctness of code.
Autonomous System Verification and Validation is generally, but not universally, con-
sidered to be an unsolved problem. Gat, in his paper Autonomy software verification and
validation might not be as hard as it seems [95] readily acknowledges this, but also postulates
that autonomous systems are no different from other types of complex system, and therefore
standard techniques apply. Gat identifies two main concerns; a technological concern and an
operational concern. The technological concern is that autonomous systems may use tech-
niques not used in traditional software, and these techniques are not amenable to exhaustive
testing. The operational concern is that by removing humans from the loop, a source of
oversight is removed.
The technological concern identified by Gat is actually one of verification. Gat identifies
that exhaustive testing is unlikely to be tractable, but provides what could be considered an
over-simplistic solution; break down the state space into a manageable set of equivalence
classes and test those. This is potentially possible when the system is going to be assessed
against a reasonably fixed goal or set of tasks, but as these tasks become more abstract or
broad (one of the identified challenges in chapter 2), this is likely to be more of a problem. As
the goal or task a system is being set to achieve becomes broader, exactly which equivalence
classes are pertinent becomes harder to establish without additional information. The
operational concern is also one of the challenges identified in chapter 2, but this concern is
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dismissed by Gat who simply advocates additional automated checks and balances, and that
components should fail cognisantly. Simply stating that additional checks and balances are
required is something of an unsatisfactory response. What should these checks and balances
look like? What is the system checking against? If a program can be written to evaluate
whether an output of another program is correct, why is this check not simply incorporated
into the observed program? Additionally, how can it be shown that the same failure modes
are not present in both programs? Whilst the concerns that Gat identifies are valid, his
response appears to trivialise the solution.
There is existing work on modelling autonomous systems to verify aspects of them. In
the work by Sprinkle et al. [192] the use of model based design in one of the DARPA Urban
Challenge entries is considered. This work gives a good indication of the breadth of models
that are considered in developing an autonomous ground vehicle, and the tools used. These
include:
• Vehicle Kinematics and Vehicle Controllers, modelled during design using Simulink, to
prove correct operation before implementing directly in software.
• Physical Vehicle and Environmental modelling, modelled using the Gazebo tool [97],
which allowed different sensor configurations to be trialled in simulation without using
the physical vehicle.
• Software Models and interactions between components, modelled using a UML/SysML
type syntax, which was used to organise development amongst designers and specify
interfaces. A meta-model for composition of the components was also developed.
The models used by Sprinkle et al. were almost universally used during design. Software
components were manually developed and then tested against the Simulink models. The
Physical/Environmental models were used when the physical vehicle was not available. The
software models were used in component development, interface definition and to facilitate
the introduction of new team members. Indeed, some of these models were not fully developed
until after the DARPA Urban Challenge. The authors acknowledge that direct development
and testing of the software and vehicle ultimately took precedence over the model-based
methodologies they planned to employ and are careful to note that the fact they were
unable to realise the benefits of system modelling was a failure related to this specific
implementation in this competition, not in general. Some of this is identified as being a
function of the imposed deadlines, and other aspects related to the fact that the environment,
tasks and design for the system were static. A vehicle was being built to do one thing, at
one specific time, at one specific location; the benefits of system modelling are reduced in
this circumstance. In addition, tool selection by the team meant that they had very limited
79
CHAPTER 3. TECHNOLOGIES AND RELATED WORK FOR SYSTEMS
ENGINEERING OF AUTONOMOUS SYSTEMS
capability to use the developed models directly on-board their autonomous vehicle. This
meant that dedicated software components were required, and these needed to be developed
somewhat independently from the models, reducing their utility.
The amount and complexity of systems analysis associated with an autonomous vehicle
can be significant. Kelly and Stentz provide a comprehensive review of the systems analysis
that needs to be considered when constructing an autonomous ground vehicle that is required
to travel over rough terrain [116]. The list is extensive; sensor fields of view, the effect
that terrain has on sensor performance, the effect of the time taken to acquire and process
sensor data, and the effect of environment (e.g. undulation) on the systems ability to detect
and resolve obstacles. Even this investigation is not exhaustive. Many ground vehicles rely
on systems such as GPS to determine a vehicles position or velocity. As discussed in the
previous chapter, GPS has specific characteristics that can cause problems to controlling an
autonomous vehicle, but this is not incorporated into the review conducted by Kelly and
Stentz. This is likely because the paper focuses on detecting objects relative to a vehicle,
rather than overall vehicle control from an absolute positional sensor, such as GPS. The
analysis discussed by Kelly & Stentz focus on the underlying mathematical description. No
guidance is given on how these models should be applied.
3.4.4 Section Summary
In this section, a summary of identified relevant work has been presented where modelling
has been used to support aspects of system verification and systems analysis. Considering the
work on the verification of autonomous systems first, there has been limited work identified
in the published literature where model-based system verification has been extensively used.
Modelling unquestionably plays a part in many autonomous system developments, and for
some aspects of systems analysis. However, its role is often limited. This appears to be
because of the current maturity of the associated technologies, the range of models that
would need to be developed and their associated complexity. The effort that must be made
to generate the models often outweighs their utility; it’s easier and quicker to simply develop
the system software. For model driven system verification to be truly useful, any models
that require significant effort to develop must have high utility and it must be easy to use
and re-use these models.
This leads us to consider how model driven engineering is being used to conduct systems
analysis and verification for other types of system. The use of models in this way is increasing,
and often requires the combination of different tools and representations. Tools that support
detailed formal analysis are often very specialist. Modelling languages that are typically
more accessible for a wider range of users often don’t have the appropriate analytical tools
available to conduct precise systems analysis or verification. Several groups have therefore
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employed multiple tools and representations, using the best tool and language for the job
and transforming models as appropriate, to get the desired effect.
3.5 Chapter Summary
In this chapter, a review of the published literature has been conducted that covered current
modelling frameworks, requirement/goal modelling languages, system modelling languages
and approaches to systems analysis/verification. For each of these areas, there has been
a significant amount of published work produced. There are many modelling frameworks,
modelling languages and associated tools to choose from. Many have been developed because
of perceived weaknesses or limitations that were identified in some of the others, and this
leads to a significant amount of choice. Whilst many of these individual languages have
unique features, they also overlap in their intended scope with each other.
For each of these elements, a focus has been to identify publications where these languages,
tools and approaches have been applied to aspects of autonomous system development. There
is certainly some published literature where many of these techniques have been applied.
Often the modelled systems are relatively simple, with the primary exceptions coming from
some of the published work from the DARPA Challenges. Even with this work, Model Driven
Development does not appear to be a key part of realising these systems. Modelling certainly
supported some aspects of autonomous system development in the DARPA challenges, but
it does not seem that development was driven from the models.
The maturity of the current technologies associated with autonomous systems, the breadth
of models that need to be generated to verify an autonomous system, and the complexity of
these models almost certainly plays a significant part in this. Models will be used more if
they are easy to generate, and have high utility. This becomes increasingly true as models
become more complex and broader in scope. Techniques that allow the right models to be
used at the right time, with the right tools, will be important in supporting model-based
system verification.
Autonomous system verification requires many aspects of the system to be modelled.
There exist many modelling tools and representations to support this. Some languages, such
as SysML, are intended to support modelling many of the different views that would support
autonomous system verification. However, this generality comes at a cost. Whilst many
aspects of autonomous system verification can be modelled in SysML, it is not necessarily
easy or intuitive to create, manage and interpret those models and the flexibility in the
language leads to a range of different styles for modelling systems. This is a barrier to reusing
these models by modellers, and for allowing these models to be automatically interrogated
directly by an autonomous system.
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Given these problems with general purpose modelling languages when applied to the
problem of system verification, this naturally leads to the use of Domain Specific Modelling.
This allows the development and use of specialist languages that are targeted at specific model
types or domains, and are intended to be used by the Subject Matter Experts associated
with the domain. However, the use of multiple different languages will only be useful if the
information in this myriad of models can be kept consistent. It is the technologies that allow
models in these different representations to be easily created, updated and maintained that
are key.
The field of model transformation is specifically concerned with this area. This leads
us to the next research question; ’How well do existing model transformation approaches
support this vision of model-driven system verification?’
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Chapter 4
Model Transformation
4.1 Introduction
In the previous chapter, many types of models have been highlighted that facilitate the
design, implementation and verification of complex systems. These types of models have
spawned numerous representations, and are used by a multitude of tools to support systems
engineering. Some of these representations are relatively generic, supporting the modelling
of numerous different artefacts. Others are extremely specialist, focusing on niche areas of
the system. The number of models that must be generated in order to verify an autonomous
system, and the variety of languages that can be used to represent them, leads to some
potential problems. Specifically,
• Avoiding or managing the duplication of modelling different aspects of the system
across the different models and/or views.
• Ensuring consistency between the generated models as changes and updates are made.
• Minimising the effort required to generate and maintain the required models.
This leads to a focus on one of the key research questions that was only briefly considered
in the previous chapter (as shown in the thesis model in Figure 4.1):
KQ2.4 - How should multiple different models of different aspects of an AS be
created, maintained and brought together to verify the system?
One technology area that is specifically associated with managing and maintaining
consistency between models is that of model transformation. In this chapter a review of the
published work associated with this technology area shall be presented, with the KQ being
used to focus the review.
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Figure 4.1: Thesis Model - The Key Research Question that guides the review of the published
literature focusing on Model Transformation
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4.2 Model Transformation Background
Model Transformation is primarily concerned with consistency between models, although the
means by which this is achieved varies significantly between the different approaches. The
simplest case for ensuring consistency between two models, given some description of how
those models are related, is to automatically generate one of the models (the target model)
from a pre-existing model (the source), and the description of consistency [194]. A model
transformation is therefore a formalisation of the relationships between these two models. If
this single specification can be unambiguously interpreted1 then, by definition, any target
model that is automatically generated from the source model is consistent with that source
model (as consistency is defined in the used specification).
A model transformation specification may be described as a series of imperative operations
which specify how a target model must be constructed, given aspects of a source model. This
style of model transformation is considered in more depth in section 4.3.1. Alternatively, the
specification may be more declarative, containing consistency relations that specify what
must be present in a target model rather than how it is constructed. This style of model
transformation is considered in section 4.3.2.
These transformations may reference the same or different meta-models for the source
and target models. A transformation between two distinct meta-models is known as an
exogenous transformation, whereas a transformation that uses the same meta-model for both
the source and target models is known as an endogenous or in-place transformation [70]. The
majority of model transformation approaches are dependent on meta-modelling approaches
and the associated frameworks, such as the MOF or ECORE.
Stevens has described and utilised a formal notation for model transformations [194] [195],
variants of which shall be used throughout this thesis. Whilst these definitions were written
in the context of relational model transformations, and therefore make use of mathematical
relations, aspects of the notation can also be applied to imperative model transformations.
The reader is directed to Steven’s published work for a comprehensive description of the
notation (in particular, her work on bi-directional transformation semantics [195]). Relevant
definitions original stated by Stevens shall be summarised, and the notation built upon
throughout this chapter.
Let us assume that M and N are meta-models, which can be considered sets of models.
A model transformation is therefore a function which takes (a minimum of) two models m
and n as inputs, where m and n are members of the sets M and N respectively; they are
instances of the corresponding meta-models. If m is the source model and n is the target
model then a model transformation can be expressed as the following function that would
1This is not always the case, as will be shown later in this chapter.
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take m and n as inputs [194]:
−→
R : M ×N → N (4.1)
Some model transformation languages support bi-directional operation. That is, the same
model transformation specification can be used to enforce consistency with different domains
as the target. If a model transformation is bi-directional then, in addition to the standard
(forward) transformation function, there will also be a reverse model transformation function.
←−
R : M ×N →M (4.2)
Using these functions, a formal definition for endogenous and exogenous model transfor-
mations can be described.
Definition 1. Let
−→
R : M × N → N be a model transformation function . The model
transformation function is endogenous when M = N . It is exogenous if M 6= N .
There are a number of approaches to classifying model transformation languages including
the intended use of the output of the model transformation, the type of artefact that is
created or modified through model transformation and the style of the language itself. These
different traits shall now be explored.
4.2.1 Using Model Transformations
A model transformation is ultimately about ensuring consistency. The simplest case described
by Stevens involves the automatic creation and instantiation of a new target model, or model
creation. At the time of writing this is currently the most common usage scenario employed
by model transformation languages and their associated tools. There are several reasons
for this. Some styles of model transformation are more suited to this usage scenario (see
section 4.3.1 where imperative model transformation languages are discussed). In addition,
model creation is typically easier to implement in a model transformation engine as it does
not need to account for a pre-existing target model or any other existing artefacts from a
previously run model transformation, such as a trace model.
For model creation the inputs to a model transformation engine are typically:
• A description of the source and target meta-models, and a specification for how those
models are related (in a model transformation specification).
• A source model that conforms with the source meta-model.
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This is shown graphically in Figure 4.2a. These inputs can then be used by the engine
to create a target model that is consistent with the source model, given the transformation
specification and associated meta-models (Figure 4.2b).
More formally, model creation can be described as a transformation function where a
model that conforms with the target meta-model has no effect on the output of the function
when specified as part of the function domain relations. In practical use, any model associated
with the target domain that is used as an input to the function will often be an assumed
"content free" model n. This is used as a dummy argument [195] and would generally not
actually be supplied when using a model transformation tool. Therefore:
Definition 2. Let
−→
R : M ×N → N be a deterministic model transformation function, and
there exists a source model m ∈M . If the model transformation function is used for model
creation then ∀ni, nj ∈ N,−→R (m,ni) = −→R (m,nj).
Although model creation is the most common application of model transformation
techniques, it is not the only operation that model transformations can be applied to.
Specifically they can be used to:
• Synchronise models - Given an existing source model and target model, changes to
the source model are automatically propagated to the target model. If the model
transformations are bi-directional, then changes to the target model can also be
propagated back to the source model.
• Check Consistency - Given an existing source model and target model, it can be
checked whether the source model and target model are consistent given the model
transformation specification.
These capabilities are more typically associated with relational or declarative approaches
to model transformation, and will therefore be described in more depth in section 4.3.2 where
that style of model transformation is discussed.
4.2.2 Model Transformation Outputs
There are generally two types of output that a model transformation can generate. When the
transformation generates a model, this is called a Model To Model (M2M) transformation.
Typically, M2M transformations are specified in terms of meta-models that are defined using
a meta-modelling language. MOF and ECORE are by far the most popular meta-modelling
languages associated with model transformation, although alternatives are available (e.g.
VPM [208]). If the standard 4 layer view of the MOF is used then a model transformation is
typically specified between meta-models (i.e. between artefacts in the M2 layer) and used to
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(a) Minimum Inputs (b) Model Creation - Source Model A exists and
Target Model B is created
(c) Model Synchronisation - Changes to Model
A are automatically propagated to Model B
and vice versa
(d) Consistency Checking - Determines if the
two models are consistent given the transforma-
tion specification
Figure 4.2: Model transformation inputs and the three primary operations that use a model
transformation specification; Creation, Synchronisation and Consistency Checking
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ensure consistency between instances of those meta-models (i.e. between artefacts in the
M1 layer). M2M model transformations are therefore generally ’horizontal’ when viewed in
terms of the MOF ; target models typically exist in the same MOF layer as the source model
(see Figure 4.3). This is an interesting view when compared with MDA and a CIM to PIM,
or PIM to PSM transformation. Given the PSM is a more concrete, platform-specific model,
the relationships between a CIM/PIM and PIM/PSM are typically represented vertically.
However, the CIM, PIM and PSM would all typically be within the M1 layer when viewed in
the context of the MOF.
There is nothing fundamental about M2M model transformations that requires them to
be applied at these levels, although there are reasons why application outside of these layers
is uncommon. There may be some conceptual difficulty in specifying an M2M transformation
between meta-modelling approaches (the M3 layer); the MOF is ’self-describing’, but if it were
used to specify a transformation between meta-modelling approaches this could be considered
as a transformation between meta-models in M2. One of the meta-modelling approaches
would ultimately be required to describe the other, or a specialist model transformation
approach developed that specifically accommodates this type of transformation. In the most
concrete layer of the MOF, the M0 layer, artefacts are typically the ’real world’ and, although
this can still mean source code, these artefacts are not typically models. Instead they are
considered to be a ’real thing’, not a model of that ’thing’.
Perhaps more common in industrial usage today are Model To Text (M2T) transformations.
In this type of model transformation, the output is some form of text-based output and is
commonly used for the automatic generation of software source code, although they can
be used to generate other artefacts such as documentation [211]. Given that this type of
transformation involves converting a model into a fundamentally different type of construct,
M2T transformations are often uni-directional and generally make use of textual templates.
These templates are typically populated with the elements of the text file that will be not
be affected by the model, and then additional annotations used to specify how the text
should be generated for the portions of the file that are dependent on the source model. This
approach is specifically adopted in the OMG’s Model To Text transformation language [155].
In terms of the MOF, M2T transformations are often specified in terms of the meta-model
(the M2 layer), utilise a source model as an input (the M1 layer) and generate a ’real-world’
artefact, such as source code (the M0 layer). There are exceptions to this view; textual XML
files can be considered models in the M1 layer if they are based on well-defined schemas, but
the basic mechanics of the transformation remain the same. This thinking can be applied to
MDA; if the transformation is used to generate source code then an M2T transformation is
being used to generate a Platform Specific Instance (PSI).
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Figure 4.3: Typical (but not mandatory) description of how M2M and M2T relate to the
MOF in terms of the types of artefact they reference in specifications, the models that are
used as inputs, and the models or files that are output.
4.2.3 Model Transformation Language Styles
Model transformation languages can largely be categorised into two types; Imperative/Opera-
tional and Relational/Declarative. In imperative approaches, such as QVT-Operational [157],
a transformation specification is typically specified as a set of modules or rules which match a
source module construct (e.g. a class instance), and a list of commands that, when executed,
initialise the appropriate target model constructs. These languages work well where the
target model will be automatically generated, and where the emphasis is to prioritise the
source model when generating the target model. That is, when presented with a source
model and a transformation specification, an imperative transformation matches all the rules
it can against the source model and executes the associated commands. This is generally
irrespective of whether this creates a target model that is or is not compliant with its
associated meta-model.
Declarative or Relational model transformations promote a different approach. Instead
of rules containing a source model construct and lists of commands for creating target
models, they contain both source and target model constructs or patterns, represented
as a set of consistency relations. These are examined by a model transformation engine
to determine if they hold given the supplied models. If a consistency relation does not
hold, the transformation engine determines what modifications are required to allow the
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consistency relation to hold. Examples of languages that are declarative or relation based
include QVT-Relations [157] and Triple Graph Grammars (TGGs) [184] [121].
The differences between the two approaches can be briefly summarised as follows: a)
Imperative languages allow a modeller to specify how a target model should be created whilst
relational approaches allow a modeller to specify what should exist in a target model; a
relational model transformation engine should automatically determine how a model can
be constructed or modified based on the provided models and transformation specification.
b) Whilst both imperative and relational model transformation languages support model
creation, this change in approach allows relational model transformation engines to easily
support additional capabilities, such as model synchronisation where updates to pre-existing
source and target models are automatically propagated to the appropriate domain and
consistency checking where a target model is checked to see if it is a valid transformation
of a given source model. c) Relation based approaches are often bi/multi-directional. The
same specification can be used to execute a transformation in different directions between
the specified domains. The same is not typically true of imperative approaches.
4.3 Existing Model Transformation Languages
There are many model transformation languages for both the imperative and relational
approaches. Some have briefly been discussed in previous sections, such as ROSE (see section
3.1.3). A number of existing surveys of model transformation languages exist, for example
by Czarnecki & Helsen [70] and Stevens [194]. The work by Czarencki and Helsen is a
particularly good introduction to model transformation, as it provides a comprehensive
summary of the different features and styles of model transformation languages, and classifies
a wide range of languages against this list of features. These languages vary in popularity,
their mode of operation (imperative or declarative) and the features they offer. In this section
some of the more popular languages shall be considered further, including the set of three
transformation languages that make up the OMG standard Query/View/Transformation
(QVT) [157], ATL [36], TGGs [184], EPSILON [128] and VIATRA2 [205].
4.3.1 Imperative/Operational Transformation Languages
There are a number of model transformation languages available that have an operational
or imperative mode of operation. Some of these transformation languages are classified as
dedicated imperative languages, such as QVT-Operational. Others are considered by some to
be hybrid languages (as described by Kolovos et al. [124]) that contain both imperative and
declarative features. These languages include ATL [36], the Epsilon Transformation Language
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(ETL) [124] [128] and the VIATRA transformation language [205] [32]. Even within these
hybrid languages, there are differences in how declarative the languages ultimately are.
In this work, a relative simple conceptual distinction shall be used to separate impera-
tive/operational and declarative/relational approaches.
• A declarative approach predominantly focuses on what the result of a model transfor-
mation operation should be, without focusing on how that result should be achieved.
• An imperative approach predominantly focuses on how the model transformation
operation should be executed.
Many of the approaches that are classified as hybrids have a significant imperative
component. Indeed, in most cases the language has limited utility without making use of
that imperative component and this means that they mostly have the same advantages and
disadvantages as languages that are considered wholly imperative. A language that has a
significant imperative component, even if it has some declarative features, still requires the
modeller to specify how a significant proportion of the transformation specification is to be
interpreted. In this work the languages of ETL, ATL and VIATRA that have been classified
by some as hybrid languages shall be considered alongside the pure imperative languages,
although their declarative features will be highlighted where appropriate.
The Object Management Group standard for model transformation, Query/ View/ Trans-
formation (QVT) is not a single standard model transformation language. The standard
document [157] describes three languages that can be used for specifying model trans-
formations on MOF-derived models; QVT-Core, QVT-Operational and QVT-Relations.
QVT-Relations and QVT-Core are declarative languages that will be discussed subsequently.
QVT-Operational is the imperative language described in the standard, and is also the most
widely supported of the QVT languages in terms of tool support2.
QVT-Operational has many similarities with imperative programming languages, such as
Java. This similarity can be seen from the starting point of a QVT-Operational transformation;
a main() operation. The basic unit within a QVT-Operational specification is the mapping
construct, which maps a classifier in a source domain to a classifier in the target domain.
When called with an appropriate input, a mapping will instantiate the target model classifier
(either implicitly or explicitly, depending on how the mapping is called) and initialise the
attributes and references that are contained within the target model instance. Mappings can
explicitly call other mappings when initialising attributes or references, as well as supporting
a comprehensive generalisation system for extending and reusing mappings. Mappings can
2QVT-Operational is the only QVT language supported in the default Eclipse M2M project (see
http://www.eclipse.org/m2m [Last Accessed - 25th April 2013]). An Eclipse M2M project for support-
ing the declarative QVT languages has been started, but there has been limited progress. Support for
QVT-Operational is included in the default Eclipse Modelling package.
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inherit from each other, multiple inheritance is supported, as are disjuncts (the specification
of multiple parent mappings, but only one will get used dependent on the mapping pre-
conditions). QVT-Operational is therefore a powerful but complex language. A simplistic
demonstration of this complexity can be made by considering the OMG QVT standard
document [157]. The standard requires two and half times as many pages to describe the
QVT-Operational language when compared with QVT-Relations.
ATL [198] (also known as the Atlas Transformation Language), was originally developed
at INRIA [36] at approximately the same time as the OMG was requesting proposals for
QVT. Whilst ATL is a separate language from QVT, it has been developed with the intention
of being aligned with both Model Driven Architecture (MDA) and the original OMG Request
For Proposals regarding QVT. The basic unit in an ATL specification is a rule which specifies
how a pattern in a source model should be used to construct a corresponding pattern in a
target model. Rules in ATL are uni-directional; they specifically have a from and to section
within each rule that force the application of the specification to a single transformation
direction. This has a number of consequences. Firstly, as with QVT-Operational, there is no
language support for model synchronisation or model checking in ATL. These capabilities
could be achieved by writing additional transformation specifications [113] but, depending on
the nature of the updates to models and particularly in the case of model synchronisation, this
could lead to a significant number of specialised synchronisation transformation specifications
being written to accommodate all of the different circumstances. Secondly, by focusing
on model creation only, the enforcement semantics [38] for an ATL transformation engine
are relatively simplistic and prescriptive, with little capacity to interpret the declarative
portions of the specification. Source model elements can only participate in one source
model pattern match. There is no equivalent to the check-then-enforce semantic behaviour
in QVT-Relations.
There has been some work to extend ATL to include features like synchronisation and bi-
directionality. Xiong et al. have developed SyncATL which extended an ATL transformation
engine with some additional synchronisation semantics, although there has been little recent
development [227]. More recently Jouault and Tisi have described an approach for incremental
execution of ATL transformation rules based on a pre-existing target model [114]. Finally,
there is the concept of model weaving that has similarities to the correspondence model
construct in Triple Graph Grammars (which will be discussed further in the section 4.3.2).
Model Weaving [71] effectively utilises a consistency relation between models [194] that
can be used to derive the operations necessary to bring a target model into sync with a
source model, given the set of consistency relations. As Stevens notes, model weaving papers
tend to distinguish between the model weaving process and a subsequent executable model
transformation that is used to actually transform a source model. This terminology does not
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appear to be universally accepted, and some other bi-directional transformation approaches
(such as TGG’s) consider the entire process to simply be a model transformation [194].
As discussed previously, ATL is often described as a declarative language yet in this work
is considered with the imperative languages. This is due to a subjective interpretation of how
declarative the language is. The syntax for ATL rules capture classes and the relationships
between classes declaratively, but ultimately there is a fixed set of semantics for interpreting
this specification. Model synchronisation is not supported so there is limited scope for a
model transformation engine to interpret how a specification is to be applied and, in the
circumstances where there is the potential for interpretation (e.g. conflicting rules) the
responsibility is placed on the transformation writer to resolve the conflict. Ultimately, a
declarative ATL specification looks extremely similar to a QVT-Operational specification,
and ATL transformation engines provide similar capabilities. The work by Jouault and
Kurtev on the architectural alignment of QVT and ATL [113] has ATL being described as
equivalent to QVT-Operational in terms of all the key features, and considers the possibility
of executing QVT-Operational transformations with an ATL engine, yet still considers ATL
to be a ’hybrid’ declarative language and QVT-Operational to be imperative. This seems to
be largely down to the ATL syntax and appears difficult to justify in comparison to true
relational/declarative languages and other related approaches such as Model Weaving.
The Extensible Platform of Integrated Languages for mOdel maNagement (EPSILON) is
a "platform for building consistent and interoperable task-specific languages for model man-
agement tasks, such as model transformation, code generation, model comparison, merging,
re-factoring and validation" [124]. The framework was originally developed by Kolovos et
al. [125] in response to a specific problem; the fragmented nature of model tool and language
development to date. Kolovos et al. note that there are a wide number of modelling tasks
to be carried out by modellers, such as model validation, model transformation, model
comparison and model merging and that a number of different languages had been developed
to support these different tasks. Some of these languages have been developed in relative
isolation by their respective authors. This process had led to a wide range of overlapping
languages, styles and approaches. A reasonable example of this is the Object Constraint Lan-
guage (OCL) [215] [50], which has grown over time from a being a constraint language applied
to UML models in the original version developed at IBM, to a constraint and query language
that could be applied to any MOF-derived model (OCL v2.0 [215], which is still side-effect
free) and finally Imperative OCL which is a fundamental component of the QVT-Operational
language. Imperative OCL, by definition as it is being used to create target models, is no
longer side effect free. In order to address this problem, Kolovos et al. have developed the
Epsilon framework that provides all of the common model management tasks through a
family of related, task-specific languages. These include a model transformation language
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(ETL) [128], model validation language (EVL), model merging language (EML) [127], model
comparison language (ECL) [126] and model to text language (EGL) [180]. These languages
all derive from a base language, the Epsilon Object Language (EOL), which was developed
(partly) in response to some of the perceived problems with OCL [123].
Whilst all many of the Epsilon languages are of interest, four shall be focused on. The
Epsilon Transformation Language (ETL), the Eclipse Merging Language (EML), the Eclipse
Comparison Language (ECL) and the Epsilon Validation Language (EVL). Collectively, these
provide the capabilities for model creation, model synchronisation and model checking.
ETL is a largely imperative model transformation language that shares many of the
same traits as QVT-Operational and ATL. Although ETL is described as a hybrid language
in terms of imperative/declarative style [124], its declarative capabilities are similar to
QVT-Operational; the matching and instantiation of class instances as captured in a rule
definition. This is in comparison with ATL, which also allows relationships between classes to
be specified declaratively. With ETL, these need to be captured explicitly within a guard (for
source model matching) or the imperative statement block (for target model creation). Many
of the same comments for ATL and QVT-Operational also apply to ETL; transformation
specifications in ETL are uni-directional, and are primarily intended for model creation3
only.
To achieve model synchronisation Epsilon uses a model merging (or weaving) operation.
The general steps in a model merging operation, as described by Kolovos et al. [127], are as
follows:
• Comparison Phase - where correspondences between equivalent elements of the source
models are identified.
• Conformance Checking Phase - where the identified correspondences are examined for
conformance, so as to identify potential conflicts.
• Merging Phase - where the source models are merged together to form a target model.
• Reconciliation and Restructuring Phase - where any remaining inconsistencies that
have occurred due to the merging are fixed.
For model synchronisation, where updates to a source model are to be propagated to
a target model, both a modified source model and target model that is to be updated are
inputs to the model merging process. A successful merging will result in an updated target
model that incorporates the changes to the source model. For consistency checking a number
of options are available. Firstly, the first two steps of the model merging operation could be
3ETL could be used for consistency checking, but EVL is the preferred language within the family for this
purpose.
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conducted; the Comparison Phase and the Conformance Checking Phase. Alternatively ETL
can also be used for consistency checking. However, the preferred option by the developers
of EPSILON is to use the validation language EVL; EVL is capable of validating constraints
that are intra- or inter-models (i.e. between separate models)4.
As is to be expected, ECL and EML have a similar syntactic style to ETL; both are based
around a rule construct. ECL rules match instances of classes in a source model (specified
with the match keyword) to instances of classes in a target model (specified with the with
keyword). A compare statement is then used to perform the actual comparison of the instance
details, returning true or false as appropriate. EML is specified similarly. Source classes to
be merged are specified with merge and with keywords. A series of imperative statements
then detail how the merged construct will be created based on the source model inputs. EML
specifications are therefore both imperative and uni-directional. The uni-directionality means
that if model updates are to occur in different directions, then different EML specifications
are required, although the ECL specifications for the comparison and conformance checking
phases could potentially be reused. The imperative nature of EML means that the detail of
how to merge or synchronise models must be precisely specified by the transformation writer.
In some circumstances, where there are multiple options available to update or synchronise a
model, being this prescriptive may not be desirable. However, Epsilon appears successful in
its design goal of creating a family of model management languages from a common base
that are easy to use and easy to extend. ETL, EVL, EML and ECL all have a similar syntax
and transformations specified in ETL are generally much shorter, concise and readable than
the equivalent transformation specified in QVT-Operational.
The VIATRA2 Model Transformation framework has been created to support "precise
model-based system development with the help of invisible formal methods. In this approach,
formal methods are hidden by automated model transformations which project system models
into various mathematical domains." [205]. Varro et al. deliberately position VIATRA2
as a model transformation approach designed specifically to accommodate system models
rather than software models, and the overall framework contains three distinct languages. A
meta-modelling alternative to the MOF known as VPM, a pattern specification language and
a rule based model transformation language. The meta-modelling language VPM has been
developed in response to limitations in the MOF language identified by Varro et al. [208],
such as a lack of association inheritance and multiple instantiation, i.e. where a class instance
can have multiple direct types. A textual equivalent to the graphical VPM notation has also
been developed, known as the Viatra Textual Metamodeling Language (VTML). Whilst the
suggested enhancements of VPM over MOF appear useful extensions, it’s not clear their
4Inter-model validation checking is a key differentiator between EVL and OCL. See section 4.6 of the
Epsilon Book [124].
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development required a completely new and independent abstract syntax and associated
textual language; potentially the MOF could have been extended to accommodate many of
these extensions.
The VIATRA2 transformation language is specifically unidirectional, with this capability
promoted as an advantage over bi-directional languages for transforming system models
as the transformations are typically abstractions/refinements [205]. As with some of the
other languages here, the creators of the VIATRA2 language consider it a hybrid approach.
This is largely due to the declarative pattern language which is used to describe patterns or
sub-graphs that will be matched (from a source model) or created (in a target model). The
transformation language itself has two distinct mechanisms for specifying a transformation.
The first mechanism is based on source model pattern matching and utilises a gtrule to specify
a source pattern construct (a precondition) and a target pattern construct (a postcondition);
it is the gtrule syntax that has led to VIATRA2 being classified by some authors as a hybrid
approach. The second mechanism allows the specification of control flows with an approach
based on Abstract State Machines (ASMs). This is the primary imperative aspect of the
transformation and dictates which gtrules get applied and when. The languages support
conditional statements and looping and can be used, for example, to conditionally choose a
subset of gtrules to apply or to apply all available rules. The ASM mechanism is the primary
reason for considering VIATRA2 to be largely imperative; whilst the pattern matching
language is declarative in nature when considered in isolation, it cannot be used without a
clear imperative specification in the ASM language of how to apply the rules specified in the
pattern language.
Whilst VIATRA2 was originally developed for the transformation of system models rather
than software models, the majority of published applications of the framework appear to
have considered software models (for example, a UML to SOA (WSDL) transformation [222]).
There is a published example where VIATRA2 is used to support system simulation using
petri-nets, transforming updates to a petri-net model ’on-the-fly’ into an analysable form [177].
However, the stated benefits for system modelling in this work relate more to graph based
model transformation languages in general, rather than anything specifically intrinsic to the
VIATRA2 transformation language.
4.3.2 Declarative/Relational Transformation Languages
The paradigm behind relational model transformation involves the use of consistency relations
that describe how constructs in various domains are related to each other. Formally, a relation
R is specified between meta-models (in this case M and N). R ⊆M ×N holds for a pair of
models if and only if the pair of modelsm and n are consistent; this is written as R(m,n) [195].
As with imperative approaches, a relational transformation function that enforces R in the
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direction of n is written as the function
−→
R (m,n). Similarly, a transformation functions that
enforces R in the direction of m is written as the function
←−
R (m,n).
One way of considering the difference between relational and imperative approaches
to model transformation is related to how this function is designed and implemented. In
imperative approaches, the transformation specification written by the modeller can be
considered to be the implementation of the model transformation function
−→
R (m,n). The
writer of the transformation is specifying how an input to the function is mapped to the output
domain. In a relational approach, the transformation writer specifies a consistency relation
R ⊆M ×N that is then used as an input to a transformation engine. The specification is a
description of how the function
−→
R (m,n) should map the input and output domains, but the
function implementation is not written by the transformation writer.
QVT-Relations is the primary relational language within the OMG QVT standard [157].
It is a bi-directional, declarative language that supports model creation, model synchronisation
and consistency checking. The primary unit within the specification is a relation that describes
a pattern or sub-graph associated with two or more domains (meta-models). Relations can
be dependent on other relations (captured through the when statement) or require other
relations to hold if the stated relation holds for the supplied models (through the where
statement). The transformation specification itself can be directionless (it can be enforced
with any domain as the target) or be written so as to enforce model modifications in a
specific direction only (by specifying that some domains can be checkonly ; they cannot be
modified). To facilitate the use of directionless specifications, a target domain is typically
specified when executing the transformation. All QVT-Relations specifications can be made
directionless by ensuring all of the domains can be enforced in the specification, but this simple
change does not guarantee the specification will be able to make meaningful modifications in
that particular direction. For example, a refinement/generalisation transformation can be
expressed bi-directionally, but that does not guarantee that a meaningful specialised model
can be generated from a more abstract model.
The QVT-Relations standard execution semantics include the definition of a number of
transformation behaviours such as where the transformation should start ("all top relations
should hold") and how to determine whether new model elements should be created or
existing model elements updated (the check-then-enforce semantics). The QVT standard
includes the capability to include imperative operations in a QVT-Relations transformation
using Black-box operations. However, in this work the QVT-Relations language is classified
as declarative or relational rather than a hybrid as the imperative features are not required
to be used to perform meaningful model transformations. Only one of the current tools that
support QVT-Relations, ModelMorf [11], actually supports black-box imperative operations
captured within the specification. Whilst QVT-Relations has less tool support than QVT-
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Operational, it has been the subject of more rigorous analysis in the academic community.
This is likely due to it being published through the OMG, and therefore has a degree of
prominence that many of the other relational model transformation languages have yet to
attain. Stevens in particular has highlighted some of the semantic problems that exist with
the language in general [195] and when applied to checkonly relations (i.e. relations where
only consistency checking is allowed) [196].
The relationship between graphs and models has long been of interest in the community.
Often modelling languages have natural representation as graphs, and this has led to research
in graph rewriting or graph grammars as a form of model transformation. Initially they were
focused on in-place transformations; graphs of one domain could be transformed into new
or modified graphs of the same domain. Triple Graph Grammars, originally described by
Schurr [184], were developed to address some of the limitations of the original graph rewriting
systems when applied to model transformation.
Triple Graph Grammars are specified as triples (LG,CG,RG) where LG, CG, and RG
are graph structures. LG and RG are the left and right graphs; effectively the different
model domains or meta-models. CG is an additional graphical structure; it describes a
correspondence graph which captures how elements in LG and RG are related to each
other. Therefore a grammar in this language can be specified as a set of productions [184]
or rules [121]. Each production or rule can be specified as a triple (lp, cp, rp) or using a
graphical notation [121], with each rule responsible for matching patterns in the source
graph and, based on this, creating or extending the generated target graph. Triple Graph
Grammars are a truly declarative notation; there is no support for additional imperative
commands within the base notation.
Relational Model Transformation Properties
A number of comparisons have been conducted between relational model transformation ap-
proaches [194], and particularly the QVT standard languages QVT-Core and QVT-Relations
with Triple Graph Grammars [101] [102]. The QVT-Relations and TGG comparisons are
particularly informative, and the work by Greenyer et al. and Stevens often focus on the
differences in the execution semantics in each approach. In general, TGG’s have better
defined and more prescriptive semantic behaviour than QVT-Relations. There are a number
of relevant differences in the functionality and execution semantics of the different relational
transformation approaches. Some of these shall be explored here, with a focus on differences
between QVT-Relations and TGGs, where they exist.
Transformation Starting Point Identifying the starting point for a transformation is
clearly important and is a key differentiator between the languages discussed in this section
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and some of the imperative model transformation languages. However, even between the
relational approaches there are differences in where to start a model transformation. For
example, TGGs have a clearly defined single starting point for a transformation, a single
axiom [121]. QVT-Relations takes a different approach, requiring that "all top relations hold".
For any top relation, if that relation matches a source model pattern, then the equivalent
target model pattern must exist. This gives QVT-Relations flexibility over TGGs to have
multiple potential starting points, at the cost of complexity in accommodating or resolving
potential conflicts between those multiple starting points.
Instantiation vs Dependency In a TGG rule it is clear which class instances are in-
stantiated by that rule, and which are expected to be instantiated by other rules. The
same is not true for QVT-Relations where it is implicitly defined that a dependent relation
requires a class instance to be instantiated by another relation through the when and where
statements. It would not be possible to specify an unclear creation dependency between
rules in TGGs, where it is not clear which rule is ultimately responsible for instantiating a
class element, given the well defined starting point (the axiom) and creation/dependency
semantic behaviour;5. However, the QVT-Relations syntax does allow for unclear creation
dependencies to be specified. The question therefore is how is this handled semantically?
The implication from the standard, as stated by Stevens [195], is that "the idea is that
variables in the when clause are ’already bound’ ’at the time this relation is invoked’". In
other words, QVT-Relations is not intended to support circular when dependencies between
relations. However, the standard does not explicitly rule this semantic behaviour out. Instead,
when describing the checking and enforcement semantics6 it states that, for each relation
under consideration, the checking and/or enforcement semantics should be applied "for each
valid binding of the variables of the when clause". What constitutes a valid binding is not
stated. The intent certainly appears to be that a valid binding will be the output of a
previously processed relation, but how a set of relations should be considered is not defined
in the QVT-Relations check-then-enforce semantics; circular dependency resolution could be
considered a valid capability for a QVT-Relations engine to have.
Tracking relationships The notion of a trace or correspondence model is key to many
relational approaches. This is a means to keep track of relationships in the source and target
models identified by a model transformation engine given a set of consistency relations, and
can be particularly useful when conducting model synchronisation. The QVT-Relations
5This is not to stay that more general circular dependencies cannot be generated in TGGs. It entirely
possible to create two rules that are dependent on each other and can only be realised if the other is present.
However, the responsibility that each rule has for instantiating a class should always be clear.
6Section 7.10.1, 7.10.2 and Annex B of the QVT standard [157]
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standard refers to trace models which can be seen as an equivalent to correspondence models
in TGGs. However, the createOrUpdate predicate in the QVT-Relations standard does not
explicitly refer to using trace models when choosing whether a model element should be
updated or created during synchronisation. A model transformation engine could choose
to use or require a trace model in order to conduct model synchronisation, but it is not
explicitly required. With TGGs, use of the correspondence model is a requirement of the
approach.
Non-bijective Model Transformations In considering model transformations (i.e. those
that are executed as a non-bijective functions) some of the mathematical foundations described
by Dickerson shall be used [74]. In this work, Dickerson builds on earlier work by Lin and
Ma [132] that describes a system (or a model of a system) as a set of parts M that interact
with each other as described by a collection of relations R. A system (model) can therefore be
considered an ordered pair (M,R). Extending this concept further, a model transformation
can be considered a homomorphism or structure preserving map. That is, for two relational
structures {M, {Ra}} and {N, {Sb}}, a mapping h : M → N is a homomorphism if, for each
relation Ra on the set M there is a relation Sb on the set N such that h(Ra) is a subset of
Sb. A homomorphism h is therefore a type of function.
Functions can be classified as injective (each member of a source set is mapped to a unique
target set member), surjective (all members of a target set have a mapping to a member
of the source set), bijective (a function that is both injective and surjective) or general
(a function that is neither bijective or surjective). The majority of model transformation
technologies today focus on bijective transformations. As described by Stevens [195], a
transformation between meta-models M and N given by relation R is bijective if for every
model m conforming to M there exists exactly one model n conforming to N , such that
m and n are related by R and vice versa. Stevens notes that bijective transformations
will generally be an exception for real-world models, building a case for better support of
non-bijective model transformations. She also notes that models (such as those contained
within a Platform Independent Model and/or Platform Specific Model viewpoints [142]) will,
by definition, be either super- or sub-sets of each other; different models will contain different
amounts of information from each other (they are abstractions or refinements), and therefore
require support for transformations that are not surjective. Multiple elements from a refined
model may be mapped to a single element of an abstract model. These transformations are
not injective.
Correct and Hippocratic Model Transformations A further question that is partic-
ularly pertinent for model synchronisation is how to identify what needs to be changed in
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a target model n given a consistency relation R and a source model m. Stevens work on
the formal definition of the requirements for bi-directional model transformations is relevant
here, particularly her definition of Correctness and Hippocraticness [195].
Stevens formally defines Correctness as:
∀m ∈M, ∀n ∈ N R(m,−→R (m,n)) (4.3)
∀m ∈M,∀n ∈ N R(←−R (m,n), n)
and states that "These postulates clearly have to be satisfied by any QVT-like transforma-
tion.". This definition clearly defines that a model transformation function should generate
a target model n that is valid given the relevant domain N .
Hippocraticness has greater relevance to model synchronisation given that it is generally
associated with applying a model transformation where there is a pre-existing source model
m ∈ M and target model n ∈ N , and the existing consistency relation R(M,N) holds. A
transformation is hippocratic if no changes are made to the target model by executing the
model transformation if none are needed to ensure the consistency relations hold. More
formally, a transformation is hippocratic if:
T (m,n)⇒ −→T (m,n) = n (4.4)
T (m,n)⇒ ←−T (m,n) = m
These definitions have most relevance to non-bijective transformation functions. A
bijective transformation function would mean a one-to-one mapping exists between the source
and target domains; they are already hippocratic by definition as a transformation can
generate one and only target model n when presented with source model m.
Correctness and hippocraticness are obviously relevant and necessary concepts. How-
ever, questions are raised as to whether real-world implementations of relational model
transformation engines exhibit correctness and will they guarantee that a generated target
model is compliant with its meta-model? Whilst the hippocratic property considers model
transformation engine behaviour in the case where the consistency relation already holds, it
says nothing about what should occur if the consistency relation does not hold. Stevens uses
the QVT-Relations standard to highlight the weaknesses in this situation for non-bijective
transformations. If two models are shown not to be consistent given the transformation
specification it is acceptable for a QVT-Relations model transformation engine to delete the
target model in its entirety and regenerate it anew according to the standard. Given that
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there may be many valid candidate target models for a valid non-bijective QVT-Relations
transformation specification, and that these valid target models may be quite different, this
does not seem desirable behaviour. A modeller that has spent a significant amount of time
manually updating an aspect of a target model, whilst still ensuring the model was compliant
with the transformation rule, may be somewhat dismayed if an unrelated change caused the
existing target model to be deleted and a new and significantly different target model was
generated in its place.
Conflicting/Over-lapping relations A potential problem with relational transformation
languages is how to resolve conflicting relations or rules in the transformation specification.
As an example, let us consider the QVT-Relations enforcement semantics. In QVT-Relations
it is straightforward to write a transformation that contains multiple relations that will create
conflicting target patterns. As defined in the standard [157], an object will not be created
or updated if it conflicts with an object that has been created by another relation during
the transformation. That is as far as the standard goes. It does not state whether a conflict
should result in the rest of the transformation process being stopped, or whether a ’best
efforts’ model should be generated and the conflict simply highlighted. Additionally, because
the semantic behaviour of a QVT-Relations engine is not precisely defined, specifications are
not interpreted consistently. The same transformation specification may generate significantly
different models, such as shown by Greenyer et al. [102].
In Greenyer et al.’s comparison of QVT-Relations and Triple Graph Grammars [102] they
investigate the different languages semantics, and in particular the associated determinism.
How deterministic a relational model transformation is depends on a number of factors,
including whether it is possible to specify ambiguous or conflicting relations in the language,
and how consistent the execution semantics are in the underlying model transformation
engine in resolving these ambiguities/conflicts or interpreting the specification. For instance,
Triple Graph Grammars allow non-deterministic transformations to be specified in the
language but the semantic behaviour for addressing conflicts is not precisely defined. The
general advice is simply to avoid non-deterministic transformation specifications where
possible. This requires good design principles to be applied during the development of model
transformations, and the thorough testing of transformation specifications. This is a nascent
area, but there is work that can be drawn on, such as Heidenreich et al.’s approach to safe
transformation composition [107], Cabot et al’s approach to both verifying and validating
graph transformations by transforming them into OCL [49], the transML developed by
Guerra et al. [103] [104] which is a modelling language designed specifically to support the
development and testing of model transformation languages, and the work by Sen et al. on
approaches to testing model transformations [186] [185].
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Scope of Source Domains Triple Graph Grammars typically mandate bind-exactly-once
semantics [102]. These semantics state that all source model elements must be bound during
the model transformation; a transformation that does not bind all source model elements
is marked as incomplete. This is a valid assumption for some, but not all, circumstances.
There could be situations where it is only intended that a subset of the source model will
be considered in the transformation. Triple Graph Grammars address this by requiring the
manual creation of an alternative view of the source model that comprises only the sub-set
to be included in the transformation.
4.3.3 Comparison Summary
On first inspection operational/imperative transformation languages (either ’pure’ operational
languages or ’hybrid’ languages) appear a practical choice for use with system verification.
There are a greater variety of languages that support that style, and the associated tools are
generally more mature than those that support the relational style.
However, operational languages have a number of properties that make them less desirable
for use with system verification. In particular:
• Operational transformations generally support model creation only, whereas relational
languages more often support model synchronisation and consistency checking.
• Manipulating a target model typically requires a series of imperative operations to be
specified, akin to a more general purpose programming language. This is a familiar
representation for the applications that operational model transformations are often
applied in (software engineering), but will not be as familiar to systems engineers.
• Operational transformations are generally uni-directional. A single specification has
a single, defined source domain and target domain. An operational transformation
engine cannot use the same specification to conduct a reverse transformation; a new
transformation specification must be created.
• Operational transformations are deterministic by nature; the models will be generated
by simply following the sequence of operations. Any choice or non-determinism (such
as how to modify a model so that it conforms with its meta-model if possible) must be
explicitly specified by the transformation writer.
Relational model transformations are comparatively rarer in industrial use today. However,
they have the potential to overcome all of the limitations associated with operational
transformations if the associated tools and languages are suitably mature and correct. They
therefore are the focus for the rest of this work.
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4.4 Correctness in QVT-Relations Engines
A pure relational approach to model transformations is potentially a very powerful tool for
modellers by allowing them to focus solely on what they would like to see in a transformed
model, rather than being concerned with how to perform the transformation. However, a
key to the success of the approach is in the rigour with which the transformations can be
specified, and the execution semantics of an associated model transformation engine. The
more difficult it is for a modeller to interpret how a transformation engine will modify a target
model to enforce consistency relations, the more challenging it is to write the transformation
specification. If different engines interpret the same specification in different ways, this further
increases the difficulty of writing a general transformation specification. The correctness
property is therefore a key element of relational model transformation approaches. This
not only states that the modifications to a target model should ensure that the consistency
relation now holds, but also that the modifications that are made result in a valid target
model with respect to its meta-model.
Let us consider further the defined execution semantics of QVT-Relations. Specifically,
the semantic behaviour of source model pattern matching and check-then-enforce object
creation are not precisely specified and, as a consequence, there can be variability in how
different tools choose to implement these semantics. To illustrate this, a simple set of example
models and an associated transformation shall be presented, followed by a discussion of
possible interpretations of the transformation given the standard and results of running
the transformation with the two most common QVT-Relations engines, MediniQVT and
ModelMorf.
4.4.1 Simple Example Transformation
Consider the meta-models in Figure 4.4. These meta-models describe three very simple but
prescriptive domains. The first domain describes possible system functions. A model in this
domain could have a Localisation function implemented by one (or both) of two underlying
technologies; a GPS based sensor or a Simultaneous Localisation And Mapping (SLAM)
software component.
Two meta-models are provided that each describe a requirements domain; they describe
capabilities required for a particular system or task. Both of these meta-models are very
precise; there is only one valid model that will satisfy the meta-model. In the first variant a
system must have two means of determining its position in order to satisfy the localisation
requirement. In the second, the system need only have one means of determining its position.
A model transformation will be used to generate a requirements model (which describes
what the system must be capable of achieving) from the available system functions. If the
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(a) System Functions Meta-Model
(b) System Requirements Meta-Model Variant
A
(c) System Requirements Meta-Model Variant
B
Figure 4.4: Simple systems meta-models representing the functionality domain (top) and
two meta-models (left and right) for variants of the requirements domain
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(a) Relation 1 (b) Relation 2 when Relation 1
(c) Relation 3 when Relation 2 (d) Relation 4 when Relation 2
Figure 4.5: Graphical representation of four consistency relations between meta-models.
Coloured elements show non-dependent elements of a consistency relation. Elements bordered
with a dashed line are dependent on another consistency relation through the when clause.
The full QVT-Relations transformation specification can be found in Figure 4.6.
generated requirements model satisfies the meta-model, then the system has the necessary
functions to achieve the requirements. Examples of these meta-models and associated models
for real systems would obviously be much more complex than portrayed here. However,
the problems elaborated in the rest of this section would also manifest themselves in more
complex models.
A single transformation specification that is used for both target domains is shown
graphically in Figure 4.5 and textually in Figure 4.6. Four relations are specified. Relation
1 acts similarly to the axiom in Triple Graph Grammars; it provides a root for the other
relations. Relation 3 realises a System Can Determine Its Position requirement if GPS
functionality is present in the system. Relation 4 realises a System Can Determine Its
Position requirement if SLAM functionality is present in the system.
Consider the source model in Figure 4.7a. All of the specified relations are top relations.
The QVT-Relations specification states that "The execution of a transformation requires that
all its top-level relations hold". Therefore in our example, valid instances which can be bound
to the target domain pattern must be created for all the relations; there is a corresponding
source domain pattern for each of them. To determine what target model instances should
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Figure 4.6: QVT-Relations specification used for the example system functions to system
requirements transformation.
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be created, the enforcement semantics for QVT-Relations need to be considered. The QVT-
Relations specification states that "if there does not exist a valid binding of the remaining
unbound variables of domain k that satisfies domain k’s pattern and where condition, then
create objects (or select and modify if they already exist) and assign properties as specified
in domain k pattern.". Whether an existing object should be selected, or whether a new
object should be created (check-then-enforce semantics) is somewhat ambiguous. In the
enforcement semantics the specification states "Whether an object is selected from the model
or created afresh depends on whether the model already contains an object that matches the
key property values, if any, specified in the object template".
Therefore, with no key statements specified in the transformation specification, a valid
interpretation is that one instance of the ProjectX class will be created from the first relation,
one instance of Requirements will be created from the second relation and two instances
of the System Can Determine Its Position class will be created, one each from the third
and fourth relations. This model, if generated, would be compliant with the first target
meta-model, but would not be compliant with the second. This interpretation is shown in
Figure 4.7b. Alternatively, if a key statement were introduced to the specification, or if the
model transformation engine was able to determine through some other means that the same
instance of the System Can Determine Its Position class can be reused for both relations 3
and 4 then a valid model for the second target meta-model would be generated, but this
would be non-compliant with the first target meta-model.
Evaluating this simple example with the two primary tools that currently implement
QVT-Relation, MediniQVT7 and ModelMorf8, different results are achieved. These results
are shown in Figure 4.7.
When executing in the direction of the first target meta-model MediniQVT produces
a very unexpected model, with one ProjectX instance, three Requirement instances and
two System Can Determine Its Position instances. The Requirement instances are not
correctly contained, and therefore the model is invalid. This appears to be due to a bug in
MediniQVT’s interpretation of the when clause for the specified relations. ModelMorf fails
to generate a target model with this transformation specification. This is because ModelMorf
appears to require that a single relation be able to fully realise a compliant target model
instance; e.g. a single relation that creates a Requirement instance must also create two
System Can Determine Its Position instances. The fact that the required number of instances
would be created by a combination of relations is ignored. This behaviour is not explicitly
required by the QVT-Relations standard, nor is it explicitly excluded; instead it is simply
how the developers of this tool have chosen to interpret the standard.
7Available at http://projects.ikv.de/qvt [Last Checked 11th April 2013].
8Available at http://www.tcs-trddc.com/trddc_website/ModelMorf/ModelMorf.htm [Last Checked 11th
April 2013].
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When considering the second target meta-model, MediniQVT produces the same model
that it produces in the first. It does not consider the changes in the target meta-model at all
when producing the target model. ModelMorf also fails to produce a target model in this
instance, for the same reason as the previous model. Relation 2 produces a Requirements
instance which requires a mandatory System Can Determine Its Position instance, but that
class is instantiated by Relation 3 and/or Relation 4. ModelMorf takes no account that this
mandatory reference can be generated by another relation, and so fails to generate the model
with an exception.
Given that ModelMorf9 is described by some to be the more faithful interpretation of the
QVT-Relations standard [196], this leads to a question - how should this transformation or
the meta-models be modified in order to allow ModelMorf to actually generate an output? A
number of attempts were made to modify this example and to allow ModelMorf to generate
a model, with the following modifications being made:
1. The lower cardinality bound between Requirements and SystemCanDetermineItsPosi-
tion of both target meta-models were set to zero. However, this still fails to generate a
target model albeit with another error, failing with a target cardinality violation.
2. A third variant of the target meta-model was produced with no upper cardinality
bounds and all lower bounds set to zero. This still failed with a target cardinality
violation.
3. Key statements were introduced for the ProjectX and Requirements classes to try and
overcome the cardinality violation error, but this had no effect
These modifications were unsuccessful. Ultimately, changes to the transformation specifi-
cation were required to enable ModelMorf to generate a model for the second meta-model.
This modified transformation specification utilised only three relations, instead of four;
relation 2 was removed and relations 3 and 4 made dependent directly on relation 1 (as
shown in Figure 4.8). This transformation still failed with the first target meta-model, as the
two SystemCanDetermineItsPosition instances could not be generated from a single relation.
What was perhaps more perplexing is that ModelMorf would successfully synchronise
models that it could not create. For example if it was provided with a target model that
conformed to the second meta-model, it reported success and generated a trace model which
bound the relations in the transformation for all combinations of transformation specification
(4-relation and 3-relation) variants, and both variants of the meta-model. However, in no
cases did it actually modify the target model, even when the first target meta-model was
9Although ModelMorf appears to no longer be in development.
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used as input to the engine with a target model that complied with the second meta-model
(i.e. the target model did not conform to the supplied meta-model).
To summarise:
• ModelMorf was able to generate a valid trace model successfully when synchronising
models, even for target models it couldn’t generate when that model was not provided
as an input.
• ModelMorf does perform rudimentary checking of the meta-model on a per relation
basis after a transformation, but doesn’t consider all of the relations in that check. It
can therefore fail to generate a model when a valid combination of relations exist.
• ModelMorf does not appear to check the meta-model when conducting model synchro-
nisation, therefore accepting and not modifying target models for which it can find a
valid binding of relations, even when those target models are non-compliant with the
target meta-model.
4.4.2 Engineering Model Transformations
Improved approaches to engineering transformation specifications could mitigate some of
these problems. For example, the correct use of transML [104] during the design of a
transformation specification would likely result in a transformation with fewer ambiguities
(if that was desired), and one that can be tested in a principled manner using, perhaps, a set
of synthesised test models using the approaches developed by Sen et al. [186]. Whilst these
approaches are undeniably important, they don’t directly address the issues highlighted;
namely that relational model transformations can have ambiguous interpretations, and that
this ambiguity can actually be desirable by allowing an engine to choose the best matches
based on the supplied models. Because of this, applying the work of Cabot et al. in verifying
and validating graph transformations by generating an OCL based representation [49] is
more problematic because it makes implicit assumptions on the semantics of how a graph
transformation will be applied. Whilst highly relevant (e.g. ensuring that a generated target
model is compliant with its meta-model, and is what the developer intended), their approach
aims to determine whether a transformation specification is conflicting and ambiguous given
these specific semantics.
An approach that does address ambiguity in transformations is the Janus Transformation
Language (JTL) by Cicchetti et al [64]. JTL is specifically targeted at non-bijective trans-
formations and has a novel capability amongst the transformation approaches considered
in this chapter whereby it will guarantee that a generated target model is compliant with
its target meta-model. The JTL has been modelled on QVT-Relations, and the execution
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(a) Source Model For Transforma-
tion
(b) A manually generated target model that is compliant
with the first target meta-model using an interpretation of
the semantics in the QVT-Standard
(c) Target Model generated by MediniQVT for both target meta-models
(d) Target Model generated by ModelMorf for the second target meta-model, using a 3 relation
variant of the transformation specification
Figure 4.7: Source model (a) and target models generated by (b) a manual interpretation
of the QVT standard for the first target meta-model, (c) MediniQVT for both target
meta-models and (d) ModelMorf for a 3 relation variant of the transformation specification
conforming to the second target meta-model.
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Figure 4.8: A variant of the original QVT-Relations specification that allows ModelMorf
to generate a target model that is compliance with the second target meta-model. There
are some non-compliances with the QVT-Relations standard syntax required by ModelMorf,
such as the use of the semi-colon to separate domains with the transformation statement.
MediniQVT and the standard require a comma to be used as the separator.
113
CHAPTER 4. MODEL TRANSFORMATION
engine utilises Answer Set Programming (ASP) (a search technique designed for difficult
search problems) to generate a correct transformation, given the matched relations in the
source model and the imposed constraints of the target meta-model. A JTL transformation
specification is itself transformed into an appropriate ASP representation, that can then be
used as input to an ASP solver. JTL has many desirable properties that are required for the
transformation of system models, the guarantee of compliance with the target meta-model
being the most significant. However, there are several areas where the JTL approach to
relational model transformations can be built upon. In particular:
• The semantics of source model matching and handling relation dependencies are a key
source of ambiguity in matching source relation patterns, and hence relational model
transformations. Adding flexibility here may allow target models to be generated in
circumstances where other approaches would reject them, as there are more potential
source model matches available.
• Specifically allowing the model transformation engine the flexibility to instantiate only
those relations that allow a target meta-model to be generated, even when there is a
valid source model match for a relation. This would allow the engine to match only
those relations that it needs to generate a valid target model.
The last point also opens up an interesting direction of work. If a model transformation
engine is allowed to not utilise certain relations, then there is the potential for a transformation
engine to only ever generate the simplest compliant target model, using only the minimum
number of relations it needs to. Given this is probably not what a modeller intends, an
additional mechanism to guide the transformation engine to a preferred target model out of
all the possible compliant models is desirable.
4.5 Chapter Summary
There are a wide range of model transformation languages available, although many of these
are relatively new, have limited tool support and are currently of most interest to research
communities rather than industrial exploitation. However, model transformation is a key
technology that underpins Model Driven Development and, in particular, Domain Specific
Modelling. Precise Domain Specific Languages that are isolated from each other are of
little use. However, when a means exists to describe how different modelling languages and
representations are related, then there is the potential for Domain Specific Modelling to
be a particularly powerful tool in the system verification of autonomous systems. The best
language for the job can be employed.
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Whilst there are many examples of model transformation being used for source code
generation in industrial applications, there are fewer examples of Model To Model transforma-
tions being applied on a large industrial scale for either Domain Specific Model consistency
checking and maintenance, or for conducting aspects of system verification. Arguments and
examples have been made for its application to the latter [206] [207] [209]. Considering that:
• The modelling of autonomous systems will likely require a wide array of domains to be
modelled;
• Many models in these domains could be updated, either by a user (e.g. a new goal) or
the system (e.g. a change in the environment);
• That verifying an autonomous system will likely require the information from many
domains to be utilised or combined in some way;
then model transformation becomes an appealing tool. Of the two primary styles of
model transformation, a Declarative or Relational approach appears the more desirable.
Imperative/Operational approaches are designed for automatic model generation. It is
unlikely that this capability alone will be sufficient to realise model-based system verification
for autonomous systems. Instead, a relational approach that allows changes to be propagated
throughout the modelled domains, and allows the focus to be on specifying the effect of
a model transformation, rather than how that model transformation is to be conducted
appears a more promising direction.
However, significant hurdles are present. Even with a simple example using the QVT-
Relations model transformation language it can be a challenge to get an engine to generate
a correct target model (one that conforms with its meta-model) or even to interpret the
specification in the manner that was intended by the modeller. In this simple example,
significant modifications needed to be made to a transformation specification in order to get
one tool to generate a model. One potential reaction to these results would be to accept
the later transformation specification as ’correct’ and the initial specification as ’incorrect’.
However, in the ideal case this modification of the transformation specification shouldn’t be
required. When considering the QVT-Relations standard there is a valid interpretation of
this specification for all of the transformation and meta-model combinations. Requiring a
transformation specification to be tailored to a particular engine implementation is a barrier
to reuse, and increases the difficulty in writing a correct specification.
Even with these shortcomings the relational model transformation approach appears best
suited to synchronising different models across multiple domains as required. These limitations
require managing, mitigating or eliminating before relational model transformations can
usefully be applied to system verification on a large scale but, before addressing these problems
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there is another more pertinent question. How should relational model transformation engines
be applied to perform system verification and address other relevant systems questions?
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Chapter 5
Answering Systems Questions with
Bi-Directional Model
Transformations
5.1 Introduction
In order to verify increasingly autonomous systems, both during design and at run-time,
a significant number of domains need to be modelled. This includes modelling the tasks
or goals that are required to be achieved, the likely capabilities that need to be present in
order for a goal to be achieved, the environment and context that any system will be used in,
and the functionality and performance of the system functions available. When conducting
system verification, aspects of all of these different domains must be brought together. Given
that the effort required to model and maintain a single, complex model that covers all of
these domains is likely very large, and that information from these domains will have uses
other than in system verification, approaches that support the separation of concerns are
appealing. Model transformation, in particular bi-directional model transformation, was
identified in chapter 4 as potentially promising, given how it can a) be used to relate models
in multiple domains, b) be used to ensure that models in multiple domains remain consistent
and c) generate new models from existing models for these different domains. This leads
us to a number of additional research questions, as shown in the thesis model in Figure 5.1.
Specifically:
KQ-3.1 - How can bi-directional, relational model transformations be used con-
ceptually to conduct system verification?
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KQ-3.2 - How well suited are existing modelling representations and bi-directional,
relational model transformation languages to supporting system verification?
In this section a conceptual approach to conducting system verification, Systems MDD,
is introduced. This approach uses meta-modelling and bi-directional model transformations
to answer a number of system questions, including system verification. In addition, a variety
of arrangements for bi-directional model transformations within the approach are elaborated
upon. In order to ascertain the viability of the conceptual approach an autonomous navigation
scenario and associated system are used as an example. An existing model transformation
language and associated tools, QVT-Relations and MediniQVT, are then used to implement
and evaluate Systems MDD for this scenario. As part of this, the different transformation
arrangements are also evaluated.
5.2 Conceptual Approach to Answering Systems Ques-
tions with Bi-directional Transformations
5.2.1 Domain Architecture
The definition of the domains is a key element in the development of a conceptual approach
to system verification; what should models express so that verification can be conducted,
and how broadly should a domain be specified in order to ensure it is both useful whilst
remaining appropriately loosely coupled with other domains? This latter point is particularly
important. To maximise re-use changes involving a particular concept should be localised to
a particular domain as far as possible.
Approaches such as Quality Function Deployment (QFD) [105] and the SV-5 viewpoint
in MODAF/DoDAF [143] are informative on the minimum number of domains that must
be modelled. QFD typically provide a mapping between customer requirements and design
parameters. A MODAF/DoDAF SV-5 provides a mapping between Operational Activities
(actions that must be carried out to achieve a mission) and the functions provided by a
particular system. The SV-5 is not the primary modelling view for describing Operational
Activities or System Functions; these are described in their own views. However, it is the
primary view for relating Operational Activities and System Functions. Therefore, system
verification of autonomous systems should, at a minimum, consider at least three domains:
• A Mission Domain which describes the capabilities necessary to achieve a mission, and
allows for the specification of a required level of performance associated with those
capabilities. A Mission Meta-Model describes a type of mission. In the remainder of
this chapter, an autonomous navigation mission type shall be considered. It is envisaged
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Figure 5.1: Thesis Model - The Key Research Questions that drive the development of a
system verification approach based on relational model transformations and Domain Specific
Models.
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that in a practical application of the approach that there would be many different
Mission Meta-Models, each describing a different type of mission.
• A System Domain which describes a set of system components, and/or a set of system
functions. A System Meta-Model describes this domain, and therefore describes a
specific type of system.
• A Mapping Domain which captures how system functions and mission capabilities are
related. A Mapping Meta-Model therefore describes the possible relationships between
missions and systems. For example, the relationships between capabilities and functions
and their associated performance.
A particular, specific mission is an instance of the Mission Meta-Model that describes a
valid Mission Domain. A specific system, possibly at a specific point in time, is an instance
of the System Meta-Model. Therefore, in order to verify the specific system against the
specific mission, a specific instance of the Mapping Meta-Model is required. It is this model
that will be used to verify whether the system can, or cannot, achieve the mission it is being
tasked with. A question that shall be explored is whether the Mapping Domain comprises a
discrete Mapping Meta-Model, or whether the relationships between the Mission and System
Meta-Models are sufficient.
The benefit in allowing these domains to be loosely coupled is through the re-use of the
different meta-models. This is illustrated in Figure 5.2, where there is one Mission Type,
related to three System Types. Two of the system types provide similar sets of functionality,
whilst the third system type is sufficiently different as to require a uniqueMapping Meta-Model
to relate it to the mission.
The different system function meta-models 1 and 2 do not represent two individual
systems of the same type (i.e. two identical robots); an individual system implementation
would be represented as a instance of the corresponding system meta-model. Instead, in this
particular example, these two systems ultimately have differing functions available, but that
the meta-models are similar enough to be associated with the same mapping domain. As an
example of how this could occur, one system type’s functionality may simply be a super-set
of the others. The third system type, however, uses a completely different set of functionality
to achieve this mission and therefore requires a separate Mapping Meta-Model in order to
relate that system type’s functions to the mission.
It should be emphasised that changes are localised to, and promote the reuse of, only
the required domains and associated model transformations. The intention is that the
specification of the mission to be achieved remains constant and independent from the
different system types where possible.
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Figure 5.2: Example Organisation of Meta-Models for Missions and Systems
5.2.2 System Verification and Answering Systems Questions
The primary aim for Systems MDD is to support improved verification for increasingly
complex systems, given a mission and relevant environment. This can be phrased as a general
systems question - "Can system A achieve mission B?". However, there are other questions
that could be asked that go beyond verifying a single system against a specified mission. This
section discusses how Systems MDD conceptually allows different questions to be answered
using bi-directional model transformations, and raises a number of research questions that
will be addressed in the subsequent evaluation.
Whilst introducing Systems MDD, a single specific arrangement of the domains and
associated model transformations shall be used. In this section it shall be assumed that:
• Only three domains shall be considered, the Mission, Mapping and System domains,
whilst elaborating on and evaluating the approach. Real-world examples would have
an extended set of domains to consider, and would likely break the considered domains
into a number of sub-domains.
• Two separate model transformations are specified. The first between the Mission Meta-
Model and Mapping Meta Model, and the second between the Mapping Meta-Model
and System Meta-Model.
These assumptions are only made whilst introducing the conceptual approach to Systems
MDD. Indeed, identifying the preferred arrangement for transformation specifications is a
valid research question, and is addressed in section 5.3.
Given the focus of this work to date has been on system verification, the first system
question that shall be addressed with Systems MDD is as follows:
"Given a specific mission (as represented by a mission model) and a specific
system (as represented by a system model), is the system capable of achieving the
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mission?"
This question is represented in Figure 5.3a. It is assumed that there are meta-models
available for the particular mission and system type, that a Mapping Meta-Model is available
that relates the appropriate system functions to mission capabilities, that all of the meta-
models are appropriate/sufficient for verifying a system, and that suitable transformations
have been written which relate the mission and system domains to the mapping domain.
Conceptually, this verification question could then be answered by proceeding through the
following steps.
1. A modeller provides instances of the Mission Meta-Model (a Mission Model) and of
the System Meta-Model (a System Model).
2. The Mission to Mapping model transformation is used to automatically create the
appropriate portions of a Mapping Model.
3. The System to Mapping model transformation is used to automatically generate the
remaining portions of a Mapping Model.
4. Any required relationships between the system and mission components in the Mapping
model are instantiated.
5. The generated model is then validated to ensure that it conforms to the Mapping
Meta-Model.
In chapter 4 it was shown that the majority of current relational model transformation
engines do not guarantee that a generated target model will comply with its meta-model
and that current meta-modelling approaches often utilise a variety of representations to
fully elaborate all of the constraints (e.g. A combination of the MOF and OCL). Therefore,
the final step is required because a model transformation, particular one that has multiple
steps, can ultimately produce a model that is invalid when checked against the Mapping
Meta-Model, even though the meta-model is used as part of the transformation process.
If a Mapping Model can be generated using a model transformation, it is confirmed that
the Mapping Model is conformant with the Mapping Meta-Model, and that the Mapping
Meta-Model can be shown to be appropriate in verifying this particular system type for this
type of mission, then it can be said that the system (as specified in the System Model) can
achieve the mission (as specified in the Mission model). This question has formed the basis
of the implementation of Systems MDD so far, and is discussed further in the section 5.4,
where the suitability of existing representations and transformation approaches to answering
these questions is presented.
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(a) Given a specific mission (as represented by a mission model) and a specific system (as represented
by a system model), is the system capable of achieving the mission?
(b) Can a set of functions be identified that will allow the system to achieve the mission (as specified
in a mission model)?
(c) What is the best set of system functionality to achieve the mission (as specified in the mission
model)?
Figure 5.3: Answering different systems questions using the conceptual Systems MDD
approach.
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This initial question is concerned solely with system verification. However, there may be
additional systems questions that can be answered if the appropriate modelling technology
were available. Let us consider a hypothetical example where a mission type and system
type exists. An interesting question may be whether any specific instance of a system can
achieve a mission, and the level of performance that system would need to achieve if it is
to succeed. This could be used to ascertain whether a) an already deployed system, with
potentially degraded capabilities, could be used, b) whether a new system of that type should
be deployed or c) its not possible for a system of that type to achieve the mission as specified.
This question can be phrased as:
"Can a set of functions be identified that will allow the system to achieve the
mission (as specified in a mission model)?"
For this question the same set of meta-models and model transformations are utilised as
specified previously. Conceptually answering it could be achieved as follows:
1. A modeller produces a suitable instance of the Mission Meta-Model.
2. The instance of the Mission Meta-Model (a Mission Model) is used to automatically
generate a partial, viable Mapping Model.
3. Identify a complete, conformant Mapping Model (if it is possible to do so), given the
partial model and the set of constraints specified in the Meta-Model.
4. Use the completed Mapping Model and an associated transformation to generate a
(possibly partial and viable) System Model (as shown in Figure 5.3b).
5. If required, identify a complete, conformant System Model (if it is possible to do so),
given the partial System model and the set of constraints specified in the Meta-Model.
In this process a partial model describes a model that satisfies some (but not all) of the
associated meta-models constraints. A complete model describes a model that satisfies all
of the associated meta-model constraints. A partial, viable model is a model that could
be made to conform to its meta-model without discarding any existing elements that are
considered of importance by a modeller. A viable model does not mean ’best’; any set of
functionality that can achieve the mission is considered viable.
Conceptually, if a Mapping Model and a System Model can be generated using the
provided model transformation specifications, that these generated models conform to the
relevant meta-models and that the meta-models are considered appropriate, then a set of
system functions (as specified in the generated System Model) have been identified that
can achieve the mission (as specified in the Mission Model). The key difference here is the
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generation of the Mapping Model. For the previous question both a Mission Model and
a System Model were provided. They contained all the information necessary to generate
the Mapping Model. For this question only a Mission Model was provided and there is
therefore insufficient information to complete the Mapping Model; it requires information
from the System Domain to be completed. However, the constraints to assess whether a
Mapping Model is complete are known; these are contained in the Mapping Meta-Model. If it
is assumed that the Mapping Meta-Model is specified with an appropriate level of precision,
then the generation of a complete, valid Mapping Model could be achieved by considering
it to be a Constraint Satisfaction Problem [48]. This question could also conceptually be
reversed to identify a particular mission that a system could complete given the available
functions and their current level of performance.
Identifying a suitable set of functionality for a mission, given the available system types, is
a relevant problem. An extension of this is identifying the best system, or set of functionality,
that could do the job. More specifically:
"What is the best set of system functionality to achieve the mission (as specified
in the mission model)?"
A simple means to achieve this is if there exists the capability to generate all the models
representing valid combinations of functionality. In this instance, each of these models could
be evaluated to determine which is best according to some metric. However, this is unlikely to
scale as the size of the models, and the number of relations between models, grows. Instead,
it would be preferable to be more informed about the models that are generated; i.e. only
generate the Mapping Models and System Models that are likely to lead to a model that
contains the best set of system functions.
This is where the largest gap is perceived with current model transformation approaches.
Existing relation based model transformation languages and associated transformation engines
have no mechanism to choose the best matching relation where a choice of (potentially
mutually exclusive) relations exist. As shown in chapter 4, the issue of conflicting, non-
deterministic and non-bijective transformations are not well accommodated in existing
approaches. For example, if there are multiple relations that have a source model match,
they are all instantiated irrespective of their effect on target model compliance with its
meta-model. If the chosen relations are conflicting, then behaviour is often poorly defined; a
relation may be selected arbitrarily or the conflicting relation ignored. Existing approaches
to model transformation appear to have significant gaps that must be addressed if they are
to generate the best target model.
To answer this question a model transformation engine that can select the preferred
relation from a set of matched relations is required; i.e. if there is a choice between relation
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A and relation B, relation A is preferred. Alternatively, the engine should evaluate matched
relations based on the underlying models; i.e. realising relation A over relation B will result
in a higher quality target model for the given source model and associated meta-models.
A further complication is that the best model may be some function of a set of relations.
Matching the best individual relation may not be desirable in some cases if it results in a
poorer overall result over the set of relations. Instead, it is desirable to identify the set of
relations that gives the best overall score for a model.
Additionally, when conducting systems engineering, it is unlikely to be the case that there
will be a single ’best’ system that can be identified by specifying a single utility function
that must be maximised or minimised. Instead, there will likely be a suite of solutions
that are all sufficient, but that each have particular strengths in part of their design or
implementation. These solutions, where an aspect of the solution cannot be improved without
making at least one other aspect of the solution worse, are described as Pareto efficient, and
the set of Pareto efficient solutions define a Pareto set or Pareto front. Some optimisation
techniques, collectively entitled Multi-Objective Optimisation, are designed to identify Pareto
fronts rather than single solutions and there has been early work on applying this type of
optimisation to identifying Pareto efficient designs [147]. In this thesis, the focus will be on
single objective optimisations that identify a single solution. However, a natural extension of
this would to combine Systems MDD with Multi-Objective Optimisation.
5.3 Model Transformation Organisation
In the previous section, two model transformations were specified between meta-models;
a transformation between the Mission Meta-Model and the Mapping Meta-Model, and
a transformation between the System Meta-Model and the Mapping Meta-Model. This
ultimately is a simplification; it cannot be implemented directly without an additional step.
Additionally, this is not the only strategy for organising model transformations in order to
answer systems questions. The three strategies considered are shown in Figure 5.4, and are
summarised as follows:
1. Multiple Model Transformations with a Mapping Model.
2. Single n-way Model Transformation, with a Mapping Model.
3. Single 2-way Model Transformation, without a Mapping Model.
The first arrangement is an extension of the simplified organisation described in the
previous section; the required extension is an in-place model transformation on the Mapping
Model. The process is as follows:
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1. The Mission Meta-Model to Mapping Meta-Model transformation is used to generate a
portion of the Mapping Model related to Missions/Goals and the associated Capabilities.
2. The System Meta-Model to Mapping Meta-Model transformation is used to generate a
separate portion of the Mapping Model related to system functions.
3. The above two transformations can occur in any order.
4. Once they have completed, an in-place model transformation is executed which finds
valid combinations of capabilities to functions, and ensures that they are associated as
required in an instance of the Mapping Meta-Model
This last step is required as the two initial transformations only construct the portion
of the Mapping Model related to their domains (required mission capabilities for the first
transformation, and system functions for the second). A Mapping Meta-Model will contain
capabilities that ultimately must reference the available functions and vice versa. If an
appropriate separation of concerns is to be maintained, then neither of the initial trans-
formations can be responsible for instantiating these references; they reference information
from a separate domain. The most convenient mechanism to address this is to use a third
transformation that only considers the Mapping domain (hence it is in-place) and ensures that
functions and capabilities are associated correctly. Without this transformation, any model
generated is likely to be invalid; capabilities and functions are present, but not associated, in
the model.
A second arrangement utilises a single n-way model transformation that references all of
the relevant meta-models. Although model transformations are typically expressed between
two domains this is not a mandatory constraint. Some model transformation languages allow
arbitrary numbers of meta-models to be referenced, with QVT-Relations being the most
prominent example. Conceptually, this is similar to the first arrangement with the exception
that all three transformations are compressed into one. The immediate concern with this
arrangement is there is no longer a distinct separation of concerns; a single transformation
now covers all domains. Depending on how the transformation is specified and the language
used, this may not be as significant as it first appears. QVT-Relations clearly separates out
the domains for each relation that makes up the transformation specification. Whilst these
are amalgamated into a single file, it may be a straightforward matter to extract the portion
of a relation that relates to a particular domain. The ease with which this could be achieved
will depend on the similarity or commonality of the domains, and the approach taken in
developing the transformation to ensure it is structured in an appropriately modular manner.
The third arrangement considers the model transformation itself to be the Mapping Meta-
Model ; a separate and distinct Mapping Meta-Model is not required. A single transformation
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relates required mission capabilities to system functions. This is conceptually the most
straight-forward implementation, and relies on a model transformation engine supporting
consistency checking. Determining whether a specific system can achieve a mission is
equivalent to establishing whether there is a valid, existing set of relations between the two
models given the model transformation specification.
5.4 Autonomous Navigation Example
Whilst a high-level approach to using bi-directional relational model transformations to assist
with system verification has been described, Systems MDD only has utility if it can be realised.
Some limitations with existing model transformation tools have already been identified that
can cause potential problems, such as existing engines allowing target models to be generated
which do not comply with their meta-model. In addition, there is uncertainty about the
most appropriate way to arrange meta-models, models and transformation specifications;
a number of choices exist. To explore the practicality of applying Systems MDD, a simple
example shall be considered; an Autonomous Navigation scenario.
Specifically, the mission to be achieved shall be a simple case of navigating along a road,
from a start point to an end point. The first step is to define the Mission Meta-Model for
this scenario. For this, a series of parameterised requirements shall be used as a starting
point.
• A Vehicle shall navigate using a series of way-points from a defined start point A
to a defined end point B.
• The vehicle shall travel between points A and B in less than time T.
• The environment that shall be navigated through is of a single type E.
• The vehicle shall remain on roads whilst navigating.
– The vehicle [shall | shall not] remain within a lane whilst navigating.
– There [shall | shall not] be additional vehicles travelling in the opposite
direction in the opposite lane to our vehicle on a two lane road.
– There [shall | shall not] be multiple vehicles heading in the same direction
of travel as our vehicle in multiple lanes.
• The vehicle shall avoid static obstacles that have dimensions of at least X, Y, and
Z metres.
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Mission MetaModel (CIMM) 
Mapping MetaModel (PIMM) 
System Function  
MetaModel (PSMM) 
TCIMMtoPIMM 
TPIMMtoPSMM 
TPIMMtoPIMM 
(a) Multiple model transformations relating to a Mapping Model, and an in-place transformation to
ensure the Mapping Model is compliant with its meta-model.
Mission MetaModel (CIMM) 
Mapping MetaModel (PIMM) 
System 
Function MetaModel (PSMM) 
TISMDA 
(b) Single 3-way model transformation relating all domains
Mission MetaModel (CIMM) 
System Function  
MetaModel (PSMM) 
TCIMMtoPSMM 
(c) Single transformation specification that is the Mapping Model
Figure 5.4: Options for organising model transformation specifications in Systems MDD
129
CHAPTER 5. ANSWERING SYSTEMS QUESTIONS WITH BI-DIRECTIONAL
MODEL TRANSFORMATIONS
On first inspection, this appears to be a relatively trivial problem. A system is simply
being asked to navigate between two points in a certain amount of time. Only a single
environment is being considered for this mission, and the vehicle is only required to navigate
on roads. However, this single mission type covers a significant range of options that can
place differing demands on the system that must achieve them. Is the distance between point
A and point B a few metres or hundreds of kilometres? Does the system have only a few
hours to complete a long range navigation exercise, or does it have an unlimited amount of
time? These differences in mission require significant differences in the underlying technology
in order to achieve them. Whether the vehicle has to avoid traffic or other obstacles is another
key component, and will place demands on specific system functionality being available. The
capability of an object detection system will be inextricably linked to the types of object it
must detect, and the performance of the system on which it is placed; a system that can
only detect an object when it is one metre from the platform is likely to be of little use if the
platform is travelling at 30kph (approx 8ms−1).
5.4.1 Mission Meta-Model
The Mission Meta-Model for the navigation mission is shown in Figure 5.5, is described
using ECORE, and is based on the five requirements specified in the previous section. The
meta-model is split into two types of generalised classifier.
• Capabilities, which are the things to be achieved as part of the mission.
• Entities, which describe things that may change for different missions and that affect
the capabilities. These could be mission goals (i.e. the system must navigate to specific
location X), or environmental (the environment the system has been placed in has
characteristics of type Y).
Each of these classifiers are then refined into specific capabilities or entities that are to
be represented in conformant mission models. No claim is made that this meta-model is
complete, realistic or ideal. Representing an entire mission using one view, and as one model,
is unlikely to be desirable or practical for any real circumstance. However, this meta-model
has the following desired properties.
• It describes a mission type, independently from any system specific details.
• It allows individual missions to be specified (instances of the Mission Meta-Model),
where the properties of that mission, and hence the required performance of any
supporting system, changes.
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• It is specified sufficiently precisely so that model transformation techniques can be
usefully applied.
5.4.2 System Meta-Model
A system that can achieve the mission is also required. The meta-model for a type of
system that could achieve the mission is shown in Figure 5.6. This meta-model has been
deliberately styled akin to a SysML Block Definition Diagram [156]. Therefore, it describes
an Autonomous System that is composed of a number of components that support a range
of functionalities, such as the ability to move, localise and sense obstacles. The System
Model captures both hardware and software components. A combination/sub-set of these
components provide a system function. Different combinations of components may provide
the same or different functions. Both hardware and software will have an effect on the level
of performance that can be achieved by the overall system. The components in this model
are based on the architecture, hardware and software that are utilised on a variety of robots
developed and used by the BAE Systems Advanced Technology Centre, including those
based on the Pioneer-AT platform [15], the RoboVolc robotic platform [53] and the Wildcat
autonomous vehicle [190]. The main hardware and software components of these systems
shall be briefly summarised. Hardware components in the model include:
• GPS Receivers that measure position, and can vary in quality from relatively cheap
sensors with 10m accuracy and a relatively slow update rate of 1Hz (such as a GlobalTech
GM2 GPS receiver [5]) through to more capable (and expensive) receivers that have
a positional accuracy of less than 10cm if used appropriately (such as the Ashtech
HDS800 [2]).
• Inertial Navigation Systems that are integrated units that combine GPS, Inertial
Measurement Units (IMU), Accelerometers, Magnetometers, and/or Gyroscopes. These
again range in price and capability. At one end of the spectrum are sensors such as
the XSens MTi-G, with an accuracy of approximately 2.5m [22]. More capable INSs,
such as the Oxtech RT3000 family [17] have high positional accuracies (again less than
10cm) and update rates of 100Hz.
• Compasses for measuring a vehicle’s heading, such as the TCM series from PNI Sensor
Corp [170].
• Odometry sensors that measure wheel rotation, and therefore velocity. These could be
optical encoders or hall effect sensors; these types of sensor vary in precision (optical
encoders will typically measure hundreds of pulses per wheel revolution, whereas hall
effect sensors will typically have two or more magnitudes less counts per rotation).
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Figure 5.5: Mission Meta-Model for an Autonomous Navigation Scenario, specified in ECORE
.
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• 2D Laser Sensors that are used for object or road boundary detection. These typically
involve a single laser that scans a plane in front of the vehicle, such as a SICK
LMS151 [10].
• 3D Laser Sensors that typically generate a 3D point cloud and have both a horizontal
and vertical field of view. These sensors may contain one laser, utilising a spinning
mirror to conduct a scan and therefore have a slow update rate (such as a Riegl VZ-
400 [16]). Alternatively they may have multiple lasers (64 in the case of the Velodyne
HDL-64E [21]) and have quick scanning rates. The vertical field of view may be narrow
(e.g. the SICK LD-MRS at 3.2◦) or relatively wide (e.g. 27◦ in the case of the Velodyne
HDL-64E).
• Actuators, which either directly turn wheels, or that drive steering arms, brakes, and
accelerators. These again will have constraints; some actuators can be driven more
quickly than others, or have differences in the precision with which their demanded
position/velocity can be achieved.
The software components are loosely based on the BAE Systems Advanced Technology
Centre Autonomous System Architecture (ASA). This architecture is designed to accommo-
date multiple different robotic systems of varying types. This is achieved by ensuring that
information is suitably abstracted in the architecture where possible, and that components
exchange suitably generalised data representations where appropriate. Software components
that are ’close to the hardware’ (e.g. sensor drivers, actuator interfaces) are typically specific
to that hardware type. Software components that provide functionality that is more common
across a range of platforms tend to be reusable, and have more general, abstracted interfaces.
For example:
• Actuator Control is concerned with taking a typical demand for platform motion
(which is typically expressed as a required platform velocity and platform heading) and
converting that into the demands on individual actuators for achieving and maintaining
the platforms velocity and heading. This software component is typically specific to a
vehicle/platform type.
• The Pilot is responsible for path following, where a path is defined as a course that the
vehicle will follow. A path, in this instance, is typically a precise, relatively short-term
course that has been determined to be safe to be driven, potentially by the vehicles own
sensors. The Pilot’s role is to set the vehicle’s velocity and heading appropriately to
remain on the path, and is typically specific to a particular type of steering system i.e.
Ackerman steered where the vehicle turns by moving its front wheels like a standard
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car, or skid-steered/differential drive control where the vehicle turns by demanding
different speeds of its left and right wheels [43].
• The Path Planner is responsible for determining the path the vehicle is to follow, based
on the observed environment through the systems sensors. In this model, the Path
Planner receivers a generalised view of the environment from the Freespace Fusion
component and will determine a path suitable for the pilot to follow. Typically this
is a general component that could be reused by many robotic systems, but it needs
to be configurable so that the generated path is actually driveable by the platform in
question i.e. A path with a 1m radius curve is not desirable if the robotic platform to
be used cannot turn that sharply. The Path Planner generates a path that is on the
required route.
• The Route Planner takes a start point (typically the platform’s current position)
and a desired end point and determines an appropriate route that will allow the
platform to navigate from start to end. The difference between paths and routes is
their temporal scope and precision with which they are specified. Routes cover large
distances (potentially a whole journey), and are not typically concerned with the precise
motion of a vehicle. They define a corridor in which safe paths are expected to be
found. Paths are shorter term, and typically will be of a length that is similar to the
range of the sensors used to observe the environment.
• Freespace Fusion takes an input from one or more sensors that are observing the
environment and generates a single, fused view of the environment around the vehicle.
Typically this will include a representation of areas that are definitely safe to operate
(i.e. there are no objects of note in that area), definitely not safe to operate (there is an
obstacle to be avoided in that location) and areas where there is some uncertainty (either
because that area has yet to be observed by the sensor, or because the measurements
that have been made are not sufficient to come to a particular conclusion).
A particular system does not need to instantiate all of these hardware and software
components. Examples of how different components may contribute to system functions
include:
• Both GPS receivers and Inertial Navigation Systems (INS) (which include GPS) are
able to measure position.
• Velocity may be measured directly through the use of wheel odometry, derived from
a change in (GPS) position by a Localisation software component, derived from the
current acceleration (as measured by accelerometers in an INS) by a Localisation
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software component, or be estimated based on the fusion of measurements from a
number of these sources.
• Similarly heading may be measured by a compass, inferred from a change in position,
differences in wheel odometry, or again be a fused estimate.
There are potentially many combinations of components that must be captured within a
valid instantiation of this meta-model, and for each viable combination the precise performance
of the selected component can have a significant effect on the overall capability of the
represented system. This could be a small, indoor robot designed to navigate a few tens
of meters, or a large autonomous land-rover designed to navigate hundreds of miles over
challenging terrain. The specific components that are instantiated, and the associated
attributes, can be used to infer the functionality present in the system.
5.4.3 Mapping Meta-Model - ECORE
At this point a description of a particular system can be described as an instance of the
System Meta-Model, and of the mission to be achieved as an instance of the Mission Meta-
Model. In order to verify the system can achieve the mission, mapping models will be created
automatically using the supplied mission and system models, and the mapping model’s
conformance with the Mapping Meta-Model checked. The Mapping Meta-Model that maps
system functions to required mission capabilities for our case study example is shown in
Figure 5.7.
The capabilities are straightforward to represent; the capability classifiers in this meta-
model are generally equivalent to the capabilities in the Mission Meta-Model, although they
have been merged with the entity information within that meta-model. This is an example
of using a model transformation to restructure information from the mission domain into
whatever form makes most sense to verify the system; the best model view is used in each
circumstance, and this is facilitated by the model transformation.
Generation of the functions is approached differently. The System Meta-Model captures
system components (hardware or software) whereas the Mapping Meta-Model contains
descriptions of functionality. This is simply one option out of several that could have been
chosen to model this domain. This view of a system as a series of actual hardware and
software components is fairly typical in SysML, but the System Domain can legitimately
include the specification of functionality; MODAF/DODAF specifically include views to this
effect. However, in this example the model transformation will be used to describe how system
components map to system functionality. This demonstrates an alternative mechanism for
using a model transformation in system verification; instead of simply reorganising information
as has been done with capabilities from the mission domain, the system components are
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Figure 5.6: System Meta-Model for an Autonomous Navigation Scenario, specified in ECORE
.
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Figure 5.7: Mapping Meta-Model for an Autonomous Navigation Scenario, specified in
ECORE .
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mapped to system functions as part of the relations that make up the model transformation
specification.
This meta-model effectively forms a type of matrix with functions for rows and capabilities
for columns, and has similarities with the matrices used in QFD, the SV-5 view in MODAF/-
DoDAF, and the Q matrix in Relation-Oriented Systems Engineering (ROSE) (as described
in chapter 3) . The key aspect of verifying the system becomes the association between
functions and capabilities. Within the ECORE specified meta-model this is represented
as a generic association that is sufficient if the only check to be conducted is the presence
of a function given a required capability. This means that the only verification that can
be performed using the ECORE specified meta-model is whether the necessary functions
are present in the system. To evaluate whether a function performs to a necessary level of
performance, as determined by the required capability, additional constraints are required.
5.4.4 Mapping Meta-Model - OCL
The most popular language for representing additional meta-model constraints, over and
above what can be specified using ECORE, is the Object Constraint Language (OCL) [65].
These additional constraints allow us to verify elements of an instance of the Mapping Meta-
Model. A selection of these additional constraints are shown in Figure 5.8. This includes the
following constraints:
• Does the system have the ability to traverse the distance required by the set of
way-points in the mission model (The invariant navDistanceInv in Figure 5.8)?
• Can the system traverse over the environment specified in the mission model (The
invariant navEnvironmentInv in Figure 5.8)?
• Can the system detect obstacles of the likely size and at the required distance, given
the type of sensor it is equipped with?
Checking model conformance with a meta-model is a two stage process as the meta-model
is split over two separate representations. The first stage verifies that the model conforms to
the ECORE portion of the Mapping Meta-Model. The second stage verifies that none of the
additional OCL constraints have been violated by the model.
5.4.5 Models
Once the associated meta-models have been defined, appropriate Domain Specific Models
that conform to the meta-models are required. In this example, a System Model is required
that conforms to the System Meta-Model and describes an actual system that has a GPS
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Figure 5.8: A subset of the OCL constraints associated with the Mapping Meta-model that
evaluate whether the vehicle can cover the required distance, in the required time and
environment, stipulated by the mission.
navigation capability. Similarly, a Mission Model must be generated that conforms to the
Mission Meta-Model and describes an actual Navigation Mission in a specific environment.
A Mapping Model that conforms to the Mapping Meta-Model is generated in the process of
answering a specific system question.
Some models will be manually generated and will form inputs into the verification process.
To answer our first system question, both the System and Mission models serve as inputs.
The remaining models (the Mapping Model in this example) will be automatically generated
using model transformations. Exactly which models are automatically generated, and the
precise mechanism by which they should be created, depends on the system question being
asked. For this evaluation, the input models were manually constructed in two ways:
• Using the default ’Hierarchical Editor’ that is provided by the Eclipse modelling tool
for any ECORE derived models. For an example, see Figure 5.9.
• Editing the XML Meta-data Interchange (XMI) files directly using a text editor.
These mechanisms are suitable during the development and experimentation of the system.
They are, however, not an ideal means for generating models. Both of these mechanisms are
unintuitive to use and both require expertise in system modelling.
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Figure 5.9: A view of the Eclipse Hierarchical Editor with an example Navigation Mission,
where a system must navigate between two points along a road of 5m in less than 300 seconds.
5.4.6 Transformations
In order to address the different systems questions, a means to create and evaluate models that
conform to the respective meta-models is required. Model transformations and associated
model transformation engines are well suited to this problem. Transformation specifications
describe how distinct, Domain Specific Meta-Models are related and these specifications can
be then used by a model transformation engine to create, update and verify model instances.
Three different sets of transformation specifications were created to accommodate the
three different arrangements of transformations that were to be evaluated.
5.4.7 Single Model Transformation with a Mapping Model
The first arrangement uses a single model transformation that references all three domains.
In this example the Mapping Model is a target model, and both the Mission Model and
System Model will be the source. This example requires only one model transformation,
TISMDA, that describes how a System Meta-Model, a Mission Meta-Model and a Mapping
Meta-Model relate to each other. This transformation can be used in one step to create a
Mapping Model if a Mission Model and System Model are provided.
The example transformation specification covers a subset of the specified models. In
particular, it creates and populates a mapping model related to one specific capability,
Navigation, and four system functions (Path Following, Platform Motion, Plan Route and
Global Localisation). The transformation specification consists of two top relations, of which
one (NavigationToFunctionsToSystem) is particularly complex, and a number of dependent
relations that deal with specific subsets of the models. Some of the design decisions made
in developing this transformation specification were heavily influenced by limitations and
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constraints in both the QVT-Relations language and the associated tools. The impact of
these constraints on transformation design will be discussed in the results section.
5.4.8 Multiple Model Transformations, with a Mapping Model
The second arrangement considered multiple model transformations that are then used to
generate a Mapping Model as a distinct entity. This arrangement requires three model
transformations:
• TCIMMtoPIMM - Describes how the Mission Meta-Model is related to the Mapping
Meta-Model.
• TPIMMtoPSMM - Describes how the System Meta-Model is related to the Mapping
Meta-Model.
• TPIMMtoPIMM - Describes how a partial Mapping Meta-Model is related to a complete
Mapping Meta-Model.
This set of transformation is effectively the 3-way transformation separated into three dis-
tinct files. Most relations were relatively straightforward to separate into either TCIMMtoPIMM
or TPIMMtoPSMM. The primary relation that had to be separated into three distinct variants
was the NavigationToFunctionsToSystem relation from the 3-way transformation specification.
• Within TCIMMtoPIMM a new relation NavigationToCapability was created that contained
the subset of NavigationToFunctionsToSystem related to the Mission and Mapping
domains.
• Within TPIMMtoPSMM a new relation FunctionsToSystem was created that contained
the subset of NavigationToFunctionsToSystem related to the Mapping and System
domains.
• Within TPIMMtoPIMM a new relation CapabilitiesToFunctions was created that instan-
tiated the necessary association references between capabilities and functions in the
Mapping domain.
A snapshot of a TCIMMtoPIMM transformation is shown in Listing 5.2 whilst the entire
TPIMMtoPIMM transformation is shown in Listing 5.3.
5.4.9 Single Model Transformation, No Mapping Model
The final arrangement utilises a single transformation, but disregards the Mapping Meta-
Model. Instead, the transformation is the Mapping Meta-Model, and will be used directly
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Listing 5.1: Two top relations from the 3-way QVT-Relations Transformation Specification
arrangement
top relation CIMtoPIMtoPSM
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping{};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::AutonomousSystem{};
when {}
where {}
}
top relation NavigationToFunctionsToSystem
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{
capabilities = cim_cap_nav : navigationmissionmetamodel::Navigate {}
};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping {
capabilities = pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate {
pathFollowing = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing
{},
platformMotion = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion
{},
planRoutes = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
localise = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation
{}
},
functions = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing {},
functions = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion {},
functions = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
functions = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation {}
};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::AutonomousSystem {
software = psm_sof_pil : autonomoussystemmetamodel::Pilot {},
software = psm_sof_act : autonomoussystemmetamodel::ActuatorControl {},
software = psm_sof_pat : autonomoussystemmetamodel::PathPlanner {},
software = psm_sof_loc : autonomoussystemmetamodel::Localisation {},
hardware = psm_har_act : autonomoussystemmetamodel::Actuators {}
};
when {CIMtoPIMtoPSM(cim, pim, psm);}
where {
PointLocationToPointLocation(cim_cap_nav, pim_cap_nav);
TimeToTime(cim_cap_nav, pim_cap_nav);
EnvironmentToEnvironmentIndoor(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorUrban(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorWoodedArea(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorPolar(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorFlatPlain(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorDesert(cim_cap_nav, pim_cap_nav);
PathFollowingToPathPlanner(pim_fun_pf, psm_sof_pat);
PathFollowingToActuatorControl(pim_fun_pf, psm_sof_act);
SystemToEnvironmentOutdoorUrban(pim_fun_pm, psm_har_act);
SystemToEnvironmentIndoor(pim_fun_pm, psm_har_act);
}}
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Listing 5.2: Two top relations from the TCIMMtoPIMM transformation
top relation CIMtoPIM
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping{};
when {}
where {}
}
top relation NavigationToCapability
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{
capabilities = cim_cap_nav : navigationmissionmetamodel::Navigate {}
};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping {
capabilities = pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate {
}
};
when {
CIMtoPIM(cim, pim);
}
where {
PointLocationToPointLocation(cim_cap_nav, pim_cap_nav);
TimeToTime(cim_cap_nav, pim_cap_nav);
EnvironmentToEnvironmentIndoor(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorUrban(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorWoodedArea(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorPolar(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorFlatPlain(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorDesert(cim_cap_nav, pim_cap_nav);
}
}
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Listing 5.3: The TPIMMtoPIMM transformation
transformation PIMtoPIM (aspiminmodel: navigationcapabilitytofunctionmapping, aspimoutmodel:
navigationcapabilitytofunctionmapping)
{
key navigationcapabilitytofunctionmapping::PointLocation {easting, northing};
key navigationcapabilitytofunctionmapping::cNavigate {pathFollowing};
top relation CapabilitiesToFunctions
{
checkonly domain aspiminmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping {
capabilities = pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate {},
functions = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing {},
functions = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion {},
functions = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
functions = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation {}
};
enforce domain aspimoutmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping {
capabilities = pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate {
pathFollowing = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing
{},
platformMotion = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion
{},
planRoutes = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
localise = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation
{}
},
functions = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing {},
functions = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion {},
functions = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
functions = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation {}
};
}
}
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to verify the system. In doing this, the model transformation specification is used to check
consistency, rather than being used to create a new model that is then verified. This requires
the following:
• The transformation directly relates elements in the System Meta-Model to the elements
in the Mission Meta-Model. Therefore, only one transformation for each ’Mission and
System type’ combination is required.
• Any additional OCL constraints that are used to assess system performance will need
to be accommodated within the model transformation specification itself.
• The model transformation engine must support the checkonly mode of QVT-Relations.
In this mode, the engine will report if there are relations that match a pattern in the
source model, but where the corresponding target model pattern does not exist.
There are distinct conceptual advantages to this approach. In particular, it reduces the
number of models and views that are required to be created and maintained. Whilst a
new transformation specification needs to be generated for each mission and system type
combination, this is similar to the first arrangement that requires a new model transformation
between the Mission Meta-Model and Mapping Meta-Model, or System Meta-Model and
Mapping Meta-Model when the mission type or system type changes.
5.4.10 Results and Discussion
In this section the results of utilising the presented transformation specifications with the
QVT-Relations tool MediniQVT are presented. A comparable set of trials for an alternative
QVT-Relations tool, ModelMorf, were also conducted but significant problems in using that
tool prevented many meaningful results from being generated. A number of limitations
whilst realising Systems MDD are discussed. These limitations are associated with a) the
use of relational model transformation in general, b) the QVT-Relations language, and
c) the specific implementation of this language in the two primary QVT-Relations tools,
MediniQVT and ModelMorf. However, this section shall begin by discussing the problems,
compromises and constraints that were encountered in creating the models, meta-models
and transformation specifications.
Modelling difficulties
OCL representations of systems analysis - In the Mapping Meta-Model there are a
series of additional constraints, specified using OCL, that describe some of the additional
performance constraints for the system. In particular, there are two constraints (navDistan-
ceInv and navTimeInv) that rely on calculating the overall distance of a path in determining
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whether the chosen system has the necessary range to cover the path, and the required speed
to complete this journey within a specified time. A trivial application of Pythagoras Theorem
is used for these constraints, but even this highlights the limitations of OCLs arithmetic
operations in the standard library. There is, for instance, no standard operation for raising a
value by a power, or for calculating the square root of a value. Whilst some of these operations
(such as raising a value to the power of another value) can be trivially implemented using
the def operator in OCL, others are significantly more difficult. Trigonometric functions and
square root operations typically use approximations to calculate and these can be clumsy to
define as an OCL query; this is before the performance implications are considered. Geomet-
ric, trigonometric and matrix operations are heavily utilised in autonomous system analysis,
as is the use of probabilistic analysis. Constraints that represent this kind of analysis are
difficult to realise using the OCL standard library currently.
Other published work has identified some of these limitations, and proposed extending
the OCL to accommodate. Siikarla et al. [189] proposed approaches for extending the OCL
standard library using both ’pure’ OCL, and by combining OCL with extensions written
in specific programming languages; python was used as an example. One of the reasons
for this separation was, when this paper this written, OCL was purely used as a side-effect
free constraint and query language. In keeping with this paradigm, it was intended that
operations that had side effects would be maintained separately from OCL. Whilst valid at
this time, OCLs role has been widened given the definition of Imperative OCL as used in
QVT-Operational. More recently, Cabot et al. described extensions to the OCL standard
library that includes a number of new arithmetic operations [51]; for example average (mean)
and variance. These are defined using pure OCL, and should be trivial to implement in
any tool that has good OCL support. However, the supported types still do not cover
many of the arithmetic operations of interest (e.g. trigonometric functions) and some of
their operations appear to rely on a square root function which is not included in the OCL
standard library, and no implementation for it is described. This work does demonstrate
that OCL can be extended to accommodate constraints that rely on a significant number of
arithmetic operations. However, the arithmetic operations that are required for a significant
proportion of complex system analysis are not present in OCL tools available today.
Attributes and Ordered Sets - In an earlier version of the Mapping Meta-Model for
the autonomous navigation example, the enumerated environment type was specified as an
attribute on the Platform Motion function. This attribute had a lower bound of one and
had no upper bound specified; this effectively was describing the set of environments that
the system could travel over. In OCL this was represented as an Ordered Set. The design
intention was to have a number of relations incrementally update this attribute, depending
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on which of those relations matched in the source model; the target model would therefore
contain a Platform Motion function that had an Environment attribute populated with one
or more environments, depending on how many relations had been matched.
This proved a challenging representation to accommodate in the QVT-Relations trans-
formation. The primary reason for this is that both MediniQVT and ModelMorf require
that a single relation fully instantiate the target model attributes within a class instance.
There is no mechanism within the standard QVT-pattern syntax to explicitly add values
to a set using multiple relations. This, combined with the limitations of MediniQVT and
ModelMorf, mean that adding to or modifying an ordered set in a target model class instance
using multiple relations is not possible using just the relation pattern syntax.
Conceptually, this capability could be realised in QVT-Relations through a Black-Box
implementation. This would require an implementation of how to realise a domain pattern
to be described in another language (e.g Java), using the implemented by extension to
a domain definition. This is not ideal as it means some aspects of the transformation
are managed separately in an alternate language and independently from the main QVT-
Relations transformation specification. More practically, MediniQVT does not currently
support black-box operations and there were problems utilising ModelMorf which will be
elaborated upon shortly.
If Environments continued to be an attribute in the Platform Motion class it would
have led to a large number of relations being specified. Every possible valid combination
of Environments in the target class instance attribute would be need to be elaborated in a
separate relation. To address this problem, the Meta-Model was reorganised to include an
association reference within Platform Motion to one or more Environment class instances.
This allowed for a more modular set of relations where MediniQVT could incrementally add
target Environment instances to a Platform Motion instance depending on the matched
relations. However, this outcome is not ideal:
• This behaviour is not explicitly specified in the QVT standard. Simple tests with
ModelMorf indicate that it would not allow multiple relations to incrementally add
references to endpoint class instances in the source instance.
• Re-designing a meta-model to accommodate the semantics of a transformation engine
is something to be avoided. As meta-models become more sizeable and complex, there
could be significant barriers to this kind of rework.
Check-then-enforce semantics and key statements - Check-then-enforce semantics
describe the behaviour by which a model transformation engine chooses whether to update
an existing object in a target model, or create a new target model instance. Key statements
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are a construct available in QVT-Relations to give hints to the engine’s check-then-enforce
semantics by allowing a modeller to specify the properties by which a class is uniquely defined.
The weakness, gaps and ambiguity in the check-then-enforce semantics of QVT-Relations
has been described in detail by many authors [195] [102] [134]. However, one aspect that is
not particularly well discussed is check-then-enforce semantics when multiple relations can
be used to fully instantiate a particular class instance. This is related to the discussion on
attributes and ordered sets, but is also pertinent to all reference and attribute types. To
allow highly modular transformation specifications, the ability to have multiple relations
construct and contribute towards instantiating a class is desirable. However, this requires
more sophisticated behaviour from a transformation engine to determine whether an existing
object can and should be updated and whether enforcing one particular relation will clash
(or not) with another relation.
The QVT-Relations standard states that whether new objects are created, or existing
objects updated, is dependent on the key property values. The implication is that these
come from the key statements, but that is not explicitly stated. For example, in the absence
of a key statement are any or all property values considered key? As an example of the
inconsistencies between the standard and the various implementations, MediniQVT does not
make use of key statements; they are simply ignored. Instead, it performs check-then-enforce
through the use of a generated trace model; that is, it requires a target model to be generated
using the tool and will then propagate subsequent updates from source to target. On the
initial creation, all relations create new class instances.
The standard also states that check-then-enforce should fail if two relations clash when
assigning values to a particular property. Examples are given for two specific circumstances;
primitive variables (where two relations assign different values) and object assignment on
a reference with a multiplicity of 1 (where two relations assign different objects to that
reference). More complex scenarios are not discussed; for example, the behaviour of the
system where two relations update a reference with a multiplicity greater than 1. The result
of this is that there are differences between tools. ModelMorf takes a strict view, requiring a
single relation to fully instantiate a class including all its references.
An additional issue is the key statement definition. The intent is that this statement
describes how a class instance is uniquely identified but its definition does not lend itself
towards incremental instantiation of an object using multiple relations. When multiple
relations are being used to instantiate a class instance, the key properties may not be fully
populated. This means that multiple class instances may be created which was not the
modellers intent. For a fully instantiated class instance, a particular set of key properties
may uniquely identify an instance. However, some of these key properties may not be fully
instantiated during the transformation if multiple relations are being used to populate it.
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These weakness mean that, whilst a very modular approach to constructing the mapping
model using the various transformation arrangements was desirable, the QVT-Relations
standard and various implementations meant that some of the relations in the autonomous
navigation example were much more monolithic and sizeable than desired (for example, the
NavigationToFunctionToSystem relation in Listings 5.1). Focusing specifically on the current
implementation of MediniQVT, using a highly modular transformation specification resulted
in many duplicated and incompletely realised class instances that did not conform to the
Mapping Meta-Model. A transformation engine that allows this type of model to be generated
is inappropriate for Systems MDD. The alternative QVT-Relations tool, ModelMorf, would
not load the models. However, even if it had successfully used the mission and system models
as inputs, it would not have generated a target mapping model as each class instance would
not have been fully populated by a single relation.
Attribute types and casting - A more minor point is that the original meta-models made
use of both Integer and Real types in the QVT-Relations specification, which corresponded to
EInteger and EDouble in the ECORE meta-models. Converting between these types proved
challenging. MediniQVT would typically fail to execute a transformation where an Integer
variable was assigned to a Double value and there appeared to be no natural way of addressing
this in the QVT-Relations pattern syntax (by, for example, using the oclAsType() function).
The solution for these experiments was to update the meta-models so that transformations
occurred between attributes of the same type. There are two observations with this.
• This could be addressed in MediniQVT by providing automatic type casting between
certain types (e.g. Reals, Integers and Strings).
• The QVT-Relations standard does not describe how type casting of attributes should
be addressed, specifically in the pattern syntax within a domain in a transformation
specification.
Compatibility across transformation tools - The meta-models and models for this
example were developed in Eclipse and ECORE. MediniQVT integrates directly with this
environment and was relatively straightforward to use with these examples, the problems
outlined in the previous few paragraphs notwithstanding. ModelMorf utilises EMOF, rather
than ECORE, as its underlying meta-modelling language. EMOF and ECORE are con-
ceptually very similar, although there are some differences when serialising to XMI. These
differences are generally limited to the meta-meta-model references in the XMI file, and
Eclipse provides an EMOF export capability. There should be no differences with the source
and target model XMI files; they reference an EMOF or ECORE specified meta-model in
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the same way. Therefore, model files stored using XMI should be interchangeable between
ECORE and EMOF specified meta-models.
Conducting a transformation with ModelMorf when using these files was particularly
difficult. An initial problem was that ModelMorf only supports two domains. The 3-way
transformation arrangement could not be utilised or trialled with ModelMorf. The tool
proved very intolerant of models and meta-models, typically failing with no meaningful
error messages and often simply crashing. Getting a meta-model file to be accepted by
ModelMorf generally required manual updates to the meta-model URI contained within the
XMI serialised meta-model file, and all classes needed ’xmi:id’ tags to be present (Eclipse
does not produce them when exporting EMOF files by default). If the tags were removed,
the meta-model would be parsed but no transformation actually executed. It appears that
ModelMorf requires these tags to be present in the meta-model if it is to conduct a source
model pattern binding. There is also a problem with the Eclipse export to EMOF which
continues to refer to EDouble and EFloat types, instead of the EMOF Real type.
These updates and fixes allowed relatively trivial meta-models to be parsed, such as
those shown in chapter 4. However, ModelMorf continued to crash when used with the
System, Mission and Mapping Meta-Models presented earlier in this chapter. Given these
problems, the full evaluation of the example arrangements and models was constrained
to the MediniQVT tool only. However, some simple examples were developed to evaluate
specific behaviour in ModelMorf. These simple examples were useful in allowing the likely
behaviour of ModelMorf on the more complex example model to be inferred, and to help
identify differences/ambiguities in the semantic behaviour of MediniQVT, ModelMorf and
the QVT-Relations standard.
Inheritance/Generalisation in Target Models - A further problem with the QVT-
Relations standard is related to referencing abstract, generalised classes. An abstract,
generalised class is a class that has one or more classes that inherit from it (i.e. they specialise
it in some way), and that cannot be instantiated directly (i.e. one of the child classes must
be instantiated instead). This construct is used in our mapping model. Capabilities and
Functions are abstract, generalised classes. cNavigate and cAvoidObstacles are child classes
that inherit from Capabilities. However, when constructing a mission, the notion of a mission
requiring a general Capability makes no conceptual sense. The mission requires the capability
to Navigate or Avoid Obstacles (or both). Therefore the class Capabilities allows us to
relate capabilities in the meta-model, but there will never be a specific instance of this class
in a model that conforms to the meta-model; only instances of classes that inherit from
Capabilities.
Specifying an abstract, generalised class as part of a relation in the transformation
150
CHAPTER 5. ANSWERING SYSTEMS QUESTIONS WITH BI-DIRECTIONAL
MODEL TRANSFORMATIONS
specification is problematic. A generalised class can be specified if it is used as part of the
source model(s) domain (although the editor generates a warning). It cannot be used in a
domain for a target model. There is some reasoning behind this. A generalised, abstract
class cannot be created or modified directly in the model. However, a relation that refers
to a generalised/abstract class will also, by definition, be relevant for any children of the
generalised/abstract class. These children inherit all the properties of the parent. Therefore,
a model transformation engine could:
• Create an instance of one of the child classes, if a generalised class is specified in the
relation.
• Modify an instance of a class in an existing target model, if that class is a child of that
specified in the relation and consistency checking or model synchronisation is being
conducted.
This limitation means that many more relations must be created in a QVT-Relation
specification than is necessary. Instead of specifying a single relation which includes a
generalised class in the target, a series of potentially identical relations must be created
for each child of the generalised class. This increases the amount of work required, the
complexity of the specification and the potential for errors being introduced.
Arrangement Results
Single Multi-directional Transformation with a Mapping Model - Taking into
account the limitations and caveats in the previous section, Systems MDD can provide a fully
automated means for creating a Mapping Model using MediniQVT with this transformation
specification arrangement. As the single transformation refers to multiple domains, a Mapping
Model can be created in one step which avoids some of the problems with MediniQVT’s
check-then-enforce semantics; there is no partial model which needs to be updated using
a subsequent model transformation. The generated model validates successfully given the
Mapping Meta-Model constraints in this example.
ModelMorf, even if it could have successfully loaded the corresponding models, would
have been unable to produce a model with this transformation specification. It does not
support more than two domains during a single transformation.
Multiple Bi-Directional Transformations with a Mapping Model Implementation
of this approach was partially successful for the candidate models using the MediniQVT
transformation engine, although a manual fix during the transformation is required. The
manual fix occurs between the first and second model transformations, where the system is
being used to generate a partial Mapping Model. This is due to the problems associated
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Figure 5.10: A view of the Eclipse Hierarchical Editor with the model generated by Me-
diniQVT after the TCIMMtoPIMM and TPIMMtoPSMM transformations have been completed.
The Capability To Function Mapping class instance is duplicated because of the two transfor-
mations, and MediniQVT’s approach to check-then-enforce semantics.
with MediniQVT’s check-then-enforce semantics, specifically that MediniQVT relies on a
pre-existing trace model when updating existing class instances, and each trace model is
associated with a specific transformation. This means that when multiple transformations
are initially used to create a single target model, no trace models exist and MediniQVT
duplicates some of the class instances in the target model even when this violates the target
meta-model (Figure 5.10).
MediniQVT’s check-then-enforce semantic behaviour does not conform to that specified
within the specification although, as has been previously discussed, it is not clear exactly
what the QVT-Relations semantics should be in this specific example where multiple relations
(and in this case multiple transformations) are collectively used to construct a model class
instance. For the example models, this duplication is limited to the Capability To Function
Mapping class instance. This duplication can be fixed by manually editing the generated
XMI file. If this is done, then the TPIMMtoPIMM transformation completes successfully and
generates a final model that is equivalent to that obtained from the Single Multi-directional
Transformation with a Mapping Model transformation.
It is not expected that ModelMorf would have been successful in generating a target model
in this instance either. As was seen in the simple example in chapter 4, ModelMorf requires
that a class instance be fully instantiated by a single relation if that class instance contains
references that have a lower multiplicity bound set to 1 or more. Systems MDD in this
example requires not only that a single class instance may be created by multiple relations,
but that these relations are spread over several separate transformation specifications e.g.
the cNavigate class.
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Single Transformation, No Mapping Model Unfortunately this strategy could not be
implemented with MediniQVT as it does not support a check-only mode. This can be linked
to MediniQVT’s behaviour of requiring a pre-existing trace model to conduct model updates.
However, some general comments can be made given some of the modelling difficulties and
ModelMorf’s approach to consistency checking.
In the Mapping Meta-Model a series of OCL constraints are currently used to capture
constraints associated with systems analysis. A natural place to include this for consistency
checking is the where statement within a QVT-Relations specification which highlights
areas that must evaluate as true if a consistency relation is to hold. ModelMorf returns
an error code and identifies the problematic relation if an OCL clause evaluates to false
in the where region of a relation where a suitable source model pattern match has been
identified. The limitations of OCL continue to be valid here. There is a significant lack of
arithmetic, geometric, trigonometric and probabilistic operators and this limits what can
currently be represented in OCL. However, QVT-Relations does offer an intriguing possibility
through the use of Black-box extensions. This allows a domain pattern to be replaced by an
implementation in another language, and referenced through the implementedby keyword.
Although this is typically used to link to a general purpose programming language (e.g.
Java), this could be extended to link to dedicated analysis tools such as Simulink.
There are a few issues with Black-box operations.
• The QVT-Relations standard specifically refers to Black-box operations in terms of
enforcing a domain, rather than just checking consistency. However, as consistency
checking is a subset of enforcement this is likely not a practical issue.
• The domain specification in QVT-Relations is limited to primitive types or simple
objects in a transformation specification. A black-box operation that considers multiple
objects must therefore parse the sub-model structure in the general purpose program-
ming language. This hides much of the detail of the transformation specification in an
alternative language, negating some of the benefits of having a standardised relational
transformation language.
• Black-box operations are typically associated with a transformation direction. Bi-
directional consistency checking with black-box operations would therefore require pairs
of black-box operations being generated, one for each transformation direction. This
relegates the QVT-Relations transformation specification to simply being a means by
which to invoke the underlying operations.
A more fundamental problem with employing a relational transformation specification
is that of coverage of a particular transformation. If this arrangement is to be used for the
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verification of complex systems, not only must the matched relations be consistent, but there
is a mandatory set of relations that must be matched. For example, in the autonomous
navigation example, sufficient relations must be present to provide coverage over the mission
by a particular system. If a consistency check is executed in the direction of the mission
domain, there is no requirement for it to provide a match for all elements in the target
domain. The consistency check will return successfully if the relations with matching patterns
for the source and target domains are consistent. This includes if no matched relations are
identified; success will always be returned as there are no inconsistent relations identified (as
there are no relations identified).
Adding a complication is the definition of top relations; recall these are the relations in a
QVT-Relations transformation specification that are required to hold. The same subtlety
applies; a top relation must hold if a source model pattern match is identified but a top
relation doesn’t mandate that a particular pattern be present in the source model. This has
some knock-on effects when using consistency checking for system verification. If executed in
the direction of the mission model, it means that the transformation specification cannot
include relations that relate to system functions that are not relevant to that particular
mission; a source model match will mean that the equivalent target model pattern is expected
but not present in the mission and will return a failure. The preference therefore is to execute
in the direction of the system model. Top relations that matched in the mission that were
not present in the system model would constitute a consistency failure. However, care must
be taken in the mission model specification. A transformation engine does not consider not
matching a top relation in the source model a consistency failure, and so an under-specified
mission model could potentially be ’verified’ without an error reported.
In evaluating this arrangement a number of other potential problems also became apparent.
One potential issue is that of directionality of a check-only operation, first highlighted by
Stevens [196]. Specifically, the standard states that:
• A supporting engine can be executed in check-only mode. In this mode, the specification
states that the relations are checked in ’all directions’. If a relation matches a portion
of one model, but has no corresponding match in the second then the engine should
report an error.
• The standard also supports specifying check-only or enforce on domains specified within
a relation. Individual relations within the transformation itself can be specified as
check-only. If a transformation is executed in the direction of a check-only domain
then the engine should check the target model given the source model. If the source
model matches a relation, but there is no corresponding pattern in the target model
then an error should be returned.
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Listing 5.4: Problematic QVT-Relation as a variable in the target model will be unbound even
when consistency checking
top relation ExampleBind
{
a_val : Real;
b_val : Real;
checkonly domain modelA:ClassA{
ClassA_atta = a_val
};
checkonly domain modelB:ClassB{
ClassB_attb = b_val
};
where {
a_val = b_val;
}
}
The subtle difference with the second method is that in this checkonly mode, the direction
of operation matters; there is a definitive source and target model. That is not true for
the first method, which states that the relation should hold in ’all directions’. MediniQVT
supports neither of these modes of operation, whilst ModelMorf supports checking consistency
in a particular direction only.
A related problem to the directionality of check-only mode is that the QVT-Relations
standard places different restrictions on expressions for source and target models. In particular,
a pattern that is matched for a source model can bind free variables, whereas a target model
pattern can only refer to expressions that contain previously bound variables through a
source model match. This limitation means that separate relation specific variables cannot
be used in a transformation specification, and then referenced in a constraint in a where
clause. As an example, consider the relation in Listings 5.4.
This relation relates two classes within two models; ClassA (with an attribute ClassA_atta)
with ClassB (with an attribute ClassB_attb). Two relation specific Real variables are created,
and the values of the attribute bound to one of these values in each domain pattern. A
constraint is added to the where clause which requires these values to be equivalent for the
relation to be consistent. If the transformation is used to enforce in a particular direction
and create a new model then this relation has problems. One of the domains will have
its variables unbound; the where block enforces a constraint but is still side-effect free in
QVT-Relations; this cannot be used to ascertain a value for the attribute. However, the
same behaviour can be seen when consistency checking and both a source model and target
model are provided. ModelMorf will refuse to utilise this transformation specification if the
target domain is marked as enforce, even if the engine is run only in checkonly mode. It will
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accept this relation if all of the domains are marked as checkonly. Again, this behaviour
is not explicitly permitted or disallowed by the QVT-Relations standard. Exactly how an
engine should provide consistency checking in the presence of unbound target variables is
not described. Similarly, the behaviour of an engine when conducting consistency checking
in ’all directions’ is not described; the more formal descriptions refer specifically to source
and target domains and therefore the limits on expressions could be seen to apply.
Other Systems Questions
Whilst this example has focused on the use of bi-directional transformation to perform aspects
of system verification, there were other systems questions that could potentially be addressed
as part of the conceptual approach. Specifically, identifying a system configuration that can
potentially satisfy a given mission or requirements given the system types available (as defined
by their meta-models), and establishing a high quality or optimal system configuration to
address a given mission or requirements.
Addressing the first of these questions is possible in some limited circumstances with
QVT-Relations if the System and Mission domains are directly related, and no Mapping
domain is used. This would become a typical directional transformation with the System
domain as the target. However, the issues of ’no guarantee of target model compliance’ can
cause problems here. This can be considered a transformation from a CIM to a PSM, typically
a refinement. There may be multiple choices between relations, and some of these may be
mutually exclusive given the constraints in the meta-model. At present QVT-Relations offers
no protection in this instance. Utilising a distinct Mapping Model has advantages, not least
of which is localising the relationships between Mission and Systems into a discrete domain.
However, addressing this question requires that a partial mapping model be generated, and
then completed based on the meta-model constraints. This is an interesting area, and there
is some existing published work that can be leveraged. This is discussed further in the next
chapter.
Addressing the second of these questions is more problematic. QVT-Relations, and
relational model transformations in general, do not typically have a notion of model quality.
Typically, relations that could cause a clash by manipulating the same part of the model are
avoided and therefore relational model transformations are written to ensure determinism.
The onus on generating a transformation that complies with its meta-model, and which
cannot be inconsistent based on the matched relations, is placed on the transformation writer.
This final question can only be addressed if there is the ability to have overlapping relations
when generating models. A particular system may have a specific function that is more
suitable to one mission type than an alternate function. Having both of these mappings
represented in the transformation specification, and the system choosing the most appropriate
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given some metric is a necessary characteristic if model transformations are to be used to
identify high quality system configurations. These requires mechanisms that allow a modeller
to specify what a high quality model should look like (a utility function or metric) and a
transformation engine that a) supports overlapping, potentially mutually exclusive relations,
b) will only construct models that are consistent and valid with their meta-models and c)
can take the utility function into consideration when choosing which relations to match.
5.5 Chapter Summary
In this chapter a conceptual approach to using relational model transformations in answering
systems questions has been presented, Systems MDD, with a particular focus on using
relational model transformations to conduct system verification. An example mission and
system has been discussed, and a representation of the necessary relational transformations
implemented using the QVT-Relations language. The conceptual approach identified a
number of candidate arrangements for models and model transformations in answering these
questions, and conducted a series of trials using the two most common QVT-Relations
engines to assess the suitability of these arrangements. All of the arrangements showed
promising characteristics in certain circumstances. The arrangement that utilised a single
transformation that referenced three domains was the most successful in terms of a complete
Mapping Model being generated automatically, but this was only achieved after significant
modifications were made to the meta-models in order to accommodate tool limitations. The
other arrangements either required manual intervention during the process, or could not
actually be evaluated given current tool status.
A number of problems and issues were identified. Some were specific to the tools used, Me-
diniQVT and ModelMorf. Both of these tools are relatively immature, and each have specific
problems including poor implementations of the check-then-enforce semantics (MediniQVT),
unreliable operation and the inability to accommodate some meta-model constructs (Mod-
elMorf). More problems were identified when considering the QVT-Relations language
specification itself. In particular, the check-then-enforce semantics are weakly defined and
typically focus on individual relations. The behaviour of an engine in constructing a particular
class instance from multiple relations or multiple transformations is not defined although the
Systems MDD approach to addressing systems questions requires these capabilities in order
to be practically realised.
A further problem is with the current focus of relational model transformation languages.
They typically do not consider target meta-model compliance of a model when generating
a target model and, when combined with both poorly specified or very precise semantic
behaviour, this can be a problem. There are typically multiple ways of interpreting a
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particular relational model transformation specification in terms of how to bind patterns
in the source domain, and whether to create new class instances or update existing class
instances in the target domain. Poorly specified semantic behaviour gives rise to a current
problem with QVT-Relations; different engines interpret the same specification differently
and therefore can generate different target models. Particular semantic behaviour may mean
that all generated models are compliant with their meta-model using one QVT-Relations
engine, but are not compliant with their meta-model using another. Alternatively, very
precisely specified semantic behaviour can mean that relatively natural ways of expressing
relations between domains cannot be used; with a particular language they generate incorrect
models because of the specific behaviour incorporated into the model transformation engine.
Whilst the arrangement that utilised a single transformation that referenced three domains
was the most successful with the current tool status, the preferred approach would be to
utilise multiple transformations between pairs of domains, and to instantiate a Mapping
Model. There are a number of reasons for this:
• Three domains is the minimum this approach requires with a Mapping Model, but
for a realistic system there would likely be many more domains. Constructing and
maintaining a single model transformation between many domains is likely to remain a
challenge. Instead, utilising a Mapping Model which acts as a central point between
all the various user domains appears to maintain a better separation of concerns.
Transformations can typically be focused on two domains; the domain of interest and
the mapping domain.
• Maintaining a separate Mapping Model is desirable as this is a representation of how
system verification has actually been achieved. Whilst a transformation can potentially
act as this mapping, it currently requires interrogation of a generated trace model to
truly understand which relations were mapped between domains. A Mapping Model
instead acts as a permanent record of that particular transformation, and can be
incrementally checked as additional constraints are added to the meta-model.
Fully realising Systems MDD requires a number of additions to existing model transfor-
mation approaches. Specifically, mechanisms to either complete partially compliant models
(e.g. models that meet some, but not all, of the constraints in the meta-model) are required
or, alternatively, the model transformation should guarantee to generate models that are
compliant with their meta-models. Additionally, the ability to specify multiple overlapping
relations is desirable which can then be combined with multiple semantic interpretations of
how to apply those relations; a particular relation could be chosen based on what allows a
compliant model to be generated rather than simply choosing relations arbitrarily. Finally,
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this could be extended to include a specification of model quality; an engine could choose
which relations to match based on what produces the best model.
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Chapter 6
Completing Partial Models using
Mixed Integer Linear
Programming
6.1 Introduction
In the previous chapter a conceptual approach to conducting system verification, Systems
MDD was presented that made use of bi-directional model transformations, and a series of
trials were conducted using the transformation language QVT-Relations to understand how
well existing approaches allowed Systems MDD to be realised. A recurring issue was that
of model compliance with the corresponding meta-models. The majority of transformation
languages, including all of those that are most popular, give no guarantee of target model
compliance. This is a problem as all of the systems questions that can be addressed using
Systems MDD utilise model conformance with the corresponding meta-model as part of
the process. A conformant model is a pre-requisite to successfully verifying a system using
the approach. If a non-conformant model can be generated when an alternative, valid
interpretation of the transformation specification could have yielded a conformant model
then this undermines the approach. Additionally, some of the proposed systems questions
were guaranteed to generate partially compliant models if a Mapping Domain were used;
partially populating the model and then utilising the meta-model to determine how the
model should be modified to obtain full conformance is a required capability.
Given that a practical realisation of Systems MDD requires these issues to be addressed,
this leads to the following two research questions (shown diagrammatically in the thesis
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model in Figure 6.1):
KQ-4.1 - Can a system be developed that takes a model that is partially compli-
ant with its meta-model as an input and, utilising the meta-model as a set of
constraints, outputs a new model that is fully compliant with its meta-model?
KQ-4.2 - Can the required modifications to a partially compliant model, in order
to make it conform to its meta-model, be guided by a user-specified metric?
To address these questions, this chapter describes a solution to the automatic completion of
Partial Domain Specific Models (PDSMs). A PDSM is a model that is not wholly conformant
to its corresponding meta-model i.e. not all of the constraints contained with the meta-model
are met by the model1. A novel Mixed Integer Linear Programming (MILP) approach, the
MILP Model Completion System (MMCS) is described that allows an automatic in-place
model transformation of a PDSM using the associated meta-model as the source of the
transformation information but without a requirement for an additional model transformation
specification. Partial model completion is therefore the process of turning a PDSM into a
model that is conformant with the associated meta-model. In this chapter a complete model
shall refer to a model that conforms to its meta-model (a conformant model), and was the
result of modifying an existing partial model.
The intention is that this solver can be used to:
• Fix non-conformant models that are generated by a transformation system that does
not guarantee target model compliance.
• Remove the explicitly specified in-place TPIMMtoPIMM transformation that is required
to associate a Mapping Model that has been generated through multiple transformations
between distinct domains. This transformation would be inferred from the Mapping
Meta-Model rather than explicitly specified in a separate transformation specification.
• Allow for the completion of partial Mapping Models that are generated when answering
systems questions such as ’Can a candidate set of functionality be identified that can
achieve a mission?’
• Modify models in order to maximise some measure of model quality, so as to ’Identify
the best candidate set of functionality that can achieve a mission’.
Section 6.2 describes a range of related work on partial model completion, including the
assessment of satisfiability of UML class diagrams. Section 6.3 describes the representations
1The term ’partial’ is used as short-hand for ’partially compliant with the corresponding meta-model’.
This means that models that are over-specified (i.e. they contain more model elements than are allowed by
the meta-model) are also partial models.
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used for models and meta-models by the solver. Section 6.4 describes the MILP problems that
are the basis of MMCS and that support automatic completion of Partial Domain Specific
Models. Section 6.5 describes the individual objective functions that underpin MMCS’s
capability to generate high quality models. Section 6.6 describes the implementation of the
system used to perform a series of trials. Section 6.7 discusses the trial results obtained when
applying the MILP system to example models. A particular focus has been made to utilise
meta-models and associated models that are similar to those used in other published work so
as to properly evaluate the merits of the approach. Finally, in section 6.8 the approach is
summarised, conclusions drawn, and future work identified.
6.2 Related Work
The previous application of Systems MDD determined that two key capabilities are required in
order to realise the approach. First, the ability to automatically determine the possible changes
required to the elements within a model (including instances, references and attributes),
given a particular domain meta-model, in order to make it conform. Second, the means
to evaluate candidate changes and determine, when a choice exists, which will lead to the
highest quality model.
Representing models as Constraint Satisfaction Problems (CSP) has been a popular
means for automatically assessing models and meta-models. This has typically been to
investigate whether a model or meta-model is satisfiable. Cadoli et al. [52] address this
problem by representing a UML model in a description logic called ALUNI. This can be then
transformed into a CSP and used as an input to a suitable solver to determine if the class
diagram is satisfiable. If a model is satisfiable then a separate CSP can be executed that
would instantiate a compliant model. There are some limitations with Cadoli’s approach if it
were to be applied to the requirements of Systems MDD. It is limited to identifying only class
instances and association references. Containment references, attributes associated with the
class, or any additional constraints (e.g. specified in OCL) are not considered. Additionally,
pre-existing instance models are not considered when generating a satisfiable instance model.
Satisfactory instance models are generated from an empty initial model.
An alternative method for specifying a UML class diagram as a CSP and then verifying it
(i.e. determining if the described class diagram is satisfiable) is presented by Cabot et al. [48].
The approach by Cabot covers more elements of UML models than that described by Cadoli.
Class attributes are supported, as are arbitrary Object Constraint Language (OCL) based
constraints. The described approach concludes with the generation of a satisfactory instance
model if a feasible solution exists, and has some limitations when applied to partial model
completion of DSMs. As with the method presented by Cadoli, there does not appear to
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Figure 6.1: Thesis Model - The Key Research Questions that drive the development of a
partial model completion system to assist with realising the Systems MDD approach.
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be explicit support for containment references. Containment references couple the life-cycle
of class instances; end-points of a containment reference cannot exist without the source
and each class instance can only be the end-point for one source class instance. Managing
these different types of references adds complexity when determining the class instances and
relationships that need to be created in order to ensure a model is satisfiable. In addition,
the approach by Cabot does not consider modifying pre-existing partial models so that they
conform with the appropriate meta-model.
Famelis et al. have developed an approach to reasoning with partial models [84]. Notably,
they propose methods to construct, verify and modify (if required) partial models. On first
inspection this appears relevant to resolving some of the problems associated with realising
Systems MDD. However, their definition of a partial model is somewhat different to that
which is used in this work. In their work, a partial model describes a model that explicitly
includes uncertainty ; some atoms that make up the model representation are marked as
potentially (may) being required to exist, as defined in an associated propositional formula.
A single partial model in Famelis et al. representation can therefore be used to represent
multiple alternative fixed models, and it is up to the modeller to explicitly include uncertainty
within the partial models as they are created.
The most relevant work to addressing the problem of partial model completion has been
published by Sen et al. [187] [188]. This work is distinct from the previous two approaches in
that it specifically addresses arbitrary meta-models that have been defined using the MOF
that are in turn used to specify Domain Specific Models. Sen et al. also explicitly cover the
problem of completing partially specified models. To achieve this two different approaches
have been used, with the earlier work [187] using the same ECLiPSe prolog solver2 as Cabot
et al. The approach described in the later work [188] transforms the meta-model, partial
model and any additional constraints into a series of ALLOY facts and predicates which are
then used as an input into a Boolean Satisfiability (SAT) solver in order to determine the
modifications to complete the model. One property of the approach is that all the constraints
generated during the transformation from a MOF specific meta-model to ALLOY are specified
in terms of the meta-model rather than the MOF. For example, instead of representing a
single set of constraints that describes the association relationship between MOF classes, the
constraints are replicated in the ALLOY source for every class specified in the meta-model.
A second property of Sen’s approach is that it focuses solely on under-specified models,
where there are insufficient class instances or populated references present to satisfy the
meta-model. If a model is provided as an input that has too many class instances present
(it is over-specified), no valid solution is found. However, over-specified models are a likely
2The ECLiPSe solver is a completely separate system from the Eclipse toolkit and Modeling framework.
The clash in naming is unfortunate. The ECLiPSe solver can be obtained from http://eclipseclp.org [Last
Checked - 15th April 2013].
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artefact of some model transformations so a mechanism to remove elements as well as add
them is required to realise Systems MDD. A final property that is common across all of the
related work is that none consider the quality of the completed model. It is simply sufficient
to find a satisfactory model.
When automatically completing partial models, it is likely that situations will arise where
choices will need to be made between operations that could lead to a sufficiently complete
model. When these choices occur, how should a decision be made on which to choose? Of
interest is the check-then-enforce semantic behaviour that is common to some relational model
transformation approaches. Stevens has discussed these in depth [195] [196] and in particular
characterises a Hippocratic property for coherent model transformation when applied to
QVT-Relations [157]. This can be informally defined as ’if relation T holds between two
existing models, a source model M and a target model N, then the transformation associated
with that relation should not modify N’.
This raises a question as to what should happen if a relation does not hold between
two models. Should the changes be guided or constrained in any way? Stevens discusses
this in context of QVT-Relations. Notably, the QVT-Relations standard does not limit
behaviour when relations do not hold. A transformation engine is at liberty to make as
many modifications to the target model as it chooses, which includes disregarding an existing
target model entirely and creating a new model. As Stevens notes, this behaviour could be
undesirable and the same considerations apply to the automatic completion of partial models.
For Systems MDD choices may exist on what the ’best’ way to complete a partial model
is. Potential metrics for ’best’ include the least number of operations required to complete
the model or the least disruption to existing model elements. Formally elaborating these
different metrics and having an ability to complete models automatically that considers these
metrics is therefore desirable.
There are a number of distinct contributions of the work in this chapter; a) The use
of Mixed Integer Linear Programming offers a new approach for the completion of partial
models, and allows for the generation of high quality models, rather than satisfactory models,
given a specified metric. b) The approach supports generating conformant models from
over-specified models as well as under-specified, partial models. c) A set of general constraints
are specified for meta-models that are specified solely using the MOF/ECORE. This means
that no model specific constraints need to be generated through a transformation process in
order to complete models for meta-models specified using only the MOF/ECORE. d) Finally,
the approach has been evaluated on a wide range of candidate models with problematic
constructs, including multiple levels of containment references, opposite and non-unique
association references.
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6.3 Model and Meta-Model Representations
In order to automatically complete PDSMs, an appropriate representation for the models
and meta-models is required. This includes all the classes, references and attributes that
make up those models. In this section, the representation used in the subsequent MILP
problems are described in more depth.
6.3.1 Meta-Model Representations
Initially, let us consider the meta-model representation. The meta-modelling framework
that is being considered throughout this work is the Eclipse Modelling Framework (EMF),
which utilises the meta-meta model ECORE (i.e. ECORE is the meta-meta-model that
meta-models must conform to in EMF). ECORE can, for the purposes of this chapter, be
considered equivalent to the Essential Meta-Object Facility (EMOF) [193] and the terms
MOF and ECORE can be used somewhat interchangeably. The developed implementation
integrates with the Eclipse Modeling Framework, and hence operates on ECORE derived
models.
Each meta-model consists of a set C of classes for a specific source or target domain,
where each of these classes contain references or attributes to other classes or data-types.
Each class c ∈ C is further represented as a set P of 7-tuples where each tuple describes a
particular reference or attribute as follows:
P c = {(en, dn, yn, ln, hn, un, on) , ...} (6.1)
e describes the name of the reference or attribute, d is the type of attribute or reference
endpoint, y defines whether the tuple refers to a containment reference, association reference
or attribute. l and h set the minimum and maximum cardinality for references and u is a
boolean which sets the isUnique parameter for association references. Finally, o refers to
an opposite association role name i.e. there exists an association reference between the two
classes in the opposite direction with name o. If o is not null for an association reference
then there will be an equivalent tuple in the P set for the target class. For example:
P c1 ={(class2end, c2, assoc, 1, 1, true, class1end)} (6.2)
P c2 ={(class1end, c1, assoc, 1, 1, true, class2end)}
Some additional sets, derived from P, shall be used for convenience for containment and
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association endpoints (roles), and attributes.
E(cs,ct)co = {e | (e, ct, con, l, h, u, o) ∈ P cs} (6.3)
E(cs,ct)as = {e | (e, ct, assoc, l, h, u, o) ∈ P cs}
Acs = {e | (e, t, att, l, h, u, o) ∈ P cs}
A particular class is defined as a ’root’ node3. An instance of this class shall be used to
contain all other instances within the DSM. Therefore, the root node r is defined within the
meta-model as follows:
r ∈ C, |R| = 1
R = {r} (6.4)
Currently, this modelling representation does not support a number of ECORE elements
with the most notable being generalisation/inheritance. A summary of the currently supported
elements is shown in Table 6.1. The remainder of this chapter deals strictly with meta-models
that cover this subset. However, although inheritance is not fully supported at the present
time, many of the problems that inheritance introduces have been addressed in the solver.
Specifically, inheritance introduces a problem where instances of a child class can be contained
within instances of multiple, different parent classes (i.e. the classes that inherit from a
common generalised class that is the parent of a containment relationship). This type of
construct is present in the example meta-model that forms the basis of some of the trials
of MMCS presented in section 6.7.2. Additional constraints, in addition to those specified
within the ECORE meta-model are supported. However, as these additional constraints (and
hence the representation) are meta-model specific, they shall be discussed further in section
6.4.3.
3ECORE/MOF do not require the explicit presence of a root class that contains all other classes although
some EMF tools, such as the default hierarchical editor in Eclipse, do insist that a root node be created.
XMI serialisation of meta-models is informative on how to accommodate models with and without root
containing classes; XMI files are hierarchical with a single root tag to contain the model. Meta-models that
have a containing root class have that class serialised as the root tag. Meta-models without a single container
root class instead create a ’dummy’ root tag that contains all the top-level classes in the model. The same
mechanism can be applied to the MMCS solver. For models without a formal root class, a dummy root class
can be used as the container for the rest of the model.
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Table 6.1: ECORE Meta-Model elements supported by MMCS
EMF Meta-Model Class Property Supported
EPackage - Single Root Package Only
EClass - Yes
Name Yes
Abstract No
Interface No
EReference - Yes
Name Yes
Containment Yes
LowerBound Yes
UpperBound Yes
Unique Yes
Inheritance - No
EAttribute - Yes
Name Yes
EType Yes for EString, EInteger, EDouble
EEnum - No
EOperation - No
EEnumLiteral - No
6.3.2 Model Representations
Models are similarly represented as a series of sets. First, a set of class instances I is defined
which contains (i, c) instance/class pairs. i refers to a Unique Identifier (UID) associated with
each instance in the model. References and Attributes are represented slightly differently
from the meta-model representation. Three distinct sets are used to capture these elements.
Ico represents containment references as a set of 5-tuples (i1, c1, i2, c2, e) where c1 is the
class that contains the containment reference (as specified in the meta-model), e is the
reference name, i1 is the class instance that contains the containment reference, and i2 is an
instance of class c2 that is the containment reference endpoint type. Association references
are also described using a similarly defined set Ias of 5-tuples. Attributes are represented as
a series of sets, with each set being identified by the class instance and attribute name. The
corresponding set contains the value(s) for the attribute contained in that class instance, e.g.
{v} = I(i,c,a)att where i is the instance of c that contains attribute a, and that has the value of
v for instance i.
Finally, sets for constant instances of classes (Jc) and relationships (Jco and Jas) are
introduced.
168
CHAPTER 6. COMPLETING PARTIAL MODELS USING MIXED INTEGER LINEAR
PROGRAMMING
J ⊆ I (6.5)
Jco ⊆ Ico (6.6)
Jas ⊆ Ias (6.7)
These are used to restrict the changes the solver can make. In order to transform a
partial model into a fully compliant model class instances, relationships and attributes must
be created, modified or removed. However, in some circumstances, removing instances and
relationships may not be desirable. For example, a modeller may have created a partial
model with some elements that are mandatory and is looking to complete the model whilst
retaining those mandatory elements. These constant classes are used to specify class instances
and relationships that the modeller considers mandatory. The solver must find a means to
complete the model without removing these elements, if one exists.
6.3.3 Hippocraticness and Parsimony
As described previously, Stevens has specified a hippocratic property for coherent model
transformations. The hippocratic definition from Stevens is referred to here, but her work
on semantic issues with QVT-Relations [195] should be consulted for further information.
A relation R is specified between meta-models (in this case M and N). R ⊆M ×N holds
for a pair of models if and only if the pair of models are consistent. In this case, this can
be expressed as R(m,n). A transformation that seeks to enforce R in the direction of n is
written as the function
−→
R (m,n). Similarly, a transformation that enforces in the direction of
m is written as the function
←−
R (m,n).
Hippocraticness is therefore defined as:
R(m,n)⇒ −→R (m,n) = n (6.8)
R(m,n)⇒←−R (m,n) = m (6.9)
Informally, if R already holds between the two models, the target model should not be
modified. If R does not hold between two models then the hippocratic property does not
limit the scale of changes that could be made to a target model. However, if the relation does
not hold it is desirable that the degree of model modification by a transformation engine is
parsimonious.
To describe a parsimonious transformation, the scope of an atomic model update must
first be described. ON shall be the set of all possible individual model updates that can be
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made within the meta-model domain N . A model update o can be one of the following types:
• The addition or removal of an instance of a class in the corresponding meta-model.
• The addition or removal of a reference between class instances in the model.
• The addition, removal or modification of an attribute value within a class instance in
the model.
An ordered set ON is also introduced that contains all possible sequences of model updates
to a model that is intended to conform to meta-model N4. If a relation R(m,npre) does not
hold, then a model transformation engine must generate a set of operations that will produce
a modified target model npost and enforce the relation. Two new functions are introduced.−→
R op takes models m and npre as inputs and outputs all of the different ordered sets of model
updates that produce a model that conforms to the meta-model N, given the models m and
npre. Each set of model updates does not necessarily have to produce the same output model
n; there may be multiple ways to modify npre to be consistent given the input model m and
the associated relation R.
ON = {o1, o2, ..., oi} (6.10)
q =
∣∣ON ∣∣ (6.11)
ON = ON × {x | x ∈ N ∧ x ≤ q} (6.12)
−→
R op(m,npre) =
{
O1 ⊆ ON , O2 ⊆ ON , ..., Oj ⊆ ON
}
(6.13)
U takes a model npre and an ordered set of model updates Oi as inputs, and applies the
model updates to the model to produce a new model npost. Providing the set of updates is
one that is contained within the set produced by
−→
R op(m,npre) then npost will conform to
meta-model N .
U(npre, Oi ∈
−→
R op(m,npre)) = npost (6.14)
Hippocratic transformation functions, where a model n already conforms to meta-model
N , can therefore be defined as follows:
−→
R op(m,n) = ∅ (6.15)
4In practice ON may be an infinite set.
170
CHAPTER 6. COMPLETING PARTIAL MODELS USING MIXED INTEGER LINEAR
PROGRAMMING
A parsimonious model transformation looks to minimise the number of updates to a
target model. They can therefore be achieved by introducing a function min that selects the
ordered set with the smallest number of elements from a set of ordered sets, and using those
models updates as an input to the function U :
min(
−→
R op(m,npre)) = Omin (6.16)
U(npre, Omin) = nmin (6.17)
This definition of parsimony has parallels with that recently presented by Macedo and
Cunha as part of their work in implementing a QVT-Relations engine in Alloy [134]. They
refer to parsimony as the principle of least change.
6.4 Linear Programming for Model Completion
A particular problem of completing partially specified models is that a single non-compliance
in a model with its corresponding meta-model that is caused by a single model element
may ultimately require several changes to be made to the model in order to bring it into
compliance. Let us consider a simple association reference between two classes, and which
has a minimum cardinality of 1. If suitable instances of the source and target classes exist
then it is a simple case to assign the reference appropriately. However, if there is no instance
of the target class in the model then one must be created to ultimately satisfy the association
reference. The creation of this class may require other parts of the model to be updated. For
example, containment references in other class instances will likely need to be updated to
accommodate the new class.
In MMCS the generation of a complete model (a model that conforms with its meta-
model) from a partial model is separated into a set of four distinct sub-problems. Each of
these sub-problems is associated with creating, removing or modifying a particular aspect
of the model; 1) class instances 2) class instance containment references 3) class instance
association references and 4) class instance attributes. Each of these sub-problems necessarily
considers all aspects of the model and associated meta-model when solving; the distinction
between the sub-problems is what can be modified by that particular sub-problem. So, for
example, the cardinalities of containment references are considered by both sub-problem 1
and sub-problem 2. However, sub-problem 1 will instantiate the classes necessary to satisfy
the meta-model constraints, whilst sub-problem 2 instantiates the references within class
instances in the model (both pre-existing, and newly created).
This has some similarities to the approach used to verify UML diagrams developed
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by Cabot et al [48], which verifies the model by separating the problem into two distinct
sub-problems. The discrepancy between the number of sub-problems between this approach
and Cabot’s is due to a number of factors. In particular, the requirement to modify pre-
existing partial models, and the ability to complete models that have both association and
containment relationships (with their differing semantics) complicates the problem. MMCS
can solve the sub-problems in any order and, depending on the meta-model, some or all may
be solved simultaneously.
A further consideration is the nature of the meta-model constraints. These can be
separated into ECORE and non-ECORE constraints. The ECORE constraints are those
that are explicitly derived from the ECORE meta-meta-model. This includes the classes that
can be instantiated, how instances of those classes are referenced and limits on the numbers
of the classes as per cardinality limits on references. These constraints are generic and apply
to all ECORE-derived meta-models and models. Therefore, a generic set of constraints can
be described for sub-problems 1, 2 and 3 that are considered for all models and meta-models
used as inputs to MMCS.
Non-ECORE constraints refers to additional constraints that can be specified in an
appropriate form by a modeller. Perhaps the most common form is the Object Constraint
Language (OCL) [215]. These constraints prescribe additional limitations over and above
those specified by the ECORE, such as when class instances must be present, when certain
references are allowed to be instantiated, or bounds on acceptable attribute values. These
constraints can affect any part of the model and therefore may need to be considered as
part of all four sub-problems. They are also, by definition, relevant for only the specific
meta-model for which they were defined.
This section will continue with a formal description of the decision variables associated
with each sub-problem; i.e. the aspects of the model that sub-problem is allowed to modify.
Then, the generic ECORE constraints shall be described and it will be shown how they are
considered across the sub-problems. Finally, the representation in which meta-model specific
constraints are described and the method used to transform them into a format suitable for
MMCS is discussed.
6.4.1 Decision Variables
A linear program is a sub-set of programming problems where the problem itself is made
up of one or more linear relationships between the elements of the problem [94]. These
relationships are of the form:
a1x1 + a2x2 + ...aixi + ....anxn = b (6.18)
172
CHAPTER 6. COMPLETING PARTIAL MODELS USING MIXED INTEGER LINEAR
PROGRAMMING
where ai’s and b are known coefficients, and the xi’s are the unknown variables. These are
the variables whose values will be determined in solving the particular linear programming
problem.
In order to complete a pre-existing partial model so that it is compliant with its meta-
model, modifications must be made to the model. Class instances can be created or removed.
Association or containment references between class instances can be created or removed.
Attribute values may be changed. Therefore, distinct decision variables are needed for each
of these potential changes to the model; they reflect what can be changed. Given that the
system is looking to identify the necessary changes to a model, then the decision variables
must also reflect this. Each decision variable therefore reflects the delta (∆) that must be
made to a model, rather than the absolute number of model elements that must be present.
The changes that can be made to a model are based on the model’s associated meta-
model. The meta-model specifies which class instances can be instantiated, how many of
those instances are permitted and how those instances are related. Therefore, the number of
decision variables is dependent on the meta-model. For example, a discrete decision variable
is required for each class that can potentially be instantiated in the model. In this problem
the decision variables are grouped into a series of arrays based on their type; i.e. whether
they are modifying the number of class instances, references between instances, or attributes.
The columns and rows of these arrays are defined based on the associated meta-model. In
addition, positive changes to the model (adding elements) and negative changes to the model
(removing elements) are represented as distinct arrays. The decision arrays for the four
sub-problems are shown in table 6.2, as well as the definition for the columns/rows of those
problems and the acceptable domain of the individual variables. A sub-script is used to
identify the type of decision array along with a +/- to establish whether the variable adds or
removes from the model. A super-script is used to specify the particular decision variable
within the array. For example, ∆co+ is the decision variable for adding instances of class c to
the model; it is contained within the array ∆o+.
Many of the decision variables are assigned binary values. They simply establish the need
to add or remove a particular relationship between model entities. The exceptions to this
include adding new class instances, and the modification of attribute values. Additionally,
the decision arrays associated with attributes are meta-model dependent. There is a distinct
array for every attribute that is specified in the meta-model. The domain of these variables
depends on the attribute type; binary for boolean attributes, integer values for integer
attributes, etc.
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Table 6.2: Arrays of Decision Variables and the sub-problem (Linear Program) they apply to.
.
Description Symbol Array Indices Domain Sub-
prob
Add Class Instances ∆co+ c ∈ C N 1
Delete Class Instances ∆(i,c)o- c ∈ C, i ∈ I {0, 1} 1
At least 1 instance of as-
sociation endpoint must
exist?
τ c c ∈ C {0, 1} 1
Number of additional tar-
get instances c2 that
must be created to satisfy
an association reference
in c1 if the lower cardi-
nality is greater than 0
γ
(c1,c2)
as+ c1, c2 ∈ C N 1
Number of target in-
stances c2 that could be
removed if all of the class
instances of c1 that refer-
ences them is removed
γ(c1,c2)as- c1, c2 ∈ C N 1
Add Containment Ref ∆(i1,i2,e)co+ (i1, c1), (i2, c2) ∈ I, e ∈ E(c1,c2)co {0, 1} 2
Del Containment Ref ∆(i1,i2,e)co- (i1, c1), (i2, c2) ∈ I, e ∈ E(c1,c2)co {0, 1} 2
Add Association Ref ∆(i1,i2,e)as+ (i1, c1), (i2, c2) ∈ I, e ∈ E(c1,c2)as {0, 1} 3
Del Association Ref ∆(i1,i2,e)as- (i1, c1), (i2, c2) ∈ I, e ∈ E(c1,c2)as {0, 1} 3
Add [Attribute] Ref ∆(i,a)att+ c ∈ C, a ∈ Ac, (i, c) ∈ I Att dep. 4
Del [Attribute] Ref ∆(i,a)att- c ∈ C, a ∈ Ac, (i, c) ∈ I Att dep. 4
Association References
It is a trivial matter to represent the constraints imposed by containment reference multi-
plicities within MOF/ECORE in a linear form. A parent class will contain a number of
references to child classes. The number of child class instances that are referenced by a
parent class are bound by the specified upper and lower limits, and each child class instance
can only have one parent class instance. It is not valid to have a class instance contained by
more than one parent class instance5. This means that there is a fixed relationship for the
maximum and minimum number of child class instances the can exist that is linearly related
to the number of parent classes that exist.
However, the more general association references are more complicated to represent
linearly. There are several problematic aspects to their semantic definition.
5A child class can be referenced by many containment references from a parent class in the meta-model.
However, when a child class is instantiated, it must be contained by one and only one parent class instance.
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• Association reference end-points can have a lower bound cardinality specified, but the
relationship with the unique endpoint class instances that must exist is dependent on
the isUnique property within ECORE. This property defines whether a multi-element
association within a source class instance must reference unique target class instances, or
whether the multiple elements can all reference the same target class instance. However,
the scope of this property is limited to each source class instance that contains the
reference. Even when isUnique is set to true, multiple instances of the same source class
can reference the same set of target class instances and still conform to the meta-model.
• Association references can be bi-directional, and this is typically represented through the
use of the opposite property. A bi-directional reference is effectively two uni-directional
association references between two classes and the opposite property for each uni-
directional association is set to the endpoint name of the companion association. For
a model to be valid, this pair of uni-directional associations must reference the same
class instances, and both these endpoints may need to be unique.
• Unlike containment references, association reference end-point upper bound cardinalities
don’t provide an upper-bound for the number of instances that can exist in the entire
model. Providing these instances can be contained, then they can validly exist in the
model; they just won’t be specified as an endpoint in an association reference if it
violates the upper bounds of that endpoint.
Consider the simple model in figure 6.2. There is an association reference between Recruits
and Medals. If a Recruit instance is present in the model, than a Medal instance must also
be present; the lower cardinality bound on the obtained reference endpoint requires that a
Medal be present. The minimum number of Medals that must be modelled is dependent
on the isUnique property of the obtained reference. If this is false then only one Medal
need be modelled; the obtained reference can use the same Medal as an endpoint multiple
times6. If this is true, then two Medals as a minimum must be modelled; each Recruit must
have obtained two unique Medals, but these can be the same Medals for each Recruit. If
no Recruits are modelled, then no Medals are required to be modelled. In this example, an
Army with no Recruits and no Medals is a valid model.
The relationship between Recruits and Medals is therefore dependent on the isUnique
property, and the relationship between the number of Recruits and Medals that need to be
added is not linear. Medals will need to be modelled if a Recruit is modelled but, unlike
containment references, the number of Medals that need to be modelled is otherwise not
dependent on the number of Recruits that need to be modelled. This is straight-forward
6The Eclipse Modeling Framework does not support non-Unique references in classes. However, it is a
valid structure in the Meta-Object Facility and is therefore considered in this work.
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Figure 6.2: A simple meta-model where the existence of instances of a target class (Medals)
is non-linearly dependent on an another class that has an association reference to the target
class (Recruits)
.
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to represent as a conditional statement (if number of Recruits is equal to or greater than
1, the number of Medals must be greater than or equal to one if isUnique is false), but a
conditional statement that contains unsolved decision variables is not permitted in a linear
programming problem.
However, this problem can be addressed by treating this problem as an extended version
of the optimisation to be solved. This avoids having to represent a conditional or non-linear
calculation to evaluate the lower bound for the number of class instances that must exist.
This approach requires two additional vectors. τ c is a binary decision vector where, if
an element is set to 1, then class c is the target of an association endpoint that must be
instantiated because a source class that references it has a lower multiplicity that demands
it. γ(cs,ct)as+ is an integer decision vector that is set to the number of instances of endpoint
ct that must be added to the model if an instance of cs is to exist in the model. γ
(cs,ct)
as-
captures the number of endpoint instances of ct that could be removed from the model if
all of the instances of cs were to be removed. These are then included within some of the
constraints that make up sub-problem 1 to determine appropriate values for the individual
decision variables. The constraints also relate these decision variables with ∆o+ and ∆o− to
ensure the required number of class instances are created.
Sub-problems
The decision vectors are spread over the four sub-problems used in the solver. This is
necessary because, depending on the meta-model, the relationships between these different
groups of variables may be non-linear. Meta-models can largely be grouped into three distinct
types for this solver.
1. Meta-models where there are non-circular, uni-directional dependencies between decision
arrays/constraints in the meta-model. In this case, the sub-problems are solved ’in-
order’ of the dependencies. For example, the standard ECORE constraints fall into this
category; instances are established, then references instantiated. For this type of meta-
model, MMCS guarantees a satisficing solution, if one exists, and each sub-problem will
attain a locally optimal solution. A globally optimal solution can be found providing
the objective functions for all of the sub-problems are developed to be complimentary.
2. Meta-models where there are circular, and/or bi-directional dependencies between
decision arrays/constraints. This is a more problematic type of meta-model for MMCS.
When these circular, bi-directional dependencies exist it cannot be guaranteed that
solving each sub-problem individually will result in a solution being identified. The most
common cause of this is due to additional constraints being specified in OCL. There
are a number of ways to mitigate this. The most desirable, if possible, is to redefine the
177
CHAPTER 6. COMPLETING PARTIAL MODELS USING MIXED INTEGER LINEAR
PROGRAMMING
constraints for each of the sub-problems to include aspects of the dependent constraint.
In this way, the earlier sub-problem accommodates the later dependent constraint in
some form, but this reformulation is not always trivial or practical. A non-ideal but
often practical solution is to make use of some additional heuristics available within
MMCS; specifically, an iterative mode where each sub-problem is solved multiple times
until no more changes are made to the model (i.e. a compliant model has been found).
Potential methods to better accommodate this type of meta-model are discussed in
Section 6.8.1.
3. Meta-models where there are non-linear relationships in some of the non-ECORE,
meta-model specific constraints. A linear solver obviously cannot solve non-linear
problems. Again, there are a number ways that this can be mitigated for the current
version of MMCS and potentially addressed in future research. In some cases, linear
approximations can be made of the non-linear problem. In addition, although the
specific solver used for MMCS currently only supports linear forms, the underlying
representation used by MMCS is supported by a multitude of solvers some of which
include quadratic and other forms. Potential methods to better accommodate this type
of meta-model are also discussed in Section 6.8.1.
These limitations are not unique to this solver. The problem of establishing whether a
particular meta-model has a satisficing solution at all has been a focus of active research
[48] [52]. In addition, many of the types of solver and representations used in the published
work by Cadoli et al, Cabot et al. and Sen et al. do not support a wide range of arithmetic
mathematical operations. As described in chapter 5, this includes the Object Constraint
Language. The underlying representation used by MMCS supports a wide range of arithmetic
operations, including trigonometric functions, logarithmic functions, square root and some
probabilistic distributions. This means that whilst there are non-linear constraints that
are difficult to represent in the current version of MMCS, there are a series of arithmetic
constraints that are much easier to represent with the current version of MMCS than some
of the alternate approaches and, as was shown in the examples in the previous chapter, the
use cases for MMCS make significant use of arithmetic operations.
6.4.2 General ECORE Constraints
Each meta-model has two elements; the ECORE element and a set of additional constraints.
The ECORE language imposes a set of general constraints on a meta-model. Given that
all models to be considered must conform to an ECORE-specified meta-model, there are
therefore a set of parametrised constraints that are common for all models of interest. The
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parameters are dependent on the detail contained within the meta-models, but the general
constraints must apply to all models.
Firstly, six functions are introduced for convenience. lower() returns the lower cardinality
value from the meta-model for a given class source, target and reference name. upper()
returns the upper cardinality bound. isUnique() returns whether the isUnique parameter
is set to true or false for the specified reference. isAssoc() and isCont() return true if the
specified reference is an association or containment reference respectively. opp() returns the
opposite reference name, if one exists, and null otherwise. exist() returns the number of
instances currently in the initial partial model for the specified class (i.e. without considering
the values of any decision variables).
lower(cs, ct, role) =
{
l if (role, ct, type, l, h, u, o) ∈ Pcs
0 if (role, ct, type, l, h, u, o) /∈ Pcs
(6.19)
upper(cs, ct, role) =
{
h if (role, ct, type, l, h, u, o) ∈ Pcs
0 if (role, ct, type, l, h, u, o) /∈ Pcs
(6.20)
isUnique(cs, ct, role) =
{
u if (role, ct, type, l, h, u, o) ∈ Pcs
false if (role, ct, type, l, h, u, o) /∈ Pcs
(6.21)
isAssoc(cs, ct, role) =
{
true if ((role, ct, type, l, h, u, o) ∈ Pcs ∧ type = ’assoc′)
false otherwise
(6.22)
isCont(cs, ct, role) =
{
true if ((role, ct, type, l, h, u, o) ∈ Pcs ∧ type = ’cont′)
false otherwise
(6.23)
opp(cs, ct, role) =
{
o if (role, ct, type, l, h, u, o) ∈ Pcs
null if (role, ct, type, l, h, u, o) /∈ Pcs
(6.24)
exist(c) = |{i | (i, c) ∈ Ic}| (6.25)
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To complete models whilst considering a meta-model that has been defined using ECORE
alone requires 21 constraints. Thirteen are associated with sub-problem 1, and are shown
in tables 6.3, 6.4 and 6.5. These constraints are used to ensure that a satisfactory number
of class instances are present in the model, given the classes specified in the meta-model
and the accompanying relationships (association and containment references). Ten of these
constraints consider the association and containment reference bounds between classes, and
ensure they are met. The remaining constraints ensure that an instance of the root class
exists, and that no class instances a modeller considers important (i.e. has been specified in
the constant class instance set J) are removed from the model.
The second sub-problem contains four constraints, and these are shown in table 6.6. This
considers containment references between classes, and ensures that every class instance in
the model has its containment references appropriately assigned. Given that sub-problem
1 ensures that sufficient instances exist in the model, this sub-problem should always be
solvable if a solution to sub-problem 1 is determined (for an ECORE-only meta-model).
Sub-problem 3 also contains four constraints, but considers the association references. These
are shown in table 6.7. Two of the constraints in each of sub-problems 2 and 3 are comparable;
ensure that for each class instance, the cardinality bounds of the reference are conformed
to. However, sub-problem 3 also considers the isUnique property (if set, ensure a reference
has unique class instance endpoints) and opposite property (if two classes each have an
association reference targeting the other, and those references each specify the other as an
opposite reference ensure that, if an instance of the first class references the second, the
opposite is also true).
6.4.3 Additional non-ECORE Constraints
Although ECORE provides a general language for specifying meta-models, this language is
primarily concerned with how many class instances can be present in a model and how those
class instances can reference each other. There are some constraints that we may wish to
place on models that cannot be realised using ECORE alone. For example, ECORE provides
little support for constraining the value of attributes in class instances, other than specifying
their type. To specify additional, meta-model specific constraints an alternative language
must be used. The most popular of these is the Object Constraint Language (OCL) [215],
which has been designed to work in conjunction with MOF (and therefore ECORE) models.
Many tools, including the Eclipse Modeling Framework (EMF) [193], provide some degree
of native support for OCL and the capability to specify additional constraints in OCL is
the de-facto standard for meta-modelling approaches. However, it is not the only choice;
EMF supports constraints specified in Java, and ALLOY has been used to perform a similar
function [188].
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In the current implementation of MMCS, additional constraints must be specified in the
Gnu Mathprog Language (GMPL) [135] used by the Gnu Linear Programming Kit (GLPK)
solver, and are directly associated with one or more of the sub-problems. The underlying
solver then considers each of these additional constraints that have been specified by the
modeller when it is considering the general ECORE constraints specified previously. These
constraints must refer to one or more of the decision variables shown earlier in table 6.2.
These include the decision variables for class instances, and references between those instances,
described in the general ECORE associated constraints or for the decision variables that
are specifically associated with attributes. For every class attribute in the model that has a
supported type (integers, floats, and booleans) two decision variables are used to modify the
existing value either positively or negatively. Examples of some additional constraints for
some of the example meta-models are shown in section 6.7.2 when discussing the trial results
associated with MMCS.
To make the system easier to use, a series of Model To Text (M2T) transformations
have been developed that take meta-models and models specified in the Eclipse toolkit and
transform them into input files that the GLPK solver can use directly. This also includes
additional meta-model constraints. Therefore, a means to include these additional constraints
in the Eclipse diagrams is desirable. This has been achieved by making use of the EAnnotation
meta-modelling element. For each meta-model, up to four EAnnotations are included on
the meta-model diagram, with each EAnnotation containing constraints for each one of the
sub-problems. Each EAnnotation contains a series of key/value pairs, one for each constraint.
The key is a string that specifies the constraint name and context. The value is a string that
contains the constraint itself. The transformation process from Eclipse to a GLPK input file
is discussed further in section 6.6. Example meta-models with EAnnotations specified are
used in section 6.7.2.
6.5 Objective Functions
To complete the linear program, objective functions are required for each of the sub-problems
that reference the relevant decision variables. The objective function is a modeller’s definition
of model quality and will be used to guide the solver towards a high quality and ideally
optimal solution where more than one satisfactory solution exists. For the example models
in subsequent sections, parsimony will be used as the metric of choice. That is, make the
minimum number of changes to a model in order to bring it into compliance. These objective
functions are shown in Table 6.8. Alternative metrics could be used if desired. For example,
it may be desirable to maximise a particular class attribute value.
The objective functions in table 6.8 are broken down by sub-problem. In some cases,
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multiple sub-problems can be solved simultaneously. This typically occurs for sub-problems
2, 3 and 4 when there are no dependencies between the constraints in the sub-problems.
In this case, the relevant objective functions are simply added together to form a single
objective function for the amalgamated sub-problem.
Table 6.8: Parsimonious Objective Functions for each Sub-Problem.
.
Description Sub-
prob.
Objective Function
Minimise Class In-
stance Modifications
1 min
(∑
c∈C
∆co+ +
∑
(i,c)∈I
∆
(i,c)
o−
)
Minimise Cont. Ref
Modifications
2 min
 ∑
(is,cs),(it,ct)∈I,e∈E(cs,ct)co
(
∆
(is,it,e)
co+ + ∆
(is,it,e)
co−
)
Minimise Assoc. Ref
Modifications
3 min
 ∑
(is,cs),(it,ct)∈I,e∈E(cs,ct)as
(
∆
(is,it,e)
as+ + ∆
(is,it,e)
as−
)
Minimise Attrib. Mod-
ifications
4 min
( ∑
(i,c)∈I,a∈Ac
(
∆
(i,a)
att+ + ∆
(i,a)
att−
))
6.6 Implementation
An implementation of this system has been built that utilises the Gnu Linear Programming
Kit (GLPK) [6] as the primary solver, and the Gnu Mathprog Language (GMPL) [135],
a derivative of the AMPL Language for Mathematical Programming (AMPL) [90], as the
representation for each linear programming sub-problem. The use of GMPL brings some
distinct advantages. There are many solvers available that can solve GMPL/AMPL specified
problems. GMPL includes a textual set-notation, including set-builder. This allows a 1 to 1
mapping between the mathematical constraints specified earlier in this chapter and those
contained in the GMPL sources.
There are some negatives with using GMPL as the model representation. Firstly, GMPL
source files, particularly when containing ECORE derived model and meta-model representa-
tions, can be verbose and difficult to understand. Writing these models natively in GMPL
can be complex and error-prone; it is not an ideal representation for a modeller to work
directly with. Secondly, the modularisation features of GLPK and GMPL are relatively
rudimentary. By default, GMPL supports a model file that contains the constraints to be
solved and a data file that contains input parameters for the model. There are no further
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native modularisation features.
Both of these limitations have been addressed in the current implementation. The
complexity of working natively with the GMPL representation has been mitigated by using
a series of Model To Text (M2T) transformations [155] from Eclipse/EMF to GMPL and
the use of a custom Eclipse plug-in that imports the required modifications identified by
MMCS and modifies the original EMF model given those modifications. In some regards
MMCS could be seen to implement the function
−→
R op and the Java plug-in implements the
function U from section 6.3.3, although MMCS is capable of outputting a completed model
file as well (albeit in GMPL form). Greater modularisation has been introduced through the
use of a pre-processor that assembles GMPL ’modules’ (including those generated from the
transformation) into a single GMPL file that the GLPK solver can then use directly.
As part of MMCS execution new class instances shall often be created and these need
an appropriate UID setting. At present, MMCS names new instances using the template
new_i<n>_classname where n is incremented for each instance the solver creates. This
convention makes it easier to track why instances have been created, but is not necessary for
operation. A random hash could be used if desired.
In the remainder of this section, the various M2T transformations shall be explained
further, followed by a brief description of the steps involved in the systems general execution.
6.6.1 Model To Text Transformation
The GMPL specification of the constraint problems that make up MMCS have both fixed
and variable components. The fixed component contains the general ECORE constraints
described in section 6.4.2. The variable component are those artefacts that essentially form
inputs to the system; the model and meta-model developed by a modeller. It is these features
that must be converted into appropriate GMPL modules, and to achieve this a Model To
Text (M2T) transformation is used. Using M2T transformations to generate the input for
an optimiser is not without precedent. As an example, Kwon uses an M2T transformation
using the XText M2T language7 to generate an AMPL file (of which GMPL is a subset)
for input into a solver [129]. Kwon’s approach is not directly applicable for generating
GMPL modules. Firstly it assumes that the entire AMPL source file shall be generated from
the transformation. That is not the case for our problem; a significant proportion of the
constraints are static across all models (the general ECORE constraints) and so it is only
the model-specific elements that need to be generated through a transformation. Secondly,
Kwon’s approach makes use of two transformations. There is an initial Model to Model
(M2M) transformation using ATL8 to transform an optimisation model into an intermediate
7See http://www.eclipse.org/Xtext/ - Last Checked 18th April 2013
8See http://www.eclipse.org/atl - Last Checked 18th April 2013
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XText model; it is this XText model that is the transformation specification and is in turn
used to conduct an M2T transformation. This is more complicated than is required for
MMCS. For the partial model completion problem, the M2T transformation specifications
should be static with only the input models and meta-models changing. The initial M2M
transformation is unnecessary.
The current implementation for MMCS uses the M2T transformation language Accelo
[149], an implementation of the OMG M2T Specification [155] that is included with the
modelling distributions of the Eclipse toolset. The M2T transformation is split into four
distinct specifications; 1) the transformation of the ECORE meta-model to GMPL, 2) the
transformation of models specified in Eclipse, and conforming to one of the meta-models,
to GMPL, 3) the transformation of any additional constraints in the meta-model to GMPL
and 4) ensuring that attributes are appropriately described as decision variables and within
an appropriate objective function. These modules do not all have to be executed every
time. Indeed, it is likely that there will be a many-to-one relationship between models and
meta-models, and therefore that the model M2T transformation will be used more often
than the other three transformations that are associated with generating aspects of the
meta-model. The Acceleo transformation files used are presented in Appendix B.
The ECORE Meta-Model to GMPL transformation is the simplest. As all meta-models
are specified using ECORE, it is relatively simple matter to loop through the different model
elements, creating the corresponding GMPL syntax as the transformation progresses. Writing
the Model to GMPL transformation is significantly more complicated if the transformation
specification is to be written generally. The EMF reflective API must be used to interrogate
the meta-model in the transformation specification in order to then generate the GMPL
model representations.
The Additional Meta-Model Constraints to GMPL transformation is somewhat different
to the other two. The first two transformations are only concerned with generating appro-
priate GMPL data; the set-based representations for the models and meta-models. This
transformation is different in that it changes the GMPL model file rather than the data file.
Not only should the additional constraints be included in the GMPL file, but is it also likely
that additional decision variables need to be defined for the meta-model attributes and the
corresponding objective functions created and/or modified. The transformation therefore
generates pairs of decision variables for every class attribute in the meta-model, updates an
objective function to reference these and includes the constraints specified as EAnnotations,
before outputting these as a GMPL module.
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6.6.2 Solver Operation
The GLPK solver takes two files as an input; a GMPL model file and a GMPL data file.
As discussed previously, the GLPK and GMPL modularisation features are rudimentary.
Whether all sub-problems can be solved simultaneously, or whether they must be solved
in a particular order, is meta-model dependent. A more sophisticated module system was
required to support this behaviour. In this section a MMCS model file refers to a GMPL
equivalent to an EMF-based meta-model instance (e.g. a UML model). This is a type of
GMPL module in MMCS and could not be used as an input to GLPK on its own. It requires
combining with other GMPL modules to make a complete GMPL data file. A GMPL model
file refers specifically to the other type of file that the GLPK solver reads as an input. This
typically contains the relevant sub-problem constraints, and would also be constructed out
of GMPL modules. The MMCS modular system therefore comprises two main components:
• A standard MMCS model file format. All sub-problems, whether used singularly or
combined together, read in this format and generate updated models in this format.
This gives the flexibility to execute the sub-problems in any order, or repeatedly iterate
over one or more sub-problems, with the output of one problem run being the input to
the next
• A pre-processor system that utilises the GNU C pre-processor to assemble GMPL
modules into a GMPL model and data file for each sub-problem that the GLPK solver
can then use in sequence. More precisely it combines meta-model and model information
into a single GMPL data file, and the ECORE and meta-model specific constraints into
a single GMPL model file (plus a number of other convenience functions for managing
models and writing the output to a file).
6.6.3 Solver Algorithm
Currently, the entirety of Algorithm 1 is executed automatically with the exception of step 2.
Determining which sub-problems can be solved simultaneously, and the order they should be
should be solved in, is currently a manual operation based on an inspection of the additional
constraints specified in a meta-model. This could potentially be automated by building a
dependency tree between all of the constraints in the model and is discussed in more depth
while highlighting possible future research in section 6.8.1. For a meta-model specified using
ECORE-only the default behaviour is to solve sub-problem 1 initially, followed by solving
sub-problems 2 and 3 simultaneously.
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Algorithm 1 MMCS Execution
1: Execute Meta-Model, Model and Additional Constraint M2T Transformations.
2: Manually Determine which sub-problems can be combined, and the order to solve in.
3: Assemble GMPL modules into one or more GMPL model and data files.
4: Select first GMPL model file to solve.
5: repeat
6: Solve presented GMPL model and data file.
7: if Solution Found then
8: Generate updated data file based on decision variables
9: else
10: No solution possible. Exit.
11: end if
12: Select next GMPL model file to solve.
13: until No Further GMPL model files to solve.
14: Import Model deltas, as determined by the solver, into Eclipse and update.
6.7 Experimental Results
In this section, the results are described from applying MMCS to a series of example meta-
models, each with a number of partially compliant models used as inputs. These results will
be presented in two sections. The first section considers a series of synthetic test meta-models
that were deliberately designed to provide problematic ECORE constructs. The second
section contains a meta-model that is derived from a Train/Production line meta-model that
has been used in a number previous publications [101] [102] [121].
6.7.1 Synthetic Test Models
The first set of trials considered a range of specialised meta-models that are specifically
designed to test different ECORE meta-model constructs with a particular focus on constructs
that had been identified as potentially problematic and challenging for a solver. These meta-
models were therefore designed to evaluate correctness of the solver when faced with:
• Hierarchies of containment relationships, with non-zero lower bounds on the relation-
ships (e.g. Class A, an instance of which must contain at least one instance of Class B,
and that in turn must contain at least one instance of Class C).
• Chains of association relationships, with non-zero lower bounds on the relationships.
• isUnique set to both true and false for varying relationships.
• Opposite bi-directional association references.
• Attribute value manipulation.
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Some meta-models are focused on one of these properties, whilst others contain combina-
tions of them. In all, 19 meta-models were developed that contained the same 3 to 5 classes
but had these classes arranged and organised in different ways. Five of these meta-models
are shown in Figure 6.3. Some of these contain particularly challenging constructs. For
example, variant 5 (Figure 6.3e) contains four classes, but the number of class instances that
must exist is heavily dependent on the association references. If an instance of classb exists,
then two instances of classc must exist in order to satisfy the association references lower
bound cardinality. An alternative variant of this model (variant 15 - not shown) sets the
containment reference lower bounds to zero, but keeps the remainder of the model the same.
For this meta-model, the minimum number of instances that must exist for each class is
therefore solely defined by both the lower bound cardinality and the isUnique property for
the different association references, and the initial model presented to MMCS.
As these 19 meta-models utilise the same set of classes, a common set of starting models
can be used as an input to the solver. For these tests, nine starting models have been used.
These vary in the number of class instances present, how those instances reference each other
and whether some of the instances are marked as constant. These starting models need to be
modified differently in order to satisfy the various meta-models. This gives 171 different test
combinations.
Correctness in this testing has two properties; Meta-Model Conformance and Parsimony
(for each sub-problem). Meta-Model Conformance has been evaluated using three techniques:
1. The model that is generated as an output from the solver is then used as an input
to a subsequent execution of the solver using the same meta-model. If the solver
executed correctly the first time, the solver should complete successfully but require no
modifications to the model.
2. For a significant proportion of the models, the modifications identified by MMCS can
be imported into Eclipse and then used to modify the initial model. This new, updated
model is then checked for meta-model conformance using Eclipse’s in-built validation.
This works for all meta-models except where isUnique is set to false on an association
reference; isUnique is currently only supported for attributes in EMF, although the
construct is valid in the MOF.
3. For those models that cannot be checked using Eclipse, the output of the solver is
manually checked. The synthetic models are concise enough that manual checking is a
viable solution.
Checking for parsimony is aided by the construction of the starting models. Typically the
meta-models are very restrictive, and only allow a very limited set of conformant models. It
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is therefore trivial to identify manually, for many of the models, what is/are the parsimonious
updates to allow a conformant model to be generated given a particular meta-model and
starting partial model. In some cases there can be multiple different update combinations
that will result in a conformant model (for individual sub-problems), and these combinations
each contain the same number of update operations; they are equally parsimonious. In these
cases, one of the candidate solutions is randomly selected.
The test suite has been executed on a 2.4GHz Core 2 Duo processor running MacOS 10.8,
with 6GB RAM. Although the processor is dual core, GLPK is a single threaded application
and therefore only utilises a single core. In testing, MMCS produces a conformant model for
all 171 meta-model/starting-model combinations; all runs executed successfully, all repeat
runs on the generated models created no updates and all of the models imported into Eclipse
validate successfully. The results of a subset of these combinations are shown in Figure 6.4
(six combinations, made up of three starting models and two meta-model variants). Running
on this processor, MMCS produced a solution in less than 0.2 seconds for each of the 171
meta-model/starting-model combinations (i.e. all four sub-problems were cumulatively solved
in less than 0.2 seconds for every problem).
Considering parsimony, all of the inspected outputs produced parsimonious models in
terms of the individual sub-problems although this does not necessarily mean the most
parsimonious solution overall has been generated. This is simply a function of the fact
that, in these examples, the utility functions consider only the decision variables for that
particular sub-problem. Extending parsimony across the entire problem requires extending
the individual metrics for each sub-problem described in table 6.8 to consider aspects of the
other sub-problems. This shall be discussed in more detail in the section on future research.
6.7.2 Train Meta-Model
The example meta-model considered here is derived from the Train Meta-Model described by
Kindler and Wagner [121]. Kindler and Wagner use this model as one of their domains for
describing the use of Triple Graph Grammars, and it has several properties of interest. In
particular, some classes (such as the InPort and OutPort) have multiple containment parents
in the meta-model. Different instances of these classes may have instances of different classes
as their containing class instance. However, the meta-model as specified by Kindler and
Wagner is relatively imprecise. For example, no limits are placed on the number of Inports
or Outports track pieces may have and the different types of switch are not elaborated.
For the remainder of this section, a derivative of this meta-model shall be used. The
modification adds precision (such as defining the number of ports allowed in different
circumstances) and complexity (such as specifying current and maximum speed attributes for
trains). The updated ECORE based meta-model is shown in Figure 6.5. To aid understanding
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(a) Meta-Model Variant 4 - Unique, but not
opposite, associations between classes B and
C. Containment from Class A requires that an
instance each of Class B and C exist.
(b) Meta-Model Variant 6 - One Unique, one
Non-Unique, associations between classes B and
C. Neither opposite. Containment from Class A
requires that an instance each of Class B and C
exist.
(c) Meta-Model Variant 7 - Not unique, not op-
posite, associations between classes B and C.
Containment from Class A requires that an in-
stance each of Class B and C exist.
(d) Meta-Model Variant 13 - Unique, opposite,
bi-directional association between classes B and
C. Containment from Class A does not require
that an instance of Class B and C exist.
(e) Meta-Model Variant 5 - Variety of non-opposite unique and non-unique associations between
classes B,C and D. Containment from Class A requires that instances of Class B, C and D exist.
Figure 6.3: A series of synthetic test meta-models with non-zero lower bounds on the
association references in order to evaluate the parsimonious completion of models
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Figure 6.4: A sub-set of the MMCS synthetic model result, showing the resulting models
after 6 different runs (two meta-models, three initial models)
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Figure 6.5: Train Meta Model, derived from the meta-model presented by Kindler and
Wagner [121]
the graphical notation used by Kindler and Wagner for train models is used when presenting
some of the results. This notation is described in Figure 6.6.
This meta-model, however, still allows some undesirable constructs. A Connection can
be used to connect a single component’s OutPort to its InPort. Additionally, the attributes
associated with Trains need to be considered. Specifically, a Train’s current speed (curspeed)
shall be equal to or lower than its maximum speed. If another train is on an adjacent
Track9 piece, then the considered Train’s current speed must be equal to or lower than the
adjacent Train’s current speed. To address these problems, five additional constraints can be
introduced. Three of these are associated with sub-problem 3; these prevent a Connection
joining an OutPort to an InPort from the same Track, Dividing Switch or Converging Switch.
The remainder are associated with sub-problem 4, and determine an appropriate value for
a Train’s current speed. These constraints are specified in detail in Tables 6.9 and 6.10.
Results will be considered firstly without these additional constraints and then with their
inclusion.
9In order to accommodate the current lack of generalisation/inheritance in MMCS, Trains are not allowed
on Switches, and Switches are not considered when setting a trains speed.
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Figure 6.6: Alternative Graphical Notation for the Train Meta-Model
Solver Results using ECORE-only meta-model
Experiments using only the constraints derived from the ECORE-only meta-model have been
conducted over a range of associated partial train models. Figures 6.7, 6.8 and 6.9 show
the results of applying the solver to three partial models with the aim of parsimoniously
modifying that model so that it is compliant with the train meta-model.
In the first example (Figure 6.7), the least number of operations required in order to
generate a compliant model is simply to remove the two Track pieces. This requires less
operations than completing those two pieces (which would necessitate the creation of the
necessary InPorts and OutPorts. Whilst this model is conformant with the meta-model, this
may not have been a desirable result for a modeller; the final complete model is virtually
empty. To prevent this occurring the constant set J is used. In the second example (Figure
6.8) the Track pieces are marked as constant, indicating that the solver is not permitted to
remove them. The resulting train model conforms with the meta-model and retains the Track
pieces. Specifically two InPorts and two OutPorts are required in order to satisfy the model.
This is not a particularly interesting model however, consisting only of two unconnected
Track pieces.
The third example model introduces two Connections and marks these as constant. On
using this as an input to MMCS, these Connections are associated with the track pieces but
the resulting model that has been generated consists of two simple loops. As before, MMCS
has generated a model that is compliant with the ECORE meta-model. All cardinality
bounds on the containment and association references are satisfied, as are the bi-directional
opposite references between Ports and Connections. However, this is still not a particular
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Figure 6.7: Example Model Completion 1 - Parsimonious Completion of partial model results
in a model where only the root node is preserved. Left column shows the input model
(ECORE viewer top, Train Representation bottom). Middle column shows the decision
variables set to non-zero after solving. Right column shows the updated model after the
changes identified by the solver are made.
satisfying model. Allowing single Connections to join the InPorts and OutPorts of the same
Track piece is unlikely to result in desirable and useful target models. However, this is the
limit of what can be achieved when ECORE is considered in isolation; additional constraints
need to be introduced to further define what constitutes an acceptable train model.
6.7.3 Solver results using additional meta-model specific constraints
To further define a valid train model the additional constraints associated with sub-problem 3
described in Table 6.9 are introduced. These three constraints are relatively straightforward;
they prevent a connection from joining an InPort and OutPort of the same Track or Switch.
This change, combined with the parsimony metric, guides MMCS toward creating single
circuits out of the available pieces . However, these single constraints do not prevent MMCS
from creating multiple circuits, each containing multiple pieces, if that is the most appropriate
solution; modified/additional constraints would be required if single circuits were mandatory.
Only single piece circuits are explicitly forbidden.
Utilising the same starting model as in the previous example, but with MMCS utilising
the additional constraints, results in the complete model shown in Figure 6.10. This model
contains the same class instances as in the previous run, with the only modifications being
how the Connections are associated to the InPorts and OutPorts of the Track pieces; this is
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Figure 6.8: Example Model Completion 2 - Compliant Model Generation considering only
the ECORE derived constraints and preserving constant elements.
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Figure 6.9: Example Model Completion 3 - Compliant Model Generation considering only
the ECORE derived constraints, preserving constant elements and including Connections.
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Figure 6.10: Example Model Completion 4 - Compliant Model Generation considering
Connections and additional GMPL constraints.
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not surprising given the additional constraints are specifically associated with sub-problem 3.
As before, MMCS generates a valid, complete model.
At this point, a more complex model is introduced that comprises a Track, Converging
and Diverging Switch. The Track contains both an InPort and an OutPort but the Switches
do not contain the requisite number of Ports. Four Connections are also present. The results
of running using this partial model as an input to MMCS are shown in Figure 6.11 (when the
Connections are marked as constant) and Figure 6.12 (when the Connections are not marked
as constant). In both cases, a complete valid model is generated. The initial model with no
constant elements does not result in an empty model when executed through MMCS. This is
because removing the Track and DivSwitch pieces would also require additional model update
operations to remove the ports. The metric is therefore minimised by adding the missing
Port to the DivSwitch, removing the ConSwitch (as it would require adding three Ports to
complete), and removing two of the Connections (which have mandatory associations and
cannot be associated with any of the remaining pieces).
6.7.4 Solver results additional constraints to determine attribute
values
The example in Figure 6.13 shows the experimental results obtained for a train model that has
been solved to find the maximum train speeds, given the non-ECORE constraints specified in
Table 6.10. In this case the additional GMPL constraints are solved as part of sub-problem
4. A Train has been added that has a value assigned to both the Maxspeed and Curspeed
attributes, with the current speed exceeding the maximum speed. In this example, the solver
is used to ascertain appropriate values for the Curspeed attribute for the Train, with each
Train/curspeed attribute pair being a decision variable in sub-problem 4. The result of
solving the example model is also shown in Figure 6.12, with the curspeed attribute being
set correctly for each Train instance.
6.7.5 Solver Performance
As before, the example models have been executed on a 2.4GHz Core 2 Duo processor running
MacOS 10.8, with 6GB RAM. A summary of the result of applying MMCS to the seven
example models used in the preceding sections are shown in table 6.11. This table summarises
the time taken to generate a solution (both overall, and by individual sub-problem).
Examples 1 to 3 consider only the ECORE constraints. Examples 4 to 7 bring in additional
GMPL constraints associated with non-ECORE meta-model constructs which, in the train
meta model, are specifically associated with sub-problems 3 and 4. Only example 7 contains
any modifications to attribute values in order to generate a complete model (i.e. sub-problem
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Figure 6.11: Example Model Completion 5 - Larger model with Connections marked as
constant. Parsimonious completion adds the additional class instances required, and correctly
associatesTrack/Switch pieces with Connections.
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Figure 6.12: Example Model Completion 6 - Same Model as Figure 6.11 without the
Connection pieces marked constant. Parsimonious completion therefore ends up removing
some elements, and a smaller final model is generated.
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Figure 6.13: Example Model Completion 7 - Similar Model as Figure 6.11 but a train has
been added and its current speed set to exceed its maximum speed.
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4 is required to determine a non-zero value for some of its decision variables). Therefore
for examples 1 to 3, sub-problem 4 executes but with no constraints and therefore gives an
indication of the overhead associated with GLPK (loading model files, etc). For examples 4
to 6, sub-problem 4 executes with two constraints but no Trains are present, so there are no
attribute decision variables to modify to meet those constraints.
Two measures of complexity of the individual sub-problems are the number of constraints
and the number of decision variables associated with each sub-problem. Specifically, many of
the decision variables are arranged in multi-dimensional arrays and each decision variable
will contain a value associated within a specific domain. Considering each sub-problem:
• Sub-problem 1 contains 13 constraints and 5 decision arrays. Three decision arrays
are indexed over the domain C and each constituent variable covers the domain of
non-negative integers. One decision array is indexed over the domain C × C and each
constituent variable covers the domain of integers. The final decision array is indexed
over the domain I × C and each constituent variable covers the binary domain.
• Sub-problem 2 contains 4 constraints and 2 decision arrays. The decision arrays are
indexed over the domain Ic1 × Ic2 × E(c1,c2)co and each constituent variable covers the
binary domain.
• Sub-problem 3 contains 4 ECORE-related constraints and, in this example, 3 additional
non-ECORE constraints. It includes 2 decision arrays, indexed over the domain
Ic1 × Ic2 × E(c1,c2)as and each constituent variable covers the binary domain.
• Sub-problem 4 contains 2 non-ECORE constraints, which are both indexed over the
Train instances in the model.
Table 6.11: MMCS execution times for the example model completions 1 to 7
.
Example
No.
SP1
(secs)
SP2
(secs)
SP3
(secs)
SP4
(secs)
Total
(secs)
1 0.07 0.02 0.02 0.02 0.13
2 0.07 0.05 0.04 0.02 0.18
3 0.03 0.03 0.04 0.01 0.11
4 0.02 0.03 0.04 0.08 0.17
5 0.03 0.06 0.11 0.02 0.22
6 0.05 0.03 0.05 0.03 0.16
7 0.07 0.05 0.04 0.02 0.18
On initial inspection, it might be expected that sub-problem 1 was the most complex. It
contains the most constraints and decisions variables. However, the decision arrays within
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this sub-problem are generally of a fixed size for a particular meta-model; they scale with the
number of classes in the meta-model. Only the ’delete instance’ decision array in sub-problem
1 has an index that will scale (linearly) based on the size of the model. Whilst sub-problems
2 and 3 contain less decision arrays, these arrays are indexed over a domain that scales
quadratically with model size.
However, for these specific examples this complexity appears not to be an issue. There is
little variability in the completion times, with each model being completed in around 0.2
seconds. The longest an individual sub-problem took to execute was Example 5, sub-problem
3 at 0.11 seconds. However, this sub-problem is essentially the same as that solved for
example 7 which completed in 0.04 seconds, indicating this was little more than measurement
noise. In order to truly investigate scalability, significantly larger models are required.
Three additional models are introduced with increasing numbers of train component
pieces. These initial models are summarised in Table 6.12. Each of these models are partially
complete due to a) most of the Track or Switch pieces not containing Ports and b) none
of the Connection pieces having their mandatory associations to Ports satisfied. All of the
Connections are marked as constant to prevent MMCS simply removing them; instead this
forces the solver to ensure the necessary component pieces are completed, and properly
connected. The modifications made by MMCS for each of these larger models are summarised
in Table 6.13, and the results are validated by using the same mechanisms as previously
(i.e. re-running the updated model through MMCS and checking for additional updates,
and loading the updates into Eclipse and validating using the EMF framework). As the
results show, these models require substantial modifications in order to generate a completed
model. The simplest of these three models requires 41 class instances to be created and
3 removed, as well as generating 76 containment references and 80 association references.
The most complex requires some 144 class instances to be created, as well as generating 262
containment references and 280 association references.
Table 6.12: Scalability Examples - Number of class instances and summary of references
present in initial partial models for scalability assessment. All Connections are marked
constant.
Example
No.
Init.
Track
Init.
Con-
Switch
Init.
Div
Switch
Init.
In-
Port
Init.
Out-
Port
Init.
Con-
nec-
tions
Init.
Con-
tain-
ment
Refs.
Init.
Assoc.
Refs
8 10 5 5 0 0 20 2 0
9 20 15 15 0 0 35 2 0
10 20 15 15 0 0 70 2 0
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Table 6.13: Scalability Examples - Summary of Key Class Instances and References Added/Re-
moved after solving through MMCS.
Ex.
No.
Add
Tra.
Del
Tra.
Add
CS
Del
CS
Add
DS
Del
DS
Add
IP
Del
IP
Add
OP
Del
OP
Add
Cont
Ref
Del
Cont
Ref
Add
As-
soc.
Del
As-
soc.
8 0 0 0 -1 0 -2 21 0 20 0 76 0 80 0
9 0 0 0 -10 0 -10 35 0 35 0 133 0 140 0
10 2 0 1 0 1 0 70 0 70 0 262 0 280 0
The execution times for MMCS when applied to the three examples are summarised in
Table 6.14. This indicates that the execution time for MMCS scales non-linearly with model
size. The simplest of these three models solves in 13 seconds, whilst the most complex took
significantly longer at some 93 minutes. This result is to be expected given the domain that
some of the decision variables operate over, although there are some nuances in the results.
For all of the example models, it is only sub-problem 3 that takes a significantly long time
to solve. Even with the most complex models the other sub-problems are solved quickly.
Sub-problem 1, although it contains the most constraints and decision variables, solves in
less than a tenth of a second even when required to generate some 144 class instances in
order to complete the model.
On closer inspection of sub-problem 3 when executing the solver, two things were apparent.
1. GLPK was spending the vast majority of its time ’initialising’ the problem for each of
the constraints. Once the problem was initialised, which in the case of example model
10, occupied virtually all of the 93 minutes, the actual optimisation problem was solved
in a few seconds.
2. Whilst initialising the problem for each of the constraints was the cause of much of
the lengthy execution time for example 10, the vast majority of this time was spent
initialising the non-ECORE constraints for sub-problem 3 that were designed to prevent
connections joining single component pieces InPorts and OutPorts.
The effect of this can be shown by executing sub-problem 10 again, but ignoring the
non-ECORE constrains for sub-problem 3. An ECORE compliant model is generated, but
sub-problem 3 completes in one minute rather than 93. The cause of this delay appears to
be the domain scope of the additional constraints. For this example, these constraints are
applied repeatedly over a wide domain that comprises Track or Switch pieces, Connections,
InPorts and OutPorts. It appears that GLPK is not particularly efficient in creating all
the ’instances’ of this constraint given a large domain, although it is efficient at solving the
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decision variables once these constraints have been instantiated. This suggests that one
strategy for managing MMCS solving times is to ensure that any additional constraints are
limited, as far as is practical, in the domain(s) that they are indexed over.
Table 6.14: MMCS execution times for the Scalability Examples 8 to 10.
.
Example No. SP1
(secs)
SP2
(secs)
SP3
(secs)
SP4
(secs)
Total
(secs)
8 0.03 0.56 12.8 0.02 13.4
9 0.07 3.5 241.3 0.05 244.9
10 (All) 0.06 4.3 5594 0.06 5598
10 (ECORE only) 0.1 4.2 64 0.01 68.3
6.8 Conclusions and Future Research
In this chapter a method has been presented to complete Partial Domain Specific Models
(PDSMs) using Mixed Integer Linear Programming, the MILP Model Completion System
(MMCS). It has a number of novel features. MMCS is able to complete both under and
over-specified partial models, and it utilises a user specified metric that directs the solver
to solutions that a modeller considers high quality. The default metric used in this work is
that of parsimony ; the solver outputs the least number of model update operations for each
sub-problem that will result in a complete, conformant model.
A complex example meta-model and associated partial models have been used, and
two sets of experiments have been conducted. The first set of trials were focused on meta-
models that were defined using only the ECORE meta-modelling language. A generic group
of constraints for ECORE specified models have been presented and these were used to
determine a parsimonious set of updates to an initial partial model that would result in a
conformant model. This included initial models that were both over and under specified. In
the second set of trials, a more complex and realistic meta-model was introduced, and this
included additional constraints to further constrain the set of valid models. As with the first
set of experiments, the solver was able to successfully generate conformant models from a
variety of initial partial models.
MMCS was also tested for scalability. The results show that, for the particular example
shown, MMCS scaled non-linearly with respect to input model size. This problem was
specifically isolated to one of the sub-problems, sub-problem 3, and was primarily associated
with the formulation of the additional constraints that had been added and the large
domain these additional constraints were indexed over. However, even with these additional
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constraints MMCS was able to complete a number of very large partial models that required
extensive modifications in order to bring them into compliance.
This work builds on previous work conducted on partial model completion in a number
of ways. The work by Cadoli et al. [52] and Cabot et al. [48] both investigated UML Class
model verification and, in limited circumstances, were able to generate compliant instance
models with the UML Class diagrams. However, both only support the creation of a new
model; they do not support modifying an existing model. In the case of the work by Cabot et
al., the solver also operates over a series of sub-problems that first initialises class instances
and then creates the necessary references in a separate sub-problem. The work by Sen et
al. [188] does support the modification of existing models, but it achieves this by transforming
the meta-model (ECORE/MOF constraints included) into a specific ALLOY representation.
This transformation is not well described in the published work, and its not clear how this
transformation would accommodate some of the problematic ECORE constructs represented
in the synthetic models which MMCS is able to solve. Additionally their solver appears
only to add class instances or references; it is unable to modify ’over-specified’ models to
generate a compliant model. The final difference between the two approaches is in some of
the execution times. The work by Sen et al. utilised a SAT-solver and, in their most complex
model completion that required 19 class instances to be instantiated, took approximately 70
seconds to solve. Some simpler models (six initial class instances, nine final class instances)
took 2 minutes to complete with minor changes to some of the constraints. This is several
orders of magnitude longer than MMCS took on models of similar size and complexity.
6.8.1 Future Research
There are a number of limitations still to address with MMCS and areas where additional
research is required. Inheritance (both single and multiple) is not fully supported by the
current problem formulation. Whilst many of the problematic constructs that inheritance
causes can be resolved by the solver (such as a class being contained by multiple different
parent classes in the meta-model) the solver does not accommodate identifying the most
appropriate class to instantiate when they participate in an inheritance relationship (i.e. if
both the class and super-class can be instantiated, which is preferable?).
The ability to generate the GMPL representation automatically for different OCL con-
straints is also required for the system to be practically useful to modellers. In particular, the
OCL constraints will need to be separated into separate GMPL constraints for each of the
sub-problems described in this chapter. As an example of how this can be achieved, Cabot
describes a mechanism to convert an arbitrary OCL expression into an ECLiPSe collection
of constraints [48]. Each OCL constraint is therefore represented as an instance of the OCL
meta-model, which can be represented as a tree. Each node in the OCL instance tree is
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represented as a three argument functor, and these functors combined provide a mechanism to
verify the constraint. However, this approach cannot be directly applied to MMCS currently.
One particular issue is that it focuses on verifying a set of pre-existing attributes only. It
does not allow us to calculate sufficient or optimal values for any unspecified attributes. For
the example OCL constraint in Cabot’s paper, (a single attribute compared with a constant
for a set of instances) solving to find an appropriate value is straightforward. The behaviour
is less clear when all elements in the OCL constraint are attributes rather than constants,
and this is a common formulation for the type of systems analysis models that are of interest.
The accommodation of alternative, possibly non-linear, solvers for the solving of attributes
is also of significant interest. In particular, the generation of Composable Object representa-
tions for sub-problem 4 would allow more sophisticated parametric models and analysis to
be represented and used in determining attribute values, and would be a particular benefit
to improved systems engineering using Domain Specific Models.
However, perhaps the most significant issue with the current implementation of MMCS is
the linear progression through the sub-problems. This is primarily a limitation of using a
linear programming solver in this application. In a linear programming problem, decision
variables can only be used in a linear formulation; multiplication or division of decision
variables is not allowed, and neither is the use of decision variables in conditional statements
and branching constructs (e.g. if-then-else). Separating the model completion problem into
distinct sub-problems avoids this by ensuring specific sub-sets of decision variables are solved
before proceeding onto the next sub-problem. These solved values can then be used more
freely in the subsequent sub-problems.
Whilst MMCS allows these sub-problems to be solved in any order, this ordering pre-
vents MMCS from generating globally optimal solutions without careful consideration and
construction of the objective functions in each sub-problem. Whilst this is inconvenient for
ECORE-only meta-models, this does not prevent MMCS from guaranteeing a satisficing
solution for these meta-models. The constraints for sub-problem 1 have been designed to
always establish the correct number of class instances so that they can be correctly con-
tained and associated. Things become more complicated when non-ECORE constraints are
introduced. In some circumstances (such as those shown with the train meta model) these
constraints can be isolated to a specific sub-problem, but that is not always the case. For
example, constraints could be specified that require additional class instances to be created
based on a particular attribute value.
There are a number of strategies that can be employed to mitigate this problem. The
additional GMPL constraints could be specified for each individual sub-problem to account
for the specific dependencies. This is effectively how sub-problem 1 accommodates the
association bounds constraints in ECORE; they are essentially ’solved’ in sub-problem 1 to
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allow the required instances to be created but the references are not actually instantiated
until sub-problem 3. In this manner, sub-problem 3 is guaranteed to have the correct
instances to associate when it is executed. However, writing these dependent constraints
is not necessarily trivial. It would be aided significantly if an appropriate OCL to GMPL
sub-problem transformation could be created. Additionally, MMCS does support arbitrary
ordering of the sub-problems (e.g executing sub-problem 4 first, followed by 1, 2, and 3) that
can allow the solving of models that contain constraints with uni-directional dependencies
between sub-problems, although this ordering must be manually specified currently. Methods
to automatically determine ordering would be an interesting avenue to explore. A final
mitigation is that MMCS can be set to iterate through the various sub-problems until
either a) no more updates can be made or b) the count of iterations exceeds some pre-set
value. This is typically a practical, if inelegant, solution to completing a model where the
meta-model has constraints with complex dependencies. However, for meta-models with
complex circular/bi-directional dependencies, this mode of operation does not provide a
guarantee of finding a solution when one exists for some meta-models.
The more desirable solution would be to merge the four sub-problems into a smaller
number; ideally one. The linear formulation requirement for decision variables makes this
challenging with a linear solver, although not necessarily impossible. As an example of
how this could be addressed, the ECORE association constraints initially appear to have a
non-linear relationship between some of the participating decision variables. However, an
approximation of a branching construct was represented as a linear optimisation problem
which resulted in a solution that allows this particular sub-problem to be solved in a single pass.
Whether this method would allow all the sub-problems to be combined would require further
investigation. Additionally, one of the key advantages of representing model completion
using the set-theoretic representation described in this chapter is that this formulation of
the problem could be used as the input to alternative optimisation tools or model solvers.
Using the GMPL modelling representation is a particular benefit. AMPL and GMPL are
supported by a wide range of linear and quadratic solvers, and therefore applying this problem
to alternative solvers to GLPK could produce improved results. The use of an alternate
quadratic solver (e.g. CPLEX [8]) could potentially allow the same model representations
to be used, but would give more flexibility in how the decision variables could be arranged,
although branching constructs would still be disallowed. Additionally, there has been existing
work on representing elements within meta-models and models directly as integers [220]. If
the classes themselves can be represented as integers within GMPL, then this would allow
the linear programming tool to directly modify the model elements (rather than determining
how an element must be modified) which may facilitate combining the sub-problems.
There is distinct value in formulating the problem as a series of linear constructs if
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possible, with the main one being the speed of finding a solution to a well constructed
linear problem. Whilst the current problem formulation for partial model completion still
potentially has non-linear relationships and dependencies between sub-problems, this partial
model completion system was developed as a means to ’fix’ partial models that were generated
during the use of Systems MDD. Some partial models during the use of Systems MDD are
intentional, and MMCS appears well suited to complementing this aspect of the approach.
However, the other source of partial models was due to transformation engines generating
partial models when alternative interpretations of the transformation specification could
result in conformant models. Given that model transformations have obvious additional
linear relationships, such as the number of source patterns that are matched in a source
model, and the number of target patterns that must exist in a target model, a research
question that shall be considered is whether the solver approach utilised in MMCS could be
extended to model transformation.
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Chapter 7
A Satisficing Bi-Directional Model
Transformation Engine
7.1 Introduction
In the examination of existing model transformation approaches as part of Systems MDD
development, two key problems were identified that prevent the practical use of current
relational model transformation approaches. Firstly, Relational/Declarative approaches to
model transformations should focus on what should be generated, rather than how. Current
languages do not readily support this. Knowledge of the execution semantics about how
a model transformation engine will apply the transformation is required to write a good
specification and, in the instance of QVT-Relations, knowledge of the precise semantics
of a particular implementation of a model transformation engine is required to write a
transformation that will create a valid target model. The same models and specifications
often cannot be used interchangeably with different engines. Secondly, as meta-models
become more complex and precise, enforcing a single semantic interpretation of how to
apply a transformation becomes an increasing burden. There may be a natural semantic
interpretation of a relational model transformation specification that would result in a valid
target model but, because of the enforced execution semantics of the particular language
or tool being used, a model is generated that is not compliant with the target meta-model.
The identification of these problems leads to the following two research questions (shown
diagrammatically in the thesis model in Figure 7.1):
KQ-5.1 - Can a transformation engine be developed that, when presented with a
transformation specification that can be interpreted in several ways, chooses an
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interpretation that results in a compliant target model being generated if one is
possible?
KQ-5.2 - Can the interpretation of a transformation specification be guided based
on a user-specified metric?
In order to address these questions, a relational model transformation engine has been
developed based on an underlying Mixed Integer Linear Programming (MILP) solver. This
system extends the MILP Model Completion System (MMCS) described in the previous
chapter. There are two novel aspects of this approach. Firstly, by applying a MILP solver,
the large number of linear relationships present between elements specified in the models,
meta-models and transformations can be exploited. For model transformations, this means
that many of the unknown variables (such as which relations have valid matches, which classes
require instantiation and what relationships need to exists between those classes) are linearly
related1. Using a MILP solver to find acceptable values for these distinct variables allows these
relationships to be exploited to find a solution more efficiently. Secondly, a transformation
engine based on a MILP solver can then exploit these relationships and improved efficiency to
ensure that automatically generated target models are always compliant with their associated
meta-models, if a solution exists, even from ambiguous model transformation specifications.
This means that the transformation engine is satisficing as it actively considers alternative
ways to construct an acceptable target model, and will not generate a target model if a
satisfactory solution cannot be found; it prioritises target models. Because of this, this
transformation engine is referred to as the Target Model Prioritisation Transformation
(TMPT) engine.
7.2 Model, Meta-Model and Transformation Representa-
tions
The transformation language the MILP transformation engine uses is heavily influenced
by QVT-Relations and Triple Graph Grammars. As with MMCS the input to the TMPT
engine shall be a set-based representation of models, meta-models and model transformation
specifications, written using the Gnu MathProg Language (GMPL) [135]. The set-based
model and meta-model representations continue to be generated directly from ECORE-derived
models in the Eclipse toolset. This is discussed further in section 7.4. A transformation
specification must currently be written directly in GMPL, although this representation has
been written with features of Triple Graph Grammars and QVT-Relations in mind.
1The details of which depend on the details, such as allowable cardinalities, of those relationships.
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Figure 7.1: Thesis Model - The Key Research Questions that drive the development of
a model transformation engine that prioritises target models to assist with realising the
Systems MDD approach.
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(a) Relation 1 (b) Relation 2 when Relation 1
(c) Relation 3 when Relation 2 (d) Relation 4 when Relation 2
Figure 7.2: Graphical representation of four consistency relations between meta-models.
Coloured elements show non-dependent elements of a consistency relation. Elements bordered
with a dashed line are dependent on another consistency relation through the when clause.
The full QVT-Relations transformation specification can be found in chapter 4.
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7.2.1 Meta-Model and Model Representations
Given a key goal was to maintain consistency between the transformation engine TMPT and
the partial model completion system MMCS, both systems utilise the same meta-model and
model set representations. Therefore, the set based meta-model and model representations
described in section 6.3 are also valid for this transformation engine. The one addition to
the notation is to include a domain identifier as a super-script for the relevant meta-model
and model sets. For example, class instances associated with meta-model (domain) s are
contained within the set Is.
The simple example meta-models, first introduced in chapter 4 and reproduced in figure
7.4, and an associated source model shall be used as a running example throughout this
chapter. An example of the set based representations for the source meta-model is shown
in Figure 7.3. All the models, meta-models and transformations are shown in Appendix C,
along with the set-based representation.
Cs ={SystemFunctions, Localisation,
GPS, SLAM}
P sSystemFunctions ={(localisation, Localisation,
con, 0, 1, true, null)}
P sLocalisation ={(gps, GPS, con, 0, 1, true, null),
(slam, SLAM, con, 0, 1, true, null)}
P sGPS =∅
P sSLAM =∅
Figure 7.3: Source Meta-Model Set Representation.
7.2.2 Transformation Representation
It is our intention to mirror the features of existing relational model transformation rep-
resentations where possible. In particular, the transformation representation for TMPT
has been designed to closely follow the properties of QVT-Relations. Let us consider the
problematic QVT-Relations specification first discussed in chapter 4. This transformation is
reproduced for convenience in Figure 7.2. The transformation contains four relations, which
relate two domains. All of these relations are top relations and each relation contains a
source and target pattern for both of the domains that they reference. These patterns should
be subsets of the respective domain’s meta-model, and each pattern starts from a particular
class that acts as the root of that pattern. In QVT-Relations the pattern can be navigated
by following containment references from the root class (through the nesting of classes within
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(a) System Functions Meta-Model
(b) System Requirements Meta-Model
Figure 7.4: Simple systems meta-models representing the functionality domain (top) and
requirements domain (bottom).
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braces), follow associations through their roles, or attributes can be referenced. Therefore, a
natural way to represent relations for TMPT is using a variant of the meta-model and model
representations, with extensions to accommodate the variables that shall be bound to class
instances for each pattern match.
A transformation specification is made up of a number of relations. A set Rrels is used to
capture the number of relations in a given specification:
Rrels ={1, 2, ..., nmax} (7.1)
where nmax is the number of relations in the transformation specification. For the remainder of
this chapter, the following notation shall be used. Each set associated with the transformation
specification shall have a super-scripted element. A single value super-script represents either
the domain identifier or, if a scalar value, the relation identifier n ∈ Rrels within the
transformation specification. A 2-tuple superscript (n, s) describes both the relation and
domain identifier. A 3-tuple superscript (n, j, s) adds a relation instance identifier j of
relation n. So:
• R1top refers to set Rtop for relation 1 in the transformation specification.
• R(2,train)cre refers to set Rcre that contains elements of a pattern associated with domain
train of relation 2.
• Q(2,1,uml)inst refers to set Qinst that contains elements associated with domain uml for
relation instance 1 of relation 2.
Subscripts will be used to identify sets capturing particular aspects of the transformation
(classes, containment references, etc) as per the model representation described previously.
For each relation n, which relates domains s and t, the following sets are defined. Firstly,
whether the relation is a top relation is defined with the following set that contains a single
boolean.
Rntop = {[true|false]} (7.2)
Each relation has a number of variables v associated with it. These will be bound to class
instances in the subsequent transformation. The variables are relation and domain specific.
R
(n,s)
bind = {vs1, vs2, ...., vsp} (7.3)
R
(n,t)
bind = {vt1, vt2, ...., vtq}
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Then, the root class for the pattern needs to be defined for each domain referenced by the
relation.
R
(n,s)
root ⊆{cs|cs ∈ Cs},
∣∣∣R(n,s)root ∣∣∣ = 1 (7.4)
R
(n,t)
root ⊆{ct|ct ∈ Ct},
∣∣∣R(n,t)root ∣∣∣ = 1
The next two sets define the classes and associated patterns for each relation. This is one
area where the GMPL representation deviates from the QVT-Relations standard and instead
looks to Triple Graph Grammars. For each relation, it is explicitly specified whether an
instantiation of that relation should be permitted to create an instance of that class, or
whether that relation instance will be dependent on instances created by another relation that
are bound through the when clause. The when clause is used in QVT-Relations to describe
constraints or relations that must hold in order for this relation to be evaluated. It acts as a
guard, but also has the effect of binding variables to values that have been bound by other
relations. QVT-Relations therefore implicitly determines whether a relation is permitted to
create relation instances, or whether it relies on other relations being instantiated to create
those instances. Triple Graph Grammars are more explicit in their rule definition about
these dependencies. Making these dependencies explicit in the transformation representation
allows some of transformation semantics, such as how patterns should be matched or created,
to be elaborated more formally. Therefore, for each relation n that relates domains s and t
the following sets are used for classes which should be instantiated for relations that hold.
R(n,s)cre ⊆
{
(vs, cs) ∈
(
Cs ×R(n,s)bind
)}
(7.5)
R(n,t)cre ⊆
{
(vt, ct) ∈
(
Ct ×R(n,t))bind
)}
Each of these sets consist of (v, c) pairs that describe the classes to match in the pattern.
Each relation pattern that is matched to an element within the source model will have the
corresponding instance bound to variable v. The sets for classes that make up the relation
pattern, but which are dependent on those instances being realised through other relations
are specified similarly. The set Rall will be used to describe all the classes associated with a
particular relation domain pattern. The same variable cannot be used within a relation to
refer to both a class instance that must be instantiated as part of realising this relation, and
to a class instance that will be realised by another relation.
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R
(n,s)
dep ⊆
{
(vs, cs) ∈
(
Cs ×R(n,s)bind
)}
(7.6)
R
(n,t)
dep ⊆
{
(vt, ct) ∈
(
Ct ×R(n,t)bind
)}
R
(n,s)
all =R
(n,s)
dep ∪R(n,s)cre (7.7)
R
(n,t)
all =R
(n,t)
dep ∪R(n,t)cre
∅ =R(n,s)dep ∩R(n,s)cre
∅ =R(n,t)dep ∩R(n,t)cre
Whilst these sets capture the classes that are present within the pattern, they do not describe
the relationships between those classes that must also be captured. For that, separate sets
are defined for containment and association references. Containment references are described
using the following:
R(n,s)co ⊆
{
(vs1, c
s
1, v
s
2, c
s
2, e) | (vs1, cs1) ∈ R(n,s)all ∧ (vs2, cs2) ∈ R(n,s)all
}
(7.8)
Each containment relationship is captured as a 5-tuple that describes the containing class
c1, an instance of which should be bound to variable v1. c1 contains class c2, an instance of
which is accessed through the containment endpoint (role) named e. This instance is bound
to v2, and both of these pairs should exist in either Rcre or Rdep. An equivalent set R
(n,t)
co
exists for the target domain t. Associations are described similarly.
R(n,s)as ⊆
{
(vs1, c
s
1, v
s
2, c
s
2, e) | (vs1, cs1) ∈ R(n,s)all ∧ (vs2, cs2) ∈ R(n,s)all
}
(7.9)
The when and where clauses are the main mechanism by which dependencies are specified
between relations in QVT-Relation. Therefore, for all the variables specified in Rdep, there
should be an appropriate reference to an alternative relation as these instances must be
created by another relation in the specification. TMPT only considers the when clause at
present, and it is represented as follows.
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Rnwhen ⊆ {(nd, vs, vt) | nd ∈ Rrels ∧ nd 6= n ∧ (7.10)
(vs, cs) ∈ R(n,s)dep ∧ (vt, ct) ∈ R(n,t)dep }
Therefore relation n is dependent on relation nd, and the appropriate variables will be bound
to class instances within a dependent relation. If no matches for relation nd can be identified,
then relation n cannot be instantiated; not all of the variables within the pattern can be
bound.
Implementing precise semantics for variable binding and relation dependencies are a significant
underlying cause of the complexity of relational transformations. Under what circumstances
can variables be bound to the same class instance? Can a dependent relation have multiple
variables bound to the same class instance in a source model, and does this require exactly
the same structure be replicated in the target model? For the purposes of this chapter, it
shall be assumed that a variable may only appear once in a when statement for a particular
relation.
∀(vs, c) ∈ R(n,s)all
∣∣{(nd, vs, vt) ∈ Rnwhen}∣∣ ≤ 1, (7.11)
∀(vt, c) ∈ R(n,t)all
∣∣{(nd, vs, vt) ∈ Rnwhen}∣∣ ≤ 1
In order to support attributes, an additional element of the QVT-Relations specification is
replicated in this set-based specification; relation-specific variables. These are variables that
are independent of domain, and can be bound to particular values in any domain referenced
as part of the relation. This makes them a convenient mechanism for transforming attribute
values within the model. For each relation, a set contains each relation specific variable x
and its associated type y.
Rnvar = {(x1, y1), ....} (7.12)
For each domain, a set of 5-tuples is used to describe attributes associated with a particular
class in a domain, and how they are bound to the relation specific variables.
R
(n,s)
att = {(v, c, a, x, y, z), ....} (7.13)
where v is the domain variable that an instance of class c will be bound to, a is the attribute
name in the class specification, x is the relation-specific variable, y is the attribute type of a
and x, and z is a GMPL specific string that references and modifies the value associated
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Figure 7.5: Relationship between MMCS partial model completion sub-problems and the
TMPT sub-problems. Some of the TMPT sub-problems are extensions to the MMCS
sub-problems, and some are unique to TMPT.
with a. The GMPL string z is used to modify the attribute value for a particular domain;
i.e. by concatenating an additional string, or carrying out an arithmetic operation2. The
combination of the attribute value and z will be used to determine x for the source model.
The combination of x and z will be used to determine the attribute value for the target
model.
There are aspects of ECORE-specified meta-models and QVT-Relations that are not captured
in the above set representation. As with MMCS, the inheritance/generalisation relationship
in not explicitly captured. The QVT-Relations where element is not currently supported,
nor are arbitrary OCL statements in when clauses. The support of where clauses should be a
relatively straightforward addition, whilst the support of arbitrary OCL statements requires
a means to automatically transform OCL into the GMPL representation. The key statement
in QVT-Relations, which provides additional information for when target model elements
should be reused, is not currently implemented. Finally, the wider problem of automatically
transforming specifications written in QVT-Relations into the set-based representation should
also be addressed in future research.
7.3 Transformations using Mixed Integer Linear Pro-
gramming
As with the partial model completion system MMCS, described in chapter 6, this MILP-based
Target Model Prioritisation Transformation system (TMPT) splits the problem into a series
of distinct sub-problems. Indeed, TMPT directly reuses and extends some of the MMCS
sub-problems, as shown graphically in Figure 7.5. The MMCS sub-problems 1 to 4 that are
extended for TMPT are named T1 to T4. Two new additional sub-problems are required, S1
and S2, which are unique to TMPT. Sub-problems S2 and T1 to T4 each require one MILP
2See sections 3.1.5 and 3.1.9 in the GMPL manual [135] for a summary of the arithmetic operators that
could be used in z.
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to be solved, although some of these sub-problems can be merged together, depending on the
nature of the dependencies in the meta-model. The basic role of each of these sub-problems
are:
• S1 - Source Model Analysis - Analyse the source model, given its meta-model and the
transformation, using a simple graph matching algorithm and determine the maximum
number of possible matches for each relation.
• S2 - Bind variables to source model instances - Execute a Mixed Integer Linear Program
that, for each relation, identifies a potential binding for all the variables from the source
model. Every candidate set of variable bindings for each relation is a potential relation
instance.
• T1 - Create target model instances - Execute a Mixed Integer Linear Program that, for
each relation, instantiates target model instances for each potential relation instance,
providing the instances do not clash with another potential relation instance and
that the resulting completed model does not violate any constraints associated with
the target meta-model. Any potential relation instances that have all of their target
model variables bound to target model instances are completed relation instances. Any
potential relation instances that are not fully realised are disregarded. In addition,
attributes are set to the appropriate values as determined by the completed relation
instances.
• T2, T3 and T4 - Create containment and association references and check values
assigned to attributes - The containment and association references for all class instances
are initialised, given the completed relation instances. Attribute values are simply
checked in sub-problem T4. If there are additional non-ECORE constraints that
reference attributes, completed relation instances should be selected in T1 that result
in these attributes being set correctly. T4 is therefore a check that no modifications to
attribute values are required in order to conform to the meta-model.
7.3.1 Differences with existing relational model transformation ap-
proaches
In order to prioritise target models a number of principles associated with existing model
transformation engines must be modified. Firstly, a model transformation should be more
permissive in how source model relations are matched. Triple Graph Grammars require
that the entire source model (or appropriate view of that model) must be matched for the
transformation to succeed. Subsets of source models must be created manually if that is not
the case, and these are presented to the model transformation engine instead. An alternate
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system that prioritises target models should instead determine which aspects of the source
model should be matched and will participate in the transformation. Secondly, the QVT-
Relations standard requires that all top relations hold. If a source domain match is found for
a top relation, then the corresponding target pattern must be created. A transformation
engine that prioritises target models must relax this restriction; a top relation will instantiate
the necessary target model pattern if there is a source model match and the creation of the
target model elements will not ultimately result in an invalid target model. Thirdly, the
more combinations, choices and alternatives for source model matches that are identified,
the more flexibility the transformation engine has in finding a combination that allows a
valid target model to be constructed. When conducting source model pattern matching
overlapping bindings, where the same elements are used in different combinations in multiple
relation instances, are actively encouraged. The system should choose which (if any) of these
relation instances will be instantiated based on their effect on the target model.
7.3.2 Detailed Stage Description
S1 - Source Model Analysis
The first sub-problem provides a simple sub-graph matching algorithm to identify the
maximum possible number of relation instances for each relation described in the model
transformation specification. The sole purpose of this step is to provide an upper bound for
the subsequent stages of the model transformation. Three simple algorithms determine the
number of times a) the class instances, b) the containment references and c) the association
references could be matched for each relation given the source model. Dependencies between
relations are not considered at this point; each relation is considered in isolation. The
minimum value from these three algorithms is then used to set an upper bound for each
relation. This is the maximum number of potential relation instances that could be identified,
given the source model. No actual binding of variables to class instances takes place during this
sub-problem. The number of potential relation instances under consideration in subsequent
stages is represented for each relation n as follows:
Q
(n,s)
rels = {1, 2, 3, ...., jnmax} (7.14)
where jnmax is the maximum number of potential relation instances identified for relation n in
sub-problem S1. The Q set notation forms part of a correspondence model, and is explained
further in the subsequent section.
Running Example To demonstrate this, the simple example input model used as an
input to sub-problem S1 and the results after completing sub-problem S1 are shown in figure
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Figure 7.6: Number of relations identified by the solver after sub-problem S1 for the simple
example.
7.6. Given the strongly typed nature of this meta-model, only one instance of each relation is
identified in the simple meta-model. Therefore Q(1,s)rels , Q
(2,s)
rels , Q
(3,s)
rels , and Q
(4,s)
rels all equal {1}.
S2 - Bind variables to source model instances
To implement this stage as a MILP problem, three elements are required. 1) Decision
variables or arrays must be described, which the solver is able to manipulate. 2) Constraints
which reference these decision variables or arrays must be described; these bound the overall
problem. 3) An objective function must be captured that specifies a metric which guides the
solver.
The decision variables for this problem are relatively straightforward. The first set of binary
decision variables, α, are captured within an array. The array maps variables within relations
for a particular domain to class instances within the source model. For every variable within
each potential relation instance identified after sub-problem S1, the corresponding array
element should be set to 1 if the class instance is bound to the variable for that relation
instance after solving and zero otherwise.
α
(n,j,s)
(v,i) =
{
1 if i is bound to relation instance j, var v for relation n
0 otherwise
(7.15)
A second decision array β, is also used. This array is used to explicitly state whether a
relation instance is still a potential relation instance after this second sub-problem has been
solved, or whether one of the earlier relation instances identified during sub-graph analysis
is now being disregarded. This could be because there is an unresolvable clash between
relation instances when binding variables, that some of the relation dependencies could not
be satisfied for that relation instance, or simply that sub-problem S1 over-estimated the
number of potential relation instances.
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β(n,j,s) =
{
1 All of relation n, instance j’s variables are bound
0 At least one variable in relation n, instance j could not be bound
(7.16)
A series of constraints are required that define the semantics of the source model matching.
These can be grouped into four categories; 1) ensuring class instances are correctly bound
to variables, 2) ensuring these bindings satisfy any containment relationships specified in
the relation, 3) ensuring these bindings satisfy any association relationships specified in
the relation and 4) ensuring these bindings satisfy any dependencies between relations.
Considering each of these groups in order.
Group 1 consists of three constraints. 1) If a relation is responsible for instantiating a class
instance, then the source model semantic equivalent is that a class instance must only exist
for one potential relation instance per relation n for classes specified in R(n,s)cre . Note - the
class instance can be referenced in any number of dependent relation instances. This is
shown in constraint 7.17. 2) For each potential relation instance, different variables cannot
be bound to the same class instance (constraint 7.18). 3) For each potential relation instance,
a variable must be bound to no more than one class instance (constraint 7.19). In this latter
constraint, the comparison is made between α and β to ensure potential relation instances
are either fully active or inactive in subsequent sub-problems.
∀n ∈ R,
∀(v, c) ∈ R(n,s)cre ,∀(i, c) ∈ Is
∑
j∈Q(n,s)rels
α
(n,j,s)
(v,i) ≤ 1 (7.17)
∀j ∈ Q(n,s)rels ,∀(i, c) ∈ Is
∑
(v,c)∈R(n,s)all
α
(n,j,s)
(v,i) ≤ 1 (7.18)
∀j ∈ Q(n,s)rels ,∀(v, c) ∈ R(n,s)all
∑
(i,c)∈Is
α
(n,j,s)
(v,i) = β
(n,j,s) (7.19)
In group 2, the containment relationships are considered. This consists of two constraints.
The first constraint (constraint 7.20) states that if a containment relationship is present
in a relation, then a potential relation instance must contain class instances that are an
appropriate container (i.e. they have an appropriately typed containment reference). The
second constraint (constraint 7.21) focuses on the containment endpoint. A potential relation
instance can only use a class instance as an endpoint if the containing instance is present as
per the first constraint.
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∀n ∈ R,∀j ∈ Q(n,s)rels ,
∀(v1, c1, v2, c2, e) ∈ R(n,s)co ∑
(i1,c1)∈Is|
∃(i2,c2)∈Is s.t.
(i1,c1,i2,c2,e)∈Isco
α
(n,j,s)
(v1,i1)
= β(n,j,s) (7.20)
∀(i1, c1) ∈ Is |
∃(i2, c2) ∈ Is s.t. (i1, c1, i2, c2, e) ∈ Isco
∑
(i1,c1,i2,c2,e)∈Isco
α
(n,j,s)
(v2,i2)
= α
(n,j,s)
(v1,i1)
(7.21)
Group 3 considers association references. These are similar to the containment constraints,
with the only difference being the second constraint in this group. This constraint is
different for associations than for containments due to the semantics of that relationship. For
containments, if a variable is bound to a class instance in a relation as a containment target
endpoint then only one class instance can be its container. There cannot be a situation where
several class instances are the container for a single specific class instance as it would be an
invalid model. However, for associations that is not the case; there could be several candidate
association relationships where a class instance is bound to a variable as an association
endpoint, with differing sources for that relationship. Some of these options may ultimately
not be chosen when binding variables in this sub-problem; the source variable will not be
bound for that association reference.
∀n ∈ R,∀j ∈ Q(n,s)rels ,
∀(v1, c1, v2, c2, e) ∈ R(n,s)as ∑
(i1,c1)∈Is|
∃(i2,c2)∈Is s.t.
(i1,c1,i2,c2,e)∈Isas
α
(n,j,s)
(v1,i1)
= β(n,j,s) (7.22)
∀(i2, c2) ∈ Is
∑
(i1,c1,i2,c2,e)∈Isas
α
(n,j,s)
(v1,i1)
= α
(n,j,s)
(v2,i2)
(7.23)
The final group consists of one constraint, and is concerned with the when dependencies.
Specifically, if there is a variable3 that is dependent on another relation then it must be
ensured that a candidate dependent relation exists, and that one of the potential relation
3Note, that the Rwhen set contains variables in both the source and target domains. The variable names
in the tuples in Rwhen are compared with the variables in Rall for the chosen source domain to allow
bi-directionality of the transformation specification.
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instances for that relation can be bound to an acceptable value for the dependent relation.
If it can be, then both the parent and dependent relations must have the corresponding
variables bound to the same class instance.
∀n ∈ R,∀(v, c) ∈ R(n,s)all ,
∀(np, vs, vt) ∈ Rnwhen,∀j ∈ Q(n,s)rels ,
∀(i, c) ∈ Is | (v = vs) ∨ (v = vt) α(n,j,s)(v,i) ≤
∑
(vp,c)∈R(np,s)all ,
jp∈Q(np,s)rels
α
(np,jp,s)
(vp,i)
(7.24)
To complete the MILP, an objective function is required. For the purposes of this chapter,
it shall be assumed the goal is to maximise the number of bound variables in potential
relation instances. Other objective functions could be specified and these could give rise to
interesting model transformations that are concerned with maximising or minimising some
other property of the model.
max

∑
n∈R,j∈Q(n,s)rels ,
(v,c)∈R(n,s)all ,
(i,c)∈Is
α
(n,j,s)
(v,i)

(7.25)
This sub-problem can now be passed through the TMPT engine, with the decision variables
being set appropriately if a solution exists. When a solution is found, the decision variables
are used to produce a series of new sets. These sets form the source portion of a corre-
spondence model Q, similar to that utilised by Triple Graph Grammars [184] through its
use of correspondence nodes. First, the number of potential relation instances still under
consideration must be updated.
Q
(n,s)
rels′ =
{
j ∈ Q(n,s)rels | β(n,j,s) = 1
}
(7.26)
This set defines which relation instances, up to the maximum number detected in the initial
sub-graph matches, are still being considered as potential relation instances. Each one of
these potential relation instances should have all of their variables bound, which is defined as
a set of 3-tuples.
Q
(n,j,s)
inst =
{
(i, v, c) ∈
(
Is ×R(n,s)all
)
| α(n,j,s)(v,i) = 1
}
(7.27)
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The correspondence model used also explicitly captures the relationship between dependent
potential relation instances. Every dependent variable for a relation is mapped explicitly to
a class instance. This same class instance must be bound to a variable within an instance of
the parent relation. This is represented using the following set of 6-tuples:
Q
(n,j,s)
dep = {(v, np, vp, jp, i, c) | (np, vs, vt) ∈ Rnwhen, (i, v, c) ∈ Q(n,j,s)inst , (7.28)
jp ∈ Q(np,s)rels′ , (i, vp, c) ∈ Q
(np,jp,s)
inst
: (vs = v) ∨ (vt = v)}
For each relation instance j, each of its dependent variables v is mapped to the variable vp in
the instance jp of relation np. These variables are bound to the instance i of class c. Finally
the relation variables, which are primarily used to capture and set attribute values, are set
for each relation instance.
Q(n,j,s)vars = {(xi, yi,m), ....} (7.29)
where xi is the variable name, yi is the variable type and m is the value assigned to that
variable for instance j of relation n.
Running Example For the simple source model, all the potential relation instances that
were identified after completing sub-problem S1 are still valid potential instances at this
point. Therefore Q(1,s)rels′ , Q
(2,s)
rels′ , Q
(3,s)
rels′ and Q
(4,s)
rels′ all equal {1}. However, as sub-problem S2
also binds variables in relation instances to source model class instances and references, the
other Q sets can also be completed as follows.
Q
(1,1,s)
inst = {(sysfunc1, s1, SystemFunctions)} (7.30)
Q
(2,1,s)
inst = {(loc1, s2, Localisation), (sysfunc1, s1, SystemFunctions)}
Q
(3,1,s)
inst = {(gps1, s3, GPS), (loc1, s2, Localisation)}
Q
(4,1,s)
inst = {(slam1, s4, SLAM), (loc1, s2, Localisation)}
In this simple example, the same variable names have been given in the different relations
for the common bound variables. Taking the first of the dependency sets as an example, this
means that variable s1 in relation 2, instance 1 (the first s1 in the tuple) is bound to variable
s1 in relation 1, instance 1 (the second s1 in the tuple). These two variables are bound to
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Figure 7.7: Graphical representation of each relation instance that was identified and any
dependencies. One relation instance was identified for each relation (solid filled area shows
the instances and relationships participating in that relation instance). Dashed areas show
whether the relation instance under consideration has any dependent relation instances.
class instance sysfunc1 which is an instance of the class SystemFunctions.
Q
(1,1,s)
dep = ∅ (7.31)
Q
(2,1,s)
dep = {(s1, 1, s1, 1, sysfunc1, SystemFunctions)}
Q
(3,1,s)
dep = {(s2, 2, s2, 1, loc1, Localisation)}
Q
(4,1,s)
dep = {(s2, 2, s2, 1, loc1, Localisation)}
T1 - Create Target Model Instances
At this point, a consolidated set of potential relation instances have been identified and
the source components of a correspondence model have been constructed. The next step
is to consider those potential relation instances and instantiate target model elements for
non-conflicting relation instances that do not violate constraints associated with the target
meta-model. For the purposes of this chapter, only models that are fully compliant with the
target meta-model shall be considered. If a model cannot be generated that complies with
the meta-model, the transformation is considered invalid.
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As with the previous problem, decision variables are required. Three related arrays of decision
variables will be used in order to create the target model. The first decision variable, φ,
specifies which of the potential relation instances will be fully realised as a completed relation
instance in the target model. Each φ is described as follows:
φ(n,j,t) =
{
1 j ∈ Q(n,s)rels′ ∧ j ∈ Q(n,t)rels
0 j ∈ Q(n,s)rels′ ∧ j /∈ Q(n,t)rels
(7.32)
A second decision variable, ψ, is used to describe whether variable v bound to class c in each
potential relation instance j of relation n should be instantiated.
ψ
(n,j,t)
(v,c) =
{
1 an instance bound to v in n should be instantiated
0 an instance bound to v in n should not be instantiated
(7.33)
Finally, a third decision variable array is reused from the partial model completion system.
∆co+ describes how many class instances for each class c will be created for the model as
a whole, and is equivalent to that utilised by the MMCS partial model completion system
described in chapter 6. The arrays of ∆o+ and ψ will be related through the constraints,
with ψ being set appropriately to ensure the relations are properly satisfied, and ∆o+ being
set appropriately to ensure the meta-model is satisfied.
Three groups of constraints will be considered. The first group is concerned with which class
instances must be instantiated to satisfy a completed relation instance. The second group is
concerned with which class instances must be instantiated to satisfy the target meta-model.
Finally the third group relates the first two groups, and ensures both the relations and
meta-model are satisfied.
The first group contains 4 constraints. The first constraint (constraint 7.34) is straightforward;
for each completed relation instance, instantiate the required number of classes as specified
in set R(n,t)cre . The second constraint (constraint 7.35) concerns relation dependencies. If a
relation instance has been determined to be dependent on another relation instance in the
previous sub-problem, the dependent potential relation instance cannot be used if the parent
relation is not used.
∀n ∈ R,∀j ∈ Q(n,s)rels′ ,
∀(v, c) ∈ R(n,t)cre ψ(n,j,t)(v,c) = φ(n,j,t) (7.34)
∀(v, np, vp, jp, i, c) ∈ Q(n,j,s)dep φ(n,j,t) ≤ φ(n,jp,t) (7.35)
The third constraint considers specifically the Rcre sets. Recall that the semantics for these
sets is that relations in these sets are responsible for instantiating the referenced classes. The
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corresponding semantics when considering source model matching are that, for each class
instance in the source model, only one relation instance can bind a specific class instance to
a variable in those sets. However, multiple potential relation instances can have variables in
a Rcre set bound to the same class instance. This allows the solver in this sub-problem to
choose the most appropriate potential relation instance to instantiate but, at this point, only
one of those candidates can be completed. Therefore constraint 7.36 enforces this.
∀(i, c) ∈ Is
∑
n∈R,
j∈Q(n,s)rels′ ,
(v,c)∈R(n,s)cre |
(i,v,c)∈Q(n,j,s)inst
φ(n,j,t) ≤ 1 (7.36)
The fourth constraint concerning relation dependencies is similar. In the previous sub-
problem, there may be mutually exclusive potential relation instances that have been identified.
Different potential relation instances may have the same class instance as a containment
endpoint with different containing classes. It would be invalid to instantiate all of them, so
constraint 7.37 ensures that only one of these potential relation instances is completed.
∀np ∈ R,∀jp ∈ Q(np,s)rels′ ∑
n∈R,j∈Q(n,s)rels′ ,
(va,ca,vb,cb,e)∈R(n,s)co ,
(vb,np,vp,jp,i,c)∈Q(n,j,s)dep
φ(n,j,t) ≤ φ(np,jp,t) (7.37)
This set of constraints would, with a little modification, allow us to execute a model
transformation that prioritises the source model as per a traditional model transformation
engine. However, our goal is target model correctness and to ensure this the associated target
meta-model must be considered. As the same underlying solver and model representation
are being used as with the MMCS partial model completion system described in Chapter
6, all of the constraints associated with sub-problem 1 in MMCS are utilised in this model
transformation sub-problem without modification. This can include additional non-ECORE
(GMPL-specific) constraints, as with MMCS.
The first group of constraints described in this section enforce that target model components
must be compliant with the relation patterns identified in the source model. The MMCS
constraints enforce compliance with the meta-model. Therefore, the final constraint group in
this sub-problem relates the two previous groups of constraints and consists of one constraint
only. The total number of class instances created for a model, represented through the
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array of ∆o+, should be equivalent to the number of instances required to be realised for all
complete relation instances, represented through the array of ψ.
∀c ∈ C ∑
n∈R,
(v,c)∈R(n,t)cre ,
j∈Q(n,s)rels′
ψ
(n,j,t)
(v,c) = ∆
(c,t)
o+ (7.38)
As with the previous sub-problem, an objective function is required. The examples in section
7.5 shall utilise an objective function that maximises the number of source model class
instances that are included in the final correspondence model.
max

∑
(i,c)∈Is,n∈R,j∈Q(n,s)rels′ ,
(v,c)∈R(n,s)cre |(i,v,c)∈Q(n,j,s)inst
φ(n,j,t)
 (7.39)
If a solution is found, the decision array represented by ψ can be used directly to create
the target domain aspects of the correspondence model. ψ, when combined with the
transformation specification, specify exactly which relation instances will be instantiated,
which variables will require new class instances to be created, and which dependent relation
instances are bound to which parent relation instances. This results in a new set Q(n,j,t)inst for
the target domain which represents the instances that will be created. Attributes can also
be set at this point, based on the completed relation instances identified and the Ratt sets. If
the original meta-model includes constraints associated with attribute values, then GMPL
specific variants of these are required for sub-problem T1 to ensure that the correct relation
instances are completed.
Each created instance will have a Unique Identifier (UID) associated with it. To make the
results of the transformation easier to trace, the UID is derived from the relation instance
that instantiated it using a fixed format. So, r1_j1_t1_ClassA is the UID for an instance
of ClassA that was created for, and bound to, variable t1 of the first instance (j1) of relation
1 (r1).
Running Example For the simple example, all the potential relation instances that were
identified after completing sub-problem S2 are completed whilst executing sub-problem T1.
This means that valid class instances need to be created for all of the identified relation
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instances, and that all of the identified dependencies were valid. Therefore the Q sets for the
target domain class instances can be created, and from these the target model class instance
set I can be instantiated as follows.
Q
(1,1,t)
inst = {(r1_j1_t1_ProjectX, t1, P rojectX)} (7.40)
Q
(2,1,t)
inst = {(r2_j1_t2_Requirements, t2, Requirements),
(r1_j1_t1_ProjectX, t1, P rojectX)}
Q
(3,1,t)
inst = {(r3_j1_t3_SystemCanDetermineItsPosition,
t3, SystemCanDetermineItsPosition),
(r2_j1_t2_Requirements, t2, Requirements)}
Q
(4,1,t)
inst = {(r4_j1_t4_SystemCanDetermineItsPosition,
t4, SystemCanDetermineItsPosition),
(r2_j1_t2_Requirements, t2, Requirements)}
It = {(r1_j1_t1_ProjectX, ProjectX), (7.41)
(r2_j1_t2_Requirements,Requirements),
(r3_j1_t3_SystemCanDetermineItsPosition, SystemCanDetermineItsPosition),
(r4_j1_t4_SystemCanDetermineItsPosition, SystemCanDetermineItsPosition)}
T2, T3 and T4 - Instantiate References and Check Attributes
Given the existence of the target model instances in the set Q(n,j,t)inst , the remaining sub-
problems are relatively straightforward, with two possible approaches; a deterministic ap-
proach and a linear programming approach.
If the relations in the transformation specification fully describe all references within a
meta-model, given that the correspondence model Qt will bind all the variables in the model
and the transformation specification Rt describes how those variables participate in references,
it is straightforward to instantiate Itas and Itco.
However, in many circumstances the transformation specification may not be complete with
regards every possible reference between class instances. A common example is opposite refer-
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Figure 7.8: Graphical representation of each relation instance that is completed after sub-
problem T1. In this example all potential relation instances from S2 are completed. Solid
areas show the class instances that are bound to variables in the target domain of that
relation instance. Dashed areas show whether the relation instance under consideration has
any dependent class instances in another relation instance.
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Figure 7.9: Final target model for the simple example after sub-problems T2 to T4 have
completed.
ences where the association is specified in only one direction explicitly in the transformation
specification. This is a feature of the example used in section 7.5.2. Simply using the Q sets
here would miss instantiating these references. To address this, sub-problems T2 and T3 are
treated as a MILP problem in a similar form to sub-problem T1 and re-use the constraints
from MMCS for sub-problems 2 and 3. Given the similarities, these sub-problems shall only
be briefly elaborated upon. Binary decision variables are introduced to determine whether a
reference should be instantiated between two class instances. Completed relation instances
must have the required references as specified in their transformation specification instanti-
ated. However, the system is also allowed to instantiate additional references as required
to conform with the meta-model, even if those references are not explicitly captured in the
transformation specification. Finally, any non-ECORE GMPL constraints are considered for
attributes in sub-problem T4. The only additional constraint is that all attribute decision
variables must have a value of zero, and that a solution to T4 must be found (i.e. the correct
relation instances were completed in sub-problem T1, and the attributes in the target model
set appropriately).
Running Example Given the completed relation instances, the Q sets and the transfor-
mation specification R, it is trivial to instantiate the remaining containment references for
the simple example as part of sub-problem T2. As there are no association references or
attributes, T3 and T4 do not have any effect on the generated model. The target model
generated through this simple example is shown in figure 7.9.
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7.4 Implementation
As with the MMCS partial model completion system, each sub-problem within the approach
is represented using the Gnu MathProg Language (GMPL) [135]. These programs are
solved using the Gnu Linear Programming Kit (GLPK)4. After each stage of the method is
completed an updated data file is written which contains the updated set representations as
determined by the solver.
To assemble an initial GMPL data file from individual models, meta-models and transforma-
tion specification, a bash shell script is used which takes these specifications as inputs as
well as a number of options, including which direction to conduct the transformation. The
bash script then assembles the appropriate GMPL data file as an input to sub-problem S1 of
the transformation engine.
Whilst this solution provides a means to conduct the transformation, the representations
used are not those commonly used for domain specific modelling. Direct integration with
the Eclipse Modelling Framework (EMF) [193] is a desirable property. As with MMCS, the
same Acceleo Model to Text (M2T) transformation (as described in Appendix B) can be
used to generate the initial source model that will be an input to TMPT. As the solver is
operating, it generates a text file that specifies which class instances are created, how they
reference each other and what the attribute values should be set to, as determined by the
appropriate stage of the solver. On completion, this file is read back into Eclipse using the
same custom Java plug-in as developed for MMCS. TMPT has been evaluated using GLPK
on both Scientific Linux 6 and Mac OS 10.8 operating systems.
7.5 Evaluation and Results
In this section results from an evaluation of the solver are described using two transformation
examples. The first example uses the simple meta-models discussed previously in chapter 4,
one of which has been used as a running example. Both target meta-models are repeated in
figure 7.10. This example illustrates how the solver addresses this problematic transformation,
where different meta-models require the same transformation specification to be applied
differently in order to generate a conformant target model. The second example uses a more
complex set of models and associated transformations. This is used to demonstrate the
solver operating on more realistic models, and on transformations where there is significant
ambiguity on how the relations should be applied. This second example is also used to
demonstrate the system working on a wide variety of input models, and as a means to
investigate the scalability of the system.
4Available at http://www.gnu.org/s/glpk .
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(a) System Functions Meta-Model
(b) System Requirements Meta-Model A (c) System Requirements Meta-Model B
Figure 7.10: Simple systems meta-models representing the functionality domain (top) and
two meta-models (left and right) for variants of the requirements domain.
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(a) Target model generated for Meta-Model A
(b) Target model generated for Meta-Model B.
Figure 7.11: Target Models generated by the solver when targetting Meta-Model A (left)
and Meta-Model B (right).
7.5.1 Simple Model Transformation
Consider the problematic source model, transformation and meta-models originally discussed
in chapter 4. Two variants of the target meta-model shall be introduced. The only difference
between the target meta-models is the lower and upper cardinality bounds on the Requirement
to System Can Determine Its Position classes. The first meta-model sets the bounds to
two (i.e. two system functions are required to independently achieve this requirement). The
second meta-model has the bounds set to one (i.e. Exactly one system function is required
to achieve this requirement).
The results of running the model transformation with the same source model and transfor-
mation specification, but differing target meta-models, is shown in Figure 7.11. In both cases
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the generated model complies with the target meta-model. However, in the second target
model the system has only utilised relations 1, 2 and 4 in generating the model. Whilst
relation 3 had a match in the source model (as evidenced by the first target model), realising
that relation would have over-specified the target model with respect to the second target
meta-model. It has therefore been disregarded for the second transformation, and utilised in
the first.
7.5.2 Train Sets to Petri Nets
A common example in some of the published work on Triple Graph Grammars is the
transformation of Train Sets to Petri-Nets [102] [121]. Whilst this example appears relatively
straightforward on first examination, it has several properties that can make transformation
difficult. The example transformations have been adapted in the differing publications,
such as the change in Petri-Net representation of the Join/Converging Switch between the
earlier example described by Kindler and Wagner [121] and the later work by Greenyer et
al. [102]. Some of these changes were likely motivated by the difficulty in implementing this
transformation in QVT-Relations. An additional problem associated with this transformation
is the ambiguity in the ’reverse’ transformation from Petri-Nets to Train Sets; the same
Petri-Net patterns participate in multiple relations. If the target meta-model is not considered
when executing the transformation, it is relatively easy for invalid models to be generated
by choosing the wrong relations to instantiate. Whilst this problem could be addressed by
reworking the transformation to remove that ambiguity, this is not desirable. It can result in
significant rework, and requires more monolithic relations; multiple relations that each cover
an overlapping proportion of the model to explicitly cope with each ambiguous situation.
Instead, TMPT will use the target meta-model as an additional source of information to
resolve these ambiguities and instantiate the correct relations.
Given the lack of support for inheritance in our current solver implementation, expanded
meta-models shall be used compared to those used by Greenyer et al. The abstract classes in
the original examples are removed, and the concrete classes directly related to each other.
In addition, explicit Converging and Diverging Switch types shall be introduced which are
precisely specified in terms of the number of InPort and OutPorts they contain. These
meta-models are shown in Figure 7.12. To aid with the understanding of the example
models, an alternative graphical notion shall be used, as shown in Figure 7.13. This shows
the possible train model pieces, such as Tracks or Diverging or Converging Switches and
their corresponding Petri-Net representations. For more information on this example, the
reader is directed to the technical report by Kindler and Wagner [121]. The fully specified
transformation uses eight relations, of which four are shown in Figure 7.14. Relation 4
describes the transformation of a Track piece containing one InPort and one OutPort into a
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(a) Train Meta-Model
(b) Petri-Net Meta-Model
Figure 7.12: Train and Petri-Net Meta-Models.
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Figure 7.13: Train Pieces and their equivalent Petri-Net representations.
Figure 7.14: Subset of Train to Petri-Net relations, showing when dependencies
Petri-Net Place and Transition, which are both associated with an Arc with the Place as the
source. Note, in this specification the relations responsible for the creation of InPorts and
OutPorts are relations 2 and 3 respectively. Relation 4 is dependent on these two relations.
Similarly, Relation 5 describes the transformation of a Diverging Switch which contains one
InPort and two OutPorts. This relation is dependent on one instance of relation 2, but two
instances of relation 3 in order to realise the necessary OutPorts. Other relations not shown
in this figure include the relations for transforming Converging Switches, Connectors, Trains
and the containing Project into their corresponding Petri-Net representations.
Consider the example train model in Figure 7.15. If the transformation is executed in the
direction of the petri-net meta-model using TMPT then the Petri-Net shown in Figure 7.16
is generated. This is a relatively straightforward transformation, largely due to the precision
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Figure 7.15: Example Train Model
Figure 7.16: Generated Petri-Net Model
of the Train Set meta-model. Each of the eight relations specified in the transformation
specification unambiguously describe the entire meta-model. This is due to the strongly typed
nature of the model which allows, for example, Track pieces to be distinct from Switches
and the appropriate relations used. Examining the potential relation instances identified
after the source model variables have been bound and the completed relation instances used
to instantiate the target model shows that all of the potential relation instances are used.
There is no ambiguity or conflict between those relation instances.
However, executing the transformation in the opposite direction is less clear, due to
the ambiguous nature of the relation patterns for that domain. Specifically the Petri-Net
representation for a Track piece, which comprises a Place and a Transition connected by an
Arc is a sub-set of the petri-net representations for both Diverging and Converging Switches.
Indeed, if the meta-models are ignored and relational patterns are simply matched there are
multiple potential transformations of this model. For example, a potential transformation
from a standard QVT-Relations engine is for this model to be transformed into six Track
pieces; relation 4 can strictly be matched six times. The Train Set meta-model precludes a
single InPort being contained within multiple Track pieces, but as was shown earlier, most
current transformation languages do not require meta-model conformance when generating
target models.
In contrast, TMPT is able to regenerate the original Train Set model from this Petri-Net
model. After binding variables to source model instances, there are a significant number of
potential relation instances still under consideration. Whilst only one Petri-Net pattern for
a Converging Switch has been identified (the most complex of the patterns), two Petri-Net
patterns for a Diverging Switch have been identified with acceptable variable bindings, and
five Petri-Nets patterns for Track Pieces have been identified. The solver is able to determine
that instantiating one each of the Track, Diverging Switch, and Converging Switch relation
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Figure 7.17: Different Greenyer-derived (centre) and Callow (right) petri-net representations
of a track converging switch (left)
instances maximises the objective function in equation 7.39, thus successfully recreating the
original model.
TMPT does not guarantee the ability to reverse a previous transformation and regenerate
the original source model. It depends on the information available to the system, including
the detail within the transformation specification and the respective meta-models. In some
cases, the ambiguity may be too great and an alternative model is generated. However,
the system will guarantee that if a model is generated, it will be generated from a valid
combination of potential relation instances and the generated model will be compliant with
its meta-model.
7.5.3 Correctness and Performance
To examine correctness and scalability of the system, a variety of 16 example test train
models have been constructed. These models are summarised in Table 7.1 and range from
single switch pieces through to a large loop that has multiple tracks, switches and trains. Two
variants of the transformation specification have also been considered; the Greenyer-derived
specification introduced previously and a Callow specification. The only difference between
the two is the equivalent petri-net representation for a converging switch. This is summarised
in Figure 7.17.
To test correctness of the transformation engine, two transformations were executed for
each model. A petri-net model was automatically generated using the transformation engine
from the selected train-model and then this automatically generated model was used as
the input for the reverse transformation. All other aspects (meta-models, transformation
specification) were kept constant for both transformations and this resulted in a newly
generated train model. This model was then compared with the original model in terms of
the class instances expected, attribute values and references. For all of the example models,
and for both transformation specifications, the system successfully reconstructed all of the
original source models except for the reverse transformation for model 16 using the Greenyer
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transformation. Even for this model, it is expected that the solver can generate the correct
target model for this example. However, that example is the most complex that is considered
in this chapter and the system did not converge on a solution in a reasonable time. The test
process (and computation times) for model 13 are shown in figure 7.18. Some of the more
complex models (15 and 16) are shown in Appendix C.
Table 7.1: Summary of example train models
Model
No.
Model Desc. Class
Inst.
Cont.
Refs.
Assoc.
Refs
1 2 Tracks, 1 Connection 8 7 4
2 3 Tracks, 2 Connections 12 11 8
3 4 Tracks, 3 Connections 16 15 12
4 2 Tracks, 1 DivSwitch, 2 Connections 13 12 8
5 4 Tracks, 4 Connections (Loop) 17 16 16
6 2 Tracks, 1 DivSwitch 11 10 0
7 2 Tracks, 2 DivSwitches, 3 Connections 18 17 12
8 2 Tracks, 3 DivSwitches, 5 Connections (Loop) 24 23 20
9 1 ConSwitch 5 4 0
10 1 Track, 1 ConSwitch, 1 Connection 9 8 4
11 4 Track, 3 Connections, 1 Train 17 16 12
12 4 Track, 3 Connections, 1 Train 17 16 12
13 4 Track, 4 Connections, 2 Trains (Loop) 19 18 16
14 1 Track, 2 ConSwitch, 2 Connections 13 12 8
15 4 Tracks, 2 DivSwitches, 2 ConSwitches, 10 Connections (Loop) 39 38 40
16 12 Tracks, 4 DivSwitches, 4 ConSwitches, 24 Connections, 3 Trains
(Loop)
96 95 96
To test performance of the system, the time taken to complete each of the sub-problems
in both the forward and reverse transformations in the correctness tests was measured.
This was conducted for all input train models, using both the Greenyer-derived and Callow
transformation specifications. These results are summarised in the charts in Figure 7.19. In
the forward transformation, performance is relatively constant over sub-problems S1, S2 and
T1. It is only in the final two models where there is a measurable exponential growth in
completion time and this is due to the increase in time it takes to complete sub-problems
T2 and T3, where the association and containment references are established. For models 1
to 14, there is no appreciable difference between the times to complete when using either
the Greenyer-derived or Callow transformation specification. This includes model 8, the
most complex model that does not contain any Converging Switches. Given that the only
the difference between the specifications is the Converging Switch representation, this is not
surprising. However, Models 15 and 16 contain two and four converging switches respectively
and there is a significant increase in the completion time for these models. The engine
takes longer to complete the sub-problem T3 when using the Greenyer-derived specification
compared to the Callow specification. This is because the Greenyer Converging Switch
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Figure 7.18: Train Model 13, transformed to a Petri Model and then back to a Train Model
using the Greenyer-derived transformation specification. Figure shows the total time taken
to complete the transformation, broken down by sub-problems.
representation has double the number of petri-net elements as the Callow representation,
and therefore more elements that need to be correctly associated. The petri-net meta-model
is relatively unconstrained in that the same meta-model elements are reused in representing
the train model components, and therefore there are many potential association references
which would be permitted by the meta-model. These potential associations references are
considered (thus increasing the search space) but disallowed in sub-problem T3 due to not
participating in the potential relation instances.
Table 7.2: Table showing the number of potential relation instances identified by the
transformation engine at the end of S1 in both the forward and reverse transformation for
model 16, using the Callow transformation specification.
Direction R1 R2 R3 R4 R5 R6 R7 R8
Forward 1 24 24 12 24 4 4 3
Reverse 1 24 24 24 52 24 24 3
The reverse transformation has different properties. As with the forward transformation
most of the models are solved in a reasonable time but the larger models exhibit an exponential
increase, in relation to the increase in the size of the model, in their time to complete. However
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in the reverse transformation sub-problem S2, where the binding of variables in the relations
to the source model occurs, is where the majority of the time is spent. For the forward
transformation sub-problem S2 was not a significant proportion of the computation time.
This is again due to the permissive nature of the petri-net meta-model, and is most clearly
shown through the number of potential relation instances that are identified after the initial
sub-graph matching algorithm in sub-problem S1. The number of potential relation instances
after S1 for both the forward and reverse transformations of Model 16 are shown in Table 7.2.
This shows that in the forward transformation, the sub-graph matching algorithm correctly
identifies the exact number of potential relation instances for each relation. This is largely due
to the strongly typed nature of the train meta-model. Each relation accommodates a specific
type in that meta-model, and therefore it is a straightforward process to deterministically
calculate the correct of number of matching relations. The combination of a strongly typed
meta-model and the correctly identified number of potential relation instances ensures the
optimisation problem in sub-problem S2 is heavily constrained and can be solved quickly for
large models. The same is not true for the reverse transformation. As many of the relations
contain the same meta-model elements, there are many more potential relation instances
under consideration after sub-problem S1; over double the number for relation 4 and six
times the number for the switch relations 6 and 7. The result of this is that sub-problem
S2 is a much less constrained optimisation problem than the forward transformation, and
therefore can take significantly longer to solve.
Enabling choice between potential relation instances in transformation specifications that
reference permissive meta-models, and still generating correct target models, is the primary
goal for this transformation engine and therefore this less constrained optimisation problem
is simply a consequence of that research goal. There is also a large difference in completion
times between the Greenyer-derived and Callow specifications in the reverse direction due
to the differences between the Converging Switch representation; this difference results in
a larger optimisation search space because of the larger Greenyer-derived representation
of this switch. Sub-problem T3, however, takes much less time to solve in the reverse
transformation. This is because sub-problem T3 in this instance works within the train
meta-model domain and therefore is creating these references whilst considering a more
precisely specified meta-model.
Let us consider further the relationship between S1 and S2. S1, as described in section 7.3,
provides a deterministic estimate of the number of potential relation instances that in turn
establishes bounds for the optimisation problem in S2. S1 only outputs a number of potential
relation instances; it does not make any attempt to bind the variables in the relation to
source model instances. If the algorithm used in S1 under-estimates the number of potential
relation instances, then this can affect the target model being generated as it can overly
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Figure 7.19: Time to complete for forward and reverse transformation using the Greenyer-
derived and Callow transformation specifications. Model 16 is not shown for the Greenyer-
derived Petri to Train transformation due to the computation time required.
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constrain S2. This would prevent some viable relation instances from being realised, although
the rest of the system will still assemble a target model that is compliant with its meta-model
out of the relation instances it is allowed to use (if a compliant model is possible). If S1
over-estimates the number of potential relation instances then there is no effect on target
model correctness. Any potential relation instances that cannot have their variables bound
correctly to source model instances are ultimately disregarded. This prompts two questions;
is S1 is required and why not assume arbitrarily large constant values for potential relation
instances as an input to S2?
In table 7.3, a summary of sub-problems S1 and S2 for three separately run reverse
transformations of model 8 are shown. The difference between the three runs is how the
number of potential relation instances is deterministically calculated in S1. Recall that
S1 currently uses the minimum of three heuristics which determine 1) number of instance
matches, 2) containment relationship matches and 3) association relationship matches in
order to set bounds on potential relation instances. The difference between the three runs
is simply a change in the logic in the containment relationship heuristic. Consider that a
relation may specify multiple containment relationships. Run 1 (the default) returns the
number of times the containment relationship with the fewest matches was matched. Run
3 returns the number of times the containment relationship with the most matches was
matched. Run 2 adds a constant off-set of 1 to the containment values of Run 1. Whilst
all three runs generated the same target model, run 3 took significantly longer to complete
S2 because of the less constrained optimisation problem. This demonstrates that there is
a significant performance benefit by accurately estimating the number of potential relation
instances in S1.
Table 7.3: Table showing the number of potential relation instances identified by the trans-
formation engine at the end of sub-problem S1 when transforming a petri-net representation
of model 8 back to a train model using the Greenyer derived specification. Run 1 is tightly
constrained in the number of potential relations identified. Run 3 is the most permissive.
Model
Run
R1 R2 R3 R4 R5 R6 R7 R8 S2 Completion Time
(secs)
Run 1 1 5 8 6 13 6 6 0 6.846
Run 2 1 5 8 7 13 7 7 0 40.474
Run 3 1 5 8 13 13 13 13 0 953.887
7.5.4 Scalability Discussion
These results demonstrate a wide range of performance results. For all of the small to medium
sized models, the system is able to correctly generate a target model in both the forward and
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reverse directions in a practical time-scale. It is only with the largest models that we begin
to see significant increases in completion times; in the forward direction in sub-problem T3,
and in the reverse direction in S2. Both of these stages are considering a lightly constrained
meta-model when they show these extended times to completion.
Considering the forward transformation first, there appears to be some straightforward
improvements that could be made to improve the completion times. The current formulation
for T3 considers the entire model when trying to determine the best association references
to instantiate; the domain of the decision variables is all possible class instances that have
the appropriate reference in the meta-model. This is then further constrained by which
variables are bound to particular instances in the completed relation instances. A relatively
straight-forward modification would be to modify the decision variables so that they are a)
associated with each completed relation instance and b) only use the class instances that
are bound to variables of that completed relation instance in that domain. This would have
the effect of increasing the number of decision variables but drastically reducing the domain
these decision variables operate over.
Improving the performance of S2 when used with very permissive meta-models is more
difficult. This could potentially be considered a type of Bin Packing Problem with Conflicts
(BPPC) where the system is looking to fit a number of different patterns most effectively over
a given model to optimise a particular metric. For large models with permissive meta-models
and where the associated transformation specification has relations that are sub-sets of other
relations, there will be a large search space to examine and this is reflected in the results.
7.6 Conclusions and Future Research
One of the key problems that has caused the limited uptake of relational model transformation
languages is their restrictive or ambiguous semantics. However, the goal of relational
transformation languages is to focus on what the transformation is expected to achieve rather
than how a model transformation engine should execute a transformation. Unfortunately,
relational transformation languages that have restrictive, deterministic semantics, such as
Triple Graph Grammars, constrain the scope and style of relations that can be written. The
fixed semantics restrict the relations that are, and are not allowed. QVT-Relations, which is
ambiguous in its semantics, has additional problems; different tools interpret the semantics
differently, and therefore have different behaviour. Moreover, it cannot be guaranteed that a
particular transformation will generate a correct model, or that results will be consistent
across different engines given the same inputs. A modeller must have knowledge of how a
QVT-Relations transformation engine will interpret their transformation to write an effective
specification.
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The Mixed Integer Linear Program based model transformation approach TMPT described
in this chapter addresses this challenge by avoiding a prescriptive set of semantics. Instead, the
generated target models are determined based on the target meta-model and the associated
objective functions. This novel approach allows for a consistent interpretation of the
transformation specification (in that a correct target model will be generated) without
relying on single, fixed pattern matching/generation execution semantics within the engine,
and guarantees that a generated model will be correct with respect to its meta-model.
Consequently, there are significant potential benefits to modellers when using this trans-
formation engine. Firstly, they have greater freedom in writing the model transformation
specification. They do not need to be as cognisant of how a model transformation engine will
interpret their specification, and can instead guide the transformation by the detail in the
associated meta-model and user-specified metrics. Secondly, the modeller can be confident
that a correct model will be generated, if one is possible; models that are non-compliant with
their associated meta-model will not be generated.
7.6.1 Future Research
There are a number of potential improvements to TMPT that warrant further research.
• Integrating model synchronisation and consistency checking capabilities; the set-based
representation used within this system has been developed with supporting these
behaviours in mind. Consistency checking in particular is a useful capability for
verifying system models, and this system potentially offers a significant benefit when
applied to these models. It is straightforward to identify the relations that maximise
coverage of source and/or target models. This could, for instance, be used to identify
elements of system models that are not able to be verified (i.e. they don’t currently
participate in the transformation).
• The use of an objective function to guide the different stages of the transformation also
opens up other interesting possibilities. Whilst the objective function in this chapter
has been to either maximise the number of relations matched, or maximise the coverage
of a particular model by the instantiated relations, other objective functions could
be used. For example, the system could maximise or minimise a particular attribute
value in the source or target models. When used for system verification, this could be
used to identify the highest or lowest level of performance a system may achieve for a
particular requirement. This would be a fruitful area for future research.
• Additional meta-model constraints are often specified using an additional constraint
language, such as OCL, when specifying meta-models. The current transformation
255
CHAPTER 7. A SATISFICING BI-DIRECTIONAL MODEL TRANSFORMATION
ENGINE
engine can incorporate these additional constraints relatively easily within sub-problems
T1 to T4 of the approach but, as with MMCS, the transformation from OCL to GMPL
is currently a manual process. Automating this, by automatically transforming OCL
into an equivalent GMPL form, would significantly increase the complexity of meta-
models that can be considered when the engine assembles a target model. This would
form a future research theme for this work.
Improving the performance of the system also has several promising research directions.
• Performance of S2 is dependent on the number of potential relation instances identified
in S1. At present, a relatively naive set of heuristics are used in S1. If a more accurate
determination of the potential relation instances can be made, this could lead to an
improved performance in S2.
• One of the benefits of specifying this transformation using GMPL is that it opens
up the possibility of easily using alternative solvers to address this problem. Whilst
the results in this chapter are generated from the GLPK solver, there are many other
solvers that support AMPL from which GMPL is derived. Some of these solvers may
have improved performance over GLPK when applied to this problem.
• Although BPPC is NP-hard, alternative optimisation approaches have been used
previously in finding good approximations to the global optimum [148] [83]. The
set-based representation, constraints and metrics described in section 7.3 could form
the basis for implementing a heuristic optimisation solution as an alternative to a MILP
that is better able to identify near-optimal solutions for S2 when dealing with very
large search spaces.
256
CHAPTER 8. CONCLUSIONS AND FURTHER WORK
Chapter 8
Conclusions and Further Work
In this thesis, a suite of Key Questions (KQs) have been presented that were iteratively
developed and used to direct the research into the systems engineering of increasingly
autonomous systems. Addressing each KQ naturally led to both answers and additional,
more narrowly focused questions. The KQs were grouped into discrete research areas that
became more detailed and focused as the research progressed, and are summarised in table
8.1.
KQ-1 was specifically associated with The Challenges of Systems Engineering Increasingly
Autonomous Systems. This question was deliberately broad, and intended to allow the
problem space to be explored and to provide a context for the later research. Addressing this
question provided a justification that the later research was indeed tackling a real problem.
The second group of KQs focused on a review of the published work and provided insights
into where existing published research does, and does not, address some of the identified
limitations with the systems engineering of highly autonomous systems. These questions were
not intended to generate definitive research contributions by themselves. Instead, addressing
these questions gave rise to additional KQs where definitive contributions could be made.
The review of the literature identified two key areas that showed the most potential in
assisting with the verification of autonomous systems. These were Domain Specific Modelling
techniques that were required to model the wide variety of artefacts associated with highly
autonomous systems, and model transformation technologies that would be needed to keep
this myriad of models consistent with each other. This led to a third group of KQs that were
targeted specifically at developing an approach that used Domain Specific Models (DSMs)
and model transformation in order to address system verification, and potentially answer
other systems related questions.
A conceptual approach, Systems MDD, was developed but some issues were initially
257
CHAPTER 8. CONCLUSIONS AND FURTHER WORK
Table 8.1: Summary of Key Research Questions addressed (in whole or in part) in this thesis,
including a link to the relevant chapters.
ID Key Question Chapter
KQ-1 How should Systems Engineering be adapted to accommodate
increasingly autonomous systems?
Chapter 2
KQ-2.1 Do existing representations allow the specification of increas-
ingly abstract goal and/or requirement representations?
Chapter 3
KQ-2.2 What existing work has considered system verification against
abstract goals and/or requirements?
Chapter 3
KQ-2.3 What must be modelled to successfully verify a highly inde-
pendent Autonomous System’s performance, and what existing
representations exist?
Chapter 3
KQ-2.4 How should multiple different models of different aspects of
an Autonomous System be created, maintained and brought
together to verify the system?
Chapter 4
KQ-2.5 How can run-time information be used to update and adapt
design-time models?
Chapter 3
KQ-2.6 How can design-time models be used effectively by an Au-
tonomous System during run-time?
Chapter 3
KQ-2.7 Can aspects of Autonomous System verification be conducted
close to (or at) run-time?
Chapter 3
KQ-3.1 How can bi-directional, relational model transformations be
used conceptually to conduct system verification?
Chapter 5
KQ-3.2 How well suited are existing modelling representations and
bi-directional, relational model transformation languages to
supporting system verification?
Chapter 5
KQ-4.1 Can a system be developed that takes a model that is partially
compliant with its meta-model as an input and, utilising the
meta-model as a set of constraints, output a new model that is
fully compliant with its meta-model?
Chapter 6
KQ-4.2 Can the required modifications to a partially compliant model,
in order to make it conform to its meta-model, be guided by a
user-specified metric?
Chapter 6
KQ-5.1 Can a transformation engine be developed that, when presented
with a transformation specification that can be interpreted
in several ways, chooses an interpretation that results in a
compliant target model being generated if one is possible?
Chapter 7
KQ-5.2 Can the interpretation of a transformation specification be
guided based on a user-specified metric?
Chapter 7
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identified that prevented its practical use during a series of evaluations using existing DSM
and model transformation tools. The most significant of these was the problem of partial
model generation, models that were only partially compliant with the constraints imposed by
their respective meta-models, and it was this area that would be the focus of the subsequent
research. Partial models could, in general, be generated in two specific circumstances.
• In answering some systems questions, Systems MDD would generate partial models in
normal operation. These models would then need to be completed (modified so that
they met all of the constraints imposed by the meta-model) before the process could
continue. A means to complete models automatically was therefore desirable, and this
led to the fourth group of KQs.
• In other circumstances, a model transformation could generate a partially compliant
model even when there was a natural interpretation of the transformation specification
that would have led to a complete model. These partial models were a particular
problem in realising Systems MDD as the approach relied on complete models being
generated if it was possible to do so. Systems MDD used the ability to generate a
complete model as a proxy for a verifiable system; a partial model therefore implied
a system that could not be verified. The cause of these partial models was traced to
the ambiguity in relationships between system models, the poorly specified semantic
behaviour of many transformation languages, and the lack of meta-model compliance
checking within transformation tools. This led to a fifth and final group of KQs that
directed the research into whether an alternative model transformation approach could
be developed that overcame these limitations.
In this chapter, there are three distinct sections. The first section summarises the work
conducted to address the first two sets of KQs; the key questions that bounded the work
area and focused the review of the literature. The second section addresses the research
work conducted in answering the final sets of key questions; the research work is summarised,
the main contributions are identified, and conclusions are drawn. As the KQ groups were
associated with distinct (but related) industrial research projects, and each of these groups
produced distinct research contributions, these contributions are presented associated with
the KQ group that were generated in response to, rather than in a single standalone section.
Finally, future research items that have been highlighted in the presented work are discussed.
259
CHAPTER 8. CONCLUSIONS AND FURTHER WORK
8.1 The Challenges of Systems Engineering Increasingly
Autonomous Systems
Increasingly autonomous systems pose significant challenges to systems engineering. Whilst
these systems require complex and adaptable technologies in order to operate, it is not the
technologies alone that are the source of the challenges; many of these technologies can be
employed within a wide variety of other types of complex system without concern. It is how
and where autonomous systems will be used that form the source of the challenges.
Autonomous systems will be given increasingly complex and abstract tasks, with the
system itself determining how best to achieve those tasks. The consequences of this are that
the scope changes for verification and validation during design and build. Approaches to
verifying systems must adapt to the increased complexity, and trade-offs must be managed.
The more that is assumed and proscribed during design, the more the system can be verified
before deployment. However, there is an increased risk that the system will be artificially
limited to only the circumstances that have been assumed during design.
Systems engineering is generally considered a design-time activity. However, systems
engineering knowledge is delivered alongside manned systems today through the training of
skilled users. These users evaluate the precise mission goals they have been tasked with, the
environment they will be operating within and the capabilities of the available systems. This
is used to make judgements about whether the goals can be achieved and, if they can, identify
the best course of action to take based on the circumstances. If the users involvement is
reduced or removed, then a replacement for this run-time systems engineering knowledge is
required. It will rarely be possible to fully elaborate all possible circumstances an autonomous
system may encounter during design and it must therefore adapt to the circumstances it is
presented with.
A specific example of this is the real-world environment where, for a highly autonomous
system, virtually all of its interfaces at the system boundary will be with the environment;
either through observations of the environment through the system’s sensors or affecting the
environment through the system’s actions. These interfaces will be complex and contain
significant uncertainty, and the performance of the system components will ultimately
be tightly coupled with the environment. Therefore, having the capability to model the
environment and the effect that changes to the environment can have on system functionality,
and the associated performance of these functions, is critical.
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8.1.1 Technologies and Related Work for Systems Engineering of
Autonomous Systems
The review of the published literature considered current modelling frameworks, requirement
& goal modelling languages, system modelling languages, model transformation, and ap-
proaches to systems analysis/verification. For each of these areas, there has been a significant
amount of published work produced. There are many modelling frameworks, modelling
languages and associated tools to choose from. Many have been developed because of
perceived weaknesses or limitations that were identified in some of the others, and this leads
to a significant amount of choice. Whilst many of these individual languages have unique
features, they also overlap in their intended scope with each other.
For each of these elements, there was a focus on identifying where these languages, tools
and approaches have been applied to aspects of autonomous system development. There is
certainly some examples in the published literature where many of these techniques have
been applied. Often the modelled systems are relatively simple, with the primary exceptions
coming from some of the published work from the DARPA Challenges. Even with this work,
Model Driven Development does not appear to be a key part of realising these systems.
Modelling certainly supported some aspects of autonomous system development in the
DARPA challenges, but it does not seem that development was driven from the models.
The maturity of the current technologies associated with autonomous systems, the breadth
of models that need to be generated to verify an autonomous system, and the complexity of
these models plays a significant part in this. Models will be used if they are easy to generate,
and have high utility. This becomes increasingly true as models become more complex and
broader in scope. Techniques that allow the right models to be used at the right time, with
the right tools, appear to be important in supporting model-based system verification. This
naturally leads to a focus on Domain Specific Modelling and model transformation. Whilst
these technologies has been a focus of the modelling research community for some time, there
has been limited application of these technologies to the verification of practical, real-world
complex systems including autonomous systems. This becomes even more apparent when
relational transformation languages are considered.
Relational transformation languages have many properties that potentially make them an
ideal component of system verification; in particular the capability for a single specification to
reference, and be enforced in the direction of, many different domains. Existing languages also
suffer from many limitations that restricts their practical use. These limitations vary across
the different languages, but include poorly specified semantic behaviour (QVT-Relations),
limited and immature tool support (all relational languages) and allowing the generation of
models that do not conform to the respective meta-models. However, given that autonomous
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system verification will cover many domains and that it is necessary to ensure that this
suite of domain models remain consistent as they are modified, this leads to the conclusion
that Domain Specific Models and relational model transformation languages should be key
components in addressing the problem of autonomous system verification if their limitations
can be overcome.
8.2 Research Findings
8.2.1 Answering Systems Questions using Bi-Directional, Rela-
tional Model Transformations
Systems MDD is an approach that has been developed to address systems questions associated
with increasingly autonomous systems, including conducting systems verification. It achieves
this through a combination of Domain Specific Modelling and bi- or multi-directional relation
model transformations. Example mission and system models, and a representation of the
necessary relational transformations implemented using the QVT-Relations language, have
been created to evaluate the approach. A number of alternative arrangements were identified
for the Domain Specific Models and model transformations that would each potentially
support answering the relevant systems questions. A series of trials were conducted using
the two most common QVT-Relations engines in order to assess the suitability of each of
these arrangements. All of the arrangements showed promising characteristics in certain
circumstances. The arrangement that utilised a single transformation that referenced three
domains was the most successful in terms of being able to automatically conduct a system
verification, but this was only achieved after significant modifications were made to the
meta-models in order to accommodate tool limitations. The other arrangements either
required manual intervention during the process, or could not actually be evaluated given
current tool status.
A number of problems and issues were identified. Some were specific to the tools used, Me-
diniQVT and ModelMorf. Both of these tools are relatively immature, and each have specific
problems including poor implementations of the check-then-enforce semantics (MediniQVT),
unreliable operation and the inability to accommodate some meta-model constructs (Model-
Morf). More problems were identified when considering the QVT-Relations language standard
itself. In particular, the check-then-enforce semantics are weakly defined and typically focus
on individual relations. The behaviour of an engine in constructing a particular class instance
from multiple relations, or multiple transformations, are not defined although the Systems
MDD approach to addressing systems questions requires these capabilities in order to be
practically realised.
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A further problem is with the execution semantics used by relational model transformation
languages when creating or modifying a target model. They typically do not consider target
meta-model compliance of a model when generating a target model and, when combined with
both poorly specified or very precise semantic behaviour can be a problem. There are typically
multiple ways of interpreting a particular relational model transformation specification in
terms of how to bind patterns in the source domain, and whether to create new class
instances or update existing class instances in the target domain. Poorly specified semantic
behaviour gives rise to a current problem with QVT-Relations; different engines interpret the
same specification differently and therefore can generate different target models when using
the same transformation specification. Particular semantic behaviour may mean that all
generated models are compliant with their meta-model using one QVT-Relations engine, but
are not compliant with their meta-model using another. Alternatively, very specific pattern
matching/generating semantic behaviour can mean that relatively natural ways of expressing
relations between domains cannot be used. The specific behaviour incorporated into the
engine may prohibit it.
The arrangement that utilised a single transformation to reference all of the mission and
system domains was the most successful during the evaluation. However, this was largely
driven by the current transformation tool status. The preferred approach would be to utilise
multiple transformations between each of the mission and system domains and one or more
distinct Mapping Domains. The Mapping Domains therefore become the point through
which the system and mission domains are related, instead of directly relating those domains.
There are a number of reasons for this:
• Three domains is the minimum that System MDA requires with a Mapping Domain,
but for a realistic system there would likely be many more domains. Constructing and
maintaining a single model transformation between many domains is likely to remain a
challenge. Instead, utilising one or more Mapping Domains that act as a central point
for all the various mission and system domains appears to maintain a better separation
of concerns. Transformations can typically be focused on two domains; the domain of
interest and the Mapping Domain.
• Maintaining a distinct Mapping Model in the Mapping Domain is desirable as this is
a representation that is consistent with contemporary methods that support system
verification, such as QFD. Whilst a transformation can potentially act as this mapping,
it currently requires interrogation of a generated trace model to truly understand which
relations were mapped between domains and how. A Mapping Model instead acts as a
permanent record of that particular transformation, and can be incrementally checked
as additional constraints are added to the meta-model.
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Research Contributions
The following research contributions have been achieved through this research:
• The development of an approach, Systems MDD, that supports the verification of
complex systems that are modelled across multiple domains, where these models across
all the domains can be updated regularly and potentially close to, or during, system
operation. Specifically, the approach to system verification and other system questions
utilises Domain Specific Models and relational model transformation engines.
• A critique of the benefits and limitations of using relational model transformations
to perform system verification, identifying where the limitations are based on a) how
relational model transformations have historically been applied versus the required
behaviour for complex system verification, b) specific characteristics of particular
relational model transformation languages or c) particular implementations of model
transformation engines for those languages.
8.2.2 Completing Partial Models
One specific problem encountered when evaluating Systems MDD was that the approach
relied, in some circumstances, on a model transformation generating a partial model (a model
that conformed with some, but not all, of the associated meta-model constraints) that was
then subsequently completed. The model could be completed by using an explicitly specified
model transformation, but this was unsatisfactory. For the types of models of interest, an
explicit model transformation simply duplicated information that could be derived from the
associated meta-models.
To address this problem an approach to completing partial models using Mixed Integer
Linear Programming, the MILP Model Completion System (MMCS) has been developed.
This system makes a series of advancements other previous published work, including the
ability to modify and accommodate both under-specified models (where the model requires
elements to be added to bring it into compliance) and over-specified partial models (where
models require elements to be removed). Additionally, MMCS supports the use of user-
specified metrics in determining how to modify a partial model where there are multiple
potential compliant solutions. In particular, this research focused on parsimonious solutions
to generating completed models, where the least number of modifications necessary to
generate a compliant model were selected.
To evaluate the system a complex example meta-model and associated partial models have
been used, and three sets of experiments have been conducted. In the first set of trials a series
of synthetic models were considered to evaluate the system on particular challenging ECORE
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constructs. In the second set, a more complex and realistic ECORE-specified meta-model was
considered. A generic group of constraints for ECORE specified models have been presented
and were used to generate conformant models from initial partial models, where the initial
models were both over and under specified. In the third set of trials, additional constraints
were used to provide additional precision, over and above ECORE, to further constrain the
set of valid models. In all of the trials, MMCS was able to successfully generate conformant
models from a variety of initial partial models.
Research Contributions
The following research contributions have been achieved through this research:
• A set-theoretic representation of meta-models and models that facilitates for the first
time the use of multiple, alternate approaches to solving constraint problems involving
the completion of partial models.
• A novel MILP system for partial model completion that supports both over-specified
and under-specified models, can manipulate class instances, references and attributes,
and whose behaviour can be directed through user-specified metrics.
8.2.3 Satisficing Model Transformations
A further problem that was identified whilst evaluating Systems MDD was that existing
transformation tools would often generate models that were partially compliant with their
meta-models in circumstances where there appeared to be a natural interpretation of the
specification that would have lead to a complete, correct model. This is a problem in
practically realising Systems MDD ; certain steps in the approach require that a complete
model be generated if it is possible to do so.
This problem was ultimately traced to the ambiguous semantic behaviour in the transfor-
mation language used, QVT-Relations. Given that the goal for relational transformation
languages should be to allow a modeller to focus on what the transformation is expected
to achieve rather than how a model transformation engine should execute a transforma-
tion, this was a somewhat problematic finding. This was exacerbated by different tools
implementing different interpretations of the execution semantics in the QVT-Relations
language. If a modeller must have knowledge of how a specific QVT-Relations transformation
engine will interpret their transformation to write an effective specification, this undermines
the declarative nature of relational transformation languages and the ability to reuse the
same transformation specification across different tools. These problems are not limited to
QVT-Relations; the vast majority of relational transformation languages do not take target
model correctness into consideration when generating or modifying a target model.
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The Target Model Prioritisation Transformation (TMPT) engine, which is based on an a
MILP solver, addresses these problems by being more permissive in some of its execution
semantics. It focuses on generating complete, correct targets models by explicitly considering
the target meta-model and user specified metric when conducting the transformation. Rela-
tions and pattern matches with the source model will only be realised if they will result in a
correct target model, and multiple different interpretations of how a source model pattern can
be matched are considered so as to find an interpretation that allows a correct model to be
generated. This novel approach allows for a consistent interpretation of the transformation
specification (in that a correct target model will be generated) by avoiding a rigid set of
source model pattern matching semantic behaviours that can ultimately lead to incorrect
target models.
Consequently, there are significant potential benefits to modellers when using this trans-
formation engine. Firstly, they have greater freedom in writing the model transformation
specification. They do not need to be as cognisant of how a model transformation engine will
interpret their specification, and can instead guide the transformation by the detail in the
associated meta-model and user-specified metrics. Secondly, the modeller can be confident
that a correct model will be generated, if one is possible; models that are non-compliant with
their associated meta-model will not be generated. This research clearly indicates the merits
of our approach and signposts the important benefits for the evolving model based systems
engineering community.
Research Contributions
The following research contributions have been achieved through this research:
• A set-theoretic representation of transformation specifications and correspondence
models that builds upon the representations used for partial model completion and
facilitates for the first time the use of multiple, alternate approaches to solving constraint
problems in conducting relational model transformations.
• A breakthrough MILP-based transformation engine that prioritises target models
(i.e. it will guarantee a generated target model will be conformant with its meta-
model if an interpretation of the transformation specification permits) and that can
have its behaviour directed by a user-specified metric. This has the potential to
radically increase the areas where model transformation technologies could be applied,
and significantly reduce the complexity associated with generating re-usable model
transformation specifications.
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8.3 Future Research
There are a number of interesting research directions that can be taken to build upon this
research work:
• For both MMCS and TMPT, inheritance (both single and multiple) is not fully
supported by the current set-theoretic representation for the partial model completion
system and the model transformation engine. Whilst many of the problematic constructs
that inheritance causes can be resolved by the solver (such as a class being contained by
multiple different parent classes) the solver does not accommodate identifying the most
appropriate class to instantiate when they participate in an inheritance relationship
(i.e. if both the class and super-class can be instantiated, which is preferable?).
• For TMPT, integrating model synchronisation and consistency checking capabilities; the
set-based representation used within this system has been developed with supporting
these behaviours in mind. Consistency checking in particular is a useful capability for
verifying system models, and this system potentially offers a significant benefit when
applied to these models. It is straightforward to identify the relations that maximise
coverage of source and/or target models. This could, for instance, be used to identify
elements of system models that are not able to be verified (i.e. they don’t currently
participate in the transformation).
• The use of an objective function to guide both MMCS and TMPT opens up other
interesting possibilities. Whilst the objective functions in this work have been to
minimise the number of modifications made to a model (parsimony), maximise the
number of relations matched, or maximise the coverage of a particular model by the
instantiated relations, other objective functions could be used. For example, the system
could maximise or minimise a particular attribute value in the source or target models.
When used for system verification, this could be used to identify the highest or lowest
level of performance a system may achieve for a particular requirement. This would be
a fruitful area for future research.
• For both MMCS and TMPT, solving consists of running through a series of sub-
problems that are solved in sequence. Some meta-models can contain additional,
non-ECORE constraints that mean the different sub-problems are mutually dependent
on each other. A particular solution for one sub-problem can preclude solving a later
sub-problem, and in some limited circumstances can preclude identifying a satisficing
solution. Whilst both MMCS and TMPT include mitigations for this problem, including
allowing arbitrary sequencing of the sub-problems and iterating sub-problems (either
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individually or as a group) until a satisfactory solution is identified, these approaches
do not fully overcome the problem. Two research directions can be considered to
overcome this. This first would be to investigate means by which to collapse the
multiple sub-problems into a fewer number; ideally one. This may be achieved by
reformulating the constraints and by utilising alternate, quadratic solvers. The second
direction would involve developing a formal approach for deriving consistent sub-
problem constraints from the source problematic meta-model constraints. Examples of
how this can be achieved can already be seen in MMCS and TMPT for some ECORE
derived constraints; notably association references and properties. However, manually
deriving the sub-problem constraints so that dependencies between sub-problems are
consistently handled is a complex problem, which leads to the next research theme.
• Additional meta-model constraints are often specified using an additional constraint
language, such as OCL, when specifying meta-models. Both MMCS and TMPT can
incorporate these additional constraints relatively easily but they are currently specified
in the underlying linear solver’s native language, GMPL. Transformation from OCL to
GMPL is currently a manual process. Automating this, by automatically transforming
OCL into an equivalent GMPL form, would significantly increase the ease with which
complex meta-models could be used with both MMCS and TMPT. Additionally, this
could potentially help with sub-problem sequencing if a means to automatically generate
a consistent suite of GMPL sub-problem constraints from one or more parent OCL
constraints can be developed.
• For TMPT automatic generation of the GMPL transformation specification from an
existing transformation language, such as Triple Graph Grammars or QVT-Relations,
would be desirable. Presently, the GMPL representation must be written manually,
although it was purposefully designed with this type of transformation in mind.
In conclusion, one of the primary benefits of highly autonomous systems is their ability to
adapt to the circumstances they are presented with whilst operating. This brings unique
challenges to systems engineering. We must avoid overly constraining a deployed autonomous
system (so as not to negate a key benefit) and we must accept that verifying whether a
system can complete its task will occur much closer, and possibly during, use. This requires
new, more flexible approaches to systems engineering. The work presented in this thesis has
harnessed and extended two existing technologies, Domain Specific Modelling and relational
model transformations, to demonstrate for the first time how these technologies can support
this new, adaptable approach to autonomous systems engineering, and sign-posts important
new research directions for both the systems engineering and model transformation research
communities.
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Appendix A
QVT-Relations Transformation
Specifications
Listing A.1: An example of the QVT-Relations Transformation Specifications used as an input
to Medini-QVT for the Autonomous Navigation example in Chapter 5. This transformation
specification comprises a single QVT-Relations file and relates three domains including a
mapping model.
transformation CIMtoPIMtoPSM (ascimmodel: navigationmissionmetamodel, aspimmodel:
navigationcapabilitytofunctionmapping, aspsmmodel: autonomoussystemmetamodel)
{
key navigationmissionmetamodel::PointLocation {easting, northing};
key navigationmissionmetamodel::Navigate {waypoints};
key navigationcapabilitytofunctionmapping::PointLocation {easting, northing};
key navigationcapabilitytofunctionmapping::cNavigate {pathFollowing};
key autonomoussystemmetamodel::Pilot {updateRate};
top relation CIMtoPIMtoPSM
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping{};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::AutonomousSystem{};
when {}
where {}
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}
top relation NavigationToFunctionsToSystem
{
checkonly domain ascimmodel cim:navigationmissionmetamodel::VehicleMission{
capabilities = cim_cap_nav : navigationmissionmetamodel::Navigate {}
};
enforce domain aspimmodel pim:navigationcapabilitytofunctionmapping::
CapabilityToFunctionMapping {
capabilities = pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate {
pathFollowing = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing
{},
platformMotion = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion
{},
planRoutes = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
localise = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation
{}
},
functions = pim_fun_pf : navigationcapabilitytofunctionmapping::fPathFollowing {},
functions = pim_fun_pm : navigationcapabilitytofunctionmapping::fPlatformMotion {},
functions = pim_fun_pr : navigationcapabilitytofunctionmapping::fPlanRoutes {},
functions = pim_fun_lo : navigationcapabilitytofunctionmapping::fGlobalLocalisation {}
};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::AutonomousSystem {
software = psm_sof_pil : autonomoussystemmetamodel::Pilot {},
software = psm_sof_act : autonomoussystemmetamodel::ActuatorControl {},
software = psm_sof_pat : autonomoussystemmetamodel::PathPlanner {},
software = psm_sof_loc : autonomoussystemmetamodel::Localisation {},
hardware = psm_har_act : autonomoussystemmetamodel::Actuators {}
};
when {CIMtoPIMtoPSM(cim, pim, psm);}
where {
PointLocationToPointLocation(cim_cap_nav, pim_cap_nav);
TimeToTime(cim_cap_nav, pim_cap_nav);
EnvironmentToEnvironmentIndoor(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorUrban(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorWoodedArea(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorPolar(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorFlatPlain(cim_cap_nav, pim_cap_nav) or
EnvironmentToEnvironmentOutdoorDesert(cim_cap_nav, pim_cap_nav);
PathFollowingToPathPlanner(pim_fun_pf, psm_sof_pat);
PathFollowingToActuatorControl(pim_fun_pf, psm_sof_act);
SystemToEnvironmentOutdoorUrban(pim_fun_pm, psm_har_act);
SystemToEnvironmentIndoor(pim_fun_pm, psm_har_act);
270
APPENDIX A. QVT-RELATIONS TRANSFORMATION SPECIFICATIONS
}}
relation PointLocationToPointLocation
{
cor_east : Real;
cor_north : Real;
cor_utmzone : String;
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
waypoints = cim_wp: navigationmissionmetamodel::PointLocation {
easting = cor_east,
northing = cor_north,
UTMZone = cor_utmzone
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
waypoints = pim_wp: navigationcapabilitytofunctionmapping::PointLocation {
easting = cor_east,
northing = cor_north,
utmZone = cor_utmzone
}
};
when {}
where {
}
}
relation TimeToTime
{
trans_time : Real;
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
time = nav_time: navigationmissionmetamodel::Time {
duration = trans_time
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
time = trans_time
};
when {}
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where {
}
}
relation EnvironmentToEnvironmentIndoor
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::Indoor
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::Indoor
};
when {
}
where {
}
}
relation EnvironmentToEnvironmentOutdoorUrban
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::OutdoorUrban
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::OutdoorUrban
};
when {
}
where {
}
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}
relation EnvironmentToEnvironmentOutdoorWoodedArea
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::OutdoorWoodedArea
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::
OutdoorWoodedArea
};
when {
}
where {
}
}
relation EnvironmentToEnvironmentOutdoorFlatPlain
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::OutdoorFlatPlain
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::OutdoorFlatPlain
};
when {
}
where {
}
}
273
APPENDIX A. QVT-RELATIONS TRANSFORMATION SPECIFICATIONS
relation EnvironmentToEnvironmentOutdoorPolar
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::OutdoorPolar
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::OutdoorPolar
};
when {
}
where {
}
}
relation EnvironmentToEnvironmentOutdoorDesert
{
checkonly domain ascimmodel cim_cap_nav : navigationmissionmetamodel::Navigate {
environment = cim_ent_env : navigationmissionmetamodel::Environment {
type = navigationmissionmetamodel::EnvironmentType::OutdoorDesert
}
};
enforce domain aspimmodel pim_cap_nav : navigationcapabilitytofunctionmapping::cNavigate
{
environment = navigationcapabilitytofunctionmapping::EnvironmentType::OutdoorDesert
};
when {
}
where {
}
}
relation SystemToEnvironmentIndoor
{
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enforce domain aspimmodel pim_fun_pat : navigationcapabilitytofunctionmapping::
fPlatformMotion {
environments = env : navigationcapabilitytofunctionmapping::Environment {
type = navigationcapabilitytofunctionmapping::EnvironmentType::Indoor
}
};
checkonly domain aspsmmodel psm_har_act : autonomoussystemmetamodel::Actuators {
};
where {
psm_har_act.MaxVelocity < 5.0;
}
}
relation SystemToEnvironmentOutdoorUrban
{
enforce domain aspimmodel pim_fun_pat : navigationcapabilitytofunctionmapping::
fPlatformMotion {
environments = env : navigationcapabilitytofunctionmapping::Environment {
type = navigationcapabilitytofunctionmapping::EnvironmentType::OutdoorUrban
}
};
checkonly domain aspsmmodel psm_har_act : autonomoussystemmetamodel::Actuators {
};
where {
psm_har_act.MaxVelocity < 15.0;
}
}
relation PathFollowingToPathPlanner
{
pathLength : Real;
enforce domain aspimmodel pim_fun_pf : navigationcapabilitytofunctionmapping::
fPathFollowing {
maxPathLength = pathLength
};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::PathPlanner {
maxPathLength = pathLength
};
}
relation PathFollowingToActuatorControl
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{
speed : Real;
enforce domain aspimmodel pim_fun_pf : navigationcapabilitytofunctionmapping::
fPathFollowing {
maxSpeed = speed
};
checkonly domain aspsmmodel psm:autonomoussystemmetamodel::ActuatorControl {
maxVelocity = speed
};
}
}
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Appendix B
Acceleo Specifications used for
generating GMPL files from
ECORE Meta-Models and Models
B.1 Meta-Model (ECORE) To GMPL Acceleo Model To
Text Transformation
[comment encoding = UTF-8 /]
[module metamodel_to_gmpl(’http://www.eclipse.org/emf/2002/Ecore’)/]
[template public metamodel_to_gmpl(e : EPackage)]
[comment @main /]
[file (e.name, false, ’UTF-8’)]
/* List of classes that are in the specified meta-model */
set s_C[’[’/][e.name/][’]’/] := [for (c:EClass | e.eClassifiers ) separator(’ ’)] [c.name/]
[/for];
[for (c:EClass | e.eClassifiers)]
[for (a:EAnnotation | c.eAnnotations)]
[if (a.source.contains(’root’))]
set s_r[’[’/][e.name/][’]’/] := [c.name/];
[/if]
[/for]
[/for]
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/* Lower composition multiplicity for the specified meta-model */
[for (parent:EClass | e.eClassifiers )]
set s_C_p[’[’/][e.name/],[parent.name/][’]’/] :=
[for (cont:EReference | parent.eAllContainments)]
([cont.name/], [cont.eReferenceType.name/], con, [cont.lowerBound/], [cont.upperBound/],
null, null)
[/for]
[for (assoc:EReference | parent.eAllReferences)]
[if (parent.eAllContainments->excludes(assoc))]
[if (assoc.eOpposite.oclIsUndefined())]
([assoc.name/], [assoc.eReferenceType.name/], ass, [assoc.lowerBound/], [assoc.upperBound
/], true, null)
[else]
([assoc.name/], [assoc.eReferenceType.name/], ass, [assoc.lowerBound/], [assoc.upperBound
/], true, [assoc.eOpposite.name/])
[/if]
[/if]
[/for]
[for (attrib:EAttribute | parent.eAllAttributes)]
[if (attrib.name <> ’uid’)]
([attrib.name/], [attrib.eAttributeType.name/], att, null, null, null, null)
[/if]
[/for]
;
[/for]
[/file]
[/template]
B.2 Model To GMPL Acceleo Model To Text Transfor-
mation
[comment encoding = UTF-8 /]
[module StateModelToGMPL(’http://www.eclipse.org/emf/2002/Ecore’)/]
[template public StateModelToGMPL(p : EObject) ? (p.eContainer()->isEmpty())]
[file (p.eClass().ePackage.name, false, ’UTF-8’)]
[comment =================================================================/]
[comment Define Lets /]
[comment /]
[comment We get the associated class with our ’Project’ object, then find /]
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[comment the package /]
[comment that class is contained with, and assign it to ’e’. ’e’ then /]
[comment gives us a route in /]
[comment to interrogating the meta-model /]
[comment =================================================================/]
[let e : EPackage = p.eClass().ePackage]
[comment =================================================================/]
[comment Define s_I_by_class /]
[comment /]
[comment =================================================================/]
set s_I[’[’/][e.name/][’]’/] :=
[for (c_s : EClass | e.eClassifiers)]
[for (inst : EObject | p.eAllContents()->asBag()->union(p->asBag()))]
[if (inst.eClass() = c_s)]
([inst.eGet(’uid’)/],[c_s.name/])
[/if]
[/for]
[/for]
;
set s_const_I[’[’/][e.name/][’]’/] := ;
set s_Ico[’[’/][e.name/][’]’/] :=
[for (c_s : EClass | e.eClassifiers)]
[for (c_t : EReference | c_s.eAllContainments)]
[for (i_s : EObject | p.eAllContents()->asBag()->union(p->asBag()))]
[for (i_t : EObject | i_s.eAllContents()->asBag()->union(i_s->asBag()))]
[if (i_s.eClass() = c_s)]
[if (i_t.eClass() = c_t.eReferenceType)]
([i_s.eGet(’uid’)/], [c_s.name/], [i_t.eGet(’uid’)/], [c_t.eReferenceType.eGet(’name’)
/])
[/if]
[/if]
[/for]
[/for]
[/for]
[/for]
;
set s_Ias[’[’/][e.name/][’]’/] :=
[for (c_s : EClass | e.eClassifiers)]
[for (c_t : EReference | c_s.eAllReferences)]
[if (c_s.eAllContainments->excludes(c_t))]
[for (i_s : EObject | p.eAllContents()->asBag()->union(p->asBag()))]
[for (i_t : EObject | i_s.eGet(c_t))]
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[if (i_s.eClass() = c_s)]
[if (i_t.eClass() = c_t.eReferenceType)]
([i_s.eGet(’uid’)/], [c_s.name/], [i_t.eGet(’uid’)/], [c_t.eReferenceType.eGet(’name’)
/], [c_t.name/])
[/if]
[/if]
[/for]
[/for]
[/if]
[/for]
[/for]
;
[for (c_s : EClass | e.eClassifiers)]
[for (att : EAttribute | c_s.eAllAttributes)]
[for (i_s : EObject | p.eAllContents()->asBag()->union(p->asBag()))]
[if (i_s.eClass() = c_s)]
[if (att.name <> ’uid’)]
set s_Iatt[’[’/][e.name/],[i_s.eGet(’uid’)/],[c_s.name/],[att.name/]] := [i_s.eGet(att.name)
/];
[/if]
[/if]
[/for]
[/for]
[/for]
[/let]
[/file]
[/template]
B.3 Additional Constraints to GMPL Acceleo Model To
Text Transformation
[comment encoding = UTF-8 /]
[module ConstraintsToGMPL(’http://www.eclipse.org/emf/2002/Ecore’)/]
[template public ConstraintsToGMPL(e : EPackage)]
[comment @main /]
[file (e.name + ’-additionalconstraints.dat’, false, ’UTF-8’)]
#ifdef CP4
[for (c : EClass | e.eClassifiers)]
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[for (att : EAttribute | c.eAllAttributes) ? (att.name <> ’uid’)]
var add_[att.name/]{(i,’[c.name/]’) in s_I[’[’/]’[e.name/]’[’]’/]}
[if (att.eType = EBoolean)]
, >= 0, <= 1;
[/if]
[if (att.eType = EInt)]
, >= 0, integer;
[/if]
[if (att.eType <> EInt) and (att.eType <> EBoolean)]
, >= 0;
[/if]
var del_[att.name/]{(i,’[c.name/]’) in s_I[’[’/]’[e.name/]’[’]’/]}
[if (att.eType = EBoolean)]
, >= 0, <= 1;
[/if]
[if (att.eType = EInt)]
, >= 0, integer;
[/if]
[if (att.eType <> EInt) and (att.eType <> EBoolean)]
, >= 0;
[/if]
[/for]
[/for]
minimize [e.name/]_attobj : 0
[for (c : EClass | e.eClassifiers)]
+ sum{(i,’[c.name/]’) in s_I[’[’/]’[e.name/]’[’]’/]} (0
[for (att : EAttribute | c.eAllAttributes) ? (att.name <> ’uid’)]
+ add_[att.name/][’[’/]i[’]’/]
+ del_[att.name/][’[’/]i[’]’/]
[/for]
)
[/for]
;
/* ATTRIB CONSTRAINTS */
[for (a : EAnnotation | e.eAnnotations) ? (a.source = ’SubProblem4’)]
[for (sme : EStringToStringMapEntry | a.details)]
s.t. [sme.key/]:
[sme.value/];
[/for]
[/for]
#endif
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/* ASSOC CONSTRAINTS */
#ifdef CP3
[for (a : EAnnotation | e.eAnnotations) ? (a.source = ’SubProblem3’)]
[for (sme : EStringToStringMapEntry | a.details)]
s.t. [sme.key/]:
[sme.value/];
[/for]
[/for]
#endif CP3
/* CONT CONSTRAINTS */
#ifdef CP2
[for (a : EAnnotation | e.eAnnotations) ? (a.source = ’SubProblem2’)]
[for (sme : EStringToStringMapEntry | a.details)]
s.t. [sme.key/]:
[sme.value/];
[/for]
[/for]
#endif CP2
#ifdef CP1
/* INSTANCE CONSTRAINTS */
[for (a : EAnnotation | e.eAnnotations) ? (a.source = ’SubProblem1’)]
[for (sme : EStringToStringMapEntry | a.details)]
s.t. [sme.key/]:
[sme.value/];
[/for]
[/for]
#endif CP1
[/file]
[/template]
B.4 Attributes To GMPL Acceleo Model To Text Trans-
formation
[comment encoding = UTF-8 /]
[module attributesToGMPL(’http://www.eclipse.org/emf/2002/Ecore’)/]
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[template public attributesToGMPL(e : EPackage)]
[comment @main /]
[file (e.name + ’-writevars.h’, false, ’UTF-8’)]
[for (c : EClass | e.eClassifiers)]
[for (att : EAttribute | c.eAllAttributes) ? (att.name <> ’uid’)]
for {(i_s,’[c.name/]’) in s_I[’[’/]’[e.name/]’[’]’/]}
{
printf:’set s_Iatt[’[’/][e.name/],%s,[c.name/],[att.name/][’]’/] := ’, i_s
>> WRITEMODELFILE;
[if (att.eType = EBoolean)]
printf{value in s_Iatt[’[’/]’[e.name/]’, i_s, ’[c.name/]’, ’[att.name/]’[’]’/]}:if ((
add_[att.name/][’[’/]i_s[’]’/] = 0) and (del_[att.name/][’[’/]i_s[’]’/] = 0)) then
’%s ’
else
’’, value >> WRITEMODELFILE;
printf:if (add_[att.name/][’[’/]i_s[’]’/] = 1) then
’true’
else ’’ >> WRITEMODELFILE;
printf:if (del_[att.name/][’[’/]i_s[’]’/] = 1) then
’false’
else ’’ >> WRITEMODELFILE;
[/if]
[if (att.eType = EInt)]
printf{value in s_Iatt[’[’/]’[e.name/]’, i_s, ’[c.name/]’, ’[att.name/]’[’]’/]}:’%s ’
, value + add_[att.name/][’[’/]i_s[’]’/] - del_[att.name/][’[’/]i_s[’]’/] >>
WRITEMODELFILE;
[/if]
printf:’;\n’ >> WRITEMODELFILE;
}
for {(i_s,’[c.name/]’) in s_I[’[’/]’[e.name/]’[’]’/]}
{
printf{value in s_Iatt[’[’/]’[e.name/]’, i_s, ’[c.name/]’, ’[att.name/]’[’]’/] : add_[
att.name/][’[’/]i_s[’]’/] != 0}
’add_att,%s,[c.name/],[att.name/], %s\n’, i_s, add_[att.name/][’[’/]i_s[’]’/] >> "
outputs/eclipse-updates.txt";
printf{value in s_Iatt[’[’/]’[e.name/]’, i_s, ’[c.name/]’, ’[att.name/]’[’]’/] : del_[
att.name/][’[’/]i_s[’]’/] != 0}
’del_att,%s,[c.name/],[att.name/], %s\n’, i_s, del_[att.name/][’[’/]i_s[’]’/] >> "
outputs/eclipse-updates.txt";
}
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[/for]
[/for]
[/file]
[/template]
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Appendix C
Model Transformation Detailed
Model Examples
In this Appendix, detailed information about some of the examples used in this thesis are
described. The full QVT-Relations specification used in chapters 4 and 7 is repeated in
Figure C.4. The Target Meta-Models used for that example and the set-based equivalents
(based on the descriptions in section 7.2) are shown in Figure C.2. Similarly, the source
model used for that transformation and the set-based equivalent is shown in Figure C.1.
Finally, the set based equivalent of the QVT-Relations transformation specification is shown
in Figure C.3.
Is ={(sysfunc1, SystemFunctions),
(loc1, Localisation),
(gps1, GPS),
(slam1, SLAM)}
Isco ={(sysfunc1, SystemFunctions,
loc1, Localisation),
(loc1, Localisation,
gps1, GPS),
(loc1, Localisation,)
slam1, SLAM)}
Figure C.1: Simple Source Model Set Representation.
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Ct ={ProjectX, Requirements,
SystemCanDetermineItsPosition}
P tProjectX ={(requirements, Requirements, con, 1, 1,
true, null)}
P tRequirements ={(positionreq,
SystemCanDetermineItsPosition,
con, 2, 2, true, null)}
P tSystem... =∅
Ct ={ProjectX, Requirements,
SystemCanDetermineItsPosition}
P tProjectX ={(requirements, Requirements, con, 1, 1,
true, null)}
P tRequirements ={(positionreq,
SystemCanDetermineItsPosition,
con, 1, 1, true, null)}
P tSystem... =∅
Figure C.2: Target Meta-Model Set Representations.
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R1top ={true}
R
(1,s)
root ={SystemFunctions}
R
(1,t)
root ={ProjectX}
R
(1,s)
cre ={(s1, SystemFunctions)}
R
(1,t)
cre ={(t1, ProjectX)}
R
(1,s)
dep =∅
R
(1,t)
dep =∅
R
(1,s)
co =∅
R
(1,t)
co =∅
R1when =∅
R3top ={true}
R
(3,s)
root ={Localisation}
R
(3,t)
root ={Requirements}
R
(3,s)
cre ={(s3, GPS)}
R
(3,t)
cre ={(t3, SystemCanDetermineItsLocation)}
R
(3,s)
dep ={(s2, Localisation)}
R
(3,t)
dep ={(t2, Requirements)}
R
(3,s)
co ={(s2,Localisation,s3,GPS,gps)}
R
(3,t)
co ={(t2,Requirements,t3,}
{SystemCanDetermineItsLocation,
positionreq)}
R3when ={(2, s2, t2)}
R2top ={true}
R
(2,s)
root ={SystemFunctions}
R
(2,t)
root ={ProjectX}
R
(2,s)
cre ={(s2, Localisation)}
R
(2,t)
cre ={(t2, Requirements)}
R
(2,s)
dep ={(s1, SystemFunctions)}
R
(2,t)
dep ={(t1, ProjectX)}
R
(2,s)
co ={(s1, SystemFunctions, s2,
Localisation,localisation)}
R
(2,t)
co ={(t1, ProjectX, t2, Requirements,
requirements)}
R2when ={(1, s1, t1)}
R4top ={true}
R
(4,s)
root ={Localisation}
R
(4,t)
root ={Requirements}
R
(4,s)
cre ={(s4, SLAM)}
R
(4,t)
cre ={(t3, SystemCanDetermineItsLocation)}
R
(4,s)
dep ={(s2, Localisation)}
R
(4,t)
dep ={(t2, Requirements)}
R
(4,s)
co ={(s2,Localisation,s4,SLAM,slam)}
R
(4,t)
co ={(t2,Requirements,t3,}
{SystemCanDetermineItsLocation,
positionreq)}
R4when ={(2, s2, t2)}
Figure C.3: Set Based Representation of Transformation shown in Figure C.4
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Figure C.4: QVT-Relations Transformation Specification as used with Medini-QVT whilst
investigating the issues associated with the language in Chapter 4.
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Figure C.5: Train Model 15, Forward and Reverse Transformations using the Callow specifi-
cation (top) and Greenyer-derived specification (bottom).
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Figure C.6: Train Model 16, Forward and Reverse Transformations using the Callow specifi-
cation
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Abstract The use of model transformation in software engineering has
increased significantly during the past decade, with the ability to rapidly
transform models and ensure consistency between those models being a key
property of Model Driven Architecture. However, these approaches can be
applied to a wide variety of different model types and some of these models
and associated transformations require different semantics than those
popularised by current model transformation tools. Specifically, current
relational model transformation languages typically prioritise matching
relation patterns in the source model over creating a target model that
is compliant with its meta-model. In this paper we describe a relational
model transformation engine implemented as a series of Mixed Integer
Linear Programs (MILP). This engine has a key novel feature; it prioritises
target model compliance with its meta-model by considering multiple
interpretations of applying the transformation specification in order to
ensure a correct target model is generated. In this paper the MILP
transformation engine and the representations it uses are described, followed
by the results of applying it to examples of varying complexity.
Keywords Model Transformation; Model Driven Architecture; Mixed
Integer Linear Programming ; Domain Specific Models
1 Introduction
Model transformation languages, approaches and engines have been a research focus
within elements of the software engineering community for some years. These offer
a number of potential benefits, including increasing the speed at which new models
and views can be generated (as large parts of the process are automated) and the
utility of models (because the same source model can be reused multiple times as the
source of a number of different transformations). Indeed, model transformation is
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one of the key elements of the OMG’s Model Driven Architecture (MDA) [MM03].
MDA looks to specify models at varying levels of abstraction, supporting the reuse of
models across a variety of different platforms by separating the platform independent
elements from platform specific elements, and automatically transforming the relevant
Platform Independent Models (PIM) into Platform Specific Model (PSM) variants.
This has led to a variety of different languages and approaches being defined with
differing strengths and advantages of which there are many good summaries, such
as [CH06] [GK10] [JK06]; it is not appropriate to revisit all of these languages here.
However, one common element of these languages is that they are largely targeted at
the software engineering community, and specifically either the generation of code from
models or the transformation of general models into specific models (the PIM to PSM
transformation). Model transformation is not unique to software engineering, and so
determining how applicable these model transformation languages are to other model
types is an important consideration. If we consider more general system models1,
equivalents to relation based model transformations can be seen in system verification
approaches, such as Quality Function Deployment (QFD) models [Hau88] or MODAF
Function to Operational Activity mappings [Bai05]. For system models it is not
unusual for changes to be made to multiple domains at the same time. This means
that bi-directional transformation specifications [CFH+09] [HSST11] are of particular
relevance, because the transformation specification between domains A and B does
not have to be modified irrespective of whether domain A or B is the target domain.
Incremental model updates in any of the domains are easily propagated to other
domains as required.
Earlier work has considered whether model transformation languages offer a benefit
when used with these types of models [CKWO11]. This work concluded that relational
model transformations do potentially offer a benefit, but that limitations in current
model transformation engines prevented these benefits from being fully realised. In
particular, existing relational transformation languages prioritise source model matches
over target model correctness, which can result in target models being generated that
do not conform to their meta-model. In this paper, we describe an alternative
approach to implementing a relational model transformation engine which addresses
these problems. Section 2 presents an in-depth discussion on these existing model
transformation languages and some of the identified problems. In section 3 the set-
based model, meta-model and model transformation representations that are used
in the Mixed Integer Linear Programming (MILP) based transformation engine are
described, whilst section 4 describes the MILP problems in detail. The implementation
of the MILP system is discussed in section 5, and results when using the system are
presented in section 6. Finally, in section 7, conclusions are drawn and future work
identified.
2 Background
Model transformation languages can largely be categorised into two types; Imper-
ative/Operational and Relational/Declarative. In imperative approaches, such as
QVT-Operational [OMG08a] or the OMG’s Model To Text transformation language
1By ’system model’ we mean models that describe hardware, software, system functionality,
interfaces, components and requirements. The authors have a particular focus on models that
support system verification, i.e. assessing whether the system, as specified, is capable of achieving
the requirements associated with it.
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[OMG08b], a transformation specification is typically specified as a set of modules
or rules which match a source module construct (e.g. a class instance), and a list of
commands which, when executed, initialise the appropriate target model constructs.
These languages work well where the target model will be automatically generated, and
where the emphasis is to prioritise the source model when generating the target model.
That is, when presented with a source model and a transformation specification, an
imperative transformation matches all the rules it can against the source model and
executes the associated commands. This is irrespective of whether this creates a target
model that is or is not compliant with its associated meta-model.
Declarative or Relational model transformations promote a different approach.
Instead of rules containing a source model construct and lists of commands for
creating target models, they contain both source and target model constructs or
patterns, represented as a set of consistency relations. These are examined by a
model transformation engine to determine if they hold given the supplied models.
If a consistency relation does not hold, the transformation engine determines what
modifications are required to allow the consistency relation to hold. Examples of
languages that are declarative or relation based include QVT-Relation [OMG08a] and
Triple Graph Grammars [Sch95] [KW07].
The differences between the two approaches can be briefly summarised as follows:
a) Imperative languages allow a modeller to specify how a target model should be
created whilst relational approaches allow a modeller to specify what should exist in a
target model; a relational model transformation engine will automatically determine
how the model is constructed or modified based on the models and transformation
specification. b) Whilst both imperative and relational model transformation languages
support model creation, this change in approach allows relational model transformation
engines to easily support additional capabilities, such as model synchronisation where
updates on pre-existing source and target models are automatically propagated between
them and consistency checking where a target model is checked to see if it is a valid
transformation of a given source model. c) Relation based approaches are often
bi/multi-directional. The same specification can be used to execute a transformation
in different directions between the specified domains. The same is not typically true
of imperative approaches.
A pure relational approach to model transformations is potentially very powerful,
but a key to the success of the approach is in the rigour with which the transformations
can be specified, and the execution semantics of an associated model transformation
engine. The more difficult it is for a modeller to interpret how a transformation engine
will modify a target model to enforce consistency relations, the more challenging it
is to write the transformation specification. If different engines interpret the same
specification in different ways, this further increases the difficulty of writing a general
transformation specification.
Whilst existing relational transformation engines consider what can be created in a
target model due to relation matches in the source model, they rarely consider what is
not allowed to exist due to restrictions placed on the target model by its meta-model.
In this paper, this style of relational transformation shall be said to prioritise the
source model. For example, the enforcement semantics for QVT-Relation (Appendix
B in [OMG08a]) state that for each relation that correctly matches a source pattern
in a source model, an equivalent update will be made to the target model, either by
updating an existing object or creating a new object, as required. This behaviour
is only disregarded when there is a clash with other transformation rules, meaning
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than an engine is allowed to create new instances even if those instances would violate
constraints in the target meta-model. Considering an alternative relational approach,
Triple Graph Grammars typically mandate bind-exactly-once semantics [GK10]. These
semantics state that all source model elements must be bound during the model
transformation; a transformation that does not bind all source model elements is
marked as incomplete. This is a valid assumption for some, but not all, circumstances.
There could be situations where it is only intended that a subset of the source model
will be considered in the transformation. Triple Graph Grammars address this by
requiring the creation of an alternative view of the source model which comprises only
the sub-set to be included in the transformation.
The semantics of relational model transformation execution are also key to their
utility. In Greenyer et al.’s comparison of QVT-Relation and Triple Graph Grammars
[GK10] they investigated the different languages semantics, and in particular the
associated determinism. How deterministic a relational model transformation is
depends on how easy or difficult it is to specify ambiguous or conflicting relations, and
how consistent the semantics are in the underlying model transformation engine in
resolving these ambiguities or conflicts. For instance, Triple Graph Grammars allow
non-deterministic transformations to be specified in the language but the semantics
in how to address conflicts are not precisely defined. The general advice is simply to
avoid non-deterministic transformation specifications where possible. This requires
good design principles to be applied during the development of model transformations,
and the thorough testing of transformation specifications. This is a nascent area,
but there is work that can be drawn on, such as Heidenreich et al.’s approach to
safe transformation composition [HKA11], Cabot et al’s approach to both verifying
and validating graph transformations by transforming them into OCL [CCG10], the
transML developed by Guerra et al. [GdLK+11] [GdLKP10] [GdLKP10] which is a
modelling language designed specifically to support the development and testing of
model transformation languages, and the work by Sen et al. on approaches to testing
model transformations [SBM09] [SBM08].
Considering QVT-Relation, the problem of consistent semantics is exacerbated
further. Specifically, the semantics of source model pattern matching and check-then-
enforce object creation are not precisely specified and, as a consequence, different tools
implement these semantics differently. Consider the meta-models in Figure 1. These
meta-models describe two very simple but prescriptive domains. The first domain
describes possible system functions. A model in this domain could have a Localisation
function implemented by one (or both) of two underlying technologies; a GPS based
sensor or a Simultaneous Localisation And Mapping (SLAM) software component.
The second meta-model describes a requirements domain; it describes capabilities
required for a particular system or task. The meta-model in this example is very
precise; there is only one valid model that will satisfy the meta-model. A system
must have two means of determining its position in order to satisfy the localisation
requirement.
A model transformation will be used to generate a requirements model (which
describes what the system can achieve) from the available system functions. If the
generated requirements model satisfies the meta-model, then the system has the
necessary functions to achieve the requirements. Instances of these meta-models
and associated models for real systems would obviously be much more complex than
portrayed in this example. However, the problems elaborated in the rest of this section
would also manifest themselves in more complex models.
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(a) System Functions Meta-Model (b) System Requirements Meta-Model
Figure 1 – Simple system’s meta-models representing functionality (left) and requirements
(right) domains
The transformation specification is shown graphically in Figure 2 and the actual
QVT specification used is presented in Appendix A. Four relations are specified.
Relation 1 acts similarly to the axiom in Triple Graph Grammars; it provides a root
for the other relations. Relation 3 realises a System Can Determine Its Position
requirement if GPS functionality is present in the system. Relation 4 realises a System
Can Determine Its Position requirement if SLAM functionality is present in the
system.
Consider the source model in Figure 3. All of the specified relations are top relations.
The QVT-Relation specification states that "The execution of a transformation requires
that all its top-level relations hold". Therefore in our example, valid instances which
can be bound to the target domain pattern must be created for all the relations;
there is a corresponding source domain pattern for each of them. To determine what
target model instances should be created, the enforcement semantics for QVT-Relation
need to be considered. The QVT-Relation specification states that "if there does not
exist a valid binding of the remaining unbound variables of domain k that satisfies
domain k’s pattern and where condition, then create objects (or select and modify if
they already exist) and assign properties as specified in domain k pattern.". Whether
an existing object should be selected, or whether a new object should be created
(check-then-enforce semantics) is somewhat ambiguous. In the enforcement semantics
the specification states "Whether an object is selected from the model or created afresh
depends on whether the model already contains an object that matches the key property
values, if any, specified in the object template". Therefore, with no key statements
specified in the transformation specification, a valid interpretation is that one instance
of ProjectX class will be created from the first relation, one instance of Requirements
will be created from the second relation and two instances of the System Can Determine
Its Position class will be created, one each from the third and fourth relations. This
model, if generated, would be compliant with the meta-model.
Evaluating this example with the two primary tools that currently implement
QVT-Relation, MediniQVT2 and ModelMorf3, different results are achieved. These
2Available at http://projects.ikv.de/qvt - last checked 30/3/12
3Available at http://www.tcs-trddc.com/trddc_website/ModelMorf/ModelMorf.htm - last checked
30/3/12
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(a) Relation 1 (b) Relation 2 when Relation 1
(c) Relation 3 when Relation 2 (d) Relation 4 when Relation 2
Figure 2 – Graphical representation of four consistency relations between meta-models.
Coloured elements show non-dependent elements of a consistency relation. Elements
bordered with a dashed line are dependent on another consistency relation through
the when clause. The full QVT-Relation transformation specification can be found in
Appendix A.
results are shown in Figure 3. MediniQVT produces a very unexpected model, with
one ProjectX instance, three Requirement instances and two System Can Determine
Its Position instances. The Requirement instances are not correctly associated, and
therefore the model is invalid given the meta-model. This appears to be due to a
bug in MediniQVT’s interpretation of the when clause for the specified relations.
ModelMorf, which is generally considered to be a more faithful implementation of
the QVT-Relation specification [Ste11], fails to generate a target model with this
transformation specification. This is because ModelMorf requires that a single relation
be able to fully realise a compliant target model instance; e.g. a single relation
that creates a Requirement instance must also create two System Can Determine Its
Position instances. The fact that the required number of instances would be created
by a combination of relations is ignored. This behaviour is not explicitly required by
the QVT-Relation, nor is it explicitly excluded; instead it is simply how the developers
of this tool have chosen to interpret the specification. One potential reaction to these
results would be to modify the transformation specification to work with the semantics
defined by the tool and allow the correct target model to be generated. However, in the
ideal case this modification shouldn’t be required; there is a valid interpretation of this
specification so a transformation engine should be able to accommodate this. Requiring
a transformation specification to be tailored to a particular engine implementation is
a barrier to reuse, and increases the difficulty in writing a correct specification.
Improved approaches to engineering transformation specifications can go some way
to mitigating these problems. For example, the correct use of transML [GdLK+11]
during the design of a transformation specification would likely result in a transfor-
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(a) Source Model For Transfor-
mation
(b) Target Model generated by MediniQVT
Figure 3 – Source model and target model generated by MediniQVT. The generated target
model does not conform to the corresponding meta-model.
mation with fewer amibiguities (if that was desired), and one that can be tested in a
principled manner using, perhaps, a set of synthesised test models using the approaches
developed by Sen et al. [SBM09]. Whilst these approaches are undeniably important,
they don’t directly address the issues we have highlighted; namely that relational
model transformations can have ambiguous interpretations, and that this ambiguity
can actually be desirable by allowing an engine to choose the best matches based on
the supplied models. Because of this, applying the work of Cabot et al. in verifying
and validating graph transformations by generating an OCL based representation
[CCG10] is more problematic because it makes implicit assumptions on the semantics
of how a graph transformation will be applied. Whilst highly relevant and aiming
for many of the same goals (e.g. ensuring that a generated target model is compliant
with its meta-model, and is what the developer intended), their approach aims to
determine whether a transformation specification is conflicting and ambiguous given
these specific semantics.
An approach that does address ambiguity in transformations is the Janus Transfor-
mation Language (JTL) by Cicchetti et al [CDREP10]. JTL is specifically targeted at
non-bijective transformations and has a novel capability amongst the transformation
approaches considered in this section whereby it will guarantee that a generated
target model is compliant with its target meta-model. The JTL has been modelled on
QVT-Relations, and the execution engine utilises Answer Set Programming (a search
technique designed for difficult search problems) to generate a correct transformation,
given the matched relations in the source model and the imposed constraints of the
target meta-model. A JTL transformation specification is itself transformed into an
appropriate ASP representation, that can then be used as input to an ASP solver.
JTL has many desirable properties that are required for the transformation of system
models, the guarantee of compliance with the target meta-model being the most
significant. However, there are several areas where we believe the JTL approach to
relational model transformations can be built upon. In particular:
• The semantics of source model matching and handling relation dependencies
are a key source of ambiguity in matching source relation patterns, and hence
relational model transformations. Adding flexibility here may allow target models
to be generated in circumstances where other approaches would reject them, as
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there are more potential source model matches available.
• Specifically allowing the model transformation engine the flexibility to instantiate
only those relations that allow a target meta-model to be generated, even when
there is a valid source model match for a relation. This would allow the engine
to match only those relations that it needs to generate a valid target model.
The last point also opens up an interesting direction of work. If a model transfor-
mation engine is allowed to not utilise certain relations, then there is the potential for
a transformation engine to only ever generate the simplest compliant target model,
using only the minimum number of relations it needs to. Given this is probably not
what a modeller intends, an additional mechanism to guide the transformation engine
to a preferred target model out of all the possible compliant models is desirable.
3 Model, Meta-Model and Transformation Representations
We perceive two key problems preventing the practical use of current relational
model transformation approaches. Firstly, Relational/Declarative approaches to model
transformations should focus on the what should be generated, rather than how.
Current languages do not readily support this. Knowledge of the detailed semantics
about how a model transformation engine will apply the transformation is required
to write a good specification and, in the instance of QVT-Relation, knowledge of the
precise semantics of a particular implementation of a model transformation engine
is required to write a transformation that will create a valid target model. The
same models and specifications often cannot be used interchangeably. Secondly, as
meta-models become more complex and precise, enforcing a single set of semantics
becomes an increasing burden. There may be a natural semantic interpretation of a
relational model transformation specification that would result in a valid target model
but, because of the enforced semantics of the particular language or tool being used, a
model is generated that is not compliant with the target meta-model.
In order to address this, we have developed a relational model transformation
engine based on an underlying Mixed Integer Linear Programming (MILP) solver. Our
approach has some similarities to work on UML model verification (i.e. determining
whether a model is compliant with an associated meta-model) [CCR08] and partial
model completion (i.e. determining the changes that need to be made to a model in
order to make it compliant with an associated meta-model) [SBV10]. However, the
work by Cabot et al. and Sen et al. have typically utilised SAT-solvers or derivatives
thereof.
There are two novel aspects of our approach. Firstly, by applying a MILP solver
we are able to take advantage of the fact that there are a large number of linear
relationships present between elements specified in the models, meta-models and
transformations. For model transformations, this means that many of the unknown
variables (such as which relations have valid matches, which classes require instantiation
and what relationships need to exists between those classes) are linearly related4.
Using a MILP solver to find acceptable values for these distinct variables allows
these relationships to be exploited to find a solution more efficiently. Secondly, a
transformation engine based on a MILP solver can then exploit these relationships and
improved efficiency to ensure that automatically generated target models are always
4the details of which depend on the details, such as allowable cardinalities, of those relationships.
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compliant with their associated meta-models, if a solution exists, even from ambiguous
model transformation specifications; it prioritises target models.
The transformation language the MILP transformation engine uses is heavily
influenced by QVT-Relation and Triple Graph Grammars. The input to our Mixed
Integer Linear Programming (MILP) solver shall be a set-based representation of
models, meta-models and model transformation specifications, written using the
Gnu MathProg Language (GMPL) [Mak10]. The set-based model and meta-model
representations can be generated directly from ECORE-derived models in the Eclipse
toolset. This is discussed further in section 5. A transformation specification must
currently be written directly in GMPL, although this representation has been written
with features of Triple Graph Grammars and QVT-Relation in mind. The remainder
of this section shall focus on the set-based representations used for the solver.
3.1 Meta-Model Representation
Each meta-model consists of a set C of classes for a specific source or target domain,
where each of these classes contain references or attributes to other classes or data-
types. Each class c 2 C is further represented as a set P of 7-tuples where each tuple
describes a particular reference or attribute as follows:
Pc = {(n1, c1, y1, l1, h1, u1, o1), ....} (1)
n describes the name of the reference or attribute, d is the type of attribute or
reference endpoint, y defines whether the tuple refers to a containment reference,
association references or attribute. l and h set the minimum and maximum cardinality
for references and u is a boolean which sets the isUnique parameter for association
references. Finally, o refers to an opposite association role name i.e. there exists an
association reference between the two classes in the opposite direction with name o. If
o is not null for an association reference then there will be an equivalent tuple in the
P set for the target class. For example:
Pc1 ={(class2end, c2, assoc, 1, 1, true, class1end)} (2)
Pc2 ={(class1end, c1, assoc, 1, 1, true, class2end)}
Therefore class ProjectX as shown in Figure 1 is defined as follows:
PProjectX = {(requirements,Requirements, con, 1, 1, true, null)} (3)
3.2 Model Representation
Models are similarly represented as a series of sets. First, a set of class instances I
is defined which contains (i, c) instance/class pairs. i refers to a Unique Identifier
(UID) associated with each instance in the model. References and Attributes are
represented slightly differently from the meta-model representation. Three distinct
sets are used to capture these elements. Ico represents containment references as a
set of 5-tuples (i1, c1, i2, c2, r) where c1 is the class that contains the containment
reference (as specified in the meta-model), r is the reference name, i1 is the class
instance that contains the containment reference, and i2 is an instance of class c2
which is the containment reference endpoint type. Association references are also
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described using a similarly defined set Ias of 5-tuples. Attributes are represented as
a set Iatt of 4-tuples (i, c, a, v) where i is the instance of c that contains attribute a,
which has value v.
3.3 Transformation Representation
It is our intention to mirror the features of existing relational model transformation
representations where possible. In particular, the transformation representation for
the MILP solver has been designed to closely follow the properties of QVT-Relation.
Let us consider the QVT-Relation specification shown graphically in Figure 2. This
specification contains four relations, which relate two domains. All of these relations are
top relations and contain patterns for each of the domains that they reference. These
patterns should be subsets of the respective domain’s meta-model, and each pattern
starts from a particular class which acts as the root of that pattern. These domains can
then follow containment references from the root class (through the nesting of classes
within braces), follow associations through their roles or reference named attributes.
Therefore, a natural way to represent relations is using a variant of the meta-model
and model representations, with extensions to accommodate the variables that shall
be bound to class instances for each pattern match. A transformation specification
is made up of a number of relations. A set Rrels is used to capture the number of
relations in a given specification:
Rrels ={1, 2, ..., nmax} (4)
where nmax is the number of relations in the transformation specification. For the
remainder of this paper, the following notation shall be used. Each set associated with
the transformation specification shall have a super-scripted element. A single value
super-script represents either the domain identifier or, if a scalar value, the relation
identifier n 2 Rrels within the transformation specification. A 2-tuple superscript (n, s)
describes both the relation and domain identifier. A 3-tuple superscript (n, j, s) adds
a relation instance identifier j of relation n. So:
• R1top refers to set Rtop for relation 1 in the transformation specification.
• R(2,train)cre refers to set Rcre which contains elements of a pattern associated with
domain train of relation 2.
• Q(2,1,uml)inst refers to set Qinst which containes elements associated with domain
uml for relation instance 1 of relation 2.
Subscripts will be used to identify sets capturing particular aspects of the transfor-
mation (classes, containment references, etc) as per the model representation described
previously. For each relation n, which relates domains s and t the following sets are
defined. Firstly, whether the relation is a top relation is defined with the following set
containing a single boolean.
Rntop = {[true|false]} (5)
Each relation has a number of variables v associated with it. These will be bound
to class instances in the subsequent transformation. The variables are relation and
domain specific.
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R
(n,s)
bind = {vs1, vs2, ...., vsp} (6)
R
(n,t)
bind = {vt1, vt2, ...., vtq}
Then, the root class for the pattern needs to be defined for each domain referenced
by the relation.
R
(n,s)
root ✓{cs|cs 2 Cs},
   R(n,s)root     = 1 (7)
R
(n,t)
root ✓{ct|ct 2 Ct},
   R(n,t)root     = 1
The next two sets define the classes and associated patterns for each relation.
This is one area where the GMPL representation deviates from the QVT-Relation
specification and instead looks to Triple Graph Grammars. For each relation, it is
explicitly specified whether an instantiation of that relation should be permitted to
create an instance of that class, or whether that relation instance will be dependent
on instances created by another relation which are bound through the when clause.
The when clause is used in QVT-Relation to describe constraints or relations which
must hold in order for this relation to be evaluated. It acts as a guard, but also has
the effect of binding variables to values which have been bound by other relations.
QVT-Relation therefore implicitly determines whether a relation is permitted to create
relation instances, or whether it relies on other relations being instantiated to create
those instances. Triple Graph Grammars are more explicit in their rule definition
about these dependencies. Making these dependencies explicit in the transformation
representation allows some of transformation semantics, such as how patterns should
be matched or created, to be elaborated more formally. Therefore, for each relation n
which relates domains s and t the following sets are used for classes which should be
instantiated by relations that hold.
R(n,s)cre ✓
n
(vs, cs) 2
⇣
Cs ⇥R(n,s)bind
⌘o
(8)
R(n,t)cre ✓
n
(vt, ct) 2
⇣
Ct ⇥R(n,t))bind
⌘o
Each of these sets consist of (v, c) pairs which describe the class c to match in
the pattern. Each relation pattern that is matched to an element within the source
model will have the corresponding instance bound to variable v. The sets for classes
that make up the relation pattern, but which are dependent on those instances being
realised through other relations are specified similarly. The set Rall will be used to
describe all the classes associated with a particular relation domain pattern. The same
variable cannot be used within a relation to refer to both a class instance that must
be instantiated as part of realising this relation, and to a class instance that will be
realised by another relation.
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R
(n,s)
dep ✓
n
(vs, cs) 2
⇣
Cs ⇥R(n,s)bind
⌘o
(9)
R
(n,t)
dep ✓
n
(vt, ct) 2
⇣
Ct ⇥R(n,t)bind
⌘o
R
(n,s)
all =R
(n,s)
dep [R(n,s)cre (10)
R
(n,t)
all =R
(n,t)
dep [R(n,t)cre
; =R(n,s)dep \R(n,s)cre
; =R(n,t)dep \R(n,t)cre
Whilst these sets capture the classes that are present within the pattern, they do
not describe the relationships between those classes that must also be captured. For
that, separate sets are defined for containment and association references. Containment
references are described using the following:
R(n,s)co ✓
n
(vs1, c
s
1, v
s
2, c
s
2, r) | (vs1, cs1) 2 R(n,s)all ^ (vs2, cs2) 2 R(n,s)all
o
(11)
Each containment relationship is captured as a 5-tuple which describes the con-
taining class c1, an instance of which should be bound to variable v1. c1 contains
class c2, an instance of which is accessed through the containment endpoint (role)
named r. This instance is bound to v2, and both of these pairs should exist in either
Rcre or Rdep. An equivalent set R
(n,t)
co exists for the target domain t. Associations are
described similarly.
R(n,s)as ✓
n
(vs1, c
s
1, v
s
2, c
s
2, r) | (vs1, cs1) 2 R(n,s)all ^ (vs2, cs2) 2 R(n,s)all
o
(12)
The when and where clauses are the main mechanism by which dependencies are
specified between relations in QVT-Relation. Therefore, for all the variables specified
in Rdep, there should be an appropriate reference to an alternative relation as these
instances must be created by another relation in the specification. The MILP solver
only considers the when clause at present, and it is represented as follows.
Rnwhen ✓ {(nd, vs, vt) | nd 2 Rrels ^ nd 6= n ^ (13)
(vs, cs) 2 R(n,s)dep ^ (vt, ct) 2 R(n,t)dep }
Therefore relation n is dependent on relation nd, and the appropriate variables will
be bound to class instances within a dependent relation. If no matches for relation
nd can be identified, then relation n cannot be instantiated; not all of the variables
within the pattern can be bound.
Implementing precise semantics for variable binding and relation dependencies
are a significant underlying cause of the complexity of relational transformations.
Under what circumstances can variables be bound to the same class instance? Can
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a dependent relation have multiple variables bound to the same class instance in a
source model, and does this require exactly the same structure be replicated in the
target model? For the purposes of this paper, it shall be assumed that a variable may
only appear once in a when statement for a particular relation.
8(vs, c) 2 R(n,s)all
X
(nd,v
s,vt)2Rwhen
 1, (14)
8(vt, c) 2 R(n,t)all
X
(nd,v
s,vt)2Rwhen
 1
In order to support attributes, an additional element of the QVT-Relation specifi-
cation is replicated in this set-based specification; relation-specific variables. These are
variables that are independent of domain, and can be bound to particular values in any
domain referenced as part of the relation. This makes them a convenient mechanism
for transforming attribute values within the model. For each relation, a set contains
each relation specific variable x and its associated type y.
Rnvar = {(x1, y1), ....} (15)
For each domain, a set of 5-tuples is used to describe attributes associated with a
particular class in a domain, and how they are bound to the relation specific variables.
R
(n,s)
att = {(v, c, a, x, y, z), ....} (16)
where v is the domain variable which an instance of class c will be bound to, a
is the attribute name in the class specification, x is the relation-specific variable, y
is the attribute type of a and x, and z is a GMPL specific string which references
and modifies the value associated with a. The GMPL string z is used to modify the
attribute value for a particular domain; i.e. by concatenating an additional string, or
carrying out an arithmetic operation5. The combination of the attribute value and z
will be be used to determine x for the source model. The combination of x and z will
be used to determine the attribute value for the target model.
There are aspects of MOF-specified meta-models and QVT-Relation that are not
captured in the above set representation. Currently, the inheritance/generalisation
relationship in not explicitly captured, although some of the common model structures
associated with inheritance, such as multi-parent composition relationships, are sup-
ported. The QVT-Relation where element is not currently supported, nor are arbitrary
OCL statements in when clauses. The support of where clauses should be a relatively
straightforward addition, whilst the support of arbitrary OCL statements requires
a means to automatically transform OCL into the GMPL representation. The key
statement in QVT-Relation, which provides additional information for when target
model elements should be reused, is not currently implemented. Finally, the wider
problem of automatically transforming QVT-Relation specifications into the set-based
representation should also be addressed in future work.
5See sections 3.1.5 and 3.1.9 in the GMPL manual [Mak10] for a summary of the arithmetic
operators that could be used in z
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4 Transformations using Mixed Integer Linear Programming
In order to transform a supplied source model into a target model, the set based
representations described in the previous section are used as the basis of a series
of Mixed Integer Linear Programs. A linear program is a sub-set of programming
problems where the problem itself is made up of one or more linear relationships
between the elements of the problem [Gas85]. These relationships are of the form:
a1x1 + a2x2 + ...aixi + ....anxn = b (17)
where ai’s and b are known coefficients, and the xi’s are the unknown variables.
These are the decision variables whose values will be determined in solving the
particular linear programming problem.
The MILP transformation approach separates the problem into four distinct stages.
Stages 2, 3 and 4 each require one MILP to be solved.
1. Source Model Analysis - Analyse the source model, given its meta-model and
the transformation, using a simple graph matching algorithm and determine the
maximum number of possible matches for each relation.
2. Bind variables to source model instances - Execute a Mixed Integer Linear
Program which, for each relation, identifies a potential binding for all the
variables from the source model. Every candidate set of variable bindings for
each relation is a potential relation instance.
3. Create target model instances - Execute a Mixed Integer Linear Program which,
for each relation, instantiates target model instances for each potential relation
instance, providing the instances do not clash with another potential relation
instance and that resulting completed model does not violate any constraints
associated with the target meta-model. Any potential relation instances that
have all of their target model variables bound to target model instances are
completed relation instances. Any potential relation instances that are not fully
realised are disregarded.
4. Create containment and association references, and assign values to attributes -
The containment and association references for all class instances are initialised,
given the completed relation instances, and attribute values set accordingly.
4.1 Differences with existing relational model transformation approaches
In order to prioritise target models a number of principles associated with existing
model transformation engines must be modified. Firstly, a model transformation
should be more permissive in how source model relations are matched. Triple Graph
Grammars require that the entire source model (or appropriate view of that model)
must be matched for the transformation to succeed. Subsets of source models must
be created manually if that is not the case, and these are presented to the model
transformation engine instead. An alternate system that prioritises target models
should instead determine which aspects of the source model should be matched and will
participate in the transformation. Secondly, the QVT-Relation specification requires
that all top relations hold. If a source domain match is found for a top relation,
then the corresponding target pattern must be created. A transformation engine that
prioritises target models must relax this restriction; a top relation will instantiate the
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necessary target model pattern if there is a source model match and the creation of the
target model elements will not ultimately result in an invalid target model. Thirdly,
the more combinations, choices and alternatives for source model matches that are
identified, the more flexibility the transformation engine has in finding a combination
that allows a valid target model to be constructed. Overlapping bindings, where
the same elements are used in different combinations in multiple relation instances,
are actively encouraged. The system should choose which (if any) of these relation
instances will be instantiated based on their effect on the target model.
4.2 Detailed Stage Description
4.2.1 Stage 1 - Source Model Analysis
The first stage of the algorithm provides a simple sub-graph matching algorithm to
identify the maximum possible number of relation instances for each relation described
in the model transformation specification. The sole purpose of this step is to provide
an upper bound for the subsequent stages of the model transformation. Three simple
algorithms determine the number of times a) the class instances, b) the containment
references and c) the association references could be matched for each relation given the
source model. Dependencies between relations are not considered at this point; each
relation is considered in isolation. The minimum value from these three algorithms
is then used to set an upper bound for each relation. This is the maximum number
of potential relation instances that could be identified, given the source model. No
actual binding of variables to class instances takes place at this stage. The number of
potential relation instances under consideration in subsequent stages is represented for
each relation n as follows:
Q
(n,s)
rels = {1, 2, 3, ...., jnmax} (18)
where jnmax is the maximum number of potential relation instances identified for
relation n in stage 1. The Q set notation forms part of a correspondence model, and
is explained further in the subsequent section.
4.2.2 Stage 2 - Bind variables to source model instances
To implement this stage as a MILP problem, three elements are required. 1) Decision
variables or arrays must be described, which the solver is able to manipulate. 2)
Constraints which reference these decision variables or vectors must be described;
these bound the overall problem. 3) An objective function must be captured which
specifies a metric which guides the solver.
The decision variables for this problem are relatively straightforward. The first set
of binary decision variables, ↵, are captured within an array. The array maps variables
within relations for a particular domain to class instances within the source model.
For every variable within each potential relation instance identified after stage 1, the
corresponding array element should be set to 1 if the class instance is bound to the
variable for that relation instance after solving and zero otherwise.
↵
(n,j,s)
(v,i) =
⇢
1 if i is bound to relation instance j, var v for relation n
0 otherwise (19)
A second decision vector  , is also used. This vector is used to explicitly state
whether a relation instance is still a potential relation instance after this second stage,
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or whether one of the earlier relation instances identified during sub-graph analysis is
now being disregarded. This could be because there is an unresolvable clash between
relation instances when binding variables, that some of the relation dependencies could
not be satisfied for that relation instance, or simply that stage 1 over-estimated the
number of potential relation instances.
 (n,j,s) =
⇢
1 All of relation n, instance j’s variables are be bound
0 At least one variable in relation n, instance j’s could not be bound
(20)
A series of constraints are required which define the semantics of the source model
matching. These can be grouped into four categories; 1) ensuring class instances
are correctly bound to variables, 2) ensuring these bindings satisfy any containment
relationships specified in the relation, 3) ensuring these bindings satisfy any association
relationships specified in the relation and 4) ensuring these bindings satisfy any
dependencies between relations. Considering each of these groups in order.
Group 1 consists of three constraints. 1) If a relation is responsible for instantiating
a class instance, then the source model semantic equivalent is that a class instance
must only exist for one potential relation instance per relation n for classes specified in
R
(n,s)
cre . Note - the class instance can be referenced in any number of dependent relation
instances. This is shown in constraint 21. 2) For each potential relation instance,
different variables cannot be bound to the same class instance (constraint 22). 3) For
each potential relation instance, a variable must be bound to no more than one class
instance (constraint 23). In this latter constraint, the comparison is made between
↵ and   to ensure potential relation instances are either fully active or inactive in
subsequent stages.
8n 2 R,
8(v, c) 2 R(n,s)cre , 8(i, c) 2 Is
X
j2Q(n,s)rels
↵
(n,j,s)
(v,i)  1 (21)
8j 2 Q(n,s)rels , 8(i, c) 2 Is
X
(v,c)2R(n,s)all
↵
(n,j,s)
(v,i)  1 (22)
8j 2 Q(n,s)rels , 8(v, c) 2 R(n,s)all
X
(i,c)2Is
↵
(n,j,s)
(v,i) =  
(n,j,s) (23)
In group 2, the containment relationships are considered. This consists of two
constraints. The first constraint (constaint 24) states that if a containment relationship
is present in a relation, then a potential relation instance must contain class instances
that are an appropriate container (i.e. they have an appropriately typed containment
reference). The second constraint (constraint 25) focuses on the containment endpoint.
A potential relation instance can only use a class instance as an endpoint if the
containing instance is present as per the first constraint.
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8n 2 R, 8j 2 Q(n,s)rels ,
8(v1, c1, v2, c2, r) 2 R(n,s)co X
(i1,c1)2Is|
9(i2,c2)2Is s.t.
(i1,c1,i2,c2)2Isco
↵
(n,j,s)
(v1,i1)
=  (n,j,s) (24)
8(i1, c1) 2 Is |
9(i2, c2) 2 Is s.t. (i1, c1, i2, c2) 2 Isco
X
(i1,c1,i2,c2)2Isco
↵
(n,j,s)
(v2,i2)
= ↵
(n,j,s)
(v1,i1)
(25)
Group 3 considers association references. These are similar to the containment
constraints, with the only difference being the second constraint in this group. This
comparison is different for associations than for containments due to the semantics
of that relationship. For containments, if a variable is bound to a class instance
in a relation as a containment target endpoint then only one class instance can be
its container. There cannot be a situation where several class instances are the
container for a single specific class instance as it would be an invalid model. However,
for associations that is not the case; there could be several candidate association
relationships where a class instance is bound to a variable as an association endpoint,
with differing sources for that relationship. Some of these options may ultimately not
be chosen when binding variables in this stage; the source variable will not be bound
for that association reference.
8n 2 R, 8j 2 Q(n,s)rels ,
8(v1, c1, v2, c2, r) 2 R(n,s)as X
(i1,c1)2Is|
9(i2,c2)2Is s.t.
(i1,c1,i2,c2)2Isas
↵
(n,j,s)
(v1,i1)
=  (n,j,s) (26)
8(i2, c2) 2 Is
X
(i1,c1,i2,c2)2Isas
↵
(n,j,s)
(v1,i1)
= ↵
(n,j,s)
(v2,i2)
(27)
The final group consists of one constraint, and is concerned with the when depen-
dencies. Specifically, if there is a variable6 that is dependent on another relation then
it must be ensured that a candidate dependent relation exists, and that one of the
potential relation instances for that relation can be bound to an acceptable value for
the dependent relation. If it can be, then both the parent and dependent relations
must have the corresponding variables bound to the same class instance.
6Note, that the Rwhen set contains variables in both the source and target domains. The variable
names in the tuples in Rwhen are compared with the variables in Rall for the chosen source domain
to allow bi-directionality of the transformation specification.
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8n 2 R, 8(v, c) 2 R(n,s)all ,
8(np, vs, vt) 2 Rnwhen, 8j 2 Q(n,s)rels ,
8(i, c) 2 Is | (v = vs) _ (v = vt) ↵(n,j,s)(v,i) 
X
(vp,c)2R(np,s)all ,
jp2Q(np,s)rels
↵
(np,jp,s)
(vp,i)
(28)
To complete the MILP, an objective function is required. For the purposes of this
paper, it shall be assumed the goal is to maximise the number of bound variables in
potential relation instances. Other objective functions could be specified and these
could give rise to interesting model transformations that are concerned with maximising
or minimising some other property of the model.
max
0BBBBBBB@
X
n2R,j2Q(n,s)rels ,
(v,c)2R(n,s)all ,
(i,c)2Is
↵
(n,j,s)
(v,i)
1CCCCCCCA
(29)
This problem can now be passed through the solver, with the decision variables
being set appropriately if a solution exists. When a solution is found, the decision
variables are used to produce a series of new sets. These sets form the the source portion
of a correspondence model Q, similar to that utilised by Triple Graph Grammars
[Sch95] through its use of correspondence nodes. First, the number of potential relation
instances still under consideration must be updated.
Q
(n,s)
rels0 =
n
j 2 Q(n,s)rels |  (n,j,s) = 1
o
(30)
This set defines which relation instances, up to the maximum number detected in
the initial sub-graph matches, are still being considered as potential relation instances.
Each one of these potential relation instances should have all of their variables bound,
which is defined as a set of 3-tuples.
Q
(n,j,s)
inst =
n
(i, v, c) 2
⇣
Is ⇥R(n,s)all
⌘
| ↵(n,j,s)(v,i) = 1
o
(31)
The correspondence model used also explicitly captures the relationship between
dependent potential relation instances. Every dependent variable for a relation is
mapped explicitly to a class instance. This same class instance must be bound to
a variable within an instance of the parent relation. This is represented using the
following set of 6-tuples:
Q
(n,j,s)
dep ✓
n
(v, np, vp, jp, i, c) | (v, i, c) 2 Q(n,j,s)inst ^ (vp, i, c) 2 Q(np,jp,s)inst
o
(32)
For each relation instance j, each of its dependent variables v is mapped to the
variable vp in the instance jp of relation np. These variables are bound to the instance
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i of class c. Finally the relation variables, which are primarily used to capture and set
attribute values, are set for each relation instance.
Q(n,j,s)vars = {(xi, yi,m), ....} (33)
where xi is the variable name, yi is the variable type and m is the value assigned
to that variable for instance j of relation n.
4.2.3 Stage 3 - Create Target Model Instances
At this point, a consolidated set of potential relation instances have been identified
and the source components of a correspondence model have been constructed. The
next step is to consider those potential relation instances and instantiate target model
elements for non-conflicting relation instances that do not violate constraints associated
with the target meta-model. For the purposes of this paper, only models that are
fully compliant with the target meta-model shall be considered. If a model cannot
be generated that complies with the meta-model, the transformation is considered
invalid.
As with the previous problem, decision variables are required. Three related arrays
of decision variables will be used in order to create the target model. The first decision
variable,  , specifies which of the potential relation instances will be fully realised as a
completed relation instance in the target model. Each   is described as follows:
 (n,j,t) =
(
1 j 2 Q(n,s)rels0 ^ j 2 Q(n,t)rels
0 j 2 Q(n,s)rels0 ^ j /2 Q(n,t)rels
(34)
A second decision variable,  , is used to describe whether variable v bound to class
c in each potential relation instance j of relation n should be instantiated.
 
(n,j,t)
(v,c) =
⇢
1 an instance bound to v in n should be instantiated
0 an instance bound to v in n should not be instantiated (35)
Finally, a third decision variable ⌧ tc describes how many class instances for each
class c will be created for the model as a whole. The arrays of ⌧ and  will be related
through the constraints, with  being set appropriately to ensure the relations are
properly satisfied, and ⌧ being set appropriately to ensure the meta-model is satisfied.
Three groups of constraints will be considered. The first group is concerned with
which class instances must be instantiated to satisfy a completed relation instance.
The second group is concerned with which class instances must be instantiated to
satisfy the target meta-model. Finally the third group relates the first two groups,
and ensures both the relations and meta-model are satisfied.
The first group contains 4 constraints. The first constraint (constraint 36) is
straightforward; for each completed relation instance, instantiate the required number
of classes as specified in set R(n,t)cre . The second constraint (constraint 37) concerns
relation dependencies. If a relation instance has been determined to be dependent
on another relation instance in the previous stage, the dependent potential relation
instance cannot be used if the parent relation is not used.
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8n 2 R, 8j 2 Q(n,s)rels0 ,
8(v, c) 2 R(n,t)cre  (n,j,t)(v,c) =  (n,j,t) (36)
8(v, np, vp, jp, i, c) 2 Q(n,j,s)dep  (n,j,t)   (n,jp,t) (37)
The third constraint considers specifically the Rcre sets. Recall that the semantics
for these sets is that relations in these sets are responsible for instantiating the
referenced classes. The corresponding semantics when considering source model
matching are that, for each class instance in the source model, only one relation
instance can bind a specific class instance to a variable in those sets. However, multiple
potential relation instances can have variables in a Rcre set bound to the same class
instance. This allows the solver in this stage to choose the most appropriate potential
relation instance to instantiate but, at this point, only one of those candidates can be
completed. Therefore constraint 38 enforces this.
8(i, c) 2 Is
X
n2R,
j2Q(n,s)rels0 ,
(v,c)2R(n,s)cre |
(i,v,c)2Q(n,j,s)inst
 (n,j,t)  1 (38)
The fourth constraint concerning relation dependencies is similar. In the previous
stage, there may be mutually exclusive potential relation instances that have been
identified. Different potential relation instances may have the same class instance
as a containment endpoint with different containing classes. It would be invalid to
instantiate all of them, so constraint 39 ensures that only one of these potential relation
instances is completed.
8np 2 R, 8jp 2 Q(np,s)rels0 X
n2R,j2Q(n,s)rels0 ,
(va,ca,vb,cb,r)2R(n,s)co ,
(vb,np,vp,jp,i,c)2Q(n,j,s)dep
 (n,j,t)   (np,jp,t) (39)
This set of constraints would, with a little modification, allow us to execute a
model transformation that prioritises the source model as per a traditional model
transformation engine. However, our goal is target model correctness and to ensure
this the associated target meta-model must be considered. To achieve this, previous
work on determining if a class diagram is satisfiable can be leveraged, such as that
by Cadoli [CCGM07], Cabot [CCR08] and the completion of Domain Specific Models
described by Sen [SBV10]. Therefore, the second group of constraints consists of four
constraints which directly reference the meta-model.
This first constraint (40) states that for all classes that are instantiated in the
target model and contain lower cardinality bounds for a containment reference, then
there must be sufficient instances of the child class in the model (number of instances
of the source class, multiplied by the lower cardinality bound). Similarly, if an upper
cardinality bound exists (i.e. is not *) then there cannot be more child class instances
than can be contained within the bounds (constraint 41).
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8c 2 C X
cp2C,(n,c,con,l,h,u,o)2Pcp
⌧ tcp .l  ⌧ tc (40)X
cp2C,(n,c,con,l,h,u,o)2Pcp |h>0
⌧ tcp .h   ⌧ tc (41)
Association references are handled in a slightly different manner given the differing
semantics. If the isUnique flag is set then there must be enough unique instances
of the target class to satisfy the lower bounds of that association reference. If there
is an opposite pairing for this reference then the number of classes that must be
instantiated are linked; there must be sufficient instances to satisfy the relationship
in both directions. However, if there is no opposite reference then isUnique does not
prevent the same n target class instances being reused for multiple source instances;
this would not be a violation of the target meta-model. In this case the number of
instances required to satisfy an association endpoint is independent from the number
of class instances that contain the source of the reference. If the isUnique flag is not
set then the constraint is even weaker. If the lower bound of an association reference
is greater then zero, then at least one instance of the target class must exist. That
single instance can be used multiple times to satisfy the constraint.
8cp 2 C, 8c 2 C,
8(n, c, assoc, l, h, u, o) 2 Pcp | l > 0 (42)
⌧ (c,t)  
8<: l.⌧
(cp,t) if u is true, o is not null
l if u is true, o is null
1 if u is false, o is null
Upper cardinality bounds for associations are not considered in these constraints.
Having more candidate class instances than are required to satisfy all the association
references is not a violation of the meta-model providing all of those class instances
can be contained. Only the appropriate subset of class instances will participate in
the association references.
Finally, group 3 relates the two previous groups of constraints and consists of one
constraint only. The total number of class instances created for a model, represented
through the array of ⌧ , should be equivalent to the number of instances required to be
realised for all complete relation instances, represented through the array of  .
8c 2 C X
n2R,
(v,c)2R(n,t)cre ,
j2Q(n,s)rels0
 
(n,j,t)
(v,c) = ⌧
(c,t) (43)
As with the previous stage, an objective function is required. The examples in
section 6 shall utilise an objective function with maximises the number of source model
class instances that are included in the final correspondence model.
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max
0BBBB@
X
(i,c)2Is,n2R,j2Q(n,s)rels0 ,
(v,c)2R(n,s)cre |(i,v,c)2Q(n,j,s)inst
 (n,j,t)
1CCCCA (44)
If a solution is found, the decision array represented by  can be used directly to
create the target domain aspects of the correspondence model.  , when combined
with the transformation specification, describe exactly which relation instances will be
instantiated, which variables will require new class instances to be created, and which
dependent relation instances are bound to which parent relation instances. This results
in a new set Q(n,j,t)inst for the target domain which represents the instances that will be
created. Each created instance will have a Unique Identifier (UID) associated with it.
To make the results of the transformation easier to trace, the UID is derived from the
relation instance that instantiated it using a fixed format. So, r1_j1_t1_ClassA is
the UID for an instance of ClassA that was created for, and bound to, variable t1 of
the first instance (j1) of relation 1 (r1).
4.2.4 Stage 4 - Instantiate References
Given the existence of the updated correspondence model Q(n,j,t)inst , the fourth stage is
relatively straightforward, with two possible approaches; a deterministic approach and
a linear programming approach.
If the relations in the transformation specification fully describe all references
within a meta-model, given that Qt will bind all the variables in the model and that
Rt describes how those variables participate in references, it is straightforward to
instantiate Itas and Itco.
However, in many circumstances the transformation specification may not be
complete with regards every possible reference between class instances. A common
example is opposite references where the association is specified in only one direction
explicitly in the transformation specification. This is a feature of the example used in
section 6.2. Simply using the Q sets here would miss instantiating these references.
To address this, the stage is treated as a MILP problem in a similar form to stage 3.
Given the similarities to the previous stage, it shall only be briefly elaborated upon.
Binary decision variables are introduced to determine whether a reference should be
instantiated between two class instances. Completed relation instances must have
the required references as specified in their transformation specification instantiated.
However, the system is also allowed to instantiate additional references as required to
conform with the meta-model, even if those references are not explicitly captured in
the transformation specification.
5 Implementation
To execute the model transformation, the four stages of the approach (Source Model
Analysis, Bind Variables, Create Target Model Instances and Create References,
described in section 4) are represented using the Gnu MathProg Language (GMPL)
[Mak10]. These programs are solved using the Gnu Linear Programming Kit (GLPK)7.
7Available at http://www.gnu.org/s/glpk
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GMPL and GLPK offer some rudimentary modularisation features, such as the
separation of problems to be solved into model and data files. GMPL models are not
equivalent to MOF-derived models. In our implementation, there is one GMPL model
file (i.e. MILP problem) for each of the stages described in section 4. Each model
file captures the constraints and objective functions described previously, and does
not change irrespective of the inputs. After each stage of the method is completed
an updated data file is written which contains the updated set representations as
determined by the solver.
To assemble an initial GMPL data file from individual models, meta-models and
transformation specification, a bash shell script is used which takes these specifications
as inputs as well as a number of options, including which direction to conduct the
transformation. The bash script then assembles the appropriate GMPL data file as an
input to stage 1 of the transformation engine.
Whilst this solution provides a means to conduct the transformation, the repre-
sentations used are not those commonly used for domain specific modelling. Direct
integration with the Eclipse Modelling Framework (EMF) [SBPM09] is a desirable
property. This has been achieved for meta-models specified using ECORE and associ-
ated models in EMF. The Acceleo implementation of the OMG Model To Text (M2T)
transformation language [OMG08b] has been used to generate the GMPL meta-model
and model representations from their Eclipse based equivalents.
As the solver is operating, it generates a text file which specifies which class
instances are created, how they reference each other and what the attribute values
should be set to, as determined by the appropriate stage of the solver. On completion,
this file is read back into Eclipse using a custom Java plug-in which creates an EMF
model based on the solver output. This system has been evaluated under both Scientific
Linux 6 and Mac OS 10.7 operating systems.
6 Evaluation and Results
In this section results from an evaluation of the solver are described using two
transformation examples. The first example uses the simple meta-models shown earlier
in figure 1. This example illustrates the representations in more depth, and how the
solver addresses this problematic transformation. The second example uses a more
complex set of models and associated transformations. This is used to demonstrate
the solver operating on more realistic models, and on transformations where there is
significant ambiguity on how the relations should be applied. This second example is
also used to demonstrate the system working on a wide variety of input models, and
as a means to investigate the scalability of the system.
6.1 Simple Model Transformation
Consider the problematic source model, transformation and meta-models originally
discussed in section 2. Two variants of the target meta-model shall be introduced.
The only difference between the target meta-models is the lower and upper cardinality
bounds on the Requirement to System Can Determine Its Position classes. The
first meta-model sets the bounds to two (i.e. two system functions are required to
independently achieve this requirement). The second meta-model has the bounds set
to one (i.e. Exactly one system function is required to achieve this requirement). An
example of the set based representations for the source meta-model is shown in Figure
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4. All the models, meta-models and transformations are shown in Appendix A, along
with the set-based representation.
The results of running the model transformation, with the same source model and
transformation specification, but differing target meta-models is shown in Figure 5. In
both cases the generated model complies with the target meta-model. However, in the
second target model the system has only utilised relations 1, 2 and 4 in generating the
model. Whilst relation 3 had a match in the source model (as evidenced by the first
target model), realising that relation would have over-specified the target model with
respect to the second target meta-model. It has therefore been disregarded for the
second transformation, and utilised in the first.
Cs ={SystemFunctions, Localisation,
GPS, SLAM}
P sSystemFunctions ={(SystemFunctions, Localisation,
con, 0, 1, true, null)}
P sLocalisation ={(gps, GPS, con, 0, 1, true, null),
(slam, SLAM, con, 0, 1, true, null)}
P sGPS =;
P sSLAM =;
Figure 4 – Second Source Meta-Model Set Representation
6.2 Train Sets to Petri Nets
A common example in some of the published work on Triple Graph Grammars is
the transformation of Train Sets to Petri-Nets [GK10] [KW07]. Whilst this example
appears relatively straightforward on first examination, it has several properties that
can make transformation difficult. The example transformations have been adapted
in the differing publications, such as the change in Petri-Net representation of the
Join/Converging Switch between the earlier example described by Kindler and Wagner
[KW07] and the later work by Greenyer et al. [GK10]. Some of these changes were
likely motivated by the difficulty in implementing this transformation in QVT-Relation.
An additional problem associated with this transformation is the ambiguity in the
’reverse’ transformation from Petri-Nets to Train Sets; the same Petri-Net patterns
participate in multiple relations. If the target meta-model is not considered when
executing the transformation, it is relatively easy for invalid models to be generated by
choosing the wrong relations to instantiate. Whilst this problem could be addressed
by reworking the transformation to remove that ambiguity, this is not desirable. It can
result in significant rework, and requires more monolithic relations; multiple relations
that each cover an overlapping proportion of the model to explicitly cope with each
ambiguous situation. Instead, the MILP transformation engine will use the target
meta-model as an additional source of information to resolve these ambiguities and
instantiate the correct relations.
Given the lack of support for inheritance in our current solver implementation,
expanded meta-models shall be used compared to those used by Greenyer et al. The
abstract classes in the original examples are removed, and the concrete classes directly
related to each other. In addition, explicit Converging and Diverging Switch types
shall be introduced which are precisely specified in terms of the number of InPort and
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(a) Target Meta-Model A (b) Target Meta-Model B
(c) Target model generated for Meta-Model A
(d) Target model generated for Meta-Model B
Figure 5 – Target Models generated by the solver when targetting Meta-Model A (left) and
Meta-Model B (right)
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(a) Train MetaModel
(b) Petri-Net MetaModel
Figure 6 – Train and Petri-Net Meta-Models
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Figure 7 – Train Pieces and their equivalent Petri-Net representations
Figure 8 – Subset of Train to Petri-Net relations, showing when dependencies
OutPorts they contain. These meta-models are shown in Figure 6. To aid with the
understanding of the example models, an alternative graphical notion shall be used,
as shown in Figure 7. This shows the possible train model pieces, such as Tracks or
Diverging or Converging Switches and their corresponding Petri-Net representations.
For more information on this example, the reader is directed to the technical report by
Kindler and Wagner [KW07]. The fully specified transformation uses eight relations,
of which four are shown in Figure 8. Relation 4 describes the transformation of a Track
piece containing one InPort and one OutPort into a Petri-Net Place and Transition,
which are both associated with an Arc with the Place as the source. Note, in this
specification the relations responsible for the creation of InPorts and OutPorts are
relations 2 and 3 respectively. Relation 4 is dependent on these two relations. Similarly,
Relation 5 describes the transformation of a Diverging Switch which contains one
InPort and two OutPorts. This relation is dependent on one instance of relation 2, but
two instances of relation 3 in order to realise the necessary OutPorts. Other relations
not shown in this figure include the relations for transforming Converging Switches,
Connectors, Trains and the containing Project into their corresponding Petri-Net
representations.
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Figure 9 – Example Train Model
Figure 10 – Generated Petri-Net Model
Consider the example train model in Figure 9. If the transformation is executed
in the direction of the Petri-Net meta-model using the MILP solver then the Petri-
Net shown in Figure 10 is generated by the MILP transformation engine. This is
a relatively straightforward transformation, largely due to to the precision of the
Train Set meta-model. Each of the eight relations specified in the transformation
specification unambiguously describe the entire meta-model. This is due to the strongly
typed nature of the model which allows, for example, Track pieces to be distinct from
Switches and the appropriate relations used. Examining the potential relation instances
identified after the source model variables have been bound and the completed relation
instances used to instantiate the target model shows that all of the potential relation
instances are used. There is no ambiguity or conflict between those relation instances.
However, executing the transformation in the opposite direction is less clear, due
to the ambiguous nature of the relation patterns for that domain. Specifically the
Petri-Net representation for a Track piece, which comprises a Place and a Transition
connected by an Arc is a sub-set of the petri-net representations for both Diverging and
Converging Switches. Indeed, if the meta-models are ignored and relational patterns
are simply matched there are multiple potential transformations of this model. For
example, a potential transformation from a standard QVT-Relation engine is for this
model to be transformed into six Track pieces; relation 4 can strictly be matched six
times. The Train Set meta-model precludes a single InPort being contained within
multiple Track pieces, but as was shown earlier, most current transformation languages
do not consider the meta-models when generating target models.
The MILP solver described in this paper is able to regenerate the original Train Set
model from this Petri-Net model. After binding variables to source model instances,
there are a significant number of potential relation instances still under consideration.
Whilst only one Petri-Net pattern for a Converging Switch has been identified (the
most complex of the patterns), two Petri-Net patterns for a Diverging Switch have been
identified with acceptable variable bindings, and five Petri-Nets patterns for Track
Pieces have been identified. The solver is able to determine that instantiating one each
of the Track, Diverging Switch, and Converging Switch relation instances maximises
the objective function in equation 44, thus successfully recreating the original model.
This MILP solver does not guarantee the ability to reverse a previous transformation
and regenerate the original source model. It depends on the information available
to the system, including the detail within the transformation specification and the
respective meta-models. In some cases, the ambiguity may be too great and an
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Figure 11 – Different Greenyer-derived (center) and Callow (right) petri-net representations
of a track converging switch (left)
alternative model is generated. However, the system will guarantee that whatever
model is generated, it will be generated from a valid combination of potential relation
instances and the generated model will be compliant with its meta-model.
6.3 Correctness and Performance
To examine correctness and scalability of the system, a variety of 16 example test train
models have been constructed. These models are summarised in Table 1 and range
from single switch pieces through to a large loop that has multiple tracks, switches
and trains. Two variants of the transformation specification have also been considered;
the Greenyer-derived specification introduced previously and a Callow specification.
The only difference between the two is the equivalent petri-net representation for a
converging switch. This is summarised in Figure 11.
To test correctness of the transformation engine, two transformations were executed
for each model. A petri-net model was automatically generated using the transforma-
tion engine from the selected train-model and then this automatically generated model
was used as the input for the reverse transformation. All other aspects (meta-models,
transformation specification) were kept constant for both transformations and this
resulted in a newly generated train model. This model was then compared with the
original model in terms of the class instances expected, attribute values and references.
For all of the example models, and for both transformation specifications, the system
successfully reconstructed all of the original source models except for the reverse
transformation for model 16 using the Greenyer transformation. Even for this model,
it is expected that the solver can generate the correct target model for this example.
However, that example is the most complex that is considered in this paper and the
system did not converge on a solution in a reasonable time. The test process (and
computation times) for model 13 are shown in figure 12. Some of the more complex
models (15 and 16) are shown in Appendix A.
To test performance of the system, the time taken to complete each of the stages
in both the forward and reverse transformations in the correctness tests was measured.
This was conducted for all input train models, using both the Greenyer-derived and
Callow transformation specifications. These results are summarised in the charts in
Figure 13. In the forward transformation, performance is relatively constant over stages
1, 2 and 3. It is only in the final two models where there is a measurable exponential
growth in completion time and this is due to the increase in time it takes to complete
stage 4, where the association and containment references are established. For models
1 to 14, there is no appreciable difference between the times to complete when using
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Table 1 – Summary of example train models
Model
No.
Model Desc. Class
Inst.
Cont.
Refs.
Assoc.
Refs
1 2 Tracks, 1 Connection 8 7 4
2 3 Tracks, 2 Connections 12 11 8
3 4 Tracks, 3 Connections 16 15 12
4 2 Tracks, 1 DivSwitch, 2 Connections 13 12 8
5 4 Tracks, 4 Connections (Loop) 17 16 16
6 2 Tracks, 1 DivSwitch 11 10 0
7 2 Tracks, 2 DivSwitches, 3 Connections 18 17 12
8 2 Tracks, 3 DivSwitches, 5 Connections (Loop) 24 23 20
9 1 ConSwitch 5 4 0
10 1 Track, 1 ConSwitch, 1 Connection 9 8 4
11 4 Track, 3 Connections, 1 Train 17 16 12
12 4 Track, 3 Connections, 1 Train 17 16 12
13 4 Track, 4 Connections, 2 Trains (Loop) 19 18 16
14 1 Track, 2 ConSwitch, 2 Connections 13 12 8
15 4 Tracks, 2 DivSwitches, 2 ConSwitches, 10 Connections
(Loop)
39 38 40
16 12 Tracks, 4 DivSwitches, 4 ConSwitches, 24 Connections, 3
Trains (Loop)
96 95 96
either the Greenyer-derived or Callow transformation specification. This includes
model 8, the most complex model that does not contain any Converging Switches.
Given that the only the difference between the specifications is the Converging Switch
representation, this is not surprising. However, Models 15 and 16 contain two and four
converging switches respectively and there is a significant increase in the completion
time for these models. The engine takes longer to complete the fourth stage when
using the Greenyer-derived specification compared to the Callow specification. This
is because the Greenyer Converging Switch representation has double the number of
petri-net elements as the Callow representation, and therefore more elements that
need to be correctly associated. The petri-net meta-model is relatively unconstrained
in that the same meta-model elements are reused in representing the train model
components, and therefore there are many potential association references which
would be permitted by the meta-model. These potential associations references are
considered (thus increasing the search space) but disallowed in stage 4 due to not
participating in the potential relation instances.
Table 2 – Table showing the number of potential relation instances identified by the trans-
formation engine at the end of stage 1 in both the forward and reverse transformation
for model 16, using the Callow transformation specification
Direction R1 R2 R3 R4 R5 R6 R7 R8
Forward 1 24 24 12 24 4 4 3
Reverse 1 24 24 24 52 24 24 3
The reverse transformation has different properties. As with the forward trans-
formation most of the models are solved in a reasonable time but the larger models
exhibit an exponential increase, in relation to the increase in the size of the model,
in their time to complete. However in the reverse transformation stage 2, where the
binding of variables in the relations to the source model occurs, is where the majority
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Figure 12 – Train Model 13, transformed to a Petri Model and then back to a Train Model
using the Greenyer-derived transformation specification. Figure shows the total time
taken to complete the transformation, broken down by stages.
of the time is spent. For the forward transformation stage 2 was not a significant
proportion of the computation time. This is again due to the permissive nature of
the petri-net meta-model, and is most clearly shown through the number of potential
relation instances that are identified after the initial sub-graph matching algorithm in
stage 1. The forward and reverse transformations for Model 16 are shown in Table
2. This shows that in the forward transformation, the sub-graph matching algorithm
correctly identifies the exact number of potential relation instances for each relation.
This is largely due to the strongly typed nature of the train meta-model. Each relation
accommodates a specific type in that meta-model, and therefore it is a straightforward
process to deterministically calculate the correct of number of matching relations. The
combination of a strongly typed meta-model and the correctly identified number of
potential relation instances ensures the optimisation problem in stage 2 is heavily
constrained and can be solved quickly for large models. The same is not true for
the reverse transformation. As many of the relations contain the same meta-model
elements, there are many more potential relation instances under consideration after
stage 1; over double the number for relation 4 and six times the number for the switch
relations 6 and 7. The result of this is that stage 2 is a much less constrained optimi-
sation problem than the forward transformation, and therefore can take significantly
longer to solve. Enabling choice between potential relation instances in transformation
specifications that reference permissive meta-models, and still generating correct target
models, is the primary goal for this transformation engine and therefore this less
constrained optimisation problem is simply a consequence of that research goal. There
is also a large difference in completion times between the Greenyer-derived and Callow
specifications in the reverse direction due to the differences between the Converging
Switch representation; this difference results in a larger optimisation search space
because of the larger Greenyer-derived representation of this switch. Stage 4, however,
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takes much less time to solve in the reverse transformation. This is because stage 4
in this instance works within the train meta-model domain and therefore is creating
these references whilst considering a more precisely specified meta-model.
Let us consider further the relationship between stage 1 and stage 2. Stage 1, as
described in section 4, provides a deterministic estimate of the number of potential
relation instances which in turn establishes bounds for the optimisation problem in
stage 2. Stage 1 only outputs a number of potential relation instances ; it does not make
any attempt to bind the variables in the relation to source model instances. If the
algorithm used in stage 1 under-estimates the number of potential relation instances,
then this can affect the target model being generated as it can overly constrain stage
2. This would prevent some viable relation instances from being realised, although
the rest of the system will still assemble a target model that is compliant with its
meta-model out of the relation instances it is allowed to use (if a compliant model is
possible). If stage 1 over-estimates the number of potential relation instances then
there is no effect on target model correctness. Any potential relation instances that
cannot have their variables bound correctly to source model instances are ultimately
disregarded. This prompts two questions; is stage 1 is required and why not assume
arbitrarily large constant values for potential relation instances as an input to stage 2?
In table 3, a summary of stage 1 and 2 for three separately run reverse transforma-
tions of model 8 are shown. The difference between the three runs is how the number
of potential relation instances is deterministically calculated in stage 1. Recall that
stage 1 currently uses the minimum of three heuristics which determine 1) number of
instance matches, 2) containment relationship matches and 3) association relationship
matches in order to set bounds on potential relation instances. The difference between
the three runs is simply a change in the logic in the containment relationship heuristic.
Consider that a relation may specify multiple containment relationships. Run 1 (the
default) returns the number of times the containment relationship with the fewest
matches was matched. Run 3 returns the number of times the containment relation-
ship with the most matches was matched. Run 2 adds a constant off-set of 1 to the
containment values of Run 1. Whilst all three runs generated the same target model,
run 3 took significantly longer to complete stage 2 because of the less constrained
optimisation problem. This demonstrates that there is a significant performance
benefit by accurately estimating the number of potential relation instances in the first
stage.
Table 3 – Table showing the number of potential relation instances identified by the trans-
formation engine at the end of stage 1 when transforming a petri-net representation
of model 8 back to a train model using the Greenyer derived specification. Run 1 is
tightly constrained in the number of potential relations identified. Run 3 is the most
permissive.
Model
Run
R1 R2 R3 R4 R5 R6 R7 R8 Stage 2 Completion
Time (secs)
Run 1 1 5 8 6 13 6 6 0 6.846
Run 2 1 5 8 7 13 7 7 0 40.474
Run 3 1 5 8 13 13 13 13 0 953.887
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Figure 13 – Time to complete for forward and reverse transformation using the Greenyer-
derived and Callow transformation specifications. Model 16 is not shown for the
Greenyer-derived Petri to Train transformation due to the computation time required.
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6.4 Scalability Discussion
These results demonstrate a wide range of performance results. For all of the small to
medium sized models, the system is able to correctly generate a target model in both
the forward and reverse directions in a practical time-scale. It is only with the largest
models that we begin to see significant increases in completion times; in the forward
direction in stage 4, and in the reverse direction in stage 2. Both of these stages are
considering a lightly constrained meta-model when they show these extended times to
completion.
Considering the forward transformation first, there appears to be some straight-
forward improvements that could be made to improve the completion times. The
current formulation for stage 4 considers the entire model when trying to determine
the best association references to instantiate; the domain of the decision variables
is all possible class instances that have the appropriate reference in the meta-model.
This is then further constrained by which variables are bound to particular instances
in the completed relation instances. A relatively straight-forward modification would
be to modify the decision variables so that they are a) associated with each completed
relation instance and b) only use the class instances that are bound to variables of that
completed relation instance in that domain. This would have the effect of increasing
the number of decision variables but drastically reducing the domain these decision
variables operate over.
Improving the performance of stage 2 when used with very permissive meta-models
is more difficult. This could potentially be considered a type of Bin Packing Problem
with Conflicts (BPPC) where the system is looking to fit a number of different patterns
most effectively over a given model to optimise a particular metric. For large models
with permissive meta-models and where the associated transformation specification
has relations which are sub-sets of other relations, there will be a large search space
to examine and this is reflected in the results.
7 Conclusions and Future Research
This paper has described a novel model transformation engine, implemented as a series
of Mixed Integer Linear Programs, which ensures that models created using the system
are compliant with their meta-model. It achieves this by being less prescriptive with
the source pattern matching semantics, allowing many more source pattern matches
to be identified than can be realised and then choosing which of those relations should
be instantiated to create an appropriate target model. The evaluations that have been
conducted show the system can successfully create compliant target models, even when
there is significant ambiguity in the transformation specification and source models
provided.
7.1 Future Research
There are a number of areas for improving the current system. i) Integrating model
synchronisation and consistency checking capabilities; the set-based representation
used within this system has been developed with supporting these behaviours in
mind. Consistency checking in particular is a useful capability for verifying system
models, and this system potentially offers a significant benefit when applied to these
models. It is straightforward to identify the relations that maximise coverage of source
and/or target models. This could, for instance, be used to identify elements of system
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models that are not able to be verified (i.e. they don’t currently participate in the
transformation). ii) The use of an objective function to guide the different stages of
the transformation also opens up other interesting possibilities. Whilst the objective
function in this paper has been to either maximise the number of relations matched,
or maximise the coverage of a particular model by the instantiated relations, other
objective functions could be used. For example, the system could maximise or minimise
a particular attribute value in the source or target models. When used for system
verification, this could be used to identify the highest or lowest level of performance
a system may achieve for a particular requirement. This would be a fruitful area
for future research. iii) Additional meta-model constraints are often specified using
an additional constraint language, such as OCL, when specifying meta-models. The
current transformation engine can incorporate these additional constraints relatively
easily within stage 3 of the approach, but the transformation from OCL to GMPL is
currently a manual process. Automating this, by automatically transforming OCL into
an equivalent GMPL form, would significantly increase the complexity of meta-models
that can be considered when the engine assembles a target model. This would form a
future research theme for this work.
Improving the performance of the system also has several promising research
directions. iv) Performance of stage 2 is dependent on the number of potential relation
instances identified in stage 1. At present, a relatively naive set of heuristics are
used in stage 1. If a more accurate determination of the potential relation instances
can be made, this could lead to an improved performance in stage 2. v) One of the
benefits of specifying this transformation as a GMPL problem is that it opens up
the possibility of easily using alternative solvers to address this problem. Whilst
the results in this paper are generated from the GLPK solver, there are many other
solvers that support AMPL8 from which GMPL is derived. Some of these solvers may
have improved performance over GLPK when applied to this problem. vi) Although
BPPC is NP-hard, alternative optimisation approaches have been used previously in
finding good approximations to the global optimum [MIM09] [Fal96]. The set-based
representation, constraints and metrics described in section 4 could form the basis for
implementing a heuristic optimisation solution as an alternative to a MILP that is
better able to identify near-optimal solutions for stage 2 when dealing with very large
search spaces.
7.2 Conclusions
One of the key problems that we believe has caused the limited uptake of relational
model transformation languages is their restrictive or ambiguous semantics. However,
the goal of relational transformation languages is to focus on what the transformation
is expected to achieve rather than how a model transformation engine should execute
a transformation. Unfortunately, relational transformation languages that have restric-
tive, deterministic semantics, such as Triple Graph Grammars, constrain the scope
and style of relations that can be written. The fixed semantics restrict the relations
that are, and are not allowed. QVT-Relation, which is ambiguous in its semantics,
has additional problems; different tools interpret the semantics differently, and there-
fore have different behaviour. Moreover, it cannot be guaranteed that a particular
transformation will generate a correct model, or that results will be consistent across
different engines given the same inputs. A modeller must have knowledge of how a
8See http://www.ampl.com/solvers.html for a reasonably complete list. (Last checked 29/6/2012)
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QVT-Relation transformation engine will interpret their transformation to write an
effective specification.
The Mixed Integer Linear Program based model transformation approach described
in this paper addresses this challenge by avoiding a prescriptive set of semantics.
Instead, the generated target models are determined based on the target meta-model
and the associated objective functions. This novel approach allows for a consistent
interpretation of the transformation specification (in that a correct target model will
be generated) independent from fixed semantics within the engine, and guarantees
that a generated model will be correct with respect to its meta-model.
Consequently, there are significant potential benefits to modellers when using
this transformation engine. Firstly, they have greater freedom in writing the model
transformation specification. They do not need to be as cognisant of how a model
transformation engine will interpret their specification, and can instead guide the
transformation by the detail in the associated meta-model and user-specified metrics.
Secondly, the modeller can be confident that a correct model will be generated, if one
is possible; models that are non-compliant with their associated meta-model will not
be generated. Our research clearly indicates the merits of our approach and signposts
the important benefits for the evoling model based systems engineering community.
A Detailed Model Examples
In this Appendix, detailed information about some of the examples used in this paper
are described. The full QVT-Relation specification described in section 2 is presented
in Figure 17. The Target Meta-Models used for that example and the set-based
equivalents (based on the descriptions in section 3) are shown in Figure 14. Similarly,
the source model used for that transformation and the set-based equivalent is shown
in Figure 15. Finally, the set based equivalent of the QVT-Relation transformation
specification is shown in Figure 16.
Ct ={ProjectX, Requirements,
SystemCanDetermineItsPosition}
P tProjectX ={(requirements, Requirements, con, 1, 1,
true, null)}
P tRequirements ={(positionreq,
SystemCanDetermineItsPosition,
con, 2, 2, true, null)}
P tSystem... =;
Ct ={ProjectX, Requirements,
SystemCanDetermineItsPosition}
P tProjectX ={(requirements, Requirements, con, 1, 1,
true, null)}
P tRequirements ={(positionreq,
SystemCanDetermineItsPosition,
con, 1, 1, true, null)}
P tSystem... =;
Figure 14 – Target Meta-Model Set Representations
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Is ={(sysfunc1, SystemFunctions),
(loc1, Localisation),
(gps1, GPS),
(slam1, SLAM)}
Isco ={(sysfunc1, SystemFunctions,
loc1, Localisation),
(loc1, Localisation,
gps1, GPS),
(loc1, Localisation,)
slam1, SLAM)}
Figure 15 – Simple Source Model Set Representation
R1top ={true}
R
(1,s)
root ={SystemFunctions}
R
(1,t)
root ={ProjectX}
R
(1,s)
cre ={(s1, SystemFunctions)}
R
(1,t)
cre ={(t1, ProjectX)}
R
(1,s)
dep =;
R
(1,t)
dep =;
R
(1,s)
co =;
R
(1,t)
co =;
R1when =;
R3top ={true}
R
(3,s)
root ={Localisation}
R
(3,t)
root ={Requirements}
R
(3,s)
cre ={(s3, GPS)}
R
(3,t)
cre ={(t3, SystemCanDetermineItsLocation)}
R
(3,s)
dep ={(s2, Localisation)}
R
(3,t)
dep ={(t2, Requirements)}
R
(3,s)
co ={(s2,Localisation,s3,GPS,gps)}
R
(3,t)
co ={(t2,Requirements,t3,}
{SystemCanDetermineItsLocation,
positionreq)}
R3when ={(2, s2, t2)}
R2top ={true}
R
(2,s)
root ={SystemFunctions}
R
(2,t)
root ={ProjectX}
R
(2,s)
cre ={(s2, Localisation)}
R
(2,t)
cre ={(t2, Requirements)}
R
(2,s)
dep ={(s1, SystemFunctions)}
R
(2,t)
dep ={(t1, ProjectX)}
R
(2,s)
co ={(s1, SystemFunctions, s2,
Localisation,localisation)}
R
(2,t)
co ={(t1, ProjectX, t2, Requirements,
requirements)}
R2when ={(1, s1, t1)}
R4top ={true}
R
(4,s)
root ={Localisation}
R
(4,t)
root ={Requirements}
R
(4,s)
cre ={(s4, SLAM)}
R
(4,t)
cre ={(t3, SystemCanDetermineItsLocation)}
R
(4,s)
dep ={(s2, Localisation)}
R
(4,t)
dep ={(t2, Requirements)}
R
(4,s)
co ={(s2,Localisation,s4,SLAM,slam)}
R
(4,t)
co ={(t2,Requirements,t3,}
{SystemCanDetermineItsLocation,
positionreq)}
R4when ={(2, s2, t2)}
Figure 16 – Set Based Representation of Transformation shown in Figure 17
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Figure 17 – QVT-Relation specification used for example transformation in section 2
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Figure 18 – Train Model 15, Forward and Reverse Transformations using the Callow speci-
fication (top) and Greenyer-derived specification (bottom)
Journal of Object Technology, vol. 12, no. 1, 2013
40 · Glenn Callow, Roy Kalawsky
Figure 19 – Train Model 16, Forward and Reverse Transformations using the Callow speci-
fication
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Abstract – This paper presents a domain modeling 
approach that employs novel bi-directional model 
transformations to enable the verification of an 
autonomous system’s functions and performance. The 
innovative systems based model driven architecture 
approach allows important aspects of systems 
engineering to be undertaken closer to deployment, when 
the conditions under which the system is to be used will 
be more readily apparent. Such autonomous systems will 
be tasked at increasingly abstract levels, and their 
performance will be influenced by the environment in 
which they operate and the nature of the goals they have 
been set. Our approach is not restricted to autonomous 
systems and can be applied to other types of complex 
system.  
Keywords: Model based systems engineering, 
autonomous, model transformations. 
1 Introduction 
Recently, there has been significant growing interest in 
improving the design, engineering, verification and 
validation of autonomous systems. However, autonomous 
systems have properties that consequently challenge current 
systems engineering processes [1] and our ability to verify 
these systems. The first goal is i) the need for an operational 
interface for tasking an autonomous system that is 
necessarily abstract. There is a general trend away from 
tele-operated unmanned systems through to automatic or 
semi-autonomous systems which can, for example, navigate 
between two locations using a series of waypoints. At a 
higher more abstract operational level there is a desire to 
provide higher-level goals or tasks to an autonomous 
system, such as a "Recce this area", and have the 
autonomous system itself determine the most appropriate 
means of achieving that task. This capability leads to a 
second goal; ii) the need for autonomous systems to be 
flexible in response to change and adapt to their 
environment. The requirement for responsiveness and 
robustness in more complex environments causes particular 
difficulties if verification is conducted only during the 
system’s design and delivery rather than immediately prior 
to deployment.  
Using models during the development of autonomous 
system is not new, Sprinkle [2] discusses the use of 
modeling as part of the engineering for a vehicle to meet the 
DARPA Urban Challenge where models were generated 
during the design phase to verify aspects of the system 
before the system was used in the Urban Challenge. Here 
there was a particular focus on analytical models that would 
describe the system’s performance and behavior. In some 
cases, software components that mirrored the models were 
implemented and models were used to check the correct 
functioning of the software. The team had to trade-off 
elements of system capability with the practical aspects of 
delivering a vehicle on schedule in order to participate in 
the Urban Challenge competition. Unfortunately, many 
aspects were not modeled due to lack of time or available 
information. This highlights some of the problems our 
Systems Model Driven Architecture Approach aims to 
address. As the complexity of autonomous systems increase, 
they will be expected to carry out a multitude of tasks over 
their operational life and in different environments than 
were originally envisaged. A possible solution to this is to 
perform system verification closer to the time of 
deployment when the context and environment is more 
certain and can be modeled. Modeling approaches that 
support both the development of the system and its 
subsequent use will become increasingly important. 
The research reported in this paper was influenced by 
the Model Driven Architecture (MDA) paradigm for 
software engineering developed by the Object Management 
Group [3], which separates viewpoints of a system into 
Computation Independent, Platform Independent and 
Platform Specific viewpoints. Models within these 
viewpoints are related through model transformation 
specifications. This paper describes the application of 
model transformations to system models for the purpose of 
verifying systems against their goals, missions and 
associated environments. The Systems Model Driven 
Architecture Approach has the following notable features: 
i) Domain specific modelling for the mission, environment 
and system.  
ii) Bi-Directional Model Transformations that relate 
system and mission models.  
iii) Assessing Performance as well as Functionality.  
Later sections illustrate the use of the Systems Model Driven 
Architecture Approach to answer different systems 
questions and how it has been evaluated against three 
distinct arrangements for specifying model transformations. 
 
2 Domain Architecture 
The Domain Architecture for the approach is now 
described with details of the bi-directional model 
transformation approaches and their applicability. The 
definition of domains is a fundamental element; what should 
the models within the different views be used to express, 
and how do we organize these domains so that the system is 
loosely coupled?  This latter point is particularly important - 
to maximize re-use we want changes to be localized to a 
particular domain as far as possible (e.g. changing models 
associated with a system should have no effects on models 
of the mission). Our current domains are: 
a) A Mission Meta-Model which describes the capabilities 
required to achieve a mission, and allows for the 
specification of the level of performance those capabilities 
need to achieve. A particular Mission Meta-Model describes 
a ‘type’ of mission; throughout the rest of this document we 
shall use the Surveillance Mission as this type.  
b) A System Meta-Model which describes either a set of 
system components, and/or a set of system functions that 
make up a specific ‘type’ of system.  
c) A Mapping Meta-Model which provides the link between 
system functions and capabilities. Systems analysis between 
system functions and required capabilities reside in this 
domain. Ideally a Mapping Meta-Model would not be 
required; Mission Meta-Models and System Meta-Models 
would be related directly. However, the transformation and 
modelling representations used currently necessitate its use, 
this is discussed further in Sections 5 and 7.  
A specific mission model is an instance of the Mission 
Meta-Model. A specific system model (possibly at a 
specific point in time) is an instance of the System Meta-
Model. Therefore, in order to verify the specific system 
against the specific mission, a specific instance of the 
Mapping Meta-Model is required. It is this model that will 
be used to verify whether the system can, or cannot, achieve 
the mission it is being tasked to undertake. 
These different domains can be used to describe how 
different types of system could be related to different types 
of mission. This is illustrated in Figure 1, where there is one 
‘Mission Type’, related to three ‘System Types’. Two of the 
system types provide similar sets of functionality, and can 
be related to the Mission Meta-Model using the same 
Mapping Meta-Model. The third system type, however, uses 
a different set of functionality to achieve this mission and 
therefore requires a separate Mapping Meta-Model in order 
to relate that system type’s functions to the mission.
It should be emphasized that changes are localized to, 
and promote the reuse of, only the required domains and 
associated model transformations. The description of the 
mission to be achieved remains constant and independent 
from the different system types. 
Mission MetaModel (CIMM)
Mapping MetaModel 1 (PIMM)
Function MM 1 
(PSMM)
Mapping MetaModel 2 (PIMM)
Function MM 2 
(PSMM)
Function MM 3 
(PSMM)
TCIMMtoPIMM1 TCIMMtoPIMM2
TPIMM1toPSMM1 TPIMM1toPSMM2 TPIMM2toPSMM3
 
Figure 1: Example Organization of Meta-Models for 
Missions and Systems  
3 Model Transformations 
Model Transformations are used as part of the Model 
Driven Architecture (MDA) paradigm, where they are  
employed in transforming a model, represented as a 
Platform Independent Model (PIM), into a more concrete 
Platform Specific Model (PSM). For the purposes of this 
paper, the different model transformation languages have 
been categorized into two types: 
i) Operational/Imperative. The transformation specification 
describes a series of operations that define how a target 
model should be created/edited based on information in a 
source model. A transformation engine executes sequences 
of operations based on the constructs contained within the 
source model. These specifications are typically 
unidirectional, and are primarily suited to target model 
creation. Transformation languages that support this 
approach include QVT-Operational [4].  
ii) Relational/Declarative. The transformation specification 
consists of a series of consistency relations between the 
source and target models. In the case where these relations 
are violated (i.e. a source model and target model are 
inconsistent given the relation), the transformation engine 
should determine how the target model is modified to allow 
the consistency relation to hold. Relational specifications 
typically support bi-directional operational and, in addition 
to supporting model creation, support model 
synchronisation (updates from a source model are 
propagated to an existing target model and vice versa) and 
consistency checking (checking whether consistency 
relations are violated, and reporting the instances where 
they are without modifying the existing models). Examples 
of transformation languages that support 
relational/declarative specifications include Triple Graph 
Grammars (TGG) [5], QVT-Relation [4] and Relational 
Matrix approaches [6]. In order to use model 
transformations to address systems questions with the 
Systems Model Driven Architecture Approach, relation-
based specifications are preferred. Addressing the system 
question ’Can System A achieve mission B?’ can be 
rephrased as ’Is System Model A consistent with Mission 
Model B, given the meta-models and a set of relations? ’.  
TGGs and QVT-Relation both offer similar capabilities. 
A detailed comparison has been conducted by Greenyer et 
al. [7], but some of the key properties of interest will be 
highlighted for the Systems Model Driven Architecture 
Approach. Transformations in these representations consist 
of a series of rules (TGGs) or relations (QVT-Relation), 
which describe a consistency relation between a sub-set of a 
source and target meta-model. These meta-models can be 
distinct, with relations specified between these distinct 
meta-models. Each consistency relation has a context, which 
constrains when it can be applied (specified in QVT-
Relation using the when clause), and may bind variables 
within the relation based on the context. Model 
Transformation engines for both approaches are then used 
to create, synchronize, or check consistency, based on the 
meta-models, supplied conforming models and model 
transformation specification. 
QVT-Relation is currently used as the relational 
transformation language for the Systems Model Driven 
Architecture Approach, largely due to the availability of a 
suitable tool, MediniQVT1, which integrates well with the 
standard Eclipse Modeling Framework.  
 
4 Answering Systems Questions 
The aim for Systems Model Driven Architecture 
Approach is to support improved verification for 
increasingly complex systems for a given a mission and 
relevant environment. This can be phrased as a general 
systems question - "Can system A achieve mission B? ". 
However, this test is too simple and not very representative 
because other questions need to be asked, which go beyond 
verifying a single system against a specified mission. 
Furthermore, the Systems Model Driven Architecture 
Approach allows different questions to be answered using 
bi-directional model transformations. 
The first question to be considered is as follows:  
"Given a specific mission (as represented by a mission 
model) and a specific system (as represented by a system 
model), is the system capable of achieving the mission?"  
This question is represented in Figure 2. Meta-models are 
required for the mission, system functions and associated 
mapping. These meta-models will be related through bi-
directional model transformations, which comprise a set of 
consistency relations. As described previously, there are 
several ways of organizing the model transformations to 
address system questions. For the purposes of this section, it 
is assumed that two separate model transformations exist 
between the Mission Meta-Model and Mapping Meta 
Model, and the Mapping Meta-Model and System Meta-
Model. Instances of the Mission Meta-Model and of the 
System Meta-Model are also required. Answering the 
question is a two-stage process: 
                                                          
1 http://projects.ikv.de/qvt/ 
1. The model transformations are used to automatically 
create an appropriate Mapping Model that relates the 
required mission capabilities to the provided system 
functions.  
2. The generated model is then validated to ensure that it 
conforms to the Mapping Meta-Model.  
The second stage is required because a model 
transformation, especially one that has multiple steps, can 
ultimately produce a model that could be invalid when 
checked against the Mapping Meta-Model, even though the 
meta-model is used as part of the transformation process. 
Unfortunately, transformation engines do not currently 
consider all of the meta-model constraints when adding or 
editing the target model. This is further compounded if there 
are additional constraints (for example, specified using 
OCL), which are part of, but specified separately from, the 
primary meta-model (which is, for example, specified using 
ECORE/MOF). 
 
Figure 2: Given a specific mission and a specific system is 
the system capable of achieving the mission?   
If a Mapping Model can be generated using a model 
transformation, and it is confirmed that the Mapping Model 
is conformant with the Mapping Meta-Model, then we have 
shown that the system (as specified in the System Model) 
can achieve the mission (as specified in the Mission Model). 
This question has formed the basis of the implementation of 
Systems Model Driven Architecture Approach so far, and is 
discussed further in the subsequent sections. An alternative 
question we may wish to ask is: "Can a set of functions be 
identified that will allow the system to achieve the mission 
(as specified in a mission model)? "  
For this question, the same set of meta-models and model 
transformations are utilized as specified previously. In order 
to address this question the following steps must be 
performed: 
1. Use an instance of the Mission Meta-Model to 
automatically generate a partial, viable Mapping Model.  
2. Find a valid, complete Mapping Model, given the partial 
model and the set of constraints specified in the Meta-
Model.  
3. Use the model transformation specification to generate a 
viable System Model (as shown in Figure 3).  
A viable model here does not imply that any set of 
functionality that can achieve the mission is considered 
viable. If a Mapping Model and a System Model can be 
generated using the specified model transformations, and 
these models conform to the relevant meta-models, then a 
set of system functions have been identified that can achieve 
the mission. The key difference here is the generation of the 
Mapping Model. For the previous question both a Mission 
Model and a System Model were provided. They contained 
all the information necessary to generate the Mapping 
Model. For this question we have only provided a Mission 
Model. Therefore, we have insufficient information to 
complete the Mapping Model, but the constraints to 
produce a complete Mapping Model are known; these are 
contained in the Mapping Meta-Model. Therefore, the 
generation of a complete, valid Mapping Model can be 
considered to be a Constraint Satisfaction Problem.  
  
Figure 3: Can a set of functions be identified that will allow 
the system to achieve the mission?   
A final, more challenging question that has been considered 
is:  "What is the best set of system functionality to achieve 
the mission (as specified in the mission model)? "  
One mechanism to answer this is to build on the previous 
question, and generate all possible System Models from the 
Mission Model using the transformations. If the capability 
exists to generate all the models representing valid 
combinations of functionality, each of these models could 
be evaluated to determine which is best according to some 
metric. However, this is unlikely to scale as the size of the 
models, and the number of relations between models, 
grows. It would be preferable to only generate the Mapping 
Models and System Models that are likely to lead to a 
model that contains the ’best’ set of system functions. 
This is where the largest gap exists with current model 
transformation approaches. Existing relation based model 
transformation languages and associated transformation 
engines have no mechanism to choose the best matching 
relation where a choice of mutually exclusive relations 
exist; currently if there are multiple sufficient relations, one 
is selected arbitrarily. To answer this question, a model 
transformation engine that can select the preferred relation 
from a set of sufficient relations is required, (i.e. if there is a 
choice between relation A and relation B, relation A should 
be selected), or it should evaluate sufficient relations based 
on the underlying models (i.e. relation A offers a better 
relationship than relation B for the given models). A further 
complication is that the best model may be some function of 
a set of relations (e.g. matching the best individual relation 
may not be desirable in some cases if it results in a poorer 
overall result over the set of relations. Instead, it is desirable 
to establish the set of relations that gives us the best overall 
score for a model). 
 
Figure 4: What is the best set of system functionality to 
achieve the mission (as specified in the mission model)? 
5  Transformation Organization 
In the previous section, two model transformations were 
specified between meta-models; a transformation between 
the Mission Meta-Model and the Mapping Meta-Model, and 
a transformation between the System Meta-Model and the 
Mapping Meta-Model. This ultimately is a simplification; it 
cannot be implemented directly without an additional step. 
Additionally, this is not the only strategy for organizing 
model transformations in order to answer systems questions. 
In this section, three strategies are considered and the 
mechanism discussed by which they are applied to the 
following question: Given a specific mission and a specific 
system, is the system capable of achieving the mission?  
5.1 Multiple transformations with a Mapping Model 
The first arrangement is an extension of the simplified 
organization just described; the required extension is an in-
place model transformation on the Mapping Model. The 
process is as follows (N.B. 1 and 2 can occur in any order): 
1. The Mission Meta-Model to Mapping Meta-Model 
transformation is used to generate a portion of the 
Mapping Model related to Missions/Goals and the 
associated Capabilities.  
2. The System Meta-Model to Mapping Meta-Model 
transformation is used to generate a separate portion of 
the Mapping Model related to system functions.  
3. An in-place model transformation is executed which 
finds valid combinations of capabilities to functions, and 
ensures that they are associated as required in an 
instance of the Mapping Meta-Model.  
This last step is required as the two initial 
transformations only construct the portion of the Mapping 
Model related to their domains (required mission 
capabilities for the first transformation, and system 
functions for the second). A third transformation is required 
that only considers the Mapping domain (hence it is in-
place) which ensures that functions and capabilities are 
associated correctly. Without this transformation, there is 
either an invalid model (capabilities and functions are 
present, but not associated, in the model) or one of the 
existing model transformations must be extended to include 
these associations which negates the separation of concerns 
(e.g. the Mission Meta-Model to Mapping Meta-Model 
transformation would need to include information about 
how capabilities are associated to system functions). 
5.2 Single n-way transformation and Mapping Model 
The second arrangement utilizes a single n-way model 
transformation, which references all of the relevant meta-
models. Although model transformations are typically 
expressed between two models, this is not a mandatory 
constraint. Some model transformation representations 
allow arbitrary numbers of meta-models to be referenced. 
Conceptually, this is similar to the first arrangement with 
the exception that all three transformations are compressed 
into one. Our single transformation now covers all domains. 
QVT-Relation clearly separates out the domains for each 
relation that makes up the transformation specification. 
Whilst these are amalgamated into a single file, it is a trivial 
matter to extract the portion of a relation that relates to a 
particular domain. It would therefore be reasonably 
straightforward to create alternative n-way transformations 
that re-use information from existing transformations. 
5.3 Single 2-way transformation, no Mapping Model 
The third arrangement considers the model 
transformation itself to be the Mapping Meta-Model; a 
separate and distinct Mapping Meta-Model is not required. 
A single transformation relates required mission capabilities 
to system functions. This is conceptually the most 
straightforward implementation, and relies on a model 
transformation engine supporting consistency checking. 
Determining whether a specific system can achieve a 
mission is equivalent to establishing whether there is a 
valid, existing set of relations between the two models given 
the model transformation specification. 
   
  
Figure 5: Options for Organizing Model Transformation in 
Systems MDA  
6 Model Transformation Results 
A surveillance scenario (a set of surveillance systems 
required to operate in a range of different environments for 
a set of different missions) has been used to test our 
implementation of the Systems Model Driven Architecture 
Approach. For the current implementation, the three 
different model transformation arrangements have been 
evaluated for the following system question: Given a 
specific mission and a specific system, is the system capable 
of achieving the mission?  
Example system and missions models were created which 
conformed to the respective meta-models. Mapping Models 
were automatically created using the different model 
transformation arrangements. The Mapping Models were 
checked to ensure they conform with the Mapping Meta-
Model and any additional constraints. 
6.1 Multiple transformations, with a Mapping Model 
The first arrangement considered used multiple model 
transformations, which were then used to generate a 
Mapping Model as a distinct entity. This arrangement 
required three model transformations. Implementation of 
this approach was largely successful for the candidate 
models using the MediniQVT transformation engine, 
although a manual fix during the transformation is required 
due to the lack of full support for check-then-enforce 
semantics. The evaluation demonstrated that, for the 
example systems, this arrangement successfully generates a 
Mapping Model from the System and Mission Models in 
every circumstance where it should be possible to do so. 
The generated Mapping Model could be checked for 
conformance with the Mapping Meta-Model, using both the 
MOF and OCL constraints, to establish the answer to the 
system question. 
6.2 Single n-way transformation and Mapping Model 
The second arrangement used a single model transformation 
that references all three domains. In this example the 
Mapping Model is a target model, and both the Mission 
Model and System Model were the source. This example 
required only one model transformation, which describes 
how a System Meta-Model, a Mission Meta-Model and a 
Mapping Meta-Model relate to each other. This 
transformation can be used in one step to create a Mapping 
Model if a Mission Model and System Model are provided. 
Given that the transformation can be executed in one step 
(as opposed to three using the previous strategy), the lack of 
full support for check-then-enforce semantics in 
MediniQVT does not prove to be an issue; there is no 
partial model, which needs to be updated using a subsequent 
model transformation. This strategy produces final models 
that are equivalent to the previous strategy (with the manual 
fix applied), and these models yield the same verification 
results. 
6.3 Single 2-way transformation, no Mapping Model 
The final arrangement utilized a single transformation, but 
disregarded the Mapping Meta-Model. Instead, the 
transformation was the Mapping Meta-Model, and was used 
directly to verify the system. In doing this, the model 
transformation itself is used to check consistency, rather 
than being used to create a new model that is then verified. 
There are distinct advantages to this approach. In particular, 
it reduces the number of models and views that were 
required to be created and maintained.  However, this 
arrangement could not be fully realised within our test 
environment.  MediniQVT, our preferred model 
transformation engine, does not support a ‘checkonly’ mode 
of operation.   
 
7 Conclusions and Future Work 
In this paper, a Systems Model Driven Architecture 
Approach has been presented that utilizes a series of related 
models using bi-directional model transformation 
specifications with the aim of addressing some of the 
perceived limitations associated with verifying increasingly 
complex systems. It has been shown how the approach can 
be applied conceptually to a variety of systems questions. 
The question ’Can the specified system achieve the 
specified mission’ has been evaluated using an 
implementation of the approach, for our example system, 
using the existing representations of the Meta-Object 
Facility/ECORE, OCL and QVT-Relation. Each of these 
representations has limitations. ECORE is not sufficient to 
specify the range of constraints that are required, and must 
be supplemented with an OCL specification. Three separate 
transformation arrangements were considered, with two 
being successfully implemented. A combination of tool 
problems and ambiguities in the QVT specification prevents 
the third from being implemented. 
An alternative to using OCL for representing analytical 
constraints is the Parametric Viewpoint in SysML. This was 
considered, but disregarded. Very few SysML tools support 
executing the analysis represented in the Parametric 
Viewpoint; the majority of tools are diagrammatic only. The 
viewpoint is also specific to SysML, and is not currently 
generalized to arbitrary domains as required by our Systems 
Model Driven Architecture Approach. Two options are 
being considered to address this; the existing OCL language 
could be extended to expose more mathematical operations. 
Alternatively, a Systems Model Driven Architecture 
Approach modeling language could be defined in terms of 
the Meta-Object Facility, which adds constraint blocks as a 
classifier. Meta-models in Systems Model Driven 
Architecture Approach would then be defined in terms of 
this intermediate layer. This would allow mathematical 
constraints to be defined in general terms for Domain 
Specific Models, rather than the current situation where they 
are only supported for SysML models. The SysML 
Parametric Viewpoint is based on the work by Peak et al. on 
Composable Objects [8], and we believe this to be 
extendable to Domain Specific Models. 
Finally, modifications to existing model transformation 
approaches must be considered if we are to answer some of 
the additional systems questions that we have considered in 
this paper. In particular, model transformation engines 
require a means to assess the merits of sufficient relations 
given appropriate metrics. For this, we intend to take 
inspiration from the automated planning community. 
Automated Planning involves establishing a set of actions (a 
plan) that transition between an initial state and a goal state. 
This has many parallels with model transformation. The 
Planning Domain Definition Language (PDDL) [9] allows 
costs to be associated with actions, and metrics to be 
specified which measure overall plan quality. We believe 
these techniques can be applied to bi-directional model 
transformation representations, and the associated model 
transformation engines. 
 
8 Acknowledgements 
We would like to thank BAE Systems and 
Loughborough University for their support of this work. 
 
9 References 
[1] A. P. Sage and W. B. Rouse, Handbook of systems 
engineering and management, 2nd ed. Hoboken, N.J.: 
John Wiley & Sons, 2009. 
[2] J. Sprinkle, J. Eklund, H. Gonzalez, E. Grøtli, B. 
Upcroft, A. Makarenko, W. Uther, M. Moser, R. 
Fitch, H. Durrant-Whyte, and Sastry S., "Model-based 
design: a report from the trenches of the DARPA 
Urban Challenge," Software and Systems Modeling, 
vol. 8, pp. 551-566, 2009. 
[3] OMG. Object Management Group [Online]. 
Available: http://www.omg.org/mda 
[4] OMG, "Meta Object Facility (MOF) 2.0 
Query/View/Transformation Specification," in OMG 
Document formal/2008-04-03, ed: Object 
Management Group, 2005, p. Meta Object Facility 
(MOF) 2.0 Query/View/Transformation Specification. 
[5] A. Schürr, "Specification of Graph Translators with 
Triple Graph Grammars," presented at the Proceedings 
of the 20th International Workshop on Graph-
Theoretic Concepts in Computer Science, 1995. 
[6] C. Dickerson and D. Mavris, “Architecture and 
principles of systems engineering,” Auerbach 
Publications, Jan 2009. 
[7] J. Greenyer and E. Kindler, "Comparing relational 
model transformation technologies: implementing 
Query/View/Transformation with Triple Graph 
Grammars," Software and System Modeling - SOSYM, 
vol. 9, pp. 21-46, 2010. 
[8] R. S. Peak, R. M. Burkhart, S. A. Friedenthal, M. W. 
Wilson, M. Bajaj, and I. Kim, "Simulation-based 
design using SysML part 1: A parametrics primer," in 
17th Annual International Symposium Proceedings, 
San Diego, 2007. 
[9] A. E. Gerevini, P. Haslum, D. Long, A. Saetti, and Y. 
Dimopoulos, "Deterministic planning in the fifth 
international planning competition: PDDL3 and 
experimental evaluation of the planners," Artif. Intell., 
vol. 173, pp. 619-668, 2009. 
APPENDIX D. PUBLICATIONS
D.3 Systems of Systems Engineering (SoSE) - 2010
342
  
System Modelling for Run-time Verification and 
Validation of Autonomous Systems 
Glenn Callow 
Advanced Technology Centre 
BAE Systems 
Bristol, UK 
glenn.callow@baesystems.com 
 
Graham Watson 
SEIC 
BAE Systems 
Loughborough, UK 
g.watson@lboro.ac.uk 
 
Roy Kalawsky 
University of Loughborough 
Loughborough, UK 
r.s.kalawsky@lboro.ac.uk 
 
Abstract - The verification and validation of autonomous 
systems, and their relationship with systems engineering, is a 
challenging problem.  They are tasked with achieving goals 
with reduced (or no) human interaction, and will be verified 
or validated with respect to the task they should achieve, 
rather than traditional systems which are assessed as whether 
they have the necessary capabilities to support an operator in 
achieving the task.  This paper describes ongoing work to 
develop a systems modelling approach to allow design-time 
system models to be reused by an autonomous system at 
runtime.  We begin by identifying the properties associated 
with the engineering of autonomous systems that differentiate 
them from other types of complex system.  A framework to 
support the verification and validation of aspects of 
autonomous systems at runtime is then presented, and we 
develop a specific aspect of this framework – a run-time 
Computation Independent Model (CIM), using a language 
from the automated planning domain, the Planning Domain 
Definition Language (PDDL). 
Keywords: System Models; Autonomous Systems; MDA; 
PDDL; SysML 
1 Introduction 
Today, Systems Engineering is primarily a design-time 
activity with a focus on ensuring that the ‘right’ system has 
been built (it does what the customer or user wants it to do), 
and that this system has been built ‘correctly’ (it is reliable, 
available, dependable, safe, etc).  However, increasingly 
autonomous systems bring a unique set of challenges to our 
current approaches for Systems Engineering, both in terms of 
the technologies that these systems employ, and the 
circumstances in which they are used.  In particular, because 
of the complex and uncertain world that we require some types 
of autonomous systems to operate within, it is no longer 
appropriate to consider validation and verification as solely a 
design-time activity – we must have the capability to verify 
and validate our systems at run-time, when the circumstances 
and context in which the system will be used can be 
determined with greater accuracy.  To support this, we 
propose to develop a framework for autonomous systems 
which, when combined with sufficiently rich models, will 
allow us to verify aspects of autonomous systems after 
deployment, given the current goals, environment and context.   
Section 2 details the key elements which we believe separate 
the systems engineering of autonomous systems from other 
types of complex system.  Section 3 discusses the scope of 
system modelling, and highlights potential viewpoints and 
associated representations to be used within our framework.  
In section 4 we describe the framework itself, before 
discussing work to develop a specific aspect of this framework 
in section 5 – namely the use of the Planning Domain 
Definition Language (PDDL) as a CIM modelling 
representation.  Finally, in section 6, we summarise the work 
completed to date and highlight our intended future work. 
2 Systems Engineering  
The term ‘autonomous system’ is both wide-ranging and 
ambiguous, and we shall not attempt to precisely define it 
here.  Instead, we shall simply state that when we use the term 
autonomous system, we are generally referring to a system that 
is required to operate with some degree of human 
independence, that will observe and affect some environment 
beyond its system boundary (which may or may not be the real 
world), and has some capability to make decisions in response 
to change, either in its own state or in the environment it 
interacts with.  For a more comprehensive discussion on 
classifying autonomous systems, we direct the reader to 
Clough [1], or the Autonomy Levels For Unmanned Systems 
(ALFUS) [2].  Even using our loose definition of autonomous 
systems, we are able to establish the following four 
characteristics that distinguish (or are of greater importance 
for) the engineering of autonomous systems when compared to 
other types of complex system. 
How the systems are assessed/verified/validated - Traditional 
systems act in a support role with respect to the task or goal 
that needs to be achieved.  These systems are there to support a 
human in achieving those goals, whether these systems are 
ground vehicles, fast jets or information systems.  When 
verifying and validating these types of system, we do not 
assess their ability to achieve the task - we assess their ability 
to support a human operator in achieving the task.  
Increasingly autonomous systems require us to change the type 
of assessments that we perform.  We must look to assess 
whether autonomous systems are capable of completing 
aspects of the mission, goals or tasks themselves, 
independently from any human interaction.  
  
Responding to change at run-time – Autonomous systems are 
intended to be adaptable and, in particular, be able to 
accommodate uncertainty.  These systems make decisions, or 
exhibit behaviours, based on the circumstances in which they 
are placed and it is often intended that these systems adapt 
with little to no human involvement.  This can provide a 
challenge for Systems Engineering which looks to drive out 
ambiguity and add precision at design-time – we must be 
careful that our design time specifications do not overly 
constrain an autonomous system’s ability to adapt. 
 
Specifying what can change at design-time - An autonomous 
systems ability to adapt is often included to allow it to respond 
to change.  This could be change in the task or goal the system 
has been asked to achieve, the environment in which the 
system has been placed or the capabilities that the system has 
available to it.  However, not all aspects of the solution will be 
subject to change - some may be invariant over the entire 
lifecycle of the system.  Whilst many Systems Engineering 
techniques do facilitate accommodating or managing change 
during design, few allow us to specify where change is allowed 
or expected (and conversely not expected) after deployment. 
 
Sensing a complex, uncertain world - The environment that 
autonomous systems are expected to interact with is often (but 
not always) the real-world.  A wide variety of sensors can be 
used to observe this environment, with many providing 
significant quantities of data.  This data almost always has 
uncertainty associated with it, and the data itself must often 
then be interpreted, combined or fused in order to perceive 
pertinent information.  Performance for an autonomous system 
therefore can include elements such as how precisely we are 
able to observe the environment through our sensors, how 
effectively we can combine disparate sources of data into 
perceptions of the environment, and evaluating whether the 
action that has been taken is the ‘best’ or ‘most appropriate’ 
given the environment and the goal(s) that are to be achieved. 
 
3 System Modelling 
Using models during autonomous system development is not 
new.  For example, Sprinkle et al. [3] discuss the use of 
modelling as part of engineering a vehicle for the DARPA 
Urban Challenge, and in particular introduce principles such 
as ‘Everything is a model’ and ‘Model everything’.  Sprinkle 
describes many of their developed models, which largely 
capture the system structure or provide the basis of systems 
analysis to establish whether the vehicle could achieve a 
necessary level of performance during design.  Models 
generated during design were not used directly at run-time – 
software that replicated the functionality was developed, and 
then tested for equivalence.  In addition, there was no 
modelling of the task to be achieved.   It is these gaps in 
engineering that we aim to address. 
System Modelling is a broad topic.  For the purposes of this 
paper we shall assume that systems modelling includes; 
• Both hardware and software components. 
• The structure of a system, which could include the 
organization of components within the system, or the 
structure of data flowing in and out of the system. 
• The behaviour of a system, which could include state, 
sequence, or algorithmic descriptions. 
• Systems analysis associated with a system. 
• The ‘problem’ a system is intended to address, possibly 
specified through requirements or use cases. 
 
This is not intended to be an exhaustive list, but is instead 
introduced to show the scale of the problem - good Systems 
Engineering covers all of these elements.  The more we wish 
to verify and validate at runtime, the more of this information 
needs to be available.  We are, however, not short of 
modelling representations that allow us to model many of 
these aspects during design: 
• Structure and behaviour for both hardware and software 
can be modelled in languages such as SysML [4] and 
AADL [5].  We can execute some aspects of behaviour in 
executable UML [10]. 
• Data Structures can be modelled in SysML and UML, 
whilst richer representations of knowledge can be 
captured in ontologies specified in languages such as 
OWL [6] 
• Algorithms can be modelled in tools such as Simulink. 
• Systems Analysis can be modelled using Simulink, 
Composable Objects [7] or SysML Parametric Diagrams. 
• The ‘problem’ can be modelled using Requirements and 
Use Cases in SysML, for example, or more formal 
representations can be used such as KAOS [8]. 
 
A qualitative review of these representations noted a number 
of gaps and problems.  In particular, modelling the ‘problem’ 
at runtime is not well served by existing modelling 
approaches.  Requirements and Use Cases are often specified 
in natural language which is not amenable to interpretation by 
an autonomous system.  Additionally, different representations 
were better suited to modelling different aspects of the system 
- for example, Simulink for Systems Analysis and SysML for 
System Structure.  Combining different representations to 
construct a single system model was often non-standard, and 
required specific tool support. Finally, verification and 
validation of a system model against the specified problem 
was often captured weakly, usually comprising of a single 
relationship between a requirement and a use case or 
component within the system.  This relationship did not utilize 
any detail within the requirement, use case or system model. 
  
4 Runtime Verification Framework 
In order to construct a runtime verification framework, we 
require an overall approach in which to bind all the elements.   
We have elected to develop this framework based on the 
underlying principles associated with Model Driven 
Architecture (MDA).  MDA has been developed by the Object 
Management Group (OMG), and describes an architectural 
approach for designing and building systems, with a particular 
focus on “portability, interoperability, and reusability” [9].  
MDA achieves this by focusing on developing system models 
which clearly separate the concerns of the problem to be 
solved, a solution that may address that problem and the 
specific implementation details of that solution.  The key 
principles behind MDA are the focus on modelling the system 
at distinct layers, typically the Computation Independent 
Model (CIM), the Platform Independent Model (PIM) and the 
Platform Specific Model (PSM), and formalising the notion of 
model transforms between these layers.  In essence, MDA 
provides a framework for an end-to-end systems engineering 
approach, allowing us to model both the problem to be solved 
and the system that will solve that problem, and supplying a 
mechanism (model transformation specifications) that allow us 
to relate aspects in these different viewpoints.  In particular, if 
we can show that model transformation(s) between a CIM to a 
PIM/PSM are both valid (i.e. a model transformation correctly 
relates the instances in the CIM to the PIM/PSM), and 
complete (i.e. all appropriate instances in a CIM have been 
related to a PIM/PSM), then this can be used as the basis of a 
verification framework.  However, real-world usage of MDA 
falls somewhat short of that intended by the OMG, and of our 
requirements for a run-time verification framework.  In 
particular: 
Specification of the CIM is not as well defined as the PIM or 
PSM - The CIM is generally built around requirements 
specified in natural language and/or use case models. These 
models are not expressed precisely enough to support formally 
specified model transformations, or automatic interpretation 
by an autonomous system.   
Viewpoints included in model transformations – Whilst 
MDA makes no distinction where model transformations can 
be applied, in practice they are overwhelmingly applied 
between the structural viewpoints of a PIM and a PSM.  Some 
tools, such as iUML [10], allow for the specification of types 
of model transformation between dynamic viewpoints, but 
there is little real-world tool support for model transforms that 
include the CIM, or parametric viewpoints in SysML. 
Runtime usage of MDA – Current tools usually support the 
generation of (usually some subset of) executable code, which 
is then deployed onto the system – only the aspects of the 
models which can be represented as executable code are 
transformed.   However, increasingly autonomous systems are 
highly data driven – their behaviour can be significantly 
affected by the quality of the data flowing into the system, and 
how accurately these systems can affect their environment.  
This can be described in models that don’t directly correspond 
to executable code (e.g. a model that describes the 
performance of a control system given the performance of the 
GPS unit in the current environment).  We require 
mechanisms that allow us to describe these models at design-
time and populate instances at runtime that can then be used 
by autonomous systems to inform the decisions they make. 
Our runtime verification framework, shown in Figure 1, looks 
to address these shortfalls.  It has three distinctive properties. 
1. We consider our run-time models to be distinct, but related 
entities, from the design-time models. 
2. We propose to use a variety of existing representations in 
order to model the different viewpoints. 
3. Model transformations form the basis of both run-time 
verification and for ensuring consistency between the design-
time and runtime models.   
Taking the first of these properties, three distinct options were 
considered with regard to how the models could be structured.  
Firstly, we could choose to keep the existing MDA viewpoints 
of the CIM, PIM and PSM and use the same models at runtime 
and design-time.  This was disregarded for two reasons.  It 
was not clear that the representations for the models at design-
time could be used directly at runtime without modification, 
and the scope of the models is not necessarily the same at 
design-time and runtime.  Some design-time information will 
be redundant at runtime, hence including it causes unnecessary 
bloat.  Similarly, some information will only be available at 
runtime, so including it explicitly in design-time models adds 
to their complexity.  The second option was to consider an 
additional MDA viewpoint, a Runtime Specific Model (RSM), 
Figure 1 - Proposed representations for the run-time 
verification framework. 
  
with additional model transformations specified between it 
and the PSM1.  The RSM would therefore use runtime specific 
representations, and only include information relevant to 
runtime operation.  Whilst this reduces the need for non-
relevant information being included in the models at run-time, 
it hides the detail of any assessment we may do in the RSM.  
A key benefit of MDA is its separation of concerns, and we 
aim to use this to provide runtime verification.  We therefore 
wish to represent runtime ‘problems’ and relate this to runtime 
‘system solutions’.  This isn’t well supported through the 
notion of a RSM – it opaquely contains a runtime CIM, PIM 
and PSM, negating this significant benefit of MDA.  This led 
to our third option – distinct sets of MDA models for design-
time and runtime, which are related by ‘design-time to 
runtime’ model transformations.  This allows us to use the 
appropriate representations at both design-time and runtime 
for our system, and allows us to specify the runtime CIM as 
distinct, but related to, the design-time CIM. 
The representations for the design-time viewpoints will be 
largely aligned with current SysML viewpoints, although an 
appropriate meta-model will be defined in order to support 
linking to the runtime framework.  We propose to use PDDL 
for the CIM, which we shall discuss further in the following 
section, and Serialised SysML (XMI) for the PIM/PSM, 
including structural and parametric viewpoints.  We also 
propose to use QVT-Relation for specifying model 
transformations between the design-time and runtime 
viewpoints and for specifying model transformations between 
the run-time MDA viewpoints (CIM, PIM and PSM), although 
PDDL may have a role here. These transformations will form 
the basis of verifying the system at run-time. 
5 PDDL for a runtime CIM 
For the CIM, we require the ability to model goals or tasks 
that an autonomous system is required to achieve in a form 
that can be interpreted by the system at runtime, and which is 
precise enough to be useful.  For this we propose to use, at 
least in part, the Planning Domain Definition Language 
(PDDL).  PDDL was initially developed by McDermott for 
the AIPS-98 automated planning competition [11] to provide a 
common representation for specifying planning problems, 
allowing different planners to be quantitatively assessed 
against the same problem definition.  It has undergone many 
revisions since then, and currently stands at v3.1.  As 
described by Ghallab [12], a planning problem can be 
described as a triple: 
 Ρ = (∑,s0,g)   (1) 
                                                           
1 The current MDA specification includes the Platform Model 
(PM), which is generally used to refer to executable code.  We 
decided to introduce the term Runtime Specific Model (RSM), 
as our requirement for this viewpoint was wider than that 
specified for the PM. 
where Σ is a state transition system, s0 is the initial state 
described by some combination of the predicates, and g is a 
set of goal states.  Σ can be described as: 
 Σ = (S, A,γ)   (2) 
where S is the set of allowable states, A is a set of actions and 
γ is a state transition function.  The purpose of an automated 
planner is to find a plan π that transitions state s0 to a state in g 
if such a plan exists.  PDDL provides a textual specification of 
this type of planning problem.  It comprises a domain file, 
which specifies the set of predicates and set of actions 
allowable in a problem, and a problem file, which specifies the 
initial state and goal state, which a generated plan should 
transition between.  Typically, PDDL style planning problems 
involve an abstracted description of an environment to affect. 
The predicates in this case describe what entities are allowed 
in the world, where those entities are, etc.  Actions describe 
changes to state, such as a crane picking up a box, or loading 
it onto a robot.  PDDL is therefore appropriate for runtime 
tasking of autonomous systems, where the system can 
determine the actions it needs to complete in order to achieve 
a goal.  However, there is a parallel between this type of 
automated planning problem and system models with model 
transformations.  We relate a PDDL planning problem to 
MDA-based model transforms as follows: 
• A set of predicates in a PDDL domain describes 
(common) meta-models MMa and MMb. 
• A PDDL problem initial state is source model Ma (CIM) 
• A PDDL goal state is target model Mb (PIM/PSM) 
• A set of actions in a PDDL domain describes the 
transformation specification between MMa and MMb. 
• A plan π is a transformation trace from Ma to Mb. 
 
If we can automatically generate π, validate that it is a correct 
plan with respect to the initial and goal states, and show that 
both the initial and goal state are sufficiently rich to describe 
both the problem and solution, then we will have verified the 
modeled solution with respect to the modeled problem.  We 
shall demonstrate this with a simple example (Figure 2 and 
Figure 3), which looks to specify a simple CIM that requires 
some capabilities to be present in a system, possibly with an 
associated level of performance, and a PIM which describes a 
system which may or may not provide those capabilities, 
potentially at some specified level of performance. We 
structure our representation in PDDL as follows: 
• Predicates to represent our classes of models (CIM and 
PIM) and capabilities of the system to be verified (which 
may be required by the CIM, or provided by the PIM). 
• Functions, which define the performance which may be 
required in the case of the CIM, or present in the case of 
the PIM.  This takes advantage of numeric fluents in 
PDDL. 
  
• An action ‘trace-capability’, which determines if a 
capability is both required in the CIM and present in the 
PIM, at the required level of performance.  If the 
precondition holds, it asserts that the PIM has been 
verified for that capability. 
 
We can compare the semantics of this with an alternative 
‘typical’2 UML/QVT-Relation [13] based approach, with 
which there are a number of similarities.  A UML/QVT-
Relation based approach assumes that a model transformation 
is specified that references two meta-models MMa and MMb, 
and that this transformation is used to either generate a target 
model Mb from a source model Ma, synchronise models or 
check that existing models Ma and Mb are correctly related by 
the transformation specification.  It is this latter capability that 
we require for a runtime verification system, and this can be 
achieved in QVT-Relation by ensuring that all the relations 
specified in the transformation hold between models Ma and 
Mb.  Where relations hold, they are captured in a 
transformation trace for those particular model instances.  
There is a direct parallel to generating a model transformation 
trace (i.e. how a model transformation is applied between two 
instances of a model) between two models in our PDDL 
approach – the plan π which is generated by the planner.  In 
our PDDL example, the existence or absence of a plan π 
determines whether we have verified the system with respect 
to the problem.  
There are also some key differences.  A difference in favour of 
QVT is that a QVT transformation specification allows us to 
specify distinct meta-models explicitly, which is a desirable 
characteristic.  Our PDDL-based approach does not, with all 
transformations occurring ‘in-place’.  In our example, the 
distinct meta-models for a CIM and PIM/PSM are implicitly 
defined in the specification of the domain predicates. 
However, we believe our PDDL-based approach offers a 
number of benefits.  Firstly, a PDDL-based transformation 
specification is inherently one-way and is therefore most 
closely related to the QVT-Operational language.  In QVT, 
one-way transforms are generally limited to model creation 
only.  Model checking and synchronisation, which are 
desirable properties for a run-time verification framework, are 
supported in QVT tools only in the sub-languages that support 
bi-directional relations, such as QVT-Relation.  However, in 
our PDDL approach, we are able to specify a target model as 
the goal to achieve even though the transformation is ‘one-
way’.  We check the models and transforms through the 
existence, or otherwise, of a suitable plan.  Our approach 
therefore facilitates one-way ‘model checking’ behaviour 
whereas QVT-Operational supports one-way ‘model creation 
behaviour’.  A second perceived benefit is on the focus of 
model checking. Implementations of QVT-Relation based 
                                                           
2 ‘Typical’ because this is generally how UML/QVT is 
intended to be applied. 
model-checking focus on the transformation specification.  If, 
for example, we have two complex models made up of many 
elements, and a simple model transformation that references 
only one element in each model then, providing the relation 
holds, the transformation will be validated even though the 
majority of the models are not referenced.  With the PDDL 
based approach, the models take precedence.  If Mb cannot be 
fully related to Ma through the model transformation 
specification represented in the actions, the validation will fail.  
This is desirable behaviour as it checks the transformation 
specification is sufficient given the model descriptions.  Our 
final perceived benefit is PDDLs current role when applied to 
autonomous systems – determining a sequence of actions for a 
Figure 2 - Example Domain for PDDL CIM and PIM to 
trace capabilities 
(define (problem intsys-problem-2) 
  (:domain intsys-1) 
  (:objects cim-1 - model 
            pim-1 – model 
            sense track detect - capability) 
  (:init (requires cim-1 sense) 
         (requires cim-1 track) 
         (requires cim-1 detect) 
         (= (required-performance  
             cim-1 sense) 10) 
         (= (available-performance  
             pim-1 sense) 10) 
         (= (required-performance  
             cim-1 track) 15) 
         (= (available-performance  
             pim-1 track) 15) 
         (no-performance-specified  
             cim-1 detect) 
  ) 
  (:goal (and (has-capability pim-1 sense) 
              (has-capability pim-1 track) 
              (has-capability pim-1 detect) 
         ) 
  ) 
) 
Figure 3 - Example Problem for PDDL CIM and PIM to 
trace capabilities 
(define (domain intsys-1) 
  (:requirements :strips :adl) 
  (:predicates (requires ?cim - model  
                ?needed-capability - capability) 
               (has-capability ?pim – model 
                ?present-capability - capability) 
               (no-performance-specified ?cim  
                - model ?c - capability)) 
  (:types model capability) 
  (:functions 
    (required-performance ?cim - model  
      ?c - capability) 
    (available-performance ?pim - model  
      ?c - capability)) 
  (:action verify-capability 
     :parameters (?cim ?pim - model ?c - capability) 
     :precondition  
       (and (requires ?cim ?c) 
         (or  
           (>=  
             (available-performance ?pim ?c) 
             (required-performance ?cim ?c)) 
           (no-performance-specified ?cim ?c))) 
     :effect (and (not (requires ?cim ?c)) 
                  (has-capability ?pim ?c))) 
) 
  
system to carry out.  The goal state is the state of the world we 
wish to ascertain, which is our ‘problem’ or CIM.  We 
therefore have the prospect of reusing a properly defined CIM, 
represented in PDDL, both as the goal state to attain when 
determining the actions an autonomous system will have to 
carry out to achieve that state, and as the initial state which is 
used as the basis of our run-time verification framework, and 
‘transformed’ into the PIM/PSM system model. 
6 Conclusions and Future Work 
In this paper, we have presented ongoing work to develop a 
runtime verification framework for autonomous systems.  In 
particular, we’ve given an overview of the framework itself, 
which uses the principles of MDA to underpin it, and 
discussed the rationale behind its structure.  We have then 
described in more detail our current work regarding a 
particular aspect of the framework that intends to use PDDL 
for a run-time CIM.  It is not our intention to describe PDDL 
as our ideal language for run-time CIM modelling – we simply 
use it at this point as it exhibit properties that are not readily 
accessible when modelling with UML/SysML and QVT.  We 
have established in this paper that it is possible to model a 
simple CIM and PIM in PDDL, but would now look to 
establish whether plans generated from a PDDL representation 
meet all the requirements of a model transformation language. 
One approach here is to use the requirements for bi-directional 
model transformations developed by Stevens [14].  However, 
Stevens’ work is only directly applicable to bidirectional 
transformations (using QVT-Relation as an example).  A plan, 
generated from PDDL, is effectively operation-based and 
therefore Stevens’ work is not directly applicable.  Further 
work will be required to apply it. 
In addition, we are presently using PDDL in its ‘native’ form.  
If we are to include it within our framework, a means to 
convert ‘design-time’ models to PDDL is necessary.  We can 
draw on some existing work for this – Vaquero et al. have 
developed a PDDL profile for UML, UML.P, as part of their 
itSIMPLE tool [15].  We will look to build on this in two 
ways.  Firstly, itSIMPLE looks to represent ‘normal’ planning 
problems in UML – Vaquero et al. do not propose using 
PDDL as a Systems Engineering modelling language.  
Secondly, in order to better integrate PDDL with our 
framework, it will require its own meta-model described using 
the Meta-Object Facility (MOF). 
For the wider runtime verification framework, there are a 
number of areas we wish to pursue, including establishing a 
taxonomy of AS capabilities to better support the verification 
framework, measuring the validity and completeness of 
transformations (i.e. what proportion of models are referenced 
in transformation specifications), and the role of systems or 
parametric analysis in modelling and model transformations, 
so that we can include performance in both our ‘problem’ and 
system models, and therefore in our run-time verification. 
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Abstract 
Over the past decade the capabilities of autonomous systems have been steadily increasing.  
Unmanned systems are moving from systems that are predominantly remotely operated to sys-
tems that include a basic decision making capability.  This is a trend that is expected to continue 
with autonomous systems making decisions in increasingly complex environments, based on 
more abstract and complex missions and goals.  This has a number of implications for how the 
systems engineering of these systems should be approached.  In this paper three key challenges 
for the systems engineering of autonomous systems are elaborated, and the role that system 
modeling can have in helping to address these challenges is explored. 
1. Introduction 
Systems engineering has been applied to a wide range of systems and services to date.  In 
particular, demonstrating that a system is appropriate for its intended purpose, through system 
validation, and that the system will operate correctly and reliably when used for that purpose, 
through verification, are key elements that good systems engineering aims to support.  Autono-
mous systems are increasing in prevalence and sophistication, and this increasing autonomy 
brings unique challenges that systems engineering will be required to address.  Although these 
systems may employ complex, adaptable, and non-deterministic technologies that will prove 
challenging to verify, these technologies will not be unique to autonomous systems and are not 
the primary source of the challenges.  Instead, it is the combination of how these systems will be 
used and where they will be operated that are the source of the difficulties.  Section 2 explores a 
selection of definitions of autonomy to highlight the key characteristics of autonomous systems.  
Section 3 describes the change in scope to the verification of systems that increasing autonomy 
brings.  In section 4, the requirement to accommodate change is described, and the requirement 
for run-time systems engineering highlighted.  Section 5 explores the problem of the coupling of 
autonomous systems with their environment.  Finally, in section 6, the work is summarized and 
the potential for system modeling to assist in addressing these challenges is briefly discussed. 
 
2. Defining Autonomy 
If we are to define the challenges for systems engineering increasingly autonomous systems 
it is necessary to explore the properties of autonomous systems that differentiate them from other 
types of complex system.  These properties can then be assessed to determine if and why they 
will challenge existing systems engineering approaches.  There have been numerous approaches 
to classifying autonomous systems published, and the scope of the term is very broad.  For the 
purposes of this paper, we shall only consider ‘autonomous systems’ that are autonomous plat-
forms that operate within the real world. 
	    
One of the earliest mechanisms to classify autonomy are the Autonomy Control Levels 
(ACLs) (Clough 2002), which describes autonomy as a series of levels, ranging from zero (Re-
motely Operated) to nine (Multi-Vehicle Tactical Performance Optimization), with each level 
being described in terms of three properties; Perception/Situational Awareness, Analy-
sis/Decision Making and Communication/Co-operation. An alternative linear scale for autonomy 
is the ‘Pilot Authorisation and Control of Tasks’ (PACT) levels (Bonner, Taylor and Fletcher 
2000).  These differ from the ACLs in their scope.  The PACT levels address the degree of sup-
port and independence that the system will have from a human operator only, whilst the ACLs 
also consider the sophistication of the decision making and perception components of the candi-
date systems.  Both approaches, however, are represented as a single, linear scale which can lack 
flexibility (in the case of the ACLs) or detail (in the case of PACT levels) when considering the 
full range of autonomous systems. 
For this paper, we shall utilize the Autonomy Levels For Unmanned Systems (ALFUS) 
(Huang et al. 2005) to explore the challenges that autonomy brings to systems engineering 
(Figure 1).  Instead of a linear scale, the ALFUS define autonomous systems using three inde-
pendent axes; Human Independence, Mission Complexity and Environmental Difficulty.  The 
ALFUS do not proscribe the measures or scale for each axis.  This is for prospective users to de-
fine, and existing measures could be used in principle (the PACT levels for Human Independ-
ence, for example).  The key characteristic of the ALFUS in comparison to the ACLs is that each 
axis is independent, and can be used to define distinct domains.  These domains define different 
‘types’ of autonomous systems, and our approaches to engineering these types may differ.  Cur-
rently, systems that operate highly independently from humans also operate in benign environ-
ments, conducting simple tasks.  Conversely, systems that operate in more complex environ-
ments are generally much less independent from their operators.  They are not trusted to operate 
without oversight or supervision.  The remainder of this paper will explore how systems engi-
neering is affected for the autonomous systems domains that are defined by points at the ex-
tremes of all the ALFUS axes. 
 
Figure 1 - Example system, categorised using the ALFUS.  Derived from Huang et al. 
(2005) 
3. Verifying Autonomous Systems 
First, let us consider systems at the extremes of the Mission Complexity axis of the ALFUS.  
As these extremes are approached, the systems will be tasked with achieving complex and ab-
stract goals.  The system will typically have to determine how best to achieve its goal given the 
 	    
systems capabilities.  If the required Human Independence is also high, then this presents a chal-
lenge; how do we verify and validate a system is capable of achieving a mission without support 
from an operator?  In order to better illustrate this challenge we shall describe this problem using 
some of the views from the Ministry of Defence Architecture Framework (MODAF)1.  
MODAF has been developed to support architectural activities across the enterprise.  To 
achieve this, MODAF separates the enterprise architecture into a series of viewpoints that each 
describes different domains.  Within each viewpoint are a number of views that capture infor-
mation or models that describe different parts of the viewpoint domain.  We shall focus on two 
key MODAF viewpoints; the Operational Viewpoint (OV), which describes the ‘mission’ to be 
achieved and the System Viewpoint (SV), which describes a particular system. 
The OV describes mission operations in terms of Nodes and Operational Activities, with 
Nodes conducting Operational Activities.  The different views within the OV capture infor-
mation or models that describe the different relationships between nodes and/or Operational Ac-
tivities.  Whilst all of the viewpoints within the OV have a role to play in the verification of sys-
tems, we shall focus specifically on the OV-5; the Operational Activity model.  This is a descrip-
tion of the Operational Activities (which can be decomposed further into Operational Activity 
Actions) that are required to achieve a particular mission or goal.  Generalizing, this is a descrip-
tion of the ‘problem’ that is required to be addressed or the capability that needs to be provided, 
and this description is independent from the specific description of the system that may achieve 
that mission or goal. 
In contrast to the OV, the System Viewpoint (SV) focuses on specific systems.  There are 
two views of interest in this viewpoint. The SV-4, or ‘Functionality Description’ is generally rep-
resented as a hierarchical functional decomposition, but in some cases is used to show data flows 
between different system functions.  This view has much in common with the OV-5; indeed, the 
MODAF guidance describes the SV-4 as the systems view counterpart to the OV-5.  Generaliz-
ing again, it is a description of the functions that the system possesses or can perform. 
If MODAF is to be used to support system verification, then a means to map required capa-
bilities to provided functions is required.  This is achieved with the SV-5 viewpoint, which maps 
individual system functions, as specified in an SV-4, to Operational Activities in an OV-5.  The 
view is typically represented as a simple mapping between system functions, but in reality would 
not be used in isolation for verification.  Information from other MODAF views, at a minimum, 
is required.  However, the SV-5 does allow us to explore how the scope of verification changes 
as Mission Complexity and Human Independence increases. 
Let us consider the scope of verification and validation for a manned system when overlaid 
upon an example SV-5 (see Figure 3).  Verification of the system stops at the system boundary.  
Therefore, the verification of the system is solely concerned with the system functions as repre-
sented on the SV-5.  Are those functions present, do they operate correctly and reliably, and are 
they provided to the necessary level of performance?  In contrast, the mapping in an SV-5 be-
tween functions and Operational Activities forms part of validation; the mapping is used to de-
termine whether the system’s functions are suitable for achieving the user or customer require-
ment.  During system operation, a human operator forms the bridge between the functions and 
the capabilities; they must use the functions in order to achieve the capabilities. 
                                                
1 http://www.mod.uk/modaf 
	    
Ingress to Area Surveillance of 
an Area 
Refuel  Egress out of 
an area 
Navigate 
Localise 
 
Detect Targets 
 
Identify Targets 
Track Targets 
Operational Activities – OV5 
System 
Functions 
SV4 
 
Figure 2 - Example MODAF SV-5 showing Operational Activities and System Functions 
 
Ingress to Area Surveillance of 
an Area 
Refuel  Egress out of 
an area 
Navigate 
Localise 
 
Detect Targets 
 
Identify Targets 
Track Targets 
VER
IFIC
ATIO
N
 
VALIDATION 
 
 
Ingress to Area Surveillance of 
an Area 
Refuel  Egress out of 
an area 
Navigate 
Localise 
 
Detect Targets 
 
Identify Targets 
Track Targets 
VERIFICATION 
 
Figure 3 - The change in scope of verification and validation between a manned system 
(top) and a highly autonomous system capable of operating in complex environments (bot-
tom) 
 
 	    
If we consider an intelligent autonomous system being tasked with achieving the mission in 
place of the manned system, a number of effects can be observed.  Firstly, the system boundary 
increases markedly.  The system is no longer simply providing a number of functions that will be  
used by an operator in order to achieve the mission.  As the level of autonomy increases, the sys-
tem functions become increasingly complex until ultimately the system functions are equivalent 
to the Operational Activities.  In extreme cases the system is required to achieve the mission it-
self independently from any human interaction.  The system will be tasked with the Operational 
Activities directly (such as perform surveillance of this area and report back), and the system will 
determine itself how best to achieve the mission using the available functions.  The consequence 
of this is that the scope of verification also changes significantly; it must be verifiable that the 
system can achieve the Operational Activities.   
System modeling will be key to addressing this.  Models of the functions of autonomous sys-
tems, and the associated performance of these functions, capture what the system can do.  Mod-
els of the Operational Activities and associated roles capture what the system(s) are required to 
do.  However, the precision, accuracy and scale of the associated system models, compared with 
modeling comparably sized systems today, will need to increase.  If autonomous systems are to 
be verified against Operational Activities, the detail, context and environment of the mission will 
need to be captured.  For example, models of system functions will need to describe how those 
functions could be affected by changes in context and the environment. 
It is also desirable to keep models of systems and Operational Activities loosely coupled in 
order to promote reuse of these models.  Many different systems may be capable of achieving a 
particular set of Operational Activities, and a particular system can be applied to many different 
missions.  Therefore, a means to relate system models that are contained within distinct domains 
is required.  This would allow us to utilize the relationships between models to explore the veri-
fication problem, but maintains the loose coupling. 
For this latter point Model Driven Architecture (MDA) from the OMG (Miller and Mukerji 
2003), which is commonly applied as part of software engineering, can be instructive.  MDA’s 
primary notion of separating models into distinct domains and then relating those models using 
model transformations may assist in addressing this challenge.  There is existing work in apply-
ing this technology to systems engineering.  For example, Dickerson and Valerdi (2010) explore 
the use of relational model transformations to relate missions and systems through the use of a 
case study which includes a UAV. 
The OMG have defined a bi-directional model transformation mechanism, QVT-Relation, as 
part of the QVT standard (OMG 2008).  However, current representations and tools for model 
transformation used for software engineering are limited when applied to system models.  The 
software models that are related are often conceptually similar, with a target model simply being 
a specialisation of a source model.  The relationships between models are binary (an individual 
relations either exists or it does not) and the transformations act as bijective functions, generally 
assuming one-to-one correspondences between models. 
In contrast, system models are comprised of domains that are conceptually distinct, and the 
relationships between models in the domains may not be binary, i.e. a relation simply existing or 
not existing is not sufficient.  These relationships will potentially be context dependent or 
probabilisitic in nature, and model transformation approaches will need to be extended to 
accommodate these elements. 
	    
4. Accommodating Change 
Let us now consider the trade-off between how much of the system we can verify during de-
sign, and the additional information that will be available at run-time for systems that are at ex-
treme ends of the ALFUS axes.  Increasing autonomy presents us with a conflict because sys-
tems will need to be verified against increasingly abstract Operational Activities, but specifying 
these Operational Activities sufficiently precisely at design time for verification is extremely dif-
ficult. The Operational Activities will be complex and detailed and it will be impossible to elabo-
rate, and therefore verify, the system against all possible future circumstances.  Therefore, to 
conduct system verification before deployment, assumptions will need to be made in order to 
bound the problem.  For example, what are the likely objectives the system could be tasked with 
and what are the typical environments the system could be expected to operate in? 
 
 
 
Figure 4 - The relationship between design-time and run-time systems engineering for 
manned systems (top) and autonomous systems (bottom) 
However, a specific advantage of increasingly autonomous systems is their ability to adapt to 
and accommodate uncertainty as it is encountered.  If assumptions are ‘hard-coded’ during de-
sign to support verification, and there is no means to relax those assumptions or to reassess a sys-
tem’s performance given the current circumstances, then these assumptions could prove to be an 
artificial limitation on system performance.  The system could potentially achieve the task an 
operator requires for a specific circumstance, but it is prevented from being used because it was 
never verified as being able to achieve that specific task, in that specific context, during design.  
Verifying increasingly autonomous systems solely during design is therefore both impractical 
and will limit what these systems can do.  Modeling approaches are required that allow us to cap-
ture those assumptions that are necessary to verify a system before deployment, but those models 
 	    
and associated assumptions should accompany the system when it is deployed so that they can be 
relaxed, adapted, removed or reassessed based on the circumstances. 
System models become increasingly important if we consider the scope of systems engineer-
ing; it is not solely a design-time activity.  Most tools and approaches associated with systems 
engineering are focused on the design, implementation and testing of systems.  However, for a 
manned system there is a source of systems engineering knowledge in the field; the operators of 
those systems.  This knowledge is imparted to these operators through appropriate training, and 
they carry out verification and validation tasks implicitly before and during missions.  Particular 
platforms will be chosen based on the context and the environment they will be operating within, 
and decisions will be made whether a particular system can conduct a specific mission based on 
the available functions and capabilities of that system.  Therefore, by removing the operator we 
are also removing a source of run-time systems engineering.  As the level of autonomy increases 
for systems, alternative mechanisms for run-time systems engineering are required. 
In the previous section, we postulated that improved system models are key to supporting the 
verification of systems as the scope of verifying systems increases, that these models will be or-
ganized across different domains and that models across domains will require explicit relation-
ships if they are to be used to support verification.  Run-time systems engineering implies that in 
addition to operational and system domains, design-time and run-time are explicit domains. 
Models in these domains will be distinct but related.  Design-time models will describe sets of 
missions, with constraints and assumptions captured within, to allow some elements of the sys-
tem to be verified prior to deployment.  Run-time models describe specific missions that will be 
conducted in a specific environment and context.  Run-time models are therefore instances of 
design-time meta-models (as specified by the Object Management Group’s Meta-Object Facility 
(OMG 2006)), and this gives us a framework to maintain consistent design-time and run-time 
models for future autonomous systems. 
5. Evaluating Systems for their Environment 
Finally, let us consider systems at the extremes of the Environmental Difficulty axis in the 
ALFUS.  For increasingly autonomous systems, the environment is inextricably linked to their 
performance and therefore has a significant effect on our ability to verify a system.  Autonomous 
platforms make decisions based on observations of their environment, the operational context 
and their assigned mission objectives.  This information is processed, filtered or combined into 
higher-order representations that form an abstracted view of the world, and decisions may be 
taken based on information from the raw, noisy measurements or the higher-order representa-
tions.  The outcome of each decision generally results in some action that causes the system to 
alter the environment; for example, by moving through it.  This process contains significant un-
certainty.  Observations of the environment will never be perfect; there will always be some de-
gree of inaccuracy and imprecision with each measurement.  The abstracted world model may 
contain assumptions that result in particular measurements being filtered or given undue promi-
nence.  The results of system actions will never be precisely as intended.   
This situation is compounded by two additional problems; the degree of uncertainty in any 
given situation is not static and is itself highly dependent on the environment, and that the per-
formance of the different components that make up the autonomous systems are often highly 
coupled.  This can be illustrated though using an example autonomous system.  This system will 
be an autonomous ground vehicle that can navigate autonomously using the Global Positioning 
System (GPS) and an Inertial Measurement Unity (IMU) as its primary sensors.  The goal for 
	    
this system is to navigate from a starting location to a goal location, using a series of waypoints 
that specify a path, by a road that is 5m wide.  It is assumed that the waypoints are located down 
the middle of the road, that no other sensors are fitted to the vehicle, and that the vehicle is 1m 
wide.  This appears a reasonably trivial problem for this example system.  It is not a particular 
complex mission, as represented using the ALFUS, although it is highly independent of human 
supervision.  However, subtle differences to the environment can have a significant effect. 
Performance of the GPS unit is a key starting point for this problem.  If the accuracy of this 
sensor is less than 2.0m (half the road with minus half the vehicle width), then it cannot be guar-
anteed that the system will remain on the road.  However, simply procuring a sensor with a re-
ported accuracy that is <2.0m is not sufficient: 
• GPS isn’t available in all environments.  Indoor operation is obviously not possible, but if 
the defined route requires the system to operate in heavily wooded areas or through tun-
nels then there may be no source of localization information, and the system will fail. 
• GPS performance isn’t constant in all environments.  The accuracy of the system is af-
fected at run-time by a variety of different factors, including the number of visible satel-
lites, the geometry of the observable satellite constellation (the Degree of Precision), mul-
tipath effects and the availability of differential corrections2.  A system that successfully 
operates on a road through a large open plain may fail in an urban canyon. 
 
A GPS sensor that has an accuracy that is <2.0m in the specific environment may still not be 
sufficient.  The platform’s control system still needs to be able to position the vehicle sufficiently 
accurately to keep within the road boundary.  The overall accuracy of the positioning system is 
therefore dependent on both the localization system and the control system.  However: 
• The control system accuracy will be dependent on the environment.  Control accuracy on 
dirt tracks will likely be worse than on asphalt roads, for example. 
• The control system accuracy will be dependent on the performance of the localization 
system, which is also dependent on the environment.  The sources and effect of noise in 
different environments may manifest themselves in different ways.  Urban Canyons, for 
example, suffer from effects due to multipath and the observable constellation (Cui and 
Sam Ge 2003).  Sufficient satellites may not be visible to get a fix at all, and even if there 
are sufficient satellites, the observable constellation changes rapidly.  Each change in the 
observable constellation has a knock-on effect on our localization estimate; if the output 
is unfiltered this can result in our localization estimate ‘teleporting’ which can cause un-
desirable behavior in the control system. 
 
There are many additional factors that need to be modeled, but which have not yet been con-
sidered in this example.  Waypoints will have an associated uncertainty; they will not be placed 
perfectly down the center of the road.  The rate at which the localization system produces up-
dates will affect the positional error of the control system.  Other sensor types could be intro-
duced; for example, a vision sensor to detect road boundaries, but these will have their own un-
                                                
2 High performance GPS receivers typically rely on differential corrections to achieve im-
proved precision.  Differential corrections are measurements of positional error due to (primari-
ly) atmospheric conditions and are obtained through the use of a static receiver in a precisely 
known location.  These errors are then transmitted to the mobile receiver which can incorporate 
them to reduce the error on its positional estimate (Rankin 1994) 
 	    
certainties and will be equally affected by the environment (weather, visual appearance of the 
road or road boundaries, and motion blur). 
Good system modeling is therefore critical in allowing systems to operate reliably in differ-
ent environments.  These models can inform the system’s decision making process, modifying its 
behavior based on the environment.  The system could choose a particular route that has a pref-
erential environment to that system’s sensing suite, or it could choose to reduce its speed if it is 
operating in an environment where the uncertainty is outside that which was expected. 
6. Summary and Conclusions 
Increasingly autonomous systems pose significant challenges to systems engineering.  Whilst 
these systems require complex and adaptable technologies in order to operate, it is not the tech-
nologies alone that are the source of the challenges; many of these technologies can be employed 
within a wide variety of other types of complex systems without concern.  It is how and where 
autonomous systems will be used that form the source of the challenges. 
Autonomous systems will be given increasingly complex and abstract tasks, with the system 
itself determining how best to achieve those tasks.  The consequences of this are that the scope of 
verification and validation during design and build changes.  Our current approaches to verifying 
systems must adapt to the increased complexity, and there are trade-offs that must be managed.  
The more that is assumed and proscribed during design, the more the system can be verified be-
fore deployment.  However, there is an increased risk that the system will be artificially limited 
to only the circumstances that have been assumed during design. 
Systems engineering is generally considered a design-time activity.  However, systems engi-
neering knowledge is delivered alongside manned systems today through the training of skilled 
operators.  These operators evaluate the precise mission goals they have been tasked with, the 
environment they will be operating within and the capabilities of the available systems and make 
judgments about whether the goals can be achieved and, if they can, the best course of action to 
take based on the circumstances.  If we reduce or remove the operators involvement, then a re-
placement for this run-time systems engineering knowledge is required; it will never be possible 
to fully elaborate all possible circumstances an autonomous system may encounter during design 
and it must therefore adapt to the circumstances it is presented with. 
A specific challenge is that of the real-world environment.  For a highly autonomous system, 
virtually all of its interfaces at the system boundary will be with the environment, either through 
observations of the environment through the system’s sensors or affecting the environment 
through the system’s actions.  These interfaces will be complex and contain significant uncer-
tainty, and the performance of the system components will ultimately be tightly coupled with the 
environment.  Therefore, our ability to model the environment and the effect that changes to the 
environment can have on system functionality, and associated performance, is critical. 
In conclusion, we believe domain specific system modeling is key to addressing these chal-
lenges.  Some system modeling approaches, such as MDA and MODAF, support some of these 
domains today.  However, using domain specific system models to verify a highly autonomous 
system is still a challenge.  Missions and Operational activities must be modeled with much 
greater precision, as must the relationships between models.  Bi-directional, relational model 
transformations can provide a solution to this latter problem. In addition, these domains need to 
be represented at later stages in the system’s life cycle as removing the operator removes a 
source of run-time systems engineering.  Run-time system models, derived from the design-time 
models and instantiated based on the current circumstance may be able to address this.  If speci-
	    
fied sufficiently precisely, these models could be used by the autonomous system itself to inform 
the system’s decision making based on the environment and the system’s current capabilities. 
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Glossary
AADL Architecture and Analysis Design Language.
ACL Autonomy Control Level.
AI Artificial Intelligence.
ALFUS Autonomy Levels For Unmanned Systems.
AOSE Agent Oriented Software Engineering.
AS Autonomous System.
ASL Action Specification Language.
AWBA Automated Wing Box Assembly.
BDD Block Definition Diagram.
BDI Belief-Desire-Intent.
BON Business Object Notation.
CCAS Car Collision Avoidance System.
CIM Computation Independent Model.
CMOF Complete Meta-Object Facility.
COB Composable Object.
CORBA Common Object Request Broker Architecture.
CSP Communicating Sequential Processes.
DODAF Department Of Defense Architecture Framework.
DoP Dilution of Precision.
DSL Domain Specific Language.
DSM Domain Specific Model.
EBNF Extended Backus-Naur Form.
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EMF Eclipse Modeling Framework.
EMOF Essential Meta-Obect Facility.
FBTL Fuzzy Branching Temporal Logic.
GME Generic Modelling Environment.
GORE Goal-Oriented Requirements Engineering.
GPS Global Positioning System.
GSN Goal Structuring Notation.
HUTN Human-Usable Textual Notation.
IDB Internal Block Diagram.
IMU Inertial Measurement Unit.
INESS Integrated European Signalling System.
INS Inertial Navigation System.
KAOS Knowledge Acquisition in Automated Specification.
KQ Key Question.
M2T Model To Text.
MARTE Modeling and Analysis of Real-Time Embedded Systems.
MAS Multi-Agent Systems.
MDA Model Driven Architecture.
MDD Model Driven Development.
MILP Mixed Integer Linear Programming.
MODAF Ministry Of Defence Architecture Framework.
MOF Meta-Object Facility.
MRA Multi-Representation Architecture.
NMF Nucleus Modeling Framework.
OMG Object Management Group.
OV Operational Viewpoint.
PACT Pilot Authorisation and Control of Tasks.
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PDDL Planning Domain Definition Language.
PIM Platform Independent Model.
PPDDL Probabilistic Planning Domain Definition Language.
PSI Platform Specific Implementation.
PSM Platform Specific Model.
QVT Query/View/Transformation.
RE Requirements Engineering.
ROSE Relation Oriented System Engineering.
SEAS DTC Systems Engineering for Autonomous Systems Defence Technology Centre.
SLAM Simultaneous Localisation and Mapping.
SME Subject Matter Expert.
SV System Viewpoint.
SysML Systems Modeling Language.
TTP Technology Transformation Programme.
UAV Unmanned Aerial Vehicle.
UGV Unmanned Ground Vehicle.
UML Unified Modeling Language.
UPDM Unified Profile for DODAF/MODAF.
URD User Requirements Document.
UUV Unmanned Underwater Vehicle.
XMI XML Metadata Interchange.
xUML Executable UML.
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