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Abstract
Let En
k
be the Siegel Eisenstein series of degree n and weight k. Garrett showed a formula of Ep+q
k
on
Hp × Hq , where Hn is the Siegel upper half space of degree n. This formula was useful for investigating
the Fourier coefficients of the Klingen Eisenstein series and the algebraicity of the space of Siegel modular
forms and of special values of the standard L-functions. We would like to generalize this formula in the
case of vector valued Siegel modular forms. In this paper, using a differential operator D by Ibukiyama
which sends a scalar valued Siegel modular form to the tensor product of two vector valued Siegel modular
forms, under a certain condition, we give a formula of DEp+q
k
and investigate the Fourier coefficients of
the Klingen Eisenstein series.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
Let Enk be the Siegel Eisenstein series of degree n and weight k, i.e.,
Enk (Z) :=
∑
(C,D)
det(CZ +D)−k
where (C,D) runs over coprime symmetric pairs of degree n. In [5], Garrett proved:
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p+q
k
(
Z(p) 0
0 W(q)
)
= Epk (Z)Eqk (W)+
min(p,q)∑
r=1
cr
d(r)∑
j=1
D(fr,j )[fr,j ]pr (Z)[θfr,j ]qr (W),
where cr is a constant, d(r) is the dimension of the space of cuspforms of degree r and weight k,
{fr,1, fr,2, . . . , fr,d(r)} is an orthonormal basis of eigenforms, [f ]pr denotes the Klingen Eisen-
stein series attached to f , and (θf )(z) := f (−z). For an eigenform f , D(f ) is
D(f ) :=
∑
T ∈T(r)
λ(T ,f )det(T )−k,
where T(r) is the set consisting of all elementary divisor forms, i.e.,
T(r) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
t1 0
t2
. . .
0 tr
⎞⎟⎟⎟⎠
∣∣∣∣∣ t1, t2, . . . , tr are positive integerssuch that t1 | t2 | · · · | tr
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
and λ(T ,f ) is the eigenvalue on f of the Hecke operator
(
Γr
(
T 0
0 T −1
)
Γr
)
. Using this, Böcherer
[1] studied Fourier coefficients of Klingen Eisenstein series. In [2,4], using a differential opera-
tor, Garrett’s pullback formula was generalized in special cases. In this paper, using a differential
operator generalized by Ibukiyama [7], we prove Garrett’s pullback formula for vector valued
Siegel modular forms under a certain condition and study Fourier coefficients of Klingen Eisen-
stein series. The main theorem is as follows.
Theorem 6.1. Let k be even and k > p + q + 1. If Vp∗ ⊗ Vq∗-valued polynomial P(X) is
homogeneous in X with the underlying set I and pluri-harmonic for Δ∗(2k) and Δ∗(2k), then
(
P(∂)E
p+q
k
)(Z 0
0 W
)
=
min(p,q)∑
r=m
cr
d(r)∑
j=1
D(fr,j )[fr,j ]ρpρr (Z)∗ ⊗ [θfr,j ]ρqρr (W)∗.
Here cr is a constant, d(r) is the dimension of Sρr , {fr,1, fr,2, . . . , fr,d(r)} is an orthonormal
basis consisting of eigenforms.
Remark. The constant cr is explicitly determined in the alternating tensor valued case. See
Section 8.
Notations
Let GL(n,R) be the group consisting of all invertible elements of M(n,R). We denote by S(n)>0
(respectively S(n)0) the set of all semi-integral positive (respectively semi-positive) matrices of
size n. If A is an n-by-n matrix, we indicate this by A(n).
Let n and r be integers with r  n. Let Sp(n,R) be the symplectic group
Sp(n,R) :=
{
g ∈ GL(2n,R)
∣∣∣ tg( 0 1n−1 0
)
g =
(
0 1n
−1 0
)}
,
n n
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Pn,r :=
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
A
(r)
1 0 B
(r)
1 B2
A3 A4 B3 B4
C
(r)
1 0 D
(r)
1 D2
0 0 0 D4
⎞⎟⎟⎠ ∈ Sp(n,R)
⎫⎪⎪⎬⎪⎪⎭ .
2. Vector valued Siegel modular forms
Let (ρ,Vρ) be a polynomial representation of GL(n,C) on a finite-dimensional complex vec-
tor space Vρ . We fix a Hermitian inner product 〈·,·〉 on Vρ such that〈
ρ(g)v,w
〉= 〈v,ρ(tg)w〉 for g ∈ GL(n,C), v,w ∈ Vρ.
Let Γn := Sp(n,R) ∩ M(2n,Z), and Hn the Siegel upper half space of degree n. For g =(
A B
C D
) ∈ Sp(n,R) and Z ∈Hn, put
g〈Z〉 := (AZ +B)(CZ +D)−1, j (g,Z) := CZ +D,
and for a Vρ -valued function f :Hn → Vρ ,
(f |ρg)(Z) := ρ
(
j (g,Z)
)−1
f
(
g〈Z〉).
We write |k for ρ = detk .
A C∞-function f :Hn → Vρ is a Vρ -valued modular form of weight ρ if it satisfies f |ργ = f
for all γ ∈ Γn. The space of all such is M∞ρ . The space of Vρ -valued Siegel modular forms of
weight ρ is
Mρ :=
{
f ∈M∞ρ
∣∣ f is holomorphic on Hn (and its cusps)},
and the space of cuspforms by
Sρ :=
{
f ∈Mρ
∣∣∣ lim
λ→∞f
((
Z(n−1) 0
0 iλ
))
= 0 for all Z ∈Hn−1
}
.
For ρ = detk , write Mnk∞, Mnk , and Snk for M∞ρ , Mρ , and Sρ , respectively. For f ∈Mρ , f has
the Fourier expansion
f (Z) =
∑
T ∈S(n)0
a(T ,f )e2πi tr(T Z), a(T ,f ) ∈ Vρ.
Define a modified Fourier coefficient a˜(T , f ) by
a˜(T , f ) := Hρ(4T )a(T ,f )
238 N. Kozima / Journal of Number Theory 128 (2008) 235–250where
Hρ(T ) :=
∫
Y (n)>0
ρ(Y )e−π tr(T Y ) det(Y )−n−1 dY.
For f,g ∈M∞ρ , the Petersson inner product is defined by
(f, g) :=
∫
Γn\Hn
〈
ρ(
√
Y )f (Z),ρ(
√
Y )g(Z)
〉
det(Y )−n−1 dZ
where Y = ImZ if the right-hand side is convergent.
3. Klingen Eisenstein series
In this section we define Klingen Eisenstein series for vector valued Siegel modular forms (cf.
Weissauer [12, Chapter 7]) and recall some standard facts which follow essentially as in Klingen
[9, Section 1].
Let n and r be positive integers with r  n, and k a positive even integer. Let (ρ′n,Vρ′n) and
(ρ′r , Vρ′r ) be polynomial representations of GL(n,C) and GL(r,C), respectively. Put (ρn,Vρn) :=
(detk ⊗ρ′n,Vρ′n) and (ρr ,Vρr ) := (detk ⊗ρ′r , Vρ′r ). Assume that:
(C1) Vρr ⊂ Vρn .
(C2) ρ′n
((
g
(r)
1 g2
0 g4
))
v = ρ′r (g(r)1 )v, for
( g1 g2
0 g4
) ∈ GL(n,C) and v ∈ Vρr .
(C3) 〈ρ(g)v,w〉 = 〈v,ρ(tg)w〉, for g ∈ GL(n,C) and v, w ∈ Vρn .
For a cuspform f ∈Sρr , the Klingen Eisenstein series [f ]ρnρr (Z) is
[f ]ρnρr (Z) :=
∑
γ∈Γn,r\Γn
f
(
prnr (Z)
)∣∣
ρn
γ.
Here Γn,r := Pn,r ∩ Γn and prnr (Z) := Z1 for Z =
(
Z
(r)
1 Z2
tZ2 Z3
) ∈Hn.
Theorem 3.1. (Cf. Klingen [9, Satz 1].) For k even and k > n + r + 1, the Klingen Eisenstein
series [f ]ρnρr (Z) converges absolutely and locally uniformly.
Proposition 3.2. (Follows as in [9, pp. 35–36].) Under the assumption of Theorem 3.1, we have
Φn−r [f ]ρnρr = f,
where Φn−r is the Siegel Φ-operator, i.e.,
(
Φn−rF
)
(z) := lim
λ→∞F
((
z(r) 0
0 iλ · 1n−r
))
for z ∈Hr .
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have ([f ]ρnρr , g)= 0 for any g ∈Sρn .
4. Links and differential operators
Fix an index set I . A non-ordered pair (α1, α2) is called a link if α1, α2 ∈ I are distinct. Let
the set L(I ) of links be
L(I ) := {{(α1, α2), (α3, α4), . . . , (α2r−1, α2r )} ∣∣
α1, α2, . . . , α2r ∈ I, αi = αj (i = j) for some r
}
.
For L = {(α1, α2), (α3, α4), . . . , (α2r−1, α2r )} ∈ L(I ), L denotes the set {α1, α2, . . . , α2r}.
For any link (α1, α2), let Xα1α2 be an indeterminate. Define C[X; I ] to be the polynomial ring
generated by {
Xα1α2
∣∣ (α1, α2) is a link}.
Furthermore for indeterminates Yα1α2 , define C[X,Y ; I ] to be the polynomial ring generated by{
Xα1α2 , Y α1α2
∣∣ (α1, α2) is a link}.
For L = {(α1, α2), (α3, α4), . . . , (α2r−1, α2r )} ∈ L(I ), let
XL := Xα1α2Xα3α4 . . .Xα2r−1α2r ∈ C[X; I ].
Let
C
[
X;L(I )] := 〈XL ∣∣ L ∈ L(I )〉
C
,
(〈 〉C denotes the C-linear span).
P (X) ∈ C[X;L(I )] is called a homogeneous polynomial if there exists a subset J of I such that
P(X) =
∑
L=J
c(L)XL, c(L) ∈ C.
This subset J is called the underlying set. #J/2 is the degree of P and denoted by degP .
Let δ and Δ be indeterminates. For any link (α1, α2), define a linear differential operator ∂α1α2
satisfying:
(D1) ∂α1α2(fg) = (∂α1α2f )g + f (∂α1α2g),
(D2) ∂α1α2(δ−k) = −kδ−kΔα1α2 ,
(D3) ∂α1α2Δα3α4 = − 12 (Δα1α3Δα2α4 +Δα1α4Δα2α3) if α1, . . . , α4 are distinct.
Furthermore, for L = {(α1, α2), (α3, α4), . . . , (α2r−1, α2r )} ∈ L(I ), define
∂L := ∂α1α2∂α3α4 . . . ∂α2r−1α2r .
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∂L0
(
δ−k
)= δ−k ∑
L∈L(I )
L=L0
c(L)ΔL, c(L) ∈ Q. (4.1)
Fix a positive integer l and index sets
I ∗ := {1∗,2∗, . . . , l∗}, I∗ := {1∗,2∗, . . . , l∗} and I := I ∗ ∪ I∗.
Let Sl be the lth symmetric group. For σ ∈Sl , define permutations σ ∗ and σ∗ on I by{
σ ∗(j∗) := σ(j)∗,
σ ∗(j∗) := j∗ and
{
σ∗(j∗) := j∗,
σ∗(j∗) := σ(j)∗ for j = 1,2, . . . , l.
And define a permutation ι on I by{
ι(j∗) := j∗,
ι(j∗) := j∗ for j = 1,2, . . . , l.
Let
L := L(I ), L∗∗ := L(I ∗), L∗∗ := L(I∗)
and
L∗∗ :=
{{
(α1, β1), (α2, β2), . . . , (αr , βr)
} ∣∣
α1, . . . , αr ∈ I ∗, β1, . . . , βr ∈ I∗ for some r
}
.
For a, b ∈ {1,2, . . . , l}, let Xab = Xa∗b∗ , Xab = Xa∗b∗ and Xab = Xa
∗b∗
.
To define pluri-harmonic polynomial in X, we construct a linear map Δ∗(d) :C[X;L(I )] →
C[X,Y ; I ] as follows. First for L0 := {(1∗,2∗), . . . , ((2λ−1)∗, (2λ)∗), (1∗,2∗), . . . , ((2μ−1)∗,
(2μ)∗), ((2λ+ 1)∗, (2μ+ 1)∗), . . . , ((2λ+ ν)∗, (2μ+ ν)∗)}, define Δ∗(d)XL0 by
Δ∗(d)
(
X12 . . .X2λ−1,2λX12 . . .X2μ−1,2μX2λ+12μ+1 . . .X
2λ+ν
2μ+ν
)
:= X12 . . .X2μ−1,2μ{I + II + III},
where
I = X2λ+12μ+1 . . .X2λ+ν2μ+ν
{
d ·
∑
1iλ
X12 . . . X̂2i−1,2i . . .X2λ−1,2λY 2i−1,2i
+
∑
1i<jλ
X12 . . . X̂2i−1,2i . . . ̂X2j−1,2j . . .X2λ−1,2λ
· (X2i−1,2j−1Y 2i,2j +X2i,2j−1Y 2i−1,2j +X2i−1,2j Y 2i,2j−1 +X2i,2j Y 2i−1,2j−1)},
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∑
1iλ
1jν
X12 . . . X̂2i−1,2i . . .X2λ−1,2λX2λ+12μ+1 . . .
̂
X
2λ+j
2μ+j . . .X
2λ+ν
2μ+ν
· (X2i−12μ+jY 2i,2λ+j +X2i2μ+j Y 2i−1,2λ+j ),
III = X12 . . .X2λ−1,2λ
·
∑
1i<jν
X2λ+12μ+1 . . . X̂
2λ+i
2μ+i . . .
̂
X
2λ+j
2μ+j . . .X
2λ+ν
2μ+νX2μ+i,2μ+j Y
2λ+i,2λ+j .
The symbol X̂ indicates a term omitted. Next for L ∈ L(I ), choose σ , τ ∈ Sl such that L =
σ ∗τ∗L0. Define
Δ∗(d)
(
XL
) := σ ∗τ∗(Δ∗(d)XL0).
Similarly, define Δ∗(d) :C[X;L(I )] → C[X,Y ; I ]. Using the permutation ι,
Δ∗(d) = ιΔ∗(d)ι.
If P(X) ∈ C[X;L(I )] satisfies Δ∗(d)P (X) = 0 (respectively Δ∗(d)P (X) = 0), P is called
pluri-harmonic for Δ∗(d) (respectively Δ∗(d)).
Proposition 4.1. If P(X) is a homogeneous polynomial in X with the underlying set I and pluri-
harmonic for Δ∗(2k) and Δ∗(2k), then there exists a homogeneous polynomial Q(X) in X such
that
P(∂)
(
δ−k
)= δ−kQ(Δ),
where Q(X) =∑L∈L∗∗,L=I c(L)XL.
Proof. This is proved in Section 5. 
5. Differential operators for Siegel modular forms
Let Wj be a j -dimensional vector space
Wj := Ce1 ⊕ Ce2 ⊕ · · · ⊕ Cej ,
where e1, e2, . . . , ej are indeterminates. Let T l(Wj ) be the lth tensor product of Wj for a positive
integer l, i.e.,
T l(Wj ) := Wj ⊗ · · · ⊗Wj︸ ︷︷ ︸
l-times
,
and ρ′j the standard representation of GL(j,C) on T l(Wj ). Fix a positive integer m and the
Young symmetrizer c for an m-tuple (λ1, λ2, . . . , λm). Here (λ1, λ2, . . . , λm) ∈ Zm, λ1  λ2 
· · · λm > 0 and λ1 + λ2 + · · · + λm = l (see Weyl [13, Chapter 4]). Put ρj := detk ⊗ρ′ for anj
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if and only if j < m.
Let Wj ∗ and Wj ∗ be copies of Wj , i.e.,
W ∗j := Ce∗1 ⊕ Ce∗2 ⊕ · · · ⊕ Ce∗j , Wj∗ := Ce1∗ ⊕ Ce2∗ ⊕ · · · ⊕ Cej∗,
where e∗1, e∗2, . . . , e∗j , e1∗, e2∗, . . . , ej∗ are indeterminates. For w ∈ Wj and v ∈ T l(Wj ),
w∗ ∈ W ∗j , w∗ ∈ Wj∗, v∗ ∈ T l(W ∗j ) and v∗ ∈ T l(Wj∗) are defined in the obvious way. For W ∗j
and the same l, m, (λ1, λ2, . . . , λm) and k, define c∗, ρ∗j and V ∗j as the same as above. Similarly,
for Wj∗, define c∗, ρj∗ and Vj∗.
Let e(α)j be an indeterminate for α ∈ I = I ∗ ∪ I∗ and a positive integer j . For a symmetric
matrix A of size p + q and positive integers a, b, define
Aab := (e(a∗)1 , . . . , e(a∗)p ,0, . . . ,0)At(e(b∗)1 , . . . , e(b∗)p ,0, . . . ,0),
Aab :=
(
e
(a∗)
1 , . . . , e
(a∗)
p ,0, . . . ,0
)
At
(
0, . . . ,0, e(b∗)1 , . . . , e
(b∗)
q
)
,
Aab :=
(
0, . . . ,0, e(a∗)1 , . . . , e
(a∗)
q
)
At
(
0, . . . ,0, e(b∗)1 , . . . , e
(b∗)
q
)
.
We identify e(1
∗)
i1
e
(2∗)
i2
. . . e
(l∗)
il
e
(1∗)
j1
e
(2∗)
j2
. . . e
(l∗)
jl
with e∗i1 ⊗ e∗i2 ⊗· · ·⊗ e∗il ⊗ ej1∗ ⊗ ej2∗ ⊗ · · ·⊗ ejl ∗.
For g = (A BC D ) ∈ Sp(p + q,R) and Z= (zμν)1μ,νp+q ∈Hp+q , put
∂ :=
(
1 + δμν
2
∂
∂zμν
)
1μ,νp+q
,
δ := δ(g,Z) := det(CZ+D) and Δ := Δ(g,Z) := (CZ+D)−1C,
where δμν is Kronecker’s delta. Then ∂ , δ and Δ satisfy (D1)–(D3) in Section 4.
Let P(X) be a homogeneous polynomial with the underlying set I and pluri-harmonic for
Δ∗(d) and Δ∗(d). Put X :=
(
X1
X2
)
t
(
X1
X2
)
, where X1 ∈ M(p,d , C) and X2 ∈ M(q,d,C). Then
P(X) is pluri-harmonic for each X1 and X2, i.e., for X1 = (x(1)μν ) and X2 = (x(2)μν ),
d∑
κ=1
∂
∂x
(1)
μκ
∂
∂x
(1)
νκ
P(X) = 0 and
d∑
κ=1
∂
∂x
(2)
μκ
∂
∂x
(2)
νκ
P(X) = 0 for any μ,ν.
Using the same method as in [7], we have:
Theorem 5.1. (Cf. Ibukiyama [7, Theorem 1].) Let P(X) be a homogeneous polynomial with the
underlying set I and pluri-harmonic for Δ∗(2k) and Δ∗(2k). For a C∞-function f :Hp+q → C,
g1 ∈ Sp(p,R) and g2 ∈ Sp(q,R), we have((
P(∂)f
)∣∣
ρ∗p
g1
∣∣
ρq∗g2
)∣∣
Z=Z0 =
(
P(∂)
(
f
∣∣
k
g∗1g2∗
))∣∣
Z=Z0 ,
where
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⎛⎜⎜⎝
A1 0 B1 0
0 1q 0 0
C1 0 D1 0
0 0 0 1q
⎞⎟⎟⎠ and g2∗ :=
⎛⎜⎜⎝
1p 0 0 0
0 A2 0 B2
0 0 1p 0
0 C2 0 D2
⎞⎟⎟⎠
for g1 =
(
A
(p)
1 B
(p)
1
C
(p)
1 D
(p)
1
)
and g2 =
(
A
(q)
2 B
(q)
2
C
(q)
2 D
(q)
2
)
, and Z0 :=
(
Z(p) 0
0 W(q)
)
.
Proof of Proposition 4.1. Without loss of generality, n := p = q and n  l. By Theorem 5.1,
for g ∈ Sp(2n,R), g1, g2 ∈ Sp(n,R),(
P(∂)(1|kg)|ρ∗n g1|ρn∗g2
)∣∣
Z=Z0 =
(
P(∂)
(
1|kgg∗1g2∗
))∣∣
Z=Z0 . (5.1)
By (4.1), we can write P(∂)(δ−k) in the form
P(∂)
(
δ−k
)= δ−k ∑
L∈L
L=I
c(L)ΔL. (5.2)
Substituting (5.2) into (5.1), the left-hand side of (5.1) is equal to
(
δ(g,Z0)
−k∑
L
c(L)Δ(g,Z0)
L
)∣∣
ρ∗n
g1
∣∣
ρn∗g2
= δ(gg∗1g2∗,Z0)−k∑
L
c(L)
(
j
(
g∗1g2∗,Z0
)−1
Δ
(
g,g∗1g2∗〈Z0〉
)
tj
(
g∗1g2∗,Z0
)−1)L
,
and the right-hand side is equal to
δ
(
gg∗1g2∗,Z0
)−k∑
L
c(L)Δ
(
gg∗1g2∗,Z0
)L
.
Therefore
∑
L
c(L)
{(
j
(
g∗1g2∗,Z0
)−1
Δ
(
g,g∗1g2∗〈Z0〉
)
tj
(
g∗1g2∗,Z0
)−1)L −Δ(gg∗1g2∗,Z0)L}= 0. (5.3)
Put Z0 = i12n and g,g∗1g2∗ ∈ K , where
K := {g ∈ Sp(2n,R) ∣∣ g〈i12n〉 = i12n}.
Then (5.3) is equal to
∑
c(L)
{(
j
(
g∗1g2∗, i12n
)−1
Δ(g, i12n)tj
(
g∗1g2∗, i12n
)−1)L −Δ(gg∗1g2∗, i12n)L}. (5.4)
L
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g =
(
Re(u) − Im(u)
Im(u) Re(u)
)
with u =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1
. . .
. . .
an bn
−b1 a1
. . .
. . .
−bn an
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
∈ U(2n),
and
g∗1g2∗ =
(
Re(v) − Im(v)
Im(v) Re(v)
)
with v =
⎛⎜⎝ e
iθ1
. . .
eiθ2n
⎞⎟⎠
−1
for θ1, . . . , θ2n ∈ R. Here U(2n) denotes the unitary group of size 2n. Then (5.4) is equal to
∑
L
c(L)
{(
1
2i
(
v−1tv−1 − v−1u−1tu−1tv−1))L −( 1
2i
(
12n − v−1u−1tu−1tv−1
))L}
.
Since n l, for L = {(α1, α2), (α3, α4), . . . , (α2l−1, α2l )} ∈ L, the coefficient of e(α1)1 e(α2)1 e(α3)2 ×
e
(α4)
2 . . . e
(α2l−1)
l e
(α2l )
l is
c(L)
(
1
2i
)#L{ l∏
j=1
(cj − dj )−
l∏
j=1
(c′j − dj )
}
,
where
cj :=
⎧⎪⎨⎪⎩
e2iθj , if (α2j−1, α2j ) ∈ L∗∗,
0, if (α2j−1, α2j ) ∈ L∗∗,
e2iθn+j , if (α2j−1, α2j ) ∈ L∗∗,
c′j :=
⎧⎪⎨⎪⎩
1, if (α2j−1, α2j ) ∈ L∗∗,
0, if (α2j−1, α2j ) ∈ L∗∗,
1, if (α2j−1, α2j ) ∈ L∗∗
and
dj :=
⎧⎪⎨⎪⎩
e2iθj (a2j + b2j ), if (α2j−1, α2j ) ∈ L∗∗,
ei(θj+θn+j )(aj bj − ajbj ), if (α2j−1, α2j ) ∈ L∗∗,
e2iθn+j (aj 2 + bj 2), if (α2j−1, α2j ) ∈ L∗∗.
If L /∈ L∗∗, then we can choose aj , bj and θj such that
l∏
j=1
(cj − dj )−
l∏
j=1
(c′j − dj ) = 0.
Therefore we obtain c(L) = 0 for L /∈ L∗∗. Thus Proposition 4.1 is proved. 
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Theorem 6.1. Let k be even and k > p + q + 1. If Vp∗ ⊗ Vq∗-valued polynomial P(X) is
homogeneous in X with the underlying set I and pluri-harmonic for Δ∗(2k) and Δ∗(2k), then
(
P(∂)E
p+q
k
)(Z 0
0 W
)
=
min(p,q)∑
r=m
cr
d(r)∑
j=1
D(fr,j )[fr,j ]ρpρr (Z)∗ ⊗ [θfr,j ]ρqρr (W)∗.
Here cr is a constant, d(r) is the dimension of Sρr , {fr,1, fr,2, . . . , fr,d(r)} is an orthonormal
basis consisting of eigenforms, and (θf )(z) := f (−z). And for an eigenform f , D(f ) is defined
by
D(f ) :=
∑
T ∈T(r)
λ(T ,f )det(T )−k,
where λ(T ,f ) is the eigenvalue on f of the Hecke operator (Γr( T 00 T −1 )Γr).
Remark. By Böcherer [3, Theorem],
D(f ) = ζ(k)−1
r∏
j=1
ζ(2k − 2j)−1L(k − r, f,St)
where ζ is the Riemann zeta function and L(∗, f,St) the standard L-function attached to f .
Proof. Using the coset decomposition by Garrett [5] (see also Mizumoto [11, Appendix B]), we
have
E
p+q
k (Z) =
min(p,q)∑
r=0
∑
T ∈T(r)
∑
g′′2∈Γq,r\Γq
∑
g′′1∈Γp,r\Γp
∑
g′2∈Γr (T )\Γr
∑
g′1∈Γr
1|kgT˜ g˜′ ∗1 g˜′2∗g′′ ∗1 g′′2∗, (6.1)
where for T ∈ T(r),
Γr(T ) :=
(
T 0
0 T −1
)−1
Γr
(
T 0
0 T −1
)
∩ Γr,
T˜ :=
(
T (r) 0
0 0
)
and g
T˜
:=
⎛⎜⎜⎝
1p 0 0 0
0 1q 0 0
0 T˜ 1p 0
tT˜ 0 0 1q
⎞⎟⎟⎠ ,
and define
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⎛⎜⎜⎝
A′1 0 B ′1 0
0 1p−r 0 0
C′1 0 D′1 0
0 0 0 1p−r
⎞⎟⎟⎠ and g˜′2 :=
⎛⎜⎜⎝
A′2 0 B ′2 0
0 1q−r 0 0
C′2 0 D′2 0
0 0 0 1q−r
⎞⎟⎟⎠
for g′1 =
(
A
′(r)
1 B
′(r)
1
C
′(r)
1 D
′(r)
1
)
and g′2 =
(
A
′(r)
2 B
′(r)
2
C
′(r)
2 D
′(r)
2
)
.
Put g1 := g˜′1g′′1 and g2 := g˜′2g′′2 . By Proposition 4.1,(
P(∂)
(
1|kgT˜ g˜′ ∗1 g˜′2∗g′′ ∗1 g′′2∗
))∣∣
Z=Z0 = δ
(
g
T˜
g∗1g2∗,Z0
)−k
Q
(
Δ
(
g
T˜
g∗1g2∗ ,Z0
))
.
Since
δ
(
g
T˜
g∗1g2∗,Z0
)= det(j (g1,Z))det(j (g2,W))det(1p − T˜ g2〈W 〉tT˜ g1〈Z〉)
and
Δ
(
g
T˜
g∗1g2∗,Z0
)= ( ∗ j (g1,Z)−1(1p − T˜ g2〈W 〉tT˜ g1〈Z〉)−1T˜ tj (g2,W)∗ ∗
)
,(
P(∂)
(
1|kgT˜ g˜′ ∗1 g˜′2∗g′′ ∗1 g′′2∗
))∣∣
Z=Z0
= det(1p − T˜ W tT˜ Z)−kQ(( ∗ (1p − T˜ W tT˜ Z)−1T˜∗ ∗
))
|ρ∗pg1|ρq∗g2
= ρ∗p
(
1p − T˜ W tT˜ Z
)−1
Q
(( ∗ T˜
∗ ∗
))
|ρ∗pg1|ρq∗g2. (6.2)
Since Q
(( ∗ T˜∗ ∗ )) ∈ Vr∗ ⊗ Vr∗, Q(( ∗ T˜∗ ∗ )) vanishes if r < m. Therefore consider that r m.
Put Z = ( z(r)1 z2
tz2 z3
)
and W = (w(r)1 w2
tw2 w3
)
. Then
ρ∗p
(
1p − T˜ W tT˜ Z
)−1
Q
(( ∗ T˜
∗ ∗
))
= ρ∗r
(
1r − Tw1tT z1
)−1
Q
(( ∗ T
∗ ∗
))
= det(T )−kρ∗r (1r −w1z1)−1Q
(( ∗ 1r
∗ ∗
)) ∣∣∣
ρr∗
(
T 0
0 T −1
)
. (6.3)
Summing up (6.1)–(6.3),(
P(∂)E
p+q
k
)
(Z0)
=
min(p,q)∑
r=m
∑
g′′2
∑
g′′1
∑
T
∑
g′2
det(T )−k
·
⎛⎝∑
g′
ρ∗r (1r −w1z1)−1Q
(( ∗ 1r
∗ ∗
)) ∣∣∣
ρ∗r
g′1
⎞⎠ ∣∣∣
ρr∗
(
T 0
0 T −1
)
g′2|ρ∗pg′′1 |ρq∗g′′2 . (6.4)1
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P(z,w) :=
∑
g∈Γr
ρ∗r (z +w)−1Q
(( ∗ 1r
∗ ∗
)) ∣∣∣
ρ∗r
g.
Then
∑
g′1∈Γr
ρ∗r (1r −w1z1)−1Q
(( ∗ 1r
∗ ∗
)) ∣∣∣
ρ∗r
g′1 = P(z1,w1).
Now we compute P(z,w).
Proposition 6.2. (Cf. Böcherer–Satoh–Yamazaki [4, Proposition 3.1].) Let d be the dimension of
Sρr and {f1, f2, . . . , fd} an orthonormal basis of Sρr . Then there exists a constant cr such that
P(z,w) = cr
d∑
j=1
fj (z)
∗ ⊗ (θfj )(w)∗.
Proof. Let f be a cuspform. Taking the Petersson inner product of f (z)∗ and P(z,−w) in the
variable z, by a computation similar to that in Klingen [8, Section 1],
(
f (z)∗,P (z,−w))
= 2r(r+1)−(rk+l)+1irk+l ·
∫
Sr
〈
f ∗(w),ρ∗r
(√
Im(w)
−1
(1r − SS)
√
Im(w)
)
Q
(( ∗ 1r
∗ ∗
))〉
· det(1r − SS)−r−1 dS
where Sr := {S ∈ M(r,C) | S = tS, 1r − SS > 0}. Define a linear transform ψ on Vr∗ by
ψ(v∗) :=
∫
Sr
〈
ρ∗r (1r − SS)v∗,Q
(( ∗ 1r
∗ ∗
))〉
det(1r − SS)−r−1 dS.
Changing the variable S to tUSU , ψ = ρr∗(U−1)ψρr∗(U) for any U ∈ U(r). By Schur’s lemma,
there exists a constant ϕ such that ψ = ϕ · idVr∗ , where idVr∗ denotes the identity map on Vr∗.
Put cr := 2r(r+1)−(rk+l)+1irk+l · ϕ. Then
(
f (z)∗,P (z,−w))= cr · f (w)∗.
Therefore Proposition 6.2 follows. 
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(
P(∂)E
p+q
k
)
(Z0) =
min(p,q)∑
r=m
cr
∑
g′′2
∑
g′′1
∑
T
∑
g′2
det(T )−k
·
d(r)∑
j=1
fr,j (z1)
∗ ⊗ (θfr,j )(w1)∗
∣∣∣
ρr∗
(
T 0
0 T −1
)
g′2|ρ∗pg′′1 |ρq∗g′′2 .
Hence, as in [5],
(
P(∂)E
p+q
k
)
(Z0) =
min(p,q)∑
r=m
cr
∑
g′′2
∑
g′′1
d(r)∑
j=1
D(fr,j )fr,j (z1)
∗ ⊗ (θfr,j )(w1)∗|ρ∗pg′′1 |ρq∗g′′2
=
min(p,q)∑
r=m
cr
d(r)∑
j=1
D(fr,j )[fr,j ]ρpρr (Z)∗ ⊗ [θfr,j ]ρqρr (W)∗.
Thus Theorem 6.1 is proved. 
7. Fourier coefficients of Klingen Eisenstein series
In this section we consider Fourier coefficients of the Klingen Eisenstein series [f ]ρpρq attached
to a cuspidal eigenform f . Define a linear map Λ :Sρq →Mρp by
(Λf )∗ :=
(
f∗,
(
P(∂)E
p+q
k
)(−Z 0
0 ∗
))
.
From Theorem 6.1 and Proposition 3.3, Λf vanishes if p < q . If p  q and f is an eigenform,
Λf = cqD(f )[f ]ρpρq . Therefore we consider Fourier coefficients of Λf .
Using the same method as in Böcherer–Satoh–Yamazaki [4, Section 5] (see also [6]), we
obtain
Proposition 7.1. (Cf. [4, Proposition 5.1].) Let k be even, k > p+q+1 and p  q . Let f ∈Sρq .
Then for R ∈ S(p)>0 ,
a(R,Λf )∗ = 2(2πi)l
∑
(T ,w1)
a
(
T ,E
p
k
)∑
w3
〈
a˜
(
w3T
tw3, f
)
∗,P
((
w1T tw1 w1T tw3
w3T tw1 w3T tw3
))〉
,
where (T ,w1) runs over S(p)>0 × (M(p,Z)/GL(p,Z)) with w1T tw1 = R and w3 runs over
GL(q,Z) \M(q,p,Z) such that (tw1 tw3) is primitive.
Furthermore each modified Fourier coefficient a˜(R,Λf ) is given as follows:
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Then for R ∈ S(p)>0 ,
a˜(R,Λf )∗ = 2(2i)−(pk+l)α(p)k c(ρp)det(R)−k+(p+1)/2
∑
(T ,w1)
a
(
T ,E
p
k
)
·
∑
w3
〈
a˜
(
w3T
tw3, f
)
∗,Q
(( ∗ tw−11 tw3∗ ∗
))〉
,
where the summations are as in Proposition 7.1, and
α
(p)
k := (4π)p(p−1)/4(2πi)−pk
p−1∏
j=0
Γ
(
k − j
2
)
,
c(ρp) := 2−p(4π)−p(p+1)/2
∏
1ijp
(2k + λμ + λν −μ− ν)
with λm+1 = λm+2 = · · · = λp = 0.
8. Alternating tensor valued case
In the alternating tensor valued case, we give a pluri-harmonic homogeneous polynomial
P(X) explicitly, and compute a homogeneous polynomial Q(X) and a constant cr as in The-
orem 6.1.
Let m = l and λ1 = λ2 = · · · = λl = 1. We have Young symmetrizer
c :=
∑
σ∈Sl
sgn(σ )σ.
And put
P(X) := c∗c∗X11X22 . . .Xll .
Then
Δ∗(d)P(X) = c∗c∗
∑
1i<jl
X11 . . . X̂
i
i . . . X̂
j
j . . .X
l
lXijY
ij = 0
and similarly Δ∗(d)P(X) = 0. Therefore P(X) is pluri-harmonic for Δ∗(d) and Δ∗(d). Put
d := 2k. By [10, Lemma 1],
Q(X) = c∗c∗
l∏
j=1
(
−k + j − 1
2
)
X11X
2
2 . . .X
l
l .
Next, we compute cr . Note that
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∫
Sr
〈
ρ∗r (1r − SS)v∗,Q
(( ∗ 1r
∗ ∗
))〉
det(1r − SS)−r−1 dS
= (l!)2
l∏
j=1
(
−k + j − 1
2
)∫
Sr
ρr∗(1r − SS)v∗ det(1r − SS)−r−1 dS.
Then, by [10, Lemma 2],∫
Sr
ρr∗(1r − SS)v∗ det(1r − SS)−r−1 dS
= 2rπr(r+1)/2
∏
1μνr
1
2k + λμ + λν −μ− ν v∗,
where λl+1 = λl+2 = · · · = λr = 0. Thus we obtain
cr = 2(r+1)2−(rk+l)irk+l(l!)2πr(r+1)/2
·
l∏
j=1
(
−k + j − 1
2
) ∏
1μνr
1
2k + λμ + λν −μ− ν .
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