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Abstract 
This paper describes algorithms using Groebner basis techniques for parameterizing algebraic 
space curves. It is shown that the Groebner basis of the ideal of a non-singular rational space 
curve of degree n in general position, taken with respect to an appropriate elimination order, has 
n + 1 elements whose degrees and structure can be precisely described. The space curve can be 
parameterized by taking a birational projection to the plane and parameterizing the resulting plane 
curve. The Groebner basis just described contains all the information necessary to deal with the 
singularities introduced by projection, so that explicit calculations relating to these singularities 
can be avoided. The modifications necessary to take care of the cases of a singular space curve, 
or a curve not in general position, are given. An appendix sketches a proof of the result that 
the projection of a non-singular rational, non-planar space curve from any point is birational. 
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1. Introduction 
Effective methods for parameterizing algebraic curves have an intrinsic interest in 
algebraic geometry, and find applications in Diophantine equations and in computer- 
aided geometric design. Max Noether gave an algorithm for parameterizing plane curves 
(of course, when possible, i.e. when the CLINT is rational). Noether’s algorithm is 
described in classical texts of algebraic curve theory (e.g., [9]); it has been studied 
recently with a view to machine implementation and several variants and refinements 
proposed (cf. [7, 81, and also [6] which is still relevant for calculation of adjoints). 
Methods for parameterizing space curves, however, have not been intensively studied, 
though [l, 51 consider curves which are complete intersections. The purpose of this 
paper is to describe some feasible algorithms for parameterizing space curves. 
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In fact, Abyankhar and Bajaj [l], and Garrity and Warren [5] propose parameterizing 
a space curve by making a birational projection to a plane and p~amete~zing the 
resulting plane curve. This is reasonable: the complexity of polynomial computations 
being exponential in the number of variables, one wants to reduce as fast as possible 
to working with polynomials in the fewest possible number of variables. However, 
projection almost always introduces singularities. In the case of rational curves we find 
the extreme case that there are non-singular rational space curves of all orders, while a 
rational plane curve of order n has (n - l)(n - 2)/2 double points, or the equivalent in 
more complicated singularities. To parameterize a birational plane projection we must 
deal with these singularities, e.g., by calculating their structure in order to find the 
adjoint curves. But “dealing with” the singularities is essentially equivalent to resolving 
the singularity, and one feels it is redundant to have to do this when the original space 
curve is the non-sin~lar model of its plane projection! Even when the space curve 
is singular it is a partial normalization of the projection, and one should be able to 
take advantage of this. The main result of this paper is that a Groebner basis of the 
ideal of a space curve, with respect to an appropriate elimination order, and under a 
“general position” hypothesis, contains all the information necessary to deal with the 
sin~la~ties introduced by projection, so that it is not necessary to deal with these 
singularities explicitly. Based on this we give an algorithm for parameterizing a space 
curve with singularities in known positions. We also give a direct algorithm, i.e., one 
not involving projections, for parameterizing a non-singular rational space curve. 
Section I fixes terminology and recalls some basic results. The principal results are 
in Section 2. An appendix sketches a proof of a result on projection of non-singul~ 
rational curves which is relevant but whose proof uses entirely different techniques to 
those used in the main body of the paper. 
A knowledge of algebraic curve theory at the level of [4] is assumed, together with 
a knowledge of elimination theory via Groebner bases as described in [23. 
2. Notation and basic theory 
We fix, once and for all, a field k, not necessarily algebraically closed. P” is pro- 
jective n-space over k. Let C be an irreducible, possibly singular curve in P”, defined 
over k. We use the standard notation regarding divisors and linear systems on curves, 
so, if D is a divisor on C, Z(D), I(D), IDI have the standard connotation (see [4], ) 
with the caveat that these objects are to be taken as constructed, not necessarily on 
C, which may be singular, but on a non-singular model of C. In particular, “genus” 
means the genus of a non-singular model. The term “C rational” is s~on~ous with 
“C has genus 0”. 
A k-parameterizatitm of C is a birational map p : P’--+ C, defined over k, which 
comes from a map P’-+ P” with image C. The basic facts on parameterizations are 
resumed in the following theorem, which is of course classical. 
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Theorem 1. (i) There exists a k-purameterization of C if and only if C has genus 
zero and there exists a fan-singular k-rational point of C, 
(ii) Any curve of genus zero defined over k is k-~irati~~a~ly equivalent to a conic. 
Proof. (1) Necessity is immediate from the definition of a k-parameterization. Suppose 
then that C has genus 0 and that P is a non-singular k-rational point. Then, by the 
Riemann-Roth Theorem, I(P) = 2. Thus, there exists a non-constant rational function 
t with a single pole at P. This function can be viewed as a birational map t : C--i IFD’; 
taking the inverse map gives a parameterization. 
(2) The canonical class KC of any curve C is defined over k, hence so also is the 
anticanonical class -Kc. If C is rational then the anticanonical class has degree 2; thus 
E(-Kc) = 3 and 1 - KC/ maps C birationally to a conic in the plane. The birational 
maps in ( 1) and (2) are defined over k by Weil’s result, that if k is a common field 
of definition for a curve C and a divisor D on C, then Y(D) has a basis of functions 
defined over k. 0 
The proofs given in Theorem 1 show that the problems arising in parameterizing 
algebraic curves are special cases of the general problem of const~cting the spaces 
9(D), when D is a divisor on an arbitrary curve. Any algorithm for the latter con- 
struction will specialize to a parameterization algorithm. Thus, for example, the Noether 
algorithm for parameterizing plane curves constructs the function t, by means of the 
theory of adjoints, as a special case of the general theorem that complete linear sys- 
tems are cut, residual to some fixed divisor, by adjoints of s~ciently high degree. 
When t is found, represented in standard form as the restriction to the curve of a 
rational function f(x, y)/g(x, y) on the plane, the inverse of t : C+ P’ can be found 
by successively eliminating x, y between the equation tf - g = 0 and the equation of 
the curve. The construction of the anticanonical system, needed for (2) of Theorem I, 
can be achieved by a method of Lazard, described in [7]. 
Adjoint curve theory is not, however, the only way of const~cting complete linear 
systems. The arithmetic methods summarized in [3], could also be used; one might 
expect them to be slightly more efficient, since the major step involved, normalization 
of the curve, does not require the explicit knowledge of the fine structure of the 
singularities needed to construct adjoint curves. We shall not pursue this topic further at 
present, since, as will become clear, the method of adjoints is the best for our purposes. 
Theorem 1 generalizes to the statement that if a curve C of genus 0 defined over k 
has a k-rational divisor of odd degree, then C is k-parameterizable. Indeed, if D has 
degree 2r + 1 then ID + rKc 1 has degree 1, so Z(D + rKc) = 2. If {fi, fz} are defined 
over k and are a basis of Z’(D + rKc) then t = _fl/f~ is a function with a unique 
pole on C, whose inverse gives a paramete~zation. This theorem was proved by Max 
Noether in the special case that I) is a hyperplane section, i.e., that C has odd degree, 
and [7] discusses cases in which the divisor arises from k-rational singularities. Note 
that the general theorem does not require D to be effective, and one could have r < 0. 
Applications in this degree of generality have yet to be found. 
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3. The ideal of a space curve 
We write homogeneous coordinates in 1Fp3 as (X, Y, Z, W), and consider W = 0 as the 
plane at infinity. Then x=XjW, y=Y/W, z=Z/W are the corresponding inhomogeneous 
coordinates. 
Let C be an irreducible curve in [FD3, defined over k, which does not pass through 
(O,O, l,O), the point at infinity on the Z-axis, and let Z(C) c k[x, y,z] (often abbreviated 
1) be the afine ideal of C, i.e., the ideal of C n (W # 0). Let n : C-+ C, be the 
projection of C from (O,O, 1,O) to the plane z = 0. Thus, n is the restriction to C of 
the projection (X, Y,Z, W) H (X, Y, W). 
Following classical terminology, we use the term monoid for C to denote an equation 
for C of the form z&x, y) - f(x, y), f, g 4 Z(C). Then deg g is the g-degree of the 
monoid. It is easy to see that monoids for C exist if and only if 7~ is birational, and 
that if monoids exist then a monoid exists of g-degree 5 n - 2 (and total degree 
5 12 - 1). The latter follows by “counting constants”: the number of coefficients in a 
monoid of total degree II - 1 is n(n - 1)/2 + n(n + 1)/2 = n2, whereas the number of 
conditions imposed on a surface of degree n - 1 to make it contain a curve of degree 
n is n(n - l)+ 1. 
Clearly, once a monoid is known the parameterization f C follows immediately 
from a parameterization of C,. Already in [ 1] it is noted that, if C is a complete 
intersection and the equation of C, is calculated by resultants using a PRS algorithm, 
then a monoid is obtained as a by-product of the calculation of the resultant. In this 
section it is shown that if the equation of C, is calculated by Groebner basis techniques, 
then (whether or not C is a complete intersection) the compu~tion yields, not just a 
monoid, but nearly all the information ecessary to parameterize C,, and hence C. 
We take a monomial order on k[x, y,z] for which we, first, order by z-degree, and 
break ties using any graded order on k[x, y] (graded reverse lex would be the usual 
choice). Henceforth, Groebner bases of ideals in k[x, y, z] are taken with respect o this 
order, unless otherwise specified, and we denote by G the Groebner basis for I(C). 
The order is an elimination order (cf. [2]). Thus, G contains a unique F(x, y) E k[x, y], 
and F = 0 is the affine equation of C,. 
Proposition 2. Suppose 7~ is b~ratio~at, so that monoids exist in i(C). Then the 
rnono~~ of rn~n~rna~ g-degree form a vector space over k, and G contains a basis 
for this space. 
Proof. Let zg(x, y) - f(x, y) be a monoid of minimal g-degree so that degg 5 IZ - 
2. Then the leading term (henceforth abbreviated “LT”) of the monoid is LT(zg), 
by definition of the monomial order, and this is a multiple of the leading term of 
some member of G. This member cannot be F, since degF = n (the projection being 
birational) and so, since when restricted to k[x, y] the monomial order is graded, LT(F) 
also has degree n and cannot have a multiple whose degree in x, y is < n-2. Since F is 
the only member of G which is a polynomial in n, y alone, LT(zg) must be a multiple 
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of some polynomial ~1 E G which involves z; evidently, ~1 is a monoid. By minimality 
of the g-degree, the g-degree of ~1 is degg, Thus, there exists a constant cl such that 
LT(zg - S) = ciLT(pi ). Then the difference zg - f - ~1~1, if not zero, is a monoid 
whose leading term is (in our monomial order) to the right of LT(zg - f). Therefore, 
iterating the argument we find after finitely many steps that we have expressed our 
monoid as a k-linear combination of monoids in G, which proves the proposition. q 
A monoid of g-degree zero is a polynomial z - f&y) ~1. If such a monoid ex- 
ists, then C is isomorphic to a plane curve and our discussion terminates. We shall 
henceforth consider that this case is excluded. 
Let c, denote the ideal of k[x, y] generated by polynomials g(x, y) such that there 
exists a monoid zg - f for C. Then the method of proof of Proposition 2 extends 
immediately to give 
Proposition 3. Polynomials g(x, y) which occur as coefficients of monoids in G form 
a Groebner basis of c,. 
The importance of the monoids is that they give approximations to the adjoints of 
C,. Recall that an adjoint (more properly, an adjoint curve) to C, is a plane curve 
satisfying certain conditions, called adjunction conditions, at the singularities of C,. 
For ordinary double points the adjunction condition is simply to pass through the 
double points. Adjoints can also be characterized algebraically as belonging to certain 
conductor ideals, as we now briefly recall. 
Assume that C, has no sin~a~ties at infinity. Let A = k[x, y,z]/f be the affine 
coordinate ring of C, and A, =k[x, y]/(F) that of C,. We denote the result of reduction 
mod an ideal by “-“. Since, by hypothesis the point at infinity on the z-axis does not 
lie on C, the projection n is a finite map, and thus A is a finite integral extension 
of A,. Let a be the normalization of A in its field of fractions, so A, c A c a. Then 
the adjoint ideal c of C, is the lifting to k[x, y] of the conductor of 2 over A, - the 
annihilator of the A, module &‘A+. (This is only true because we assume C, has no 
singularities at infinity.) All adjoint curves in the classical definition have equations 
belonging to the adjoint ideal. 
Tautologically, if f(x, y,z) E k[x, y,z] then f = 0 in A, if and only if f E Z(C). We 
shall switch without further cogent between relations in the coordinate rings and 
equations for curves. 
We define two further ideals, the liftings to k[x, y] of the A, conductors of A,5 and 
of A, respectively. The first is the ideal c, of Proposition 3, the second, which we 
denote by c, consists of curves which satisfy the adjunction conditions at singularities 
of C, caused by the projection, but not necessarily at singularities of C, lying under 
singularities of C. 
Evidently CC c* c c,. We have c* = c if and only if C is non-singular. Since Z is 
integral over A,, it satisfies an equation 
7’ + ap?‘-l + . . . + a,_lt+ a, = 0, (11 
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where the atEA*. Thus, A is generated over A, by {l,z,...,z’-‘} and if @GA, then 
g E c* if and only if @” E A, for 0 5 i 2 r - 1. We note in particular that if Y = 2 
then c, = c+. 
The salient properties of a general birational projection are the following. 
Proposition 4. Assume that E is birational and that C, has no singularities at infinity. 
Then: 
(i) The poIynomials in c+ represent plane curues which obey the conditions of 
adjunction at all singularities of C, caused by projection. In particular, if C is non- 
singular they are adjoints of C,, i.e., c = c,. If C is singular then they may fail to 
be adjoints of C, because they do not necessarily satisfy the adjunction conditions at 
singularities of C, iying under singularities of C. 
(ii) Tlte degree P of the manic equation (1) satis~ed by Z is the ~ax~u~ multi- 
plicity of the singularities caused by projection. 
Proof. We have already noted (i). For (ii), we may assume k algebraically closed. 
From Eq. (1 ), the elements { l,Z, . . . , Z ’ > generate A minimally as an A, module. The 
multiplicity of a point P E C, is the inte~ection multiplicity with C, of a general line 
1 through P. Since C is the non-singular model of C, and rt : C + C, the natural pro- 
jection, this intersection multiplicity is (cf. [4, Ch. 7, Proposition 21). Cn(e)zp ordg(f) 
where I is now thought of as a rational function and ord denotes the order function 
on C. The orde(Z) are in turn the intersection multiplicities at Q of C and the ver- 
tical plane L through 1. Since E is general, L is a general plane containing E and the 
vertical line through P, and the only possible tangent line to C at a point Q, ly- 
ing in L, is this vertical line. But by standard results on intersections of curves and 
planes, the intersection multiplicity of C and L at Q is the order of contact of the 
tangent line with C if the tangent line does lie in L, and 1 otherwise. It follows that 
the sum CnlP1+ orde(t) can be calculated by substituting the coordinates of P in 
the equations for C and taking the mcd of the resulting pol~omials in z. The de- 
gree of this mcd is therefore the multiplicity m of P on C,. Thus, if mp denotes the 
maximal ideal of P in A,, this shows that residues of powers Z’, (0 < i 5 m - 1) 
form a basis of ApJmpAp over A,p/mp = k, whence Ap is generated over AeP by 
these powers. Thus, if M denotes the maximum of the multiplicities of the singular 
points on C,, A is everywhere locally generated over A, by Z’, 0 5 i 5 M - 1, and 
at points P of multiplicity M these form a minimal set of local generators. Thus, 
globally also, these are a minimal set of generators and r = M, as was to be 
proved. 0 
3. I. eon-singular rationai curtjes 
Suppose now that C is non-singular, of genus zero and, as before, of degree n. 
Suppose also that rc is birational and that the only singularities of C, are ordinary 
double points, all finite. We say that C is in general position if these conditions are 
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satisfied, It is well known that moving C with a sufficiently general projectivity will 
place it in general position. 
The following very elementary theorem is of some interest in its own right: it is 
seldom that one can give quite such an explicit description of a Groebner basis! 
Theorem 5. Suppose that C is rational, non-singular, and in general position. Then 
the reduced Groebner basis G of I(C) has n + 1 members, which can be described as 
folio ws. 
(i) The polynomial F(x, y) which defines C,. 
(ii) n - 1 monoids zg - f of g-degree n - 2. The distinct g form a basis for the 
adjoints of degree n - 2 of C,. 
(iii) A polynomial z2 + a(x, y)z + b(x, y), with degfa) 5 n - 3 and deg(b) 2 n - 2. 
Proof. We already know about (i). For (ii), we must show, by Proposition 2, that 
the given monoids form a basis for the monoids of minimal g-degree. Under our 
hypotheses, by Proposition 4(ii), A is generated over A, by { l,Z}, hence c, = c. Thus, 
zy - f H g is a bijection between monoids of C and adjoints of C,. But rational 
curves admit no adjoints of degree 5 n - 3: by a ~nd~ental result of M. Noether, 
the adjoints of degree n - 3 of a plane curve cut the canonical class, residual to the 
double-point divisor, and rational curves have no effective canonical class. On the other 
hand, the adjoints of degree n - 2 to a rational curve form a vector space of dimension 
n - 1, as follows by counting constants, and (2) follows by Proposition 2. 
(iii) We have already noted that, by Proposition 4, Z satisfies a manic quadratic 
equation over A,. However, to obtain the degree bounds on a, b it is easier to fol- 
low another path. Let D, denote the divisor cut out on C by the hyperplane at 
infinity. Then l((n - 2))Dm = (n - 1)2 by Riemann-Roth. The hypothesis that C, 
is non-singular at infinity implies that D, consists of n points of multiplicity 1, 
and this implies that x,y,z (induce unctions on C which) have simple poles at all 
points of D,. Thus, the monomials zx’yi (i + _j 5 n - 3,x’yj,i + j <: n - 2) all 
induce functions on C which have poles of order 5 n - 2 at all points at infinity of 
C, i.e., they belong to U((n - 2)D,). Since there are (n - 1)2 monomials of this 
type, they form a basis of $c((lt - 2)D,) provided that they are linearly indepen- 
dent over k. But a k linear dependence relation would give a monoid of g-degree 
< n - 3, and we have just seen that these do not exist. Finally, observe that z2 also 
belongs to Z((n -2)D,), and expressing z2 as a linear combination of the given basis 
gives (iii). 
It remains to show that there are no other members in the reduced basis, and for 
this we have to show that the leading term of any member of I is a multiple of the 
leading term of one of the exhibited members of G. For polynomials whose leading 
terms are monomials in x,y alone, or monomials z’xiy” with i >_ 2, this is clear from 
( 1) and (3). The final case is that of a polynomial H whose leading term is zxjyk; 
either the coefficient of z in H is a multiple of F, in which case we are home, or H 
is a monoid, in which case the desired result follows from Proposition 3. Cl 
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An immediate corollary of Theorem 5 is the following theorem of Castelnuovo. The 
theorem actually applies to non-singular space curves of arbitrary genus, but, as is to 
be expected, the proof for rational curves is particularly simple. 
Theorem 6. If C is a non-singular rational curve of degree n in P3, then the linear 
system cut out on C by surfaces of degree n - 2 is complete. 
Proof. The proof is essentially contained in the proof of Theorem S(iii). Since all 
divisors of given degree on a rational curve are equivalent, it is enough to prove that 
the set of all divisors equivalent to a given divisor of degree n(n - 2) on C is cut 
by surfaces of degree )z - 2. Since the theorem is geometric it can be assumed that C 
is in general position and we consider the divisor (n - 2)L& defined in the proof of 
Theorem 5. But the basis of Z((n - 2)D, given there comes from surfaces of degree 
I n - 2, and the theorem follows. q 
3.2. Parameterization qf non-singular rational curves 
If C is a non-singly space curve in general position, then by Theorem 5 we can 
read off from G a basis for adjoints of degree la - 2. This is in fact a Groebner 
basis for the ideal c, as follows from Proposition 3, since cZ = c when C, has only 
ordinary double points. Thus, we have a complete hold on the adjoints of C, and 
can parameterize C, by Noether’s algorithm or any of its variants, for which see the 
references in Section 1. 
Suppose that C is not in general position, but that the projection is still birational, 
so that C, acquires singularities more complex than ordinary double points. Then the 
g-coefficients of monoids in the Groebner basis G of I(C) give a basis of c,, but not 
of c. Nevertheless, a basis of c can readily be calculated from G. First, it is easy to 
see that the minimal polynomial (1 ), lifted to k[x, y,z], must appear in G, so we know 
r. Then, by Proposition 4, c = c* c c,. To determine a basis of c, let g be a linear 
combination with indeterminate coefficients of the monoids in G, and determine the 
coefficients by requiring gz’ E A,, 2 5 i 2 r - 1. Th is is a linear calculation using 
division by G, in the sense of [2]. 
Finally, from Theorem 6, we get the following algorithm, which does not use pro- 
jection. Since surfaces of degree n - 2 cut a complete linear system on C, surfaces of 
degree n - 2 constrained to pass through a fixed divisor D also cut out a complete linear 
system on C, residual to D. Thus, let P be a k-rational point on C, let Q=O be a sur- 
face of degree n - 2 through P, and let the residual intersection of Q = 0 with C be D, 
i.e., as a divisor on C the total intersection is P +D. Then the surfaces of degree n - 2 
through D form a pencil cutting out the complete linear system IPI. If f(x, y,z) = 0, 
g(x, y,z) =0 are two independent members of the pencil then t =f/g is a function with 
just one pole on C, and the parameterization is found as in the proof of Theorem 1. 
Surfaces through D can be determined using the ideal quotient. It is tempting to 
carry out the calculations using Groebner bases with graded revlex order, since this is 
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normally most efficient. However, after finding f, g one has the problem of eliminating 
successively two of the three coordinates between tg - f = 0 and the equations of C 
_ it is enough to consider two general members of I. This involves either a further 
Groebner basis calculation, or else some quite complex resultant calculations. It should 
be more efficient to sacrifice a little in the size of the Groebner basis and do the 
calculations in the elimination order. Whether or not C is in general position this 
yields a monoid (by Proposition 2) and the equation for C,, so one can substitute for 
z in t = f(x, y,z)/g(x, y, z) and then proceed to eliminate x, y successively between the 
resulting equation F(x, v) = 0. 
As an example, consider a non-singular rational quartic curve C c P3. Quadrics 
though a fixed point of C cut C residually in 7 points; the space V of quadrics 
through these 7 points has dimension 3; but C itself lies on a quadric, and Theorem 6 
tells us that, the space V/(space of quadrics containing C), has dimension 2. Thus, C 
lies on a unique quadric, Q, and if Ql, Q2 E V are independent mod Q, then t = Q,/Qz 
is a rational function on C with a single, simple pole, whence a parameterization 
of c. 
This direct method will not be competitive with the projection method for curves 
of large degree, but for low degree it has the advantage of being easy to program 
and not requiring any general position hypothesis. The theorem proved in the appendix 
guarantees that the projection is birational, so that a monoid exists in G, and this is 
all that is necessary. 
Finally, if C, has singularities at infinity then the members of c must be modified 
to satisfy the adjunction conditions at these singularities. This is not difficult for sin- 
gularities on a coordinate axis. Thus, it is never necessary to perform the expensive 
operation of making a projective transformation to place C in general position. 
3.3. Singular rational curves 
The methods described for non-singular curves extend readily to singular space 
curves when the positions of the singularities are easy to describe, say when they 
are all k-rational. In this case (cf. Proposition 4), we know c* and we find c by spec- 
ifying the appropriate behavior at the singularities of C, which are the projections of 
the singularities of C. By Proposition 4 if C is in general position, in the sense that the 
projection rc introduces only ordinary double points at finite distance, we have c, = c,, 
and even if C is not in general position the conductor can be calculated from c, as 
described for the non-singular case. 
Problems arise for this algorithm when C has singularities which are difficult to 
describe; for example, if they are not defined over k there may be no better description 
than as the subscheme of C defined by the Jacobian ideal. This makes it complicated, 
though not impossible, to find those members of c* which obey the further adjunction 
conditions that make them members of c. Probably, this case is better treated by the 
arithmetic methods mentioned at the end of Section 1. 
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4. Examples 
The following examples are edited from files produced with COCOA or Macaulay. In 
each case a parameterization of the curve is given followed by the reduced Groebner 
basis of the ideal of the curve, with respect to the order described in Section 3. 
The characteristic is 13. This was chosen to avoid large, ugly coefficients. It must be 
admitted that this paper skates over one of the principal problems of calculation with 
curves in characteristic 0, which is the appalling growth of coefficients. 
(i) A non-singular curve in general position. 
Parameterization: 
x = s7 + s5t2 - 4s4t3 + 2s2t5 - St6 + t’, 
y = t7 + 3t6s + St6 - ST, 
z =s7 - 4s6t + sSt2 + 2s3t4 - 3s4t3 + s2ts + 2st6 + t7, 
w = s’ - 2s6t + s5t2 + 3s3t4 - s2t5 - St6 + t7. 
GBasis: 
x7 - 6x6 y - 5x5 y2 - x4 y3 - 2x3 y4 + 3x2 y5 + 3xy6 - 3y7 + 3X6 + 4x5 y + 3X4 y2 
+3x3y3-2x2y4-2ry5-3y6+x5+2x4y+5x3y2+4x2y3-2Xy4+4y5+X4 
+4x3y-5X2y2-3xy3-6y4-4X3-5x2y+5xy2+5y3-6X2-4Xy+3y2-5x-5y+2 
zy5 + 2zx4 + 3zx3y - 4zx2y2 - 5zxy3 - 4zy4 - 3zx3 + 4zx2y + 3zxy2 - 5zy3 - zx2 
-Zxy + 6zy2 + 2zx - 6zy + 62 + 2x6 + 6X5 y - 2x4 y2 + 2x3 y3 - ~~2~4 + 5xy5 
+6y6+4x5-4x4y-2x3y2+6x2y3+6Xy4+6y5-4x4-6x3y+3x~y~-6y4 
-~~+~~~-4xy~-5y~-5~~+3~~-~-2~-4 
zxy4 + zx4 + 2zx3 y - 6zx2 y2 - 4zxy3 + zy4 + 5zx3 + 6zx2 y - zxy2 - 2zy3 + Zx2 
-6zXy - 2zy2 - 62x + z + 5x6 - 5x5y + 4x4y2 + 2x3 y3 - x2y4 + 6y6 - 4x5 
+2xy2 + 2 y3 + 6x2 - 2xy - 3 y2 + 2x + 1 
zX2y3 + 2zx4 + 4zx3 y +zx2 y2 + 6zxy3 + 2zy4 + 2~x~ + 5ZX2 y + 5Zxy2 - zy3 - 6Zx2 
+2ZXy + 2Zy2 - 4ZX - 2Zy -Z - X6 + 3x5y - 6x4y2 - 4x3y3 - 2x2y4 + 4xys 
+2y6 - 5x5 + 4x4 y + 3x3 y2 - 3x2 y3 + xy4 - 6y5 + 5X4 + 3X3 y - 6X2 y2 - 6xy3 
+y4-5x3+6x2y+Xy2-4y3-6x2+5xy-5y2+x-4y+6 
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zx3y2- 32x4- 2zx3y- 5Zx2y2-4zxy3+3zy4-4~3-6~~2y+5ZXy2+~y3-5ZX2 
-2zxy - 3zy2 +2x -zy +z - 3x6 + 2x5y - 5x4y2 - 4X3y3 - 6x2y4 + 5xy5 
-3y6 + 6x5 + 6x4y +x3 y2 + 2x2y3 - 3xy4 - 5ys - 2X4 + 6X3y + 3X2y2 - 4xy3 
-4y4 + 5x3 - 6x2y + 6xy2 + 3y3 - 6x2 + 6y2 - X - 4y + 2 
zx4y + 2ZX" - ZX3y + k2y2 - 5zXy3 - 5Zy4 - 5zx3 - 3z+x*y + 6Zy3 - 2,7Xy 
-4zy’ + 5zx+ 6zy +42 - 3x6 + 6x5y + 6x4y2 +X3y3 +X2y4 + 6Xy5 +4y6 
--5X5 - 3X4y + 3x2y3 + 5xy4 - y5 - 3x4 + 6x3y + 4X2y2 + 6Xy3 + 2y4 - 6X3 
-6X2y+ 5xy2 +2y3 - 2xy+ 4y2 -4x+6y+ 1 
ZX5 - 6zx4 - 6zw3y + 2zx2y2 + 5.2.~~~ - zy” + 3zx3 + 3zx2y - 6ny2 - 4zy3 - 5zx2 
szxy- 3zy* +4zx- %y-42+x6+ 4x5y-2x4yz-5x3y3+ 2.gy-q 4y6+5X5 
-x4y - x3y2 - 5xzy3 - 4xy4 - y5 + 4x4 - 2x3y - 5x2y2 + 4xy3 - 6y4 
+5X3 - 6x2y - 5xy2 + 3y3 +x2 - 5x-y + 292 + 3x - 6y - 2 
Z2 +42x4 + 6zx3y+ 2zx2y2 + 2zxy3 - 2zy4 --x3 - 4ZXzy + 3ZXy2 - 2zy3 -4Zx* 
i-5zXy i- 3Zy2 + 5ZX - Zy + 62 - 6x5 - 6x4y - k3y2 + 5X2y3 + 2~5 + 6X4 
+5x2y2+xy3+3y4-6x3-5x2y-y34x2-2Xy-3y2+3x-5 
(ii) A non-singular curve whose projection has a sin~larity which is not an ordinary 
double point. In fact, the projection has a triple point at the origin. 
Parametrization: 
x = (s - t)3(s + t)(s3 + t3), 
y=(s - t)$ + 2t)(s3 + 3s2t - 2st2 f t3), 
z =s7 - 4s6t +s5t' + 2s3t4 - 3s4t3 +s2t5 + 2sP + t7, 
w =sl - 2Pt + sst2 + 3s3t4 - s2t5 - St6 + t7. 
GBasis : 
X7+4xby- 3xsy2- 6n4y3+6x3y4+5X2y5 - 5Xy6+3y7+5X6-6X4y2 - 5X3y3 
-5X2y4 -Xy' - 5,V6 -X5 +2X4y - X3Y2 - 4x2y3 +2xy4 + 5y5 -3X4 + &3y 
-3xy3 - 6y4 - 3x3 + 4x2y + 4xy2 - 3y3 
Zy' - 6zx3y + 5~’ y2 - 4zxy3 + 2zy4 - 6zx3 + 6zx2y + 6.2~~~ + 4Zy3 - 3zx2 
+6zxy- 5zy2 -2.z.vzy+3x6 -3x5y-4x4y2 +2~3~3 +4X2y4 +2xy5 +3y6 
+2x5 -x4y - 5x”y2 - 2X2y3 +2Xy4 -4x4 -_$y+5x2y2 -4XY3 +3y4 +3x3 
+2x2y -6xy2 +5y3 +6X2 +5xy+5y2 +4x- 3y 
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ZY4 - 3zx3y - 3zx2y2 - 4zxy3 - 2zy4 - 4zx3 - 2&y + 2zxy2 + &y3 - 4& 
-2zxy + 4zy= - 4zx - 2zy - 2x6 + 5x5y - fix4y2 - .3y3 + 5xy5 + 4ye + x5 
-4x4y +4x3 y2 - 3xy4 - yS - 2x4 - 5x3y - 6x2 y2 - 4xy3 + 3x3 - 2x2 y + 3xy2 
--6x2 - 5xy - 2y2 - 5x - 6y 
ZX2y3 - 5zx3y - 2zx2yz + 3zxy3 + 2x3 + zx2y - 5zxy2 + fjzy3 - 3& - 2&7y 
+W2 + X5y - x3y3 + h2y4 - 6xy5 + 6y6 + 3x5 + X4Y - 5n3y2 + 6xzy3 + 3x4 
-3x3y + 3x2yz - 3xy3 - 5x3 + 4x2y - xy2 - 2y3 - 2x2 - 4xy + 2y2 
zx3y2 - zx3y - 6zx2y2 - zxy3 - 4zy4 - 4.7x3 - 2&y - 5zxy2 - 2zy3 + 62~~ 
-I-3zxy + 6zy2 + 52x - 4zy + x6 - x4 y2 + 2x3 y3 - 6x2 y4 + 6xy5 - 4x5 -+ 4x4 y 
+2x3 y2 + 4x2y3 - 6xy4 + 6y5 - 3x4 - 4x3y + 2x2y2 - xy3 - 5y4 - 4x3 + 5x2y 
-2xy2-4y3-6xy+5y2+3x+y 
zx4 f2zx3y -2zx2y* i-4zxy3 - zy4 - 5zx3 - 3&y 4 my2 - zy3 - 2zx2 + 4zxy 
+szy2 - 2zx - zy - 3x5 - x4y + x3y2 - 6x2y3 - 5xy4 - 2y5 - 2x4 + 3x3y 
+x2y2 + xy3 - 5x3 - x2y - 4xy2 - 5xy + y2 + 4x - 3y 
z’y - zx3y - 5zx2y2 + 2zxy3 + 6zy4 - &x3 + 2zx2y - 3zxy2 - 6zy3 + zx2 - zx 
+4x4y - 6x2y3 - 6xy4 - 4y5 + 2x4 + 6x3 y + 6x2y2 - 2xy3 - y4 + 4x3 - 2x2y 
+5xy2 - y3 - 4x2 - xy + y2 - 4y 
zzx -t 42x3 y + 3zxy3 t 5zy4 + 42.x2 y + 3zxy2 + 4.2~~ + 3.d - 3zxy + 6.zy2 + 2zx 
-3x4y + 2x3yz - 4xzy3 - 3xy4 f y5 - 4x4 - 3x3y + 52y2 - 2y4 -x3 + 5x2y 
-2xy2-4y3+2x2+5xy+3y2+6x+4y 
z3 - 2zzy2 + 4z2x + 322y + 5z2 - 52x3 - 4.&y - 5zxy2 + 2zy3 4 42.x2 - 4zxy 
f5zy2 - 32x + 32y + 42 + 2.8 -I- 5x3y + 3x2y2 -f” 2xy3 - 3y4 + 4x2y + 2xy2 
-y3 - 6x2 + 6xy + 5y2 - 6x - 3y - 5 
(iii) A singular space curve 
Parameterization: 
w = s7 - 285 + s5t2 f 3s3t4 - s2t5 - St6 + t7, 
z = s7 - 4.A + .A2 + 2s3t4 - 3s4t3 + s2t5 + 2st6 -I- t?, 
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x=s7~S5t2-454t3+2~2t5-53t6+t7, 
y = t7 i- ST. 
GBasis: 
x7 -I- k6y - 5x5y2 + 2x4y3 -+ 6x3y4 - tjx2ys - xy6 - 2y7 + 4.$ + 3x4y2 - 3x3y3 
-h2y4 - 2.$ + y6 - 3x5 + 4x4y + 3x3y2 + 2x2y3 + 5xy4 + 3y5 - 6x4 + x3y 
+5x2y2 + 6xy3 + 5y” -t 5x3 f 3xy* - 6y3 - x2 + 4xy + 2y2 + 3x - y - 6 
ty5 -+ 2x3 y - zx2y2 - zxy3 - 5zy4 + 627x3 + 6zx2y + 4zxy* - 3zy’ - 4~9 - 4zxy 
+4.7y2 f 5zx + 5zy + 22 + 4x6 +x’y + 6x4y2 + 6x3y3 + 6x2y4 - 6xy5 - 5y” 
-x5 - h4y + 5x3y2 + 2x2y3 - xy4 + 6y5 + 2x4 - 5x3y _t 2xzy* + xy3 - 5y4 
+5~3-3x2y+6xy2-5y3+3x2+6xy-5y2+x-4y+3 
zxy4 + 4zx3y - 2zx2y2 - zxy3 + 2zy4 + 62x3 - 6zx2y + 3zxy2 + 2zy3 - 3.2.x* 
+2zxy - 3.2~~ - 32x - 5zy + 42 + 6x6 - 2x4y2 - 5$y3 +- 5x2y4 - xy5 _ 5y6 
-3x5 + 2x4y + 6x3y2 - 5xy4 + 3y5 - 2x4 + 6x3y - 5x*y* + 3~4 + k2y + 5~~2 
+2y3 -n~+3xy+3yZ-3x+5y+6 
zx2y3 + 22x3 y + 3zx2 y2 + 2zxy3 - 3zy4 + 3zx2y - 6zxy2 - 4zy3 + 62~~~ - 4.7~~ 
+6zy2 + zx + 3zy - 52 + x6 + 2x5y - 4~4~2 - 5~3~3 - 4xzy4 + xy5 - y” 
+5x43/ + 3x3y* +x2y3 + 3xy4 - 3x4 - 3x3-v f 5x*y2 - 5xy3 + 3y4 - 3x3 + 2gy 
-xy* + 2y3 + 6x2 - 3xy + 2y2 + 6x - 6-v + 4 
ZX3y2 - 6.2~~~ + 6zx2y2 - 4zy4 - 2zx3 - 6zx* y - 47,xy2 + 3.zy3 - zx2 - 6.my 
-4zy* - 3zy - 22 + x’y + 6x4y2 -t- 3x3y3 - 6x2y4 -+ 2y6 +x3 - 2x4y - 5x3y2 
-5x*y3 - 3xy4 - 5y5 - 3x4 -tx3y + 5x2y2 + 4xy3 - 5y4 - 2x3 - 6x2y - 3.xy2 
+5y3 -x2-xy+2y2f6x-6y+6 
zx4 - .zx3 y + 62x2 y2 - 2zxy3 - 2zy4 - 4zx2y + zxy* - 4zy3 + 2zx2 - szxy 
-3zy2 - 22x + 5zy - 22 + 2x5 + 4x4y - 2x33 - .2y3 - 4xy4 - y5 + 4x4 
-t3x3y + 2X2y2 + 5xy3 -t- 3y4 f 2x3 - 6x2y + 5xy2 - 6x2 - 5xy + 3y* 
i-6y-4 
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22 - 6zx3y - zx2y2 - 4zxy3 + 3zy4 + zx2y + 4zxy2 + 4zy3 - 5z.G - 2zxy 
+2zy2+2zx-3zy-5z-5x5-6 4 x y-x3y2-x2y3-2xy4-6y5+3x4+2x3y 
-6x2y2 - 3xy3 - y4 + 6x3 - 5x2 y + 2xy2 + 3 y3 - 3x2 - 5xy + 2y2 - 5x 
+2y- 1 
Appendix 
The purpose of this appendix is to sketch a proof of the following theorem. 
Theorem A.l. If C is a non-singular ational space curve which does not lie in a 
plane, then every projection from C to a plane is birational. 
Proof. We assume that k is algebraically closed, since the theorem is geometric. Sup- 
pose some projection of C is not birational. Without loss of generality, we can assume 
that the vertex of projection is the point at infinity on the z-axis. Since C is rational 
it has a proper parameterization (X(t), Y(t),Z(t), W(t)), where X(t), etc., are poly- 
nomials. This projects to the plane curve C, parameterized as (X(t), Y(t), W(t)); or, 
in affine coordinates (x(t), y(t)), x = X/W, etc. Since the projection is not birational 
the parameterization of C, is improper, and it follows by Luroth’s theorem that there 
is a rational function u(t), not a linear fractional transformation, and rational func- 
tions A?(U), j(u) such that u H (x^(u),jj(u)) is a proper parameterization of C,, and 
x(t) = x^(u(t)), y(t) = j(u(t)). Let C be the curve parameterized by (u(t),z(t)). We 
have degree C 2 2. Suppose for the moment the degree is not 2; then C being a 
rational plane curve it must be singular. Our assertion is that parameter values which 
give singular points on C also give singular points on C, contradicting the hypothesis 
that C is non-singular. In fact, we get a map 
(u(t)?(t)> 1 k-+ Mu(t)), i(u(t)>,z(t), 1) 
which is well-defined and birational on jinite points of C. Thus, finite singularities of 
C give singularities on C. The map does not extend to a map on the projective com- 
pletions; nevertheless, a tedious case by case analysis shows that infinite singularities 
on d also lead to singularities on C (one uses the condition u(t) not a linear fractional 
transformation to take care of the case of l-branched singularities). There remains the 
possibility that C is a conic, so non-singular. For this case we can give a geometric 
argument. The projection is 2: 1. The curve C is the projection to P3 of a rational 
normal curve C* in P” (n = degree C), from a linear space II of dimension n - 4, 
disjoint from C’. Let L be the (n - 3)-dimensional space joining II to P = (O,O, 1,O) 
in P3. Then the fact that every line through P that meets C in one point meets C 
again, lifts to the statement hat every (n - 2) flat space through L that meets C* in a 
point Q meets it again in a point Q”. We map C* to L by sending a point Q of C’ to 
the intersection of the chord QQa with L. This is a non-constant map - otherwise there 
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would be infinitely many chords of C’ through a point, which is notoriously not the 
case. Thus, the image of C’ is a curve in L. This curve meets II in a finite number of 
points. Thus, II lies on finitely many chords of C*, and this implies that the projection 
C has singularities. 0 
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