Abstract. This paper provides an analysis of a natural d-round tournamentover n = 2 d players, and demonstrates that the tournament possesses a surprisingly strong ranking property. The ranking property of this tournament is used to design e cient sorting algorithms for a variety of di erent models of parallel computation:
It is natural to consider the problem of constructing sorting networks of optimal depth. Note that at most bn=2c comparisons can be performed at any given level of a comparator network. Hence the well-known (n lg n) sequential lower bound for comparison-based sorting implies an (lg n) lower bound on the depth of any n-input sorting network. An elegant O(lg 2 n)-depth upper bound is given by Batcher's bitonic sorting network 4] . For small values of n, the depth of bitonic sort either matches or is very close to matching that of the best constructions known (a very limited number of which are known to be optimal) 11, x5.3.4]. Thus, one might suspect the depth of Batcher's bitonic sorting network to be optimal to within a constant factor, or perhaps even to within a lower-order additive term. Consider Knuth's Exercise 5.3.4.51 11] (posed as an open problem): Prove that the asymptotic value ofŜ(n) is not O(n lgn), whereŜ(n) denotes the minimal size (number of comparator gates) of an n-input sorting network of any depth. The source of the di culty of this particular exercise was subsequently revealed by Ajtai, Koml os, and Szemer edi 2], who provided an optimal O(lg n)-depth construction known as the AKS sorting network.
While the AKS sorting network represents a major theoretical breakthrough, it su ers from two signi cant shortcomings. First, the multiplicative constant hidden within the O-notation is su ciently large that the result remains impractical. Second, the structure of the network is su ciently \irregular" that it does not seem to map e ciently to common interconnection schemes. In fact, Cypher has proven that any emulation of the AKS network on the cube-connected cycles requires (lg 2 n) time 7] . The latter issue is of signi cant interest, since a primary motivation for considering the problem of constructing small-depth sorting networks is to obtain a fast parallel sorting algorithm for a general-purpose parallel computer. In other words, it would be highly desirable to identify a small-depth sorting network that could be implemented e ciently on a topology that is also useful for performing operations other than sorting.
In this paper we pursue a new approach to the problem of designing small-depth sorting networks with \regular" structure. Our notion of regularity is enforced by restricting the set of permutations that can be used to connect successive levels of gates in a comparator network. In particular, we say that a comparator network is hypercubic if and only if successive levels are connected either by a shu e or an unshu e (inverse shu e) permutation. (These terms are de ned more precisely in x3.) Knuth 's Exercise 5.3.4.47 11], posed as an open problem, may be viewed as asking for the depth complexity of shu e-only sorting networks, in which every pair of adjacent levels is connected by a shu e permutation. Batcher's bitonic sort provides an O(lg 2 n) upper bound for this problem, and recently, Plaxton and Suel 17] have established an (lg 2 n= lglg n) lower bound. (The same lower bound holds for the class of unshu e-only sorting networks.)
From a practical point of view, Knuth's shu e-only requirement would seem to be overly-restrictive. It is motivated by a certain correspondence between hypercubic comparator networks and the class of hypercubic machines (e.g., the hypercube, butter y, cube-connected cycles, omega, and shu e-exchange). This correspondence allows any shu e-only comparator network to be e ciently emulated (i.e., with constant slowdown) on any hypercubic machine. (We remark that \hypercubic machines" are more commonly referred to as \hypercubic networks" 12, Chapter 3]. We prefer the term \hypercubic machines" in the present context only because we use the term \networks" to refer to comparator networks.) However, the class of hypercubic machines is most often characterized in terms of e cient emulation of so-called \normal" hypercube algorithms 12, Chapter 3] , which e ectively allow the data to either be shu ed or unshu ed at each step. (More formally, a hypercube algorithm is \normal" if it satis es the following two conditions: (i) in any given step of the computation, communication occurs across a single dimension, and (ii) in any pair of successive steps, communication occurs across an adjacent pair of dimensions.) Thus, hypercubic comparator networks, as de ned above, would seem to represent the most natural class of comparator networks corresponding to hypercubic machines.
Our approach to the design of e cient hypercubic sorting networks is based on the following d-round no-elimination tournament de ned over n = 2 d players, d 0. For d = 0, the tournament has 0 rounds; no matches are played. For d > 0, n=2 matches are played in the rst round according to an arbitrary pairing of the n players. The next d?1 rounds are de ned by recursively running a no-elimination tournament amongst the n=2 winners, and (in parallel) a disjoint no-elimination tournament amongst the n=2 losers. (We have chosen to call this a \no-elimination" tournament in order to contrast it with the more usual \single-elimination" or \double-elimination" formats in which a player drops out of the tournament after su ering one or two losses.)
After a no-elimination tournament has been completed, each player has achieved a unique sequence of match outcomes (wins and losses, 1's and 0's) of length d. Let player i be the player that achieves a win-loss sequence corresponding to the d-bit number i; for example, in a 5-round tournament the sequence WLLWL would correspond to i = 10010 2 = 18. Assume that the outcomes of all matches are determined by an underlying total order. Further assume that there are n distinct amounts of prize money available to be assigned to the n possible outcome sequences. How should these amounts be assigned? Clearly the largest amount of money should be assigned to player n ? 1 = W d , who is guaranteed to be the best player. Similarly, the smallest prize should be awarded to player 0 = L d . On the other hand, it is not clear how to rank the remaining n?2 win-loss sequences. For instance, in an 8-round tournament, should the sequence WLWLLWLL be rated above or below the sequence LLLWWWWW? Intuition and standard practice say that the player with the 5{3 record should be ranked above the player with the 3{5 record. As we will show in x5, however, this is not true for the sequences WLWLLWLL and LLLWWWWW. In fact, we will see that the standard practice of matching and ranking players based on numbers of wins and losses is not very good. Rather, we will see that it is better to match and rank players based on their precise sequences of previous wins and losses.
The analysis of x5 not only implies that WLWLLWLL is a better record than LLLWWWWW, but also provides an e cient algorithm for computing a xed permutation of f0; : : :; n ? 1g such that with probability at least 1 ? 2 ?n " , for some constant " > 0, the actual rank of all but a small, xed subset of the players is well-approximated by (i), 0 i < n. (See Theorem 5.1 for a more precise formulation of this result.) Why does the no-elimination tournament admit such a strong ranking property? Intuitively, a comparison will yield the most information if it is made between players expected to be of approximately equal strength; the outcome of a match between a player whose previous record is very good and one whose previous record is very bad is essentially known in advance, and hence will normally provide very little information. The no-elimination tournament has the property that when two players meet in the ith round, they have achieved the same sequence of outcomes in two independent no-elimination tournaments T 0 and T 1 of order i ? 1 . By symmetry, exactly half of the n! possible input permutations will lead to a win by the player representing T 0 , and half will lead to a win by the player representing T 1 .
The remainder of the paper is organized as follows. In x2, we discuss our applications of the no-elimination tournament. In x3, we provide a number of de nitions. In x4, we present several basic lemmas. In x5, we analyze the sorting properties of the no-elimination tournament. Note that x5.3 contains a number of important technical de nitions related to the no-elimination tournament. In x6 through x11, we present the applications of the no-elimination tournament discussed in x2. In x12, we o er some concluding remarks.
2. Overview of Applications. In x6 through x11 of the paper, we use the strong ranking property of the no-elimination tournament to design e cient sorting algorithms for a variety of di erent models of parallel computation. Most of our results are probabilistic in nature; for such results, the success probability is expressed in the form 1 ? 2 ?2 f(d) ;
for some function f(d). (The parameter d is equal to lg n, where n is the input size.) For the purposes of this introduction, it will be convenient to de ne a number of substantially di erent levels of \high probability" in terms of the function f(d). Let us say that an event occurs with very high probability if f(d) = lg d+O(1), with very 2 high probability if f(d) = ( Note that an event occurs with very high probability if and only if the corresponding failure probability is polynomially small in terms of n. As it happens, all of the main probabilistic claims made in this paper hold with very 2 high probability or better. We have de ned the very high probability threshold only for the purpose of contrasting the results of x10 with those of previous authors.
We now survey the applications of x6 through x11. In x6, we de ne a comparator network of depth c lgn, c 7:44, that sorts a randomly chosen input permutation with very 5 high probability (see Theorem 6.1). (We remark that this comparator network is not hypercubic. A hypercubic version of the construction is discussed in the next paragraph.) At the expense of allowing the network to fail on a small fraction of the n! possible input permutations, this construction improves upon the asymptotic depth of the best previously known sorting networks by several orders of magnitude 2, 15]. We make use of the AKS construction as part of our network. However, the use of the AKS construction can be avoided at the expense of decreasing the success probability from very 5 to very 3 high. (The depth bound remains unchanged.) The topology of our very 3 high probability network is quite simple and does not make use of expanders.
In x7, we present a hypercubic version of the construction of x6. In particular, we de ne an O(lg n)-depth hypercubic comparator network that sorts a randomly chosen input permutation with very 3 high probability (see Theorem 7.1). We have not calculated the constant factor within the O(lg n)-depth bound, which is moderately larger than the constant of approximately 7:44 associated with our non-hypercubic construction.
In x8 and x9, we provide a general method for constructing a sorting network from a comparator network that sorts most permutations. More speci cally, x8 describes how to construct a (hypercubic) high-order merging network from a (hypercubic) comparator network that sorts most input permutations. In x9, we make use of a hypercubic high-order merging network to develop a recurrence for the depth complexity of hypercubic sorting networks. The analysis of this recurrence, presented in Appendix A, yields the main non-probabilistic claim of our paper, namely, that there exist hypercubic sorting networks of depth 2 O ?p lg lg n lg n:
Note that this bound is o(lg 1+" n) for any constant " > 0. (See Theorem 9.1 for a more precise form of the upper bound.) Given the aforementioned (lg 2 n= lg lgn) lower bound of Plaxton and Suel 17], our upper bound establishes a surprisingly strong separation between the power of shu e-only comparator networks and that of hypercubic comparator networks.
Unfortunately, each of the network constructions given in x6, x7, and x9 is nonuniform in the following sense: No deterministic polynomial-time algorithm is known for generating the family of networks for which existence has been established. On the positive side, existence of randomized polynomial-time generation algorithm for each of these network families is a straightforward consequence of our results.
In x10, an optimal O(lg n)-time randomized sorting algorithm is given for any hypercubic machine. The algorithm runs in O(lg n) time on every input permutation with very 4 high probability, and uses only O(1) storage at each processor. Furthermore, a very 2 high probability version of the algorithm never has more than 2 records at the same processor (where the \2" is only necessary for implementing compareinterchange operations), and requires essentially no auxiliary variables. (A global OR operation involving a single bit at each processor is used to check whether the sort has been completed.) A number of optimal-time randomized sorting algorithms were previously known for certain hypercubic machines. For example, the Flashsort algorithm of Reif and Valiant 19] is in this category. However, none of these algorithms has a success probability better than \very high". Probability of failure aside, Flashsort requires more storage than our algorithm, since it makes use of a (lg n)-sized priority queue at each processor. On the other hand, a very high probability sorting algorithm with constant size queues has previously been given by Leighton, Maggs, Ranade, and Rao 13] . Like Batcher's O(lg 2 n) bitonic sorting algorithm, the very 2 high probability version of our sorting algorithm is non-adaptive in the sense that it can be described solely in terms of oblivious routing and compare-interchange operations; there is no queueing. (The very 4 high probability version is adaptive because it makes use of the Sharesort algorithm of Cypher and Plaxton as a subroutine 9].) Note that the permutation routing problem, in which each processor has a packet of information to send to another processor, and no two packets are destined to the same processor, is trivially reducible to the sorting problem. (The idea is to sort the packets based on their destination addresses.) Hence, our sorting bounds also apply to that fundamental routing problem. In fact, standard reductions 12, x3.4.3] allow us to apply our sorting algorithm to e ciently solve a variety of other routing problems as well (e.g., many-to-one routing with combining). Interestingly, all previously known optimal-time algorithms for permutation routing on hypercubic machines 13, 18, 20] are randomized, and do not achieve a success probability better than \very high". Thus, the results of x10 provide a permutation routing algorithm for hypercubic machines with a much smaller probability of failure than any previously known O(lg n)-time algorithm.
Our nal application is described in x11, where we give a randomized algorithm for sorting n O(m)-bit records on an (n lg n)-node omega machine in O(m+lg n) bit steps with very 2 high probability. This is a remarkable result in the sense that the time required for sorting is shown to be no more than a constant factor larger than the time required to examine a record (assuming, as is typical, that m = (lg n)). The only previous result of this kind that does not rely on the AKS sorting network is the recent work of Aiello, Leighton, Maggs, and Newman 1], which provides a randomized bit-serial routing algorithm that runs in optimal time with very high probability on the hypercube. That paper does not address either the combining or sorting problems, however, and does not apply to any of the bounded-degree hypercubic machines (e.g., the butter y, cube-connected cycles, omega, and shu e-exchange). All previously known algorithms for routing and sorting on bounded-degree hypercubic machines, and for sorting on the hypercube, require (lg 2 n) bit steps.
A defect of the randomized sorting algorithms described in x10 and x11 is that each requires a table of permutation information to be precomputed and stored in the nodes of the machine before the algorithm is executed. Fortunately, this defect may be viewed as a relatively minor one since: (i) the table only needs to be computed once for a given machine size n (i.e., the same table can be used to sort all n! possible input permutations in the time bounds stated above), (ii) the table only occupies a constant number of words per machine node, and (iii) there is a deterministic polynomial-time (in n) algorithm for computing the table. For the purposes of the present paper, it is convenient to de ne such a \table-based" randomized sorting algorithm as polynomialtime uniform if and only if it satis es properties (i), (ii), and (iii) above. All of the randomized sorting algorithms presented in this paper are polynomial-time uniform.
(In fact, the tables used by our algorithms can easily be computed in NC.) 3. De nitions. In the sections that follow, we present basic de nitions related to notational conventions, vectors, permutations, 0-1 vectors, (hypercubic) comparator networks, randomness, network composition, and network families. A number of de nitions related to our analysis of the 0-1 no-elimination tournament are postponed to x5.
3.1. Notational Conventions. Our type conventions and de ned constants are summarized in Tables 1 and 2 For any d-permutation , and all k such that 0 k pow(d), we de ne the kth 0-1 d-vector corresponding to d-permutation , denoted k , as follows:
Note that k belongs to (d; k). For any d-permutation , let = 0 k pow(d) k . Table 2 Constants.
Symbol Constant e 2:7182818: : : c see Equation (7) c see Equation (8) c see Equation (9) Let be a 0- The level 0 input wires (resp., level a? 1 output wires) of a given network N are also referred to as the input wires (resp., output wires) of N.
In order to complete our de nition of a network, it remains only to de ne the structure and behavior of a single level. If d = 0, each level consists of a single wire, and the lone input is passed directly to the output. For d > 0, each level consists of two phases: a permutation phase followed by an operation phase.
In the permutation phase, some d-permutation is applied to the pow(d) input wires of the level. We refer to the resulting ordered set of pow(d) wires as the intermediate wires of the level. In an execution of the permutation phase, the values received by the input wires are passed to the intermediate wires according to d-permutation : Intermediate wire (j) receives its value from input wire j, 0 j < pow(d).
In the operation phase, the values carried by the pow(d) intermediate wires are
passed through a set of pow(d ? 1) 2-input, 2-output gates, numbered from 0 to pow(d ? 1) ? 1. Intermediate wires (resp., output wires) 2 j and 2 j + 1 are input to (resp., output from) the jth gate of the level. There are ve kinds of gates in our d-networks: \0", \1", \+", \?", and \?". The action of each of these gates is described below. \0": On input (x; y), a \0" gate produces output (x; y).
\1": On input (x; y), a \1" gate produces output (y; x). \+": On input (x; y), a \+" gate produces output (minfx; yg; maxfx; yg). \?": On input (x; y), a \?" gate produces output (maxfx; yg; minfx; yg). \?": On input (x; y), a \?" gate produces output (x; y) with probability 1=2, and output (y; x) with probability 1=2. In general, we allow our d-networks to be random. A depth-a d-network N is random if and only if N is given by some xed probability distribution over the set of all deterministic depth-a d-networks. (Each time an input vector is passed to a random network N, the network behaves as a randomly chosen deterministic network drawn from the distribution de ning N.)
We have introduced the notion of a random network primarily as a technical convenience, since the random aspects of any construction can be eliminated using Lemma 4.8. Unfortunately, reliance on Lemma 4.8 leads to network constructions that are not polynomial-time uniform.
In x10 and x11, we make use of the \?" gate. 3.7. Network Composition. The main goal of this paper is to provide efcient (i.e., small-depth) constructions of d-networks having certain sorting-related properties. In simple cases, we present our constructions by explicitly specifying the permutation phase and operation phase of each level of the d-network. However, this approach would be too cumbersome for some of our more complicated constructions.
In general, we present a given d-network as the \composition" of a sequence of: (i) explicitly speci ed d-networks, (ii) explicitly speci ed d-permutations, and (iii) recursively speci ed d-networks. The following mechanical procedure can be used to convert such a sequence into a d-network.
1. \Unwind" the recurrence to obtain a sequence of explicitly speci ed d-networks and d-permutations. We now specify the three composition rules (network-network, permutation-network, and permutation-permutation) that can be applied in Step 2 above. In the preceding paragraphs, we have de ned a number of network families. In each case, the name of the family is subscripted by the letter \N" (for \network"). 4. Basic Lemmas. In this section, we present a number of basic lemmas. The extension to random networks is immediate, however, since a random network N is a sorting network if and only if every deterministic network that is assigned a non-zero probability by the distribution associated with N is a sorting network.) Proof. This result follows from a slight modi cation to the proof of the 0-1 principle cited above. The role of the xed permutation is twofold: (i) to reverse one of the two sorted input lists within each a-cube, as required by Batcher's bitonic merge, and (ii) to \compensate" for the series of a shu e permutations accompanying the merge (as described below). It is straightforward to implement an appropriate permutation with an O(a)-depth hypercubic d-network. (We could use Lemma 4.7 for this purpose, although the permutation is simple enough to implement directly.) A depth-a shu e-\+" d-network can then be used to implement Batcher's bitonic merge network within each a-cube. Proof. This bound is due to Ajtai, Koml os and Szemer edi 2]. Unfortunately, the constant factor associated with the AKS sorting network is impractically large. For implementing a permutation in (d; a), we apply our modi ed Bene s construction to each a-cube via the corresponding (d; a)-network of depth 2 a. (The original Bene s construction could not be used in this manner; for 0 < a < d, it would not map input a-cubes to output a-cubes.) lemma 4.8. Let D denote an arbitrary probability distribution over the set of all d-vectors, and N denote a random coin-tossing depth-a d-network. If N sorts a random d-vector drawn from D with probability at least p, then there exists some deterministic depth-a d-network N 0 with the same property.
Proof. A simple averaging argument. (Note that N is drawn from some xed probability distribution over the set of all deterministic depth-a d-networks.) lemma 4.9. Let random 0-1 d-vector be drawn from an arbitrary probability distribution over (d), and be a random d-permutation drawn from R (d; a). Then the 0-1 d-vector 0 obtained by applying to is a-random.
Proof. Straightforward. Proof. If N is deterministic, the claim follows easily from consideration of the following \monotone" property of deterministic networks: When the value passed to a single input wire is changed from 0 to 1 (resp., from 1 to 0), no output changes from 1 to 0 (resp., 0 to 1).
If N is not deterministic, then it is given by some xed probability distribution D 00 over the set of all deterministic depth-a d-networks. Since the claim holds for every deterministic network, we can prove that the claim holds for N by averaging over D 00 .
5. Analysis of the No-Elimination Tournament. Let In this section, we analyze the behavior of the 0-1 no-elimination tournament. Our analysis culminates with Lemma 5.16, which establishes that the 0-1 no-elimination tournament has a surprisingly strong ranking property. This ranking property is used to carry out the applications of subsequent sections. (It is noteworthy that the depthd shu e-\+" d-network is equivalent to Batcher's bitonic merge network. We have chosen not to adopt Batcher's terminology because we plan to expose a property of the network that is largely unrelated to merging.) The central idea underlying the proof of Lemma 5.16 is that for almost all output wires x of a 0-1 no-elimination (d; p)-tournament, the probability that x receives a 0 (which is a function of p) exhibits sharp threshold behavior: There is a probability q (which depends on x) such that x is extremely unlikely (resp., likely) to receive a 0 whenever p is at least a bit smaller (resp., larger) than q. Thus, if we permute the output wires of the 0-1 no-elimination (d; p)-tournament according to the sorted order of their associated threshold probabilities, we will tend to produce an approximatelysorted 0-1 output vector.
The proof of Lemma 5.16 is rather lengthy, and has been organized into a number of sections. In x5.1, we de ne and analyze certain output probability polynomials.
In x5.2, we study the inverse functions associated with these output probability polynomials. In x5.3, we provide a number of auxiliary de nitions. In x5.4, we present several technical lemmas. In x5.5, we complete the proof of Lemma 5.16. 5.1. The Output Polynomials.
In this section, we analyze the probability that each wire in a 0-1 no-elimination (d; p)-tournament carries a 0. We de ne the output probability polynomials (p) and prove two basic lemmas concerning these polynomials. With each binary string , we associate the function (p), de ned inductively as follows: Prfx 0 receives a 0g = Prfx 1 receives a 0g = (p); and these probabilities are independent by Lemma 5.1. Hence, the \min" output of gate y (i.e., the output wire with index 0 at level i) receives a 0 with probability and the \max" output of gate y (i.e., the output wire with index 1 at level i) receives a 0 with probability (p) 2 Proof. For = , the result is immediate since (p) = p. For j j > 0, we prove the result by induction on j j. For the base case, assume that = x, where x is either 0 or 1. Since 0 (p) = 2 p ? p 2 and 1 (p) = p 2 , we nd that x (p) = x ( (p)), as required. Our induction hypothesis is that the claim holds for all and with j j i, for some i 1. For the induction step, we will prove that the claim holds for all , with = 0 x, x equal to 0 or 1, and j 0 j = i. The proof follows from three applications of the induction hypothesis, since
5.2. The Inverses of the Output Polynomials. In order to better understand the behavior of the output polynomial , it will be useful to study its inverse function. In particular, for any binary string , we de ne ? (z) to be the function such that ? ( (p)) = p for all p in 0; 1]. Unlike , ? is not a polynomial for j j 1. However, like , there is a simple inductive scheme for computing ? . This is demonstrated by the following lemma. Proof. Note that because f 0 , f 1 , and f are strictly increasing and di erentiable, l'Hôpital's rule implies that g(x; y; ) is well-de ned even if x = y.
Given any x < y in (0; 1), we prove below that there exists a p such that x < p < y and maxfg(x; p; ); g(p; y; )g g(x; y; ): This is su cient to prove that the maximum of g(x; y; ) occurs for x y.
Choose p so that
We can always nd such a p between x and y since f is a continuous function. (ii) jBj < pow( d), (iii) A ? (resp., A + ) is the set of all output wires in A n B mapped to positions lower (resp., higher) than B by , and (iv) after execution of a 0-1 no-elimination (d; p)-tournament, each output wire in A ? (resp., A + ) receives a 1 (resp., 0) with probability less than ". Proof. Let ( ; "; d) denote a given admissible triple, and choose A to be the set In fact, we can compute an appropriate permutation within the same asymptotic time bound: We set to the permutation of set A that sorts the ? (") values in ascending order. Ties may be broken arbitrarily. It remains to prove that our choice of A and satis es the requirements of the lemma. output receives a 1 is less than ".) Similarly, let denote the binary string associated with some output in A + . Thus, ? (") > p and hence (p) < ". (The probability that output receives a 0 is less than ".) lemma 5.15. Let d, k, n, and p be such that d 0, n = pow(d), 0 k < n, and p = k=n. Let N denote an arbitrary d-network, and assume that output wire x of N receives a 0 (resp., 1) with probability q " when the input to N is drawn from B (d; p). Further assume that output wire x receives a 0 (resp., 1) with probability q i when the input is drawn from R (d; i), 0 i < n. Then q k 2 ". For su ciently small values of d, we remark that a computer program can be used to obtain very accurate error estimates. 6 . A Small-Constant-Factor Network that Sorts Most Inputs. Given Lemma 5.16, it is now a relatively simple task to design a logarithmic-depth network that sorts a random 0-1 input vector with high probability. The transformation consists of two basic components, informally outlined below:
1. A procedure for augmenting the network of Lemma 5.16, which guarantees that all but a small xed subset of the outputs are approximately sorted on a random 0-1 input vector with high probability, to obtain a network which guarantees that the entire output vector is approximately sorted on a random 0-1 input vector with high probability. 2. Recursive application of the network obtained from the previous step, with occasional merge operations in order to correct for items that fall into the wrong recursive subproblem due to boundary e ects. If the network of Lemma 5.16 worked on all 0-1 input vectors, and if we didn't care about constant factors, then it would be straightforward to devise a logarithmic-depth sorting network using the approach described above. Since we do care about constant factors and since we have to worry about probabilities, however, our solution will be somewhat more involved, and the proof will be somewhat more tedious. Nevertheless, we will still follow the basic approach outlined above in order to establish Lemma 6.1, the main technical result of this section. 
with (a) = c +o (1) . Substituting the bounds of Equation (11) (with a = b+2) and for all a and d such that 0 a d. Using Lemma 4.8 to eliminate the random aspects of the preceding construction, the proof of Lemma 6.1 is now complete. (We remark that randomization has not been used in the operation phase of any level in our construction. Furthermore, the only non-trivial probability distributions used in the permutation phase of any level are the R (d; a) distributions, 0 < a d.)
Note that we have used the AKS sorting network as part of our construction. It should be emphasized, however, that the AKS sorting network is only used to allow the function "(d) of Lemma 6.1 to be set as small as possible. 7. An Optimal-Depth Hypercubic Network that Sorts Most Inputs. In this section, we establish the existence of a depth-O(d), hypercubic d-network that sorts most inputs. We once again make use of the high-level strategy described at the beginning of x6, except that we make use of Lemma 5.17 instead of Lemma 5.16.
In contrast with x6, however, we do not concern ourselves with constant factor issues. This leads to a much simpler construction. In particular, we do not require a hypercubic analogue of Lemma 6.4. The following theorem provides an interpretation of Lemma 7.1 in the permutation domain. 9. A Near-Optimal Hypercubic Sorting Network. In this section, we construct a hypercubic sorting network with nearly logarithmic depth. At a high level, the construction is simply based on recursive high-order merging: The input is partitioned into some number of equal-sized lists, each of these lists is sorted recursively, and the resulting set of sorted lists are merged together. The recursion is cut o by applying bitonic sort on subproblems that are su ciently small. The primary question that remains to be addressed is how to perform the merge step e ciently. Of course, the converse is not true in general; most of the basic operations allowed within a normal hypercube algorithm (e.g., the usual set of arithmetic operations) cannot be performed by a hypercubic sorting network. A sorting network is hard-wired, and has a xed depth or \running time", that is independent of the input. On the other hand, a sorting algorithm can have an arbitrarily large gap between its worst-case and average-case running times. For example, consider a sorting algorithm with the following structure: Step 3 is trivial to implement in O(d) time. However, two di culties remain to be addressed.
The rst di culty is that Step 1 is not easily implemented by a hypercubic algorithm. We will overcome this di culty by making use of a depth-d shu e-\?" d-network to randomly permute the input data. Although the d-permutation applied by such a d-network is not d-random, we prove in Lemma 10.2 below that is su ciently random for our purposes.
The second di culty is that the hypercubic algorithm corresponding to Theorem 7.1 is not polynomial-time uniform. This undesirable characteristic stems from our use of Lemma 4.8 to remove the random aspects of our hypercubic network construction. As discussed at the end of x7, there is only one source of randomness in our construction: Whenever we apply the shu e-\+" (d; a)-network of Lemma 5.17, we rst apply an a-random d-permutation. We overcome the second di culty by replacing such a-random d-permutations with a depth-a unshu e-\0" d-network followed by a depth-a shu e-\?" d-network. Throughout this proof, the symbols and will be used to denote binary strings of length a and b, respectively. A random execution will refer to an execution of dnetwork N on input .
For each , de ne C 0 ( ) (resp., C 2 ( ), C 3 ( )) as the set of pow(a) level-0 input wires (resp., level-d input wires, level-(a + d ? 1) output wires) with indices of the form (resp., , ) for some . For each , de ne C 1 ( ) as the set of pow(b) level-(a ? 1) output wires with indices of the form for some .
For each , de ne p to be the fraction of 0's induced by input on C 0 ( ) (i.e., the number of 0's assigned to C 0 ( ) divided by pow(a)). Note that p = ( P p )= pow(b).
For each , let X denote the random variable corresponding to the number of 0's received by the wires of C 1 ( ) in a random execution, and let q = X = pow(b). Note that, unlike the p 's, each q is a random variable. Furthermore, the random variable X is easily seen to be the sum of pow(b) independent Bernoulli trials, where trial has success probability p . Thus, a standard Cherno -type argument 6] implies PrfjX ? p pow(b)j # pow(b)g 2 e ?2 # 2 pow(b) (14) for all # 0. De ne a random execution to be -balanced if p ? q p + for all . By Equation (14), a random execution is -balanced with probability at least 1 ? pow(a) " 0 (set # = .)
Note that the last a levels of d-network N form a (d; a)-network. Hence, these levels can be partitioned into pow(b) disjoint depth-a shu e-\+" a-networks N , where the input and output wires of N correspond to C 2 ( ) and C 3 ( ), respectively. Let E denote the event that input of N (i.e., level-d input wire of N) receives a 0 in a random execution. Let f (p) denote the probability that E occurs in a random -balanced execution. Let g (p) denote the probability that output of N (i.e., output of N) receives a 0 in a random -balanced execution. Note that f (p) = q , since wire of C 2 ( ) receives the value of a wire chosen uniformly at random from C 1 ( ). Furthermore, since the sets C 1 ( ) are mutually disjoint, we nd that for each and for each xed setting of the q values, the pow(a) events E are mutually independent. Lemma 10.1 can therefore be applied to each a-network N , and yields We set to the permutation of set A that sorts the ? (") values in ascending order. Ties may be broken arbitrarily. (As discussed in the proof of Lemma 5.14, the set A and permutation can be computed e ciently.) It remains to prove that our choice of A and satis es the requirements of the lemma. The preceding inequalities imply that jBj 4 pow(a + b)=(1 ? 2 ") = pow( a + b): Note that the set of binary strings B is mapped to a contiguous interval by permutation . Let A ? (resp., A + ) denote the set of all binary strings in A n B mapped to positions lower (resp., higher) than B by .
Let denote the binary string associated with an arbitrary output in A ? . Thus ? (") < p ? (so p ? > 0 and p ? > 0), which implies ? (1 ? ") < p ? and hence (p ? ) > 1 ? ". Combining this inequality with the lower bound of Equation (10), we nd that g (p) > 1 ? ". (The probability that output receives a 1 is less than ".)
Similarly, let denote the binary string associated with some output in A + . Thus ? (") > p + (so p + < 1), which implies (p + ) < ". Combining this inequality with the upper bound of Equation (10), we nd that g (p) < ". (The probability that output receives a 0 is less than ".)
We conclude that if permutation is applied to A, the resulting length-jAj 0- In the bit model, it is assumed that a processor can only perform one bit operation per time step. Thus, b bit steps are required to send a b-bit message to an adjacent processor. Similarly, b bit steps are required to compare two b-bit operands located at the same processor. In this section, we provide a bit-serial polynomialtime uniform randomized algorithm for sorting pow(d) O(b)-bit records on an order-d omega machine in O(b + d) bit steps. This time bound is easily seen to be optimal. For b = (d), the processor bound is also optimal. Our algorithm can be adapted to achieve the same asymptotic performance on any butter y-like machine. It remains to prove that we can e ciently communicate the output of network N i , which is produced at level g(i), to level g(i + 1), 0 i < k ? 1. (Once the output of N i reaches level g(i + 1), the emulation of N i+1 over the set of levels A i+1 can begin.) For example, it would su ce to e ciently map the value on wire j of level g(i) to wire j of level g(i + 1), 0 j < pow(d). Unfortunately, it is very expensive to implement such an identity d-permutation on the machine M.
The key observation, however, is that we do not need to implement the identity d-permutation between levels g(i) and g(i + 1). Because the f(a; i)'s form a nonincreasing sequence, 0 i < k, there is no interaction between distinct f(a; i + 1)-cubes in any d-network N j such that i+1 j < k. Hence, it is su cient to implement a d-permutation such that: (i) level-g(i) f(a; i+1)-cubes are mapped to level-g(i+1) f(a; i + 1)-cubes, and (ii) the identity f(a; i + 1)-permutation is applied within each f(a; i + 1)-cube.
We Proof. Fix k 0, and let v n = u k;n for n k. It is su cient to prove that the sequence hv n i is nonincreasing for n k, and that lim n!1 v n = k k e k k! : (16) To see that the sequence hv n i is nonincreasing for n k, note that Proof. Immediate from Lemmas B.2 and B.6. theorem B.1. Let n be a nonnegative integer, p be a real number in 0; 1], and X be a random variable drawn from B(n; p). Then minfPr(X bnpc); Pr(X dnpe)g 1=2:
Proof. De ne real numbers p ? and p + so that np ? = bnpc and np + = dnpe. Let X ? (resp., X + ) denote a random variable drawn from B(n; p ? ) (resp., B(n; p + )). Note that for all real numbers x, we have Pr(X x) Pr(X ? x) and Pr(X x) Pr(X + x):
Combining these inequalities with the bound of Lemma B.7, we obtain Pr(X bnpc) Pr(X ? bnpc) 1=2 and Pr(X dnpe) Pr(X + dnpe) 1=2:
