Inspiring by nature have motivated many researchers in many fields of sciences and engineering. The Gravitational search algorithm (GSA) is a recent created metaheuristic algorithm by using law of gravity and mass interactions. In this paper, a new operator inspired by some of the characteristics of the black hole as an astronomy phenomenon for GSA is presented. When a star is converted to a black hole under situations, it has the extremely strong gravity that prevents anything to escape from, and the objects that are closed to the black hole, experience very strong force called tidal force which it causes to collapse them to the black hole. We propose a new operator using these features and hybridize it with GSA (BH-GSA) in order to prevent facing the premature convergence and to improve the abilities of GSA in exploration and exploitation. The proposed algorithm is applied to two sets of standard benchmark functions. The first set includes 23 standard benchmark functions and in this set the performance of the proposed algorithm is compared with the standard GSA, the disruption GSA, the particle swarm optimization (PSO), and the real genetic algorithm (GA). The second set contains the CEC 2005 benchmark functions. In this set, we compare the BH-GSA with some well-known metaheuristic algorithms. The obtained results and comparing with the competing algorithms prove that the BH-GSA has merit in the field of continuous space optimization.
Introduction
Over the last decades, the attention to solve optimization problems with high-dimensional search space using metaheuristics has grown considerably. Metaheuristics consist of general approximate algorithms applicable to a wide range of optimization problems. The stochastic rules and inspiring by nature are of the prevailing features of metaheuristic algorithms. For instance, Evolutionary Algorithms, EAs, was conceptualized by chromosome and gene from Darwinian theory 1 algorithm, the trade-off between exploration and exploitation is necessary. In metaheuristic algorithms, there are some special operators which have their own abilities of exploration and exploitation. Therefore, metaheuristic optimization algorithms hybridize skillfully the operators together for a good trade-off between exploration and exploitation 21 . Thus, new operators are proposed or the available operators are redesigned in order to enhance particular abilities of metaheuristic algorithms for solving some problems. These algorithms have demonstrated the ability of solving hard computational problems within reasonable computation time. Some of such algorithms have been introduced in Refs. [22] [23] [24] [25] .
Ref. 23 proposed a hybrid PSO that incorporates a mutation operator based on wavelet theory. In fact, the authors have used wavelet theory to enhance PSO in effectively exploring search space. In another work, Cheng et.al. 24 , hybridized PSO with GA operators i.e.
mutation and crossover to find better solutions in a discrete space. The authors in Ref. 25 proposed an improved version of ACO, called ant-weight strategy, which possesses a new strategy to update the pheromone trail and a mutation operation, to solve vehicle routing problem. Gravitational Search Algorithm (GSA) is one of the relatively novel population based search algorithms introduced by Rashedi et.al. 26, 27 . It is inspired by universal law of Newton's gravity. In GSA, the agents are considered as objects which are guided by the gravitational force. This force causes a global movement of all objects towards the objects with heavier masses 26 . This subject may lead the algorithm to a premature convergence for some situations. In other words, as this force absorbs the objects to each other, if premature convergence happens, there won't be any recovery for the algorithm. It means that after getting converged the algorithm loses its ability of exploration and then gets stagnated. Therefore, new operators should be appended to GSA in order to increase its flexibility for solving more complex problems. More details regarding the GSA stagnation have been reported by Sarafrazi et al. 28 . In this order, Sarafrazi et al. 28 , proposed an operator called "disruption", originating from astrophysics, to improve the ability of GSA in exploration. In Ref. 29 an improvement of GSA was introduced that gets the searching strategy of PSO and hybridizes it with GSA strategy. It means that the agents obey the law of gravity and receive the guidance from memory and social information. In this paper, we propose a new operator named "Black Hole" to enhance the abilities of exploitation and exploration of GSA which develops our prior works on the multimodal problems 30, 31 . The idea behind black hole operator is inspired by the astronomical phenomenon. This phenomenon has motivated researchers on various fields of studies. For example, in Ref. 32 , a new heuristic algorithm was designed for data clustering with the same name. The authors in Ref. 33 proposed a model of data reorganization based on the black hole phenomenon. Also, a detector for video analysis is created inspired by this phenomenon 34 . It is declared that our work is different from other works that used the same name and is an extension of our previous works in this field 30, 31 .
Although the first version of the operator 30, 31 speeds up the movement of objects toward the best solution and it makes rapid convergence of the unimodal problems, it fails to overcome the stagnation situation in complicated multimodal problems. Therefore, in this paper we extend the operator by reformulating it to be able to effectively handle both unimodal and multimodal problems. The remainder of this paper is organized as follows: in Section 2, GSA is reviewed. The concept of the black hole in nature is given in Section 3. In Section 4, the proposed black hole operator is explained. The performance of black hole operator is evaluated on standard benchmark functions and compared with GSA, Disruption GSA (DGSA), PSO and real-valued GA (RGA) and some well-known metaheuristics in Section 5. Finally, the paper is concluded in last Section.
The Gravitational Search Algorithm
The GSA is a swarm based metaheuristic algorithm inspired by the laws of gravity and motion. This algorithm 26, 27 causes agents to move in the search space to find optimum solution by using these natural laws. In other words, the information of fitness landscape is exchanged between the agents by Newton's gravity force, and then the agents move toward the promising areas, gradually. In the GSA, the position of an agent (object) is shown by 
where fit i (t) is the fitness value of object at iteration t; worst (t) is the worst fitness value of the objects at time t, and is the number of objects or the size of swarm. By the calculating the mass of objects, they can interact by each other by Eq. 2 27 :
where G(t) is the gravity constant; ɛ is a very small value, and R ij (t) is the Euclidian distance between the two agents i and j. Then, the acceleration of the agent is calculated by the second law of motion 27 :
Afterward, the Eqs. 4 and 5 are used to update the position of each agent. According to Eq. 4, the next velocity of the agent is calculated as a fraction of its current velocity added to its acceleration 27 .
where r i and r j are two uniform distributed random numbers in the interval [0, 1]. Fig. 1 shows the pseudo code of the GSA.
Search space identification, t=0; 2. Random initialization, X i (t);
For i=1, …, N 3. Fitness evaluation of objects; 4. Update the parameters of G, worst and M i ;
For i=1, …, N 5. Calculation of the force applied to each object; 6. Calculation of the acceleration and the velocity of each object; 7. Update the position of the objects by Eq. 5 to yield X i (t+1);t=t+1; 8. Repeat steps 3 to 7 until the stopping criterion is reached; 9. end Fig. 1 . The pseudo code for standard GSA (SGSA).
The Nature of Black Holes
As we know, the black hole is known as one of the wonderful phenomena in the world. This is amazing because it has a so extremely strong gravity that even light could not escape from it. In this section, we review some features of black holes and will inspire some of them in our work. Now, a star is visible to us because light escapes from its surface. As long ago as the late 1700's, the British physicist John Michell and the French mathematician and physicist Pierre Laplace speculated (independently) on the possibility that stars might exist whose escape velocity was larger than the speed of light. Michell and Laplace both understood that if nature was able to make a star more compact than the Sun, but with the same mass, then it would have a larger escape velocity 36 . In 1939, American physicists, J. Robert Oppenheimer and Hartland Snyder described that a sufficient heavy star will collapse when all the thermonuclear sources of energy are exhausted 37 .
To escape an object from the gravity of a star, the following condition by conservation of energy must be satisfied:
where m is the mass of object; is the mass of star; is the velocity of object; is gravity constant and is the distance of object from center of star. Actually, the kinetic energy of the object must be more than the gravitational energy of star. We assume that the object is photon and it possesses velocity of light i.e. ( → ). Therefore, it is a region around of star where prevents the object from escaping. According to Eq. 6, the region is calculated as follows:
where is the velocity of light and is called "Schwarzschild radius" or "event horizon". Since nothing can escape from this horizon ( = ) , not even light, the star that has collapsed down within the Schwarzschild radius is called a black hole. Although the interior of a black hole, inside the event horizon, is a region that is forever hidden from us on the outside, its properties may still be calculated. At the center of a black hole there is a singularity point, which has zero volume and infinite density; i.e. all of the black hole's mass is located there 36 . Near a rotating black hole, there is a nonspherical region outside the event horizon called the Ergosphere where any object must move spirally in the same direction that the black hole rotates. The important regions of black hole are shown in Fig. 2 36 . The movement of the object fallen in the black hole can be explained as follows 37 :
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Therefore, we have by integration: where is time and is distance of the object to black hole. Thus, we have:
The surface area of the event horizon of a black hole has the remarkable property that it always increases when additional matter falls into the hole. Moreover, if two black holes collide and merge to form a single hole, the area of the new horizon is greater than the sum of the areas of the colliding holes. It is also mentioned as one of the other characteristics of black holes that an object falling into a black hole experiences very strong forces known as tidal forces. In fact, the strong gravitational force effects tear the object to pieces, and the object is fragmented 38 .
Simulation of the Black Hole as a Gravitational Operator
We design an operator based on some characteristics of the black hole phenomenon. The proposed operator is inserted in standard GSA as a new operator to solve different problems. To simulate the black hole phenomenon, it is assumed that the best solution, is as star that becomes the black hole and attracts other solutions. The black hole operator (BH) affects the heavy and light objects in two different ways. Each swarm's member is categorized into heavy or light object according to its mass. The updating position of each object depends on the distance of the object from the black hole and the Schwarzschild radius of the black hole. To balance the exploration and exploitation, we define two Schwarzschild radiuses for two categories of heavy and light objects ( , ′ ), respectively as follows:
where is gravity constant; ′ are Schwarzschild radiuses for a black hole when encountering heavy and light masses, respectively, is the mass of black hole; indicates the number of algorithm's iterations and is the velocity of the object which is determined as minimum velocity value for each object. In fact, the first category, which contains the heavy objects, causes the agents to see around the black hole and push them to a better solution. The second category is embedded to more explore the search space by changing the position of light objects (the objects with low fitness).
The proposed black hole operator chooses the most massive object as the black hole at the first. Then, the reminder objects of the swarm are divided into two categories based on their masses (fitness values). On the other hand, the Schwarzschild radiuses of the black hole are determined for affecting on heavy and light objects according to Eqs. 11 and 12, respectively. Finally, the updating positions of objects are done as follows:
• The position updating of heavy objects: The Schwarzschild radius of the black hole for heavy objects ( ) is determined by Eq. 11, and the distance of each heavy object from the black hole is measured ( ). For those of heavy objects that satisfied < , the position is changed as follows: (13) where is the position of black hole in dimension and is an uniformly distributed random number in the interval [0, 1].
• The position updating of light objects: The Schwarzschild radius of the black hole for light objects ( ′ ) is determined by Eq. 12, and the distance of each light object from the black hole is measured ( ′ ). The position of a light agent is changed as below if it is satisfied ′ < ′ ,:
1. Search space identification, t=0; 2. Random initialization, X i (t); For = 1, … , 3. Fitness evaluation of objects; 4. Update the parameters of G, worst and M; For = 1, … , 5. Calculation of the force applied to each object; 6. Calculation of the acceleration and the velocity of each object; 7. Appling Eq. 5 to obtain position of agents; 8. Update the position of the agents by Eqs. 13 and 14 to yield X i (t+1); t=t+1; 9. Repeat steps 3 to 8 until the stopping criterion is reached; 10. end Fig. 3 . The Pseudo code for the proposed algorithm.
Experimental Results
Two sets of benchmark functions are used to evaluate the performance of our proposed algorithm. The first set includes 23 benchmark functions that are divided into three categories: unimodal functions, multimodal high dimensional functions, and multimodal low dimensional functions. In the first category, the convergence rate is more important than final results. Functions 1 to 7 are unimodal functions and they are defined in Table 1 . The multimodal high dimensional functions have many local optima and the final results are more important. These functions are shown in Table  2 . The last category of the benchmark functions that having no many local optima, are defined in Table 3 . In these tables, is the number of dimension of the function;
is the minimum value of the function, and ⊆ defines the search space. A detail description of these functions can be found in Refs. 26 The performance of the proposed approach (BH-GSA), is compared with some well-known optimization algorithms such as Particle Swarm Optimization, PSO, 3 Real Genetic Algorithm, RGA, 40 Gravitational Search Algorithm, GSA, 26 and Disruption Gravitational Search Algorithm, DGSA. 28 The details of comparative algorithms are as follow:
In PSO, and are calculated as follow:
where 1 and 2 are two uniformly distributed random numbers in the range [0, 1], 1 and 2 are two positive constant which 1 = 2 = 2 and inertia factor ( ) is decreased linearly from 0.9 to 0.2. and represent position and velocity of -th particle in d-th dimension, respectively. Also,
respectively represent the best previous position of -th particle and the best previous position among all particles in the population. In RGA, arithmetic crossover, Gaussian mutation and roulette wheel selection were used, as described in Ref. 40 and the crossover and mutation probabilities were set to 0.3 and 0.1, respectively. In all forms of GSAs (GSA, DSGA and BH-GSA), is defined as Eq. 17, where 0 is set to 100; is the total number of iterations (the total age of system), and is set to 20,
Finally, in DGSA to implement the Disruption operator the following equations are used as:
. (20) where , and , are Euclidean distances between objects and and between object and the best solution, respectively. In Eq. 20, is a small constant which is set to 10 -16 , also (−0.5, 0.5) returns a uniformly distributed random number in the interval [−0.5, 0.5]. Also is decreased linearly by time as below:
where is set to 100, and is the total number of iterations.
The Schwarzschild radiuses are defined using Eqs. 11 and 12, for the BH-GSA. Also the number of light objects are set to /5, and others are considered as heavy objects. For all functions, the results are
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Copyright: the authorsaveraged over 30 independent runs. The average bestso-far solutions, median of the best solutions, best of the best solutions and standard deviation of the best solutions in the last iteration of 30 runs are reported for all functions in Tables 4-6 . For all algorithms, the population size is set to 50 ( = 50). The dimension is set to 30 ( = 30), and the maximum iteration ( ) is 1000 for functions of Tables 1 and 2 ; the maximum iteration is set to 500 for the functions of Table 3 . Table 1 . Unimodal test functions.
Test functions
1 ( ) = � 2 =1 [-100,100] n 0 2 ( ) = ∑ | | + ∏ | | =1 =1 [-10,10] n 0 3 ( ) = ∑ (∑ =1 ) 2 =1 [-100,100] n 0 4 ( ) = {| |, 1 ≤ ≤ } [-100,100] n 0 5 ( ) = ∑ [100( +1 − 2 ) 2 + ( − 1) 2 ] −1 =1 [-30,30] n 0 6 ( ) = ∑ ([ + 0.5]) 2 =1 [-100,100] n 0 7 ( ) = ∑ 4 + [0,1) =1 [-1.28,1.28] n 0
A Comparison with other algorithms
In Tables 4-6 , the comparison results for competing algorithms (RGA, PSO, SGSA, DGSA, and BH-GSA) are reported. In these tables, the values that are less than 10 -15 are set to zero. The obtained results for unimodal functions, given in Table 4 , show that the BH-GSA provides acceptable results for most benchmark functions. In more details, the performance of the proposed algorithm is similar to DGSA and overall better than other competing algorithms. In 6 , BH-GSA provides better results than DGSA whereas in 5 , DGSA performs better than BH-GSA. However, the BH-GSA and DGSA have the same performance in 7 and they are better than SGSA. In all unimodal functions used in this section, the performance of PSO and RGA is worse than GSAs.
As early mentioned, the multimodal functions have many local optima and they are useful to evaluate the ability of search algorithm for escaping from poor local optima. The number of local optima in these functions will increase exponentially by increase of dimension. The dimension for these functions is set to 30 ( = 30).
Based on the results of Table 5 , the proposed algorithm has powerful ability to explore the search space for optimum solution. The performance of BH-GSA in finding optima for functions of Table 2 is superior than others, except for 8 and 12 . In 8 , DGSA and RGA perform better than BH-GSA, SGSA and PSO. The good performance of our algorithm can be observed in 9 , 10 , 11 and 13 . However, the performance of BH-GSA and DGSA is the same for 9 , 10 , and 11 . In case of 13 , BH-GSA, SGSA and PSO are more robust in exploiting than DGSA and RGA.
The multimodal low-dimensional functions are employed to investigate both exploration and exploitation abilities of the algorithms. Table 6 reports the obtained results of competing algorithms on the benchmark functions of Table 3 . It shows that BH-GSA provide acceptable results for all functions and could find the optimal solution for most functions.
Validation with nonparametric tests
To evaluate the significance of the proposed algorithm, we employed Wilcoxon signed ranks nonparametric test for unimodal and multimodal benchmark functions, separately. At first, we used a pairwise test which compares the performance of two algorithms when applied to a common set of problems. The Wilcoxon signed ranks determines the sum of ranks ( + ) for the problems in which the first algorithm outperforms the second, and the sum of ranks for the opposite ( − ). Both parameters are calculated in order to highlight the difference between the performance scores of two competing algorithms. The results of Wilcoxon signed ranks for competing algorithms in the cases of unimodal and multimodal benchmark functions are reported in Tables 7 and 8 , respectively. The second nonparametric test that is employed here, is a multiple comparison called Friedman test. It is a nonparametric test to detect significant differences between the behavior of two or more algorithms. A detailed description of these tests is available in Ref. 41 . In all cases of the experiments, is set to 0.05 as the level of confidences. The results obtained by Friedman test are reported in Tables 9-12. The obtained results confirmed the effectiveness of the proposed operator to make a more powerful GSA.
According to the results of Tables 7 and 9 , the performance of the proposed algorithm is approximately equal to the performance DGSA for unimodal functions of set 1. Table 7 reveals that DGSA is slightely better than BH-GSA based on the Wilcoxon signed ranks and Table 9 shows that BH-GSA outperforms the DGSA according to Friedman test. Tables 8 and 11 confirm that BH-GSA outperforms all competing algorithms based on Wilcoxon signed ranks and Friedman tests for multimodal functions of set 1. -∏ (
,10,100,4) 
The Experimental Results of BH-GSA on the CEC 2005 benchmark functions
The proposed algorithm is also tested on 25 standard benchmark functions of CEC 2005. These functions are summarized in Table 13 and are available in Ref. The performance of BH-GSA is compared with some other metaheuristic search algorithms including Evolutionary Strategy (ES) 43 , Parameter-less Evolution Strategy (PLES) 43 , DGSA and Quantum Particle Swarm Optimization (QPSO) 44 in Table 14 .
In more details, for unimodal functions, BH-GSA performed well for functions 1 , 2 and 4 . However, this algorithm could not achieve optimal solutions in 3 and 5 . For multimodal functions, the proposed algorithm have better performance than other algorithms for 6 , 8 , 10 11 , 12 and 15 -24 . However, for some functions such as 7 and 25 BH-GSA does not have a good performance.
The function 7 is a non-separable and scalable multi-modal that these properties make it hard to analysis. The ES and PLES outperform BH-GSA, DGSA, and QPSO in this function. For the fuction 8 , the proposed algorithm has acceptable performance comparing with other algorithms. The global optimum of this fuction is located at the boundary as shown in Fig. 4 . The result of 9 shows that although QPSO and BH-GSA have approximately good performance, but QPSO has found better solution than our algorithm. However, according to Table 14 the BH-GSA significantly preforms better than other competing algorithms for 10 and 11 . These functions are shifted, rotated, non-separable, and scalable multi-modal problems. A huge number of local optima for 11 are depicted in Fig. 5 . Also, this good trend of our algorithm is observable in 8 , 12 , 16 , and 17 . In case of 12 , our work has achieved a better solution than other algorithms. However, QPSO performs better than others in the results of 13 and 14 , BH-GSA also tries to find good solutions in these functions and its performance is near to QPSO's results. These functions are shifted, non-separable, and scalable multi-modal problems. In addition, BH-GSA has better results than competing algorithms for 15 and 18 -23 , but it still could not find the optima. These functions are difficult to analysis. For example, This subject can be seen for the function 19 in Fig. 6 .
In the function 25 , all algorithms have similar conditions, while our algorithm provides better result than others in 24 . These functions are both nonseparable multi-modal and scalable with a huge number of local optima. The 2-dimension fitness landscape of 24 is given in Fig. 7 . 
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Conclusion
The interest in optimization by metaheuristics has grown recently in many fields of sciences to solve different problems. The most of these algorithms are inspired by nature. One of the relatively novel metaheuristics is GSA which is established by concept of motion and law of gravity. In this paper, a new operator inspired by one of the astrophysical phenomena, called black hole, is proposed. We studied some physical features of this phenomenon and simulated it as an search operator to improve the performance of GSA. This algorithm is implemented simply and not only has the powerful ability to explore, but it is capable in exploiting as well. To evaluate the proposed algorithm, two sets of standard benchmark functions are employed and the results are compared with some well-known algorithms. Also, the results have been validated by two nonparametric tests. The results obtained confirm the significant performance of the proposed operator. In the future, the proposed algorithm is used to solve different optimization problems in many fields of research. SGSA DGSA BH-GSA Average best-so-far -1. 
