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RESUME 
L'exploration architecturale, la validation et la verification sont parmi les defis les 
plus ardus en conception de circuits integres. Le developpement d'un environnement 
adequat pour toutes les phases d'un projet reste un defi de taille malgre l'avenement 
d'outils, langages et bibliotheques tel que le SystemC. Un tel environnement, qui 
s'integre bien a la methode de conception, est presente dans ce memoire. 
L'environnement inclut deux niveaux d'abstraction dans le but d'integrer l'exploration 
architecturale et la verification d'un design. Afin d'etre flexible et complet, 
Penvironnement inclut trois types de generation de donnees : pseudo-aleatoire contraint, 
synthetique et reelle, avec une application executee sur un processeur. II est montre que la 
productivite est potentiellement accrue pour l'exploration architecturale et les phases 
ulterieures du developpement. Ce projet traite de la validation de tissus d'interconnexion 
et implante, pour des fins de demonstration, deux types d'ordonnanceurs : « Weighted 
Round-Robin » et « Wrapped Wave Front Arbiter ». L'environnement est aisement 
modifiable pour d'autres contextes et besoms. Le but premier est de demontrer la 
pertinence de 1'environnement et non de prouver l'efficacite d'une architecture en 
particulier. L'evaluation de l'equite sous un trafic non-uniforme pour les deux 
ordonnanceurs est, entre autres, utilisee comme exemple d'evaluation de performance. 
Vll l 
ABSTRACT 
Architectural exploration, validation, and design verification are currently among 
the toughest challenges in ASIC design. Devising an ASIC development environment to 
meet those needs remains a challenge even with current tools, languages, and libraries 
such as SystemC. In this document, such an environment, which integrates well to the 
design methodology, is presented. This environment supports two abstraction levels in 
order to allow smooth transition from architectural exploration and validation to design 
verification. In order to enable complete and flexible architecture validation, it also 
includes three types of data generation: constrained pseudo-random, synthetic, and traffic 
produced by a real application running on a processor. It is shown that the productivity is 
potentially increased when performing architectural exploration. The created 
environment focuses on validating switch fabric architectures and, in order to 
demonstrate its usage, two types of schedulers are implemented: Weighted Round-Robin 
and Wrapped Wave Front Arbiter. The environment can easily be modified for other 
contexts and needs. The primary goal is to show the usefulness of the ideas behind the 
environment instead of showing the performance of a specific architecture. Fairness 
evaluation under non-uniform traffic for two types of scheduler is used as one of the 
examples of performance evaluation. 
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INTRODUCTION 
Les tissus d'interconnexion (TI) sont largement utilises pour les communications. 
Avec la complexite des circuits integres qui ne cesse d'augmenter, les TI augmentent en 
popularite dans les systemes embarques. Le protocole rapid-io est exploite dans une 
classe de TI populaire pour la realisation des systemes embarques. Les TI peuvent, par 
exemple, etre utilises pour connecter plusieurs processeurs ou modules materiels dedies 
avec des memoires externes. Ce type d'architecture pourrait etre amene a remplacer 
1'architecture basee sur un « bus », qui est bien connue mais qui possede un desavantage 
majeur: lorsque le bus est utilise, le milieu de transmission est bloque pour les autres 
communications qui n'ont possiblement aucun lien logique avec la communication active 
[37]. Les TI [28] ont 1'avantage majeur de permettre plusieurs communications 
independantes en parallele, tout en permettant d'avoir acces a n'importe quelle ressource 
a partir de n'importe quelle autre ressource. Le cout principal de cette approche est la 
surface de silicium. Les TI rapid-io actuels offerts par Tundra Semiconductor [36] 
possedent jusqu'a 16 ports et ils supportent un nombre limite de protocoles de 
communication. Les prochaines generations vont impliquer plus de ports et de protocoles, 
ce qui entraine un goulot d'etranglement plus significatif pour l'ordonnanceur qui decide 
des connexions et le chemin de transfert des donnees. D'ailleurs, il est souhaite que 
l'ordonnanceur prenne sa decision en un faible nombre de cycles afin que des petits 
paquets hautement prioritaires soient traites rapidement. Des valeurs ajoutees aux TI sont 
egalement anticipees comme des fonctionnalites de calculs programmables integrees. 
Dans un tel contexte et avec des defis architecturaux multiples, il est d'une grande 
importance d'assurer que le TI se comporte de la facon anticipee et qu'il atteint les 
performances requises avant son implementation RTL. Pour atteindre ces objectifs, une 
approche interessante est la creation d'un environnement de validation de performance. 
Idealement, cet environnement se doit d'etre concu rapidement en abstrayant certains 
2 
elements d'implementation non-necessaires. Cela permet d'eviter l'introduction de delais 
supplementaires dans le projet. II se doit egalement d'etre facilement configurable pour 
permettre de valider divers scenarios. II est de plus souhaitable que cet environnement 
serve de base a la verification et ainsi permettre la reutilisation du design (« design-
reuse » [4], [20]). Les multiples niveaux d'abstraction, la notion de concurrence et les 
types de donnees de SystemC, ainsi que toutes les possibilites qu'offre le C++ et les 
diverses bibliotheques C++ standards, sont d'un grand attrait pour atteindre un tel 
objectif. Plus le niveau d'abstraction est eleve, plus il est aise d'abstraire les details 
d'implementation. Cela permet d'avoir un meilleur focus sur l'architecture lors de 
rimplementation. La modelisation doit inclure une notion de temps (en termes de cycle) 
pour bien representer l'architecture. Ceci est significatif puisque la latence est un des 
parametres importants qui permet d'assurer une performance adequate. Le modele 
transactionnel de SystemC (TLM) [30] permet d'atteindre le niveau d'abstraction eleve 
voulu. Dans le cadre de notre application, le systeme peut envoyer et recevoir un paquet 
sous forme de simples transactions. La bibliotheque de SystemC pour la verification 
(SCV) permet de rendre disponible des techniques avancees de verification basees sur les 
concepts a haut niveau d'abstraction du SystemC et de modeliser divers scenarios [31]. 
Ces bibliotheques permettent d'obtenir un modele de haut niveau aisement configurable, 
ce qui facilite grandement la validation des choix architecturaux. lis permettent 
egalement d'obtenir un environnement qui supporte la verification. 
II existe des travaux refletant l'etat de l'art pour la validation de TI. Pour la 
validation de leur propre architecture incluant leur ordonnanceur, Mandiwalla et Tzeng 
ont effectue des simulations d'implementations materielles [21]. Bien que precis, ce type 
de validation peut necessiter un effort considerable sans garantir les resultats escomptes. 
La creation d'un modele adequat peut ameliorer considerablement plusieurs aspects dont 
le temps de developpement, la rapidite d'execution et la flexibilite de la validation. Dans 
cette optique de modelisation, on retrouve dans la litterature un environnement qui a ete 
developpe a partir de ns2, un simulateur de reseau dont le code source est disponible [41]. 
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Bien que ns2 donne acces a des scenarios de trafic et des statistiques interessantes sans 
effort ajoute, il ne permet pas l'aisance de modeliser une architecture au cycle pres 
puisqu'il est axe sur la reseautique. II n'est egalement pas aisement integrable a d'autres 
etapes de la methode de conception d'un CI, telle que la verification. L'environnement 
developpe pour ce projet applique plusieurs concepts d'actualite presentes dans une 
methode de verification avancee d'actualite (« Open Verification Methodology» ou 
OVM) developpee conjointement par Cadence et Mentor Graphics [25]. Ces concepts 
sont egalement appliques pour la validation de performance. Egalement, XTSC de 
Tensilica [35] permet d'integrer un modele de TI SystemC utilise dans l'environnement 
presente a un systeme reel incluant un processeur et executant une application reelle, ce 
qui permet une validation et une verification dans un contexte reel. 
La principale contribution esperee du present projet est de developper une 
plateforme de validation de performance efficace pour le developpement d'un TI. Une 
des contributions secondares esperees est d'obtenir une methode de conception de CI 
qui, en plus d'integrer les aspects de la methode de conception usuelle, telle que la 
verification, integre de facon efficace les concepts de validation de performance 
developpes avec l'environnement cree. Les etapes de validation et de verification ont 
potentiellement des elements communs et ce projet se permet de les exploiter. 
L'element le plus complexe et critique d'un TI est Fordonnanceur. II doit rendre 
la meilleure decision de routage des paquets possible a l'interieur d'un nombre de cycles 
petit et souvent fixe qui se doit d'etre a une frequence d'operation la plus elevee possible. 
Pour atteindre une performance optimale, le TI doit assurer l'equite de ses decisions et 
une latence faible sur les paquets. L'algorithme d'ordonnancement WRR (« Weighted 
Round-robin ») [40] est utilise comme modele theorique de reference dans ce document, 
alors que le WWFA (« Wrapped Wave Front Arbiter ») [11] est presente comme etant 
une solution interessante pour une implementation materielle. La performance de ces 
algorithmes est quantified pour quelques scenarios de trafic. 
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Ce memoire presente, dans le premier chapitre, le contexte et les aspects generaux 
relatifs au projet. La verification et validation de performance y sont introduces. 
L'architecture generale d'un TI ainsi qu'un exemple de banc d'essai simple pour un TI 
sont aussi presentes. Les diverses statistiques pertinentes au projet suivent. Enfin, ce 
chapitre aborde les concepts supportes par XTSC (Xtensa SystemC) [35]. Le deuxieme 
chapitre discute de l'environnement de validation de performance et de verification 
aisement configurable avec trafic aleatoire contraint realise avec SystemC et SCV. Cet 
environnement permet de rapidement valider des idees architecturales avec un modele de 
trafic aleatoire contraint ou specifique a un comportement particulier. Le troisieme 
chapitre de ce memoire presente l'ajout de modeles de trafic complementaires et plus 
complexes. Une application complete et realiste y est d'abord presentee. Cette application 
est sous une forme materiel-logiciel et elle inclut un TI integre avec XTSC. II s'agit d'une 
application reelle de compensation de mouvement [38] qui est executee avec un ASIP 
[2], [3], [18]. Ce meme chapitre presente les concepts a utiliser pour incorporer un 
modele de trafic existant C++ a notre environnement SystemC, ce qui permet de 
potentiellement reutiliser des modeles de trafic existants. Cela peut s'averer important 
pour une entreprise avec des modeles de trafic existants qui desirent reutiliser les 
elements disponibles et eprouves. Finalement, des resultats de simulation obtenus avec 
renvironnement decrit au chapitre 2 sont presentes et discutes dans le dernier chapitre. 
Les trois types de trafic supportes par l'environnement qui sont abordes aux chapitres 2 et 
3 sont complementaires et ils permettent une validation de performance complete et 
efficace a differents niveaux. Ils s'integrent bien a une methode de conception complete, 
telle que montre au chapitre 4. Le tout est suivi d'une conclusion qui passe en revue les 
points majeurs de ce memoire et aborde brievement les travaux qui pourraient dormer 
suite au projet. 
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CHAPITRE 1. CONTEXTE ET GENERALITES 
Ce chapitre presente divers concepts qui servent de base aux travaux de ce 
memoire. II sert de reference pour le contenu des chapitres suivants. II traite d'abord 
divers aspects de la verification et de la validation de performance. Ensuite, les TI et les 
statistiques pertinentes aux TI sont discutes. XTSC de Tensilica est egalement presente. 
Finalement, une breve conclusion termine le chapitre. 
1.1 Verification 
La verification se fait en comparant un modele materiel ou logiciel avec une 
specification [4], [27]. Le but est de garantir que le comportement obtenu est bien celui 
specifie. II s'agit d'un aspect important de la conception et il est pertinent si la 
specification est adequate. 
Dans un cas reel, comparer un modele a une specification est peu pratique. Ainsi, 
idealement, une equipe independante cree un modele logiciel a partir de la specification 
afin de verifier un modele materiel cree par une autre equipe. En ayant deux 
interpretations de la specification, cela permet de verifier une implementation materielle. 
En cas de divergence d'opinion, on doit reviser la specification pour en retirer 
l'ambigu'ite [4]. 
La verification peut se faire de facon formelle [4] ou via simulation. Dans ce 
dernier cas, un banc d'essai doit etre concu. II s'agit en fait de l'outil principal pour la 
verification. II existe plusieurs langages pour la verification et le choix d'un langage 
influence l'architecture du banc d'essai. L'approche la plus connue et simple est 
l'utilisation d'un langage de description de materiel, tels que le VHDL et le Verilog. Une 
autre option est l'utilisation d'un langage de description de materiel etendu. 
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SystemVerilog est un exemple d'extension du Verilog qui peut etre utilise pour la 
verification [29]. Une approche plus classique peut egalement etre realisee avec des 
langages logiciels comme le C++ et le Java. Une telle realisation est presentee a titre 
d'exemple concret plus loin dans ce chapitre. Enfin, il existe meme des langages dedies a 
la verification materielle, tels qu'OpenVera [4] et SystemC accompagne de SCV [12]. II 
s'agit de langages modernes avec un grand potentiel dont la popularity est croissante. 
L'Etat de Part montre que des librairies C++ supplementaires ont meme ete creees afm 
de completer les fonctionnalites de verification offertes par SystemC/SCV [26]. 
Un type de verification efficace, qui a egalement servi de base aux travaux de ce 
memoire, est l'utilisation d'un langage de verification de materiel, en l'occurrence 
SystemC/SCV. SystemC est une bibliotheque de description de materiel et SCV, une 
bibliotheque de verification qui s'ajoute a SystemC. Le tout est ecrit en C++. Les travaux 
courants servent d'exploration de ces bibliotheques pour la verification. SystemC/SCV 
est une norme etablie afin d'uniformiser la verification et de la rendre portable a plusieurs 
environnements (C++). 
L'un des principaux avantages d'utiliser SystemC/SCV est que cela permet de 
creer des bancs d'essai a haut niveau d'abstraction rapidement tout en utilisant une 
bibliotheque C++, done un langage connu et repandu. Toutes les fonctionnalites du C++ 
sont done disponibles, telles que la notion d'oriente-objet, les structures, les chaines de 
caracteres et la surcharge d'operateurs. Etant du C++, l'execution est rapide. La rapidite a 
creer de nouveaux scenarios de test est egalement un aspect important. 
SystemC integre a ce langage connu la possibility de travailler avec des types 
similaires a ceux disponibles dans un langage de description de materiel et il supporte la 
concurrence d'execution avec les « scmodule ». Le module est en quelque sorte un 
composant VHDL. Les « scmodule » s'executent en concurrence et communiquent par 
des ports (« scport»). Divers canaux de communication sont disponibles, tels que des 
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signaux, FIFO, mutex et semaphores. Les ports des modules utilisent des canaux pour 
communiquer. La synchronisation des modules est faite soit par evenements ou soit par 
une liste de sensibilite. SystemC possede egalement les notions de temps et d'horloge. 
SCV amene quelques aspects interessants a la bibliotheque SystemC. Le support 
de la verification transactionnelle (TVM [6]) est, sans contredit, l'aspect le plus 
important. Cela permet d'abstraire, au niveau des transactions, les entrees/sorties du banc 
d'essai. L'envoi d'un paquet constitue un exemple de transaction. L'abstraction de details 
d'implementation constitue un avantage majeur en verification, puisque cela permet au 
concepteur de se focaliser davantage sur la tache a accomplir, ce qui rend le processus 
plus efficace. SCV integre aussi comme elements majeurs : un generateur aleatoire, des 
contraintes et poids de generation aleatoire et une fonctionnalite d'observation de 
variables et transactions. 
SCV OSCI est disponible gratuitement. Cependant, la version OSCI permet de 
simuler du C++ seulement. Done, elle est parfaite pour verifier un module SystemC mais 
sans plus. Cependant, SCV est disponible avec plusieurs simulateurs HDL, tels que NC-
Sim et Modelsim, ce qui permet d'effectuer une simulation multi-langage. SCV permet 
done d'integrer des parties de codes diverses ecrites en C++ ou VHDL, par exemple. 
Modelsim impose, par contre, certaines contraintes a l'utilisateur de SCV. Certaines 
seront discutees au chapitre 2. Modelsim fournit egalement un ensemble d'outils comme 
« scgenmod » qui permet de creer de facon automatisee une classe C++ a partir du 
module HDL. Cette classe inclut la fonction d'acces au module VHDL. 
La figure 1.1 montre le modele transactionnel propose par SCV pour la 
verification. II est a noter que l'appel au modele de reference n'est pas specifie par SCV, 
mais une implementation possible est incluse au schema. 
Interface de Interface de 
haut niveau b a s n i v e a u 
(paquet) (signaux) 
r_L Conversion r . _ l . 
fsc ntdult) V '/ \ (sc module) | " j : " 
\ r w j a s k j f / ^ pipelined_ DUV HDL 
\ 1 ] bus port port 
sc_port<rw_task_ii> \ / 
(port bidirectionnel) ,--^—•*—"^ ^ - > _ ^ 
/"Modele de reference^ 
^ ( u n e fonction C++) J 
:.:|||l|lSlSjl|;pl 
Figure 1.1 Schema detaille d'un banc d'essai transactionnel en SystemC 
Le banc d'essai contient principalement trois modules : le module de generation 
de vecteurs de test, le module de conversion de transactions («transactor ») et le module 
RTL teste (« Design Under Verification » - DUV). Le module de generation de vecteurs 
de test contient du code de haut niveau qui genere des transactions en entrees/sorties 
avec, generalement, des contraintes aleatoires. La conversion sert d'adaptateur entre les 
transactions du module de test et l'interface materielle du DUV. II permet d'abstraire ce 
detail d'implementation du module de generation de vecteurs de test. Done, deux 
interfaces ont ete creees. L'une d'entre elles (« rw_task_if » - voir figure 1.1) definit la 
structure de l'information transmise (paquet) et les fonctions de lecture/ecriture pour 
l'interface a haut niveau d'abstraction. Cette interface herite de la classe « sc_interface » 
de SystemC. La deuxieme interface («pipelined_bus_port») definit les signaux de 
l'interface materielle. Une transaction generee par le module de test serait, par exemple, 
l'envoi d'un paquet. Le module de conversion de transactions est ensuite en charge de 
convertir ce paquet, et ce, en plusieurs cycles si necessaire. II peut egalement etre utilise 
pour abstraire l'appel du modele de reference du test en temps reel, ce qui permet de 
cacher cette fonctionnalite au test tout en comparant les sorties au fur et a mesure. Le 
resultat du modele de reference peut soit etre ecrit dans un fichier de sortie pour 
comparaison ulterieure et/ou compare en temps reel. Dans les deux cas, il est possible de 
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produire un resultat global de succes ou echec du test (« pass » ou « fail »). Cela permet 
de savoir rapidement, apres l'execution du test, si des erreurs sont survenues. 
Afin d'illustrer la difference entre la methode de verification appliquee avec 
SCV/SystemC et une methode plus simple, un banc d'essai ecrit completement en VHDL 
a ete realise pour ce projet. II est presente a la figure 1.2. Cet exercice permet, entre 
autres, d'observer les limitations d'une telle approche et d'observer les avantages 
qu'offre un environnement plus evolue. 
TestO 
: (lit fichier) 
Testl 





Test4 Test5 Test6 Test7 
(ecrit (ecril (ecrit (ecrit 
fichier) fichier) fichier) fichier) 
Figure 1.2 Banc d'essai VHDL simple 
II y a un module de lecture des fichiers d'entree par port. Chacun des modules 
accede a son fichier propre et se charge de la transmission des donnees sur les ports 
d'entree. Le format du fichier est un ensemble de lignes contenant chacune un mot a 
envoyer sur le port indique sur cette meme ligne, suivi d'une autre ligne indiquant si le 
mot/paquet courant doit etre ecrit sur le port ou non. Cela permet de modeliser un certain 




module equivalent pour chaque port de sortie qui produit un fichier de sortie contenant 
tous les mots transmis du TI avec leur temps specifique pour chacun des ports. 
Bien que la quantite de travail requise pour la creation du banc d'essai soit faible, 
on remarque que celui-ci offre des possibilites tres limitees. En effet, il permet de tester 
rapidement le fonctionnement, mais il est ardu d'obtenir des scenarios de tests 
specifiques sans y ajouter des elements. Avec seulement ce banc d'essai simple, l'usager 
doit produire manuellement les fichiers qui determinent les trafics aux entrees, ce qui 
devient lourd lorsqu'on veut tester plusieurs scenarios de test specifiques de complexity 
variable. On voit clairement un besoin pour une architecture plus avancee. Une approche 
classique pour resoudre cette problematique serait d'ajouter un programme C++ pour la 
creation des fichiers d'entree lus par le banc d'essai VHDL realise. Ce programme, etant 
en C++, peut utiliser des elements plus avances, tels que les objets (un objet complexe de 
type paquet par exemple), la surcharge d'operateurs, les pointeurs et les bibliotheques de 
fonctions qui permettent la generation de nombres aleatoires. Cela permet de rendre le 
banc d'essai de la figure 1.2 plus efficace et bien plus aise a configurer avec le niveau 
d'abstraction plus eleve qu'amene le C++. La simulation d'un test particulier a le 
desavantage de s'effectuer en deux etapes. Cependant, ce projet amene la methode de 
developpement d'un circuit a un autre niveau en eliminant ce processus a deux etapes et 
en y integrant l'aspect validation de performance. En effet, comme on le verra au chapitre 
2, en utilisant une approche basee sur des modules SystemC qui s'executent en 
concurrence, on peut integrer des modeles de circuits plus avances. Ceci vient integrer 
l'aspect validation de performance du debut de projet au processus de conception. Cette 
validation doit etre realisee pour etre efficace de toute maniere. 
Tel que mentionne, SCV permet de generer des cas de test aleatoires contraints en 
plus des tests plus conventionnels diriges et aleatoires. Un test dirige verifie un cas 
particulier. Un test aleatoire verifie toutes les entrees de facon aleatoire. Un quatrieme 
type pertinent s'ajoute et sera decrit plus en detail au chapitre 3 de ce document; il s'agit 
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du test applique. Nous verrons au chapitre 3 que ce type est egalement realisable avec un 
environnement SystemC/SCV, ce qui en fait un environnement complet. Le tableau 1.1 
montre les avantages et inconvenients de chaque type de test. 
Tableau 1.1 Avantages et inconvenients de differents types de tests 








- Utile pour le deverminage ou les 
cas particuliers 
- Rapidite de developpement 
- Teste rapidement plusieurs bits sur 
les entrees 
- Teste rapidement un grand 
eventail de cas de test 
- Adaptation des contraintes de cas 
de test facilement modifiables 
- Meilleure couverture 
- Pas exhaustif mais efficace 
- Permet de tester un cas tire d'une 
application reelle 
Inconvenients 
- Long a developper 
- Laborieux de parcourir un 
eventail de cas de tests 




- Dans certains cas, on veut 
tester un cas precis 
- Environnement plus lourd et 
moins flexible. 
En verification, plusieurs elements sont desirables. L'approche SCV en integre 
plusieurs. En effet, SCV permet d'avoir un haut niveau d'abstraction ainsi qu'un 
environnement hautement configurable et auto-verifiant. De plus, un simulateur comme 
Modelsim integre l'aspect couverture (de code, fonctionnelle ou autre [23]) a 
1'environnement. SCV permet egalement de separer 1'environnement de verification des 
tests. Une approche orientee-objet, telle qu'utilisee en C++, etant modulaire, cela favorise 
la reutilisation. En effet, on peut facilement s'imaginer creer une bibliotheque de classes 
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de tests et modules de conversion divers par exemple. Finalement, tout etant code en 
C++, il est aise d'effectuer les comparaisons avec une reference et de produire un resultat 
de type succes ou echec (« pass » ou « fail »). 
Cadence et Mentor Graphics ont maintenant conjointement developpe une 
methode de verification moderne, OVM (« Open Verification Methodology ») [25]. Cette 
derniere provient en fait d'une methode unifiee de verification de Cadence (Universal 
Reuse Methodology (URM) [7], [8]) combinee a des idees de la methode de verification 
avancee (AVM) developpee par Mentor Graphics [13]. OVM est disponible avec les 
simulateurs Incisive® de Cadence et Questa de Mentor Graphics. OVM va plus loin que 
les standards SystemC et SCV. II s'agit d'un standard disponible gratuitement qui vise 
d'abord l'utilisation standard avec n'importe quel simulateur du SystemVerilog pour la 
verification. II propose une bibliotheque normalisee et une methode de developpement 
eprouvee. II rend plus aise la creation et l'utilisation de IP preconstruits pour la 
verification. Bien que le standard ait ete cree principalement pour le System Verilog, ces 
modules VIP («Verification Intellectual Property») peuvent etre codes en 
System Verilog, SystemC et langage e, trois des langages de verification avances les plus 
populaires. L'approche proposee par OVM est disponible depuis 2008 et est une bonne 
approche a suivre pour un nouveau projet. Le projet courant n'utilise pas cette methode 
puisque le standard n'etait pas encore diffuse ni disponible au debut du projet. Par contre, 
la plupart des concepts avances de verification qui sont inclus dans OVM se retrouvent 
dans ce projet. Un des elements concrets que cette methode aurait apporte au present 
projet est d'avoir un environnement indifferent par rapport au simulateur utilise. Ce 
projet a ete realise en suivant les directives de Mentor Graphics non-standardisees pour 
l'integration du SystemC. II s'agit d'un avantage considerable pour OVM, considerant 
qu'il est souhaitable d'avoir divers modules VIP disponibles ouvertement pour accelerer 
le processus de verification et, par le fait meme, la validation de performance en 
appliquant la methode presentee dans ce memoire. 
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OVM se base sur un modele de verification transactionnel, tout comme les 
travaux courants. OVM permet egalement de modifier aisement des bancs d'essais a 
l'execution et d'ecrire plusieurs tests a partir de l'environnement de base avec des 
changements de codes minimaux. II permet de creer rapidement des tests abstraits du 
module teste qui peuvent meme generer des stimuli aleatoires contraints, aleatoires ou 
diriges. Une sequence ainsi creee peut etre reutilisee aisement. II rend disponible 
egalement une interface d'ecriture de test simple et une methode d'affichage des 
messages standardised. 
La Methode de Verification Unifiee de Cadence (UVM) [8] presente des concepts 
interessants pour la verification. Ces elements ne sont pas primordiaux pour ce projet 
puisqu'ils n'ont aucun impact sur l'aspect le plus important pour ces travaux, la 
validation de performance. Egalement, ils ne sont pas pertinents pour le niveau de detail 
de verification explore dans le cadre de ce projet de maitrise. Par contre, il est interessant 
de pouvoir appliquer ces elements disponibles avec la plupart des simulateurs avances a 
une phase ulterieure de verification. II s'agit, entre autres, du concept de couverture 
autant du code, que structurel, ainsi que de l'application et des interfaces. La reutilisation 
des elements d'un banc d'essai est egalement primordiale pour ameliorer le temps de 
developpement. La methode d'interface transactionnelle presentee s'applique egalement 
au niveau modulaire. En effet, une bonne approche modulaire consiste a creer plusieurs 
modules du design avec une interface transactionnelle. Au depart, tous ces modules 
communiquent directement au niveau de la modelisation transactionnelle. En cours de 
projet, des modules materiels peuvent etre integres graduellement avec les modules de 
conversion des transactions adequats (« transactor »). L'aspect rapidite d'execution avec 
une methode d'acceleration est egalement un aspect important. Le prototypage FPGA ou 
l'utilisation d'un emulateur materiel permet d'accelerer les simulations. D'ailleurs, cette 
acceleration peut se faire de facon modulaire en integrant un modele materiel avec 
d'autres modeles logiciels a haut niveau et les modules de conversion adequats 
14 
(« transactor »). II n'est done pas necessaire d'avoir un systeme entier pour realiser une 
simulation materielle rapide. 
1.2 Validation de performance 
La validation de performance se fait en comparant un modele avec les requis. II 
permet d'evaluer si le modele atteint les performances voulues. Cela peut se traduire en 
une evaluation de la performance d'une architecture avec un modele sommaire qui inclut 
les caracteristiques importantes pour permettre une validation. Cette evaluation est 
comparee aux requis selon certains criteres etablis. II s'agit d'un parametre distinct de la 
verification qui a pour but de verifier que le comportement obtenu correspond bien a la 
description contenue dans la specification. La validation doit idealement etre faite en 
debut de projet sur un modele en cas d'incertitude sur les performances, et, egalement, 
une fois l'implementation materielle complete pour confirmer l'atteinte des performances 
recherchees. On voit que, theoriquement, il est possible d'avoir un seul environnement 
qui applique les stimuli sur un modele et sur une implementation materielle. Le chapitre 2 
developpe cette idee. 
La validation en debut de projet est un aspect a prioriser en cas d'incertitude pour 
le projet. Le cout du temps passe a faire cette validation est nettement inferieur au cout 
d'un projet complete qui n'atteint pas les performances desirees. Par contre, trop de 
temps passe a la validation peut avoir un impact sur l'echeancier du projet. II faut par 
consequent bien doser le temps passe a realiser des taches de validation. II est done 
essentiel d'avoir une methode de validation efficace. 
La litterature propose diverses methodes pour valider la performance. Des travaux 
publies par Armstrong, Gray et Vuppala montrent une methode de validation qui se base 
sur la creation d'une modelisation simplifiee en VHDL [1]. La litterature prouve 
egalement qu'une simulation SystemC s'avere significativement plus rapide qu'une 
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simulation RTL [9]. En plus du haut niveau d'abstraction que le SystemC offre, cette 
constatation en fait un candidat ideal pour modeliser une architecture dans le but 
d'analyser sa performance. On s'attend ainsi d'obtenir un temps de conception du modele 
et de simulation ameliore. L'etat de l'art montre quelques exemples qui utilisent cette 
approche afin de creer un environnement de validation pour l'exploration architecturale 
de CI divers [22]. 
1.3 Tissu d'interconnexion 
Un tissu d'interconnexion (TI) [28] peut se definir, de facon generate, comme 
etant une structure de communication qui recoit des paquets sur des ports d'entree et les 
transfere vers les ports de sortie. Un modele de base est presente a la figure 1.3. Le tissu 
d'interconnexion est surtout utilise pour faire la communication entre divers modules 
passifs et actifs dans un systeme embarque. Les modules peuvent etre un processeur avec 
jeu d'instruction specifique (ASIP) ou un FPGA/ASIC dedie qui accede a plusieurs 
memoires ou ports de communication, comme un port Ethernet. D'autres unites de 
calculs peuvent operer en parallele et acceder aux memes memoires au travers du tissu 
d'interconnexion. Les paquets transmis pour ces applications sont de tailles variables 
contrairement aux TI utilises pour le routage de cellules (« cell based routing »), comme 
celles utilisees dans les systemes ATM. Ce dernier type de communication n'est pas traite 
dans le present ouvrage. II est a noter que l'interconnexion a granularite de cellule est un 
cas particulier qui peut aisement etre couvert par ces travaux en supposant des paquets de 
tailles egales, que ce soit en convertissant le protocole en entree/sortie du medium ou en 
ne supportant qu'un protocole de paquet a tailles fixes de facon native. Une architecture 
de type TI permet d'avoir plusieurs communications independantes en parallele, 
contrairement a une architecture de type « bus », qui ne permet pas les communications 
simultanees. En effet, pendant une communication, le medium est bloque pour toutes les 
autres transmissions et ce, meme si les communications sont totalement independantes 
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[37]. Cela constitue l'avantage principal du TI au prix d'un medium d'interconnexion 
plus complexe et couteux en termes de surface de silicium. 
"": N X N 
TI 
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Figure 1.3 Representation de base d'un tissu d'interconnexion 
II existe plusieurs types d'architectures qui ont chacun leurs avantages respectifs 
selon le type de protocole de communication utilise. Pour les travaux courants, une 
architecture connue pour son efficacite dans des systemes embarques a ete utilisee. II 
s'agit d'une architecture de type commutateur crossbar [28], [37] qui utilise des files de 
sortie virtuelles (« Virtual Output Queuing » - VOQ) [34]. Les files sont utilisees en 
entree. Pour chaque entree, il existe une file par sortie. Dependamment de la destination 
du paquet en entree, celui-ci est place dans la file de sortie virtuelle correspondante. Cette 
architecture permet de faire une classification des paquets des leur arrivee dans le TI. 
Cela permet aussi de preserver l'ordre des paquets et d'eviter le blocage de file par le 
premier element (« head of line blocking »). Ce dernier evenement se produit lorsqu'un 
paquet a la tete de la file bloque un autre paquet de cette file qui serait en mesure d'etre 
transmis dans le TI. Puisque les paquets sont classifies dans des files virtuelles separees, 
cela ne peut se produire avec une architecture qui utilise des VOQ. La figure 1.4 montre 
l'idee de base de ce type d'architecture. 
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Figure 1.4 Architecture de base d'un tissu d'interconnexion de type commutateur 
crossbar a files de sortie virtu dies 
Chaque port d'entree possede son propre ensemble de files de sortie virtuelles. 
Ces files sont dites virtuelles car, ayant besoin d'un seul port d'ecriture/lecture au FIFO 
par port d'entree du TI, 1'implementation est habituellement faite avec une seule memoire 
qui est geree avec des pointeurs. Pour des profondeurs de files considerables, cela devient 
avantageux en termes de surface de silicium parce que la memoire est utilisee de facon 
plus efficace. Une fois le paquet dans une des files virtuelles, sa destination etant connue, 
il ne reste qu'a arbitrer les diverses files s'adressant a la meme sortie. Les files de sortie 
virtuelles font ensuite suivre les paquets vers le commutateur crossbar un a la fois. Le 
commutateur crossbar [28] se definit comme etant le chemin de donnees qui route les 
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paquets vers les sorties. II suit les files dans le chemin de donnees. II s'agit souvent d'un 
agencement de multiplexeurs (tels que montres a la figure 1.4) et de fils habituellement 
longs puisqu'ils doivent parcourir physiquement presque toute la hauteur ou la largeur de 
la puce de silicium. Avec un commutateur crossbar, une entree peut envoyer un seul 
paquet a une seule sortie a la fois. Cela constitue un compromis afin de simplifier la 
circuiterie et les contraintes. Un commutateur crossbar peut etre accelere par rapport aux 
ports d'entree/sortie en ayant un debit plus important. Le rapport de bande passante entre 
les chemins de donnees du commutateur crossbar et ceux des ports d'entree/sortie est 
definit comme le facteur d'acceleration. Habituellement, il existe un etage de files de 
sortie (FS) qui contient une quantite minimale de memoire tampon avant que le paquet ne 
soit envoye a la sortie du tissu. Cela permet, entre autres, d'ajuster la largeur des donnees 
a la largeur du port de sortie et d'absorber les irregularites de debit du TI. Combine au 
facteur d'acceleration du commutateur crossbar, la memoire tampon en sortie permet 
d'ameliorer les performances du TI en diminuant les contraintes sur le materiel. 
L'ordonnanceur est, en quelque sorte le chef d'orchestre qui choisit quels paquets sont 
envoyes au commutateur crossbar et a quel moment. II utilise habituellement une forme 
de logique pour prioriser les divers paquets a partir des informations des diverses files. 
Par exemple, si aucune des files n'est vide, alors toutes les entrees tentent de transmettre 
un paquet vers toutes les sorties. Differents mecanismes pour la gestion des priorites 
peuvent etre utilises en fonction de parametres comme : le temps que le paquet a passe 
dans la file, la longueur et le type des paquets, leur priorite. Tous ces facteurs tendent a 
rendre l'ordonnanceur plus complexe, mais aussi plus efficace. Cependant, il faut tout de 
meme definir un mecanisme de priorite dans le cas ou chaque connexion entree/sortie a 
un poids equivalent. Cette priorite se doit d'etre variable dans le temps afin d'assurer une 
decision equitable. Chaque connexion entree/sortie doit avoir la meme chance d'etre 
selectionne. La priorite est donnee par l'algorithme a chaque appel de l'ordonnanceur, 
mais en moyenne, apres un certains temps, la decision se doit d'etre equitable pour etre 
efficace. Un algorithme efficace demeure equitable meme si les paquets d'entree ne sont 
pas de tailles egales entre les ports. 
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Une version simple et efficace d'ordonnanceur est le « weighted round-robin » 
(WRR) [28], [40]. Le WRR etant un algorithme theorique, cela en fait une reference 
interessante pour ce projet. Pour cet algorithme, la priorite est donnee en alternance a la 
maniere d'un « round-robin » entre les files. A chaque decision, la plus haute priorite est 
donnee a un port de sortie et une alternance « round-robin » est appliquee sur le port 
prioritaire pour la decision suivante. La priorite est initialement, et sans perte de 
generality, donnee au port 0. II en est de meme pour le port d'entree prioritaire mais la 
priorite passe au port d'entree suivant seulement apres que tous les ports de sortie aient 
recus la plus haute priorite pour un port d'entree donne. L'algorithme inclut egalement 
une notion de poids qui se doit d'etre fixe et de refleter le trafic en entree. Pour un 
ordonnancement, l'entree qui necessite une plus grande bande passante (en termes de 
paquets) selon ce poids se voit assigner plusieurs paquets. Par exemple, un port d'entree 
qui recoit des paquets deux fois plus petits transmettrait deux paquets lorsqu'il est choisi 
et que ces deux paquets sont disponibles. Etant donne que le trafic est defini dans notre 
environnement et que le trafic a chaque entree est connu, il est facile de configurer le 
poids de chaque entree. Ce n'est generalement pas le cas dans un systeme reel, mais cela 
donne un avantage lors d'une analyse. Cet algorithme sert en fait de reference pour une 
analyse de performance avec n'importe quelle architecture d'ordonnanceur. L'algorithme 
est theoriquement efficace mais n'est pas realisable physiquement si le nombre de ports 
est eleve. Ceci vient du fait que le nombre de connexions potentielles a analyser en un 
nombre de cycles fixe croit en fonction du carre du nombre de ports du TI. Done, avec un 
grand nombre de connexions a analyser en un nombre de cycles faible, le nombre de 
niveaux logiques necessaires a l'analyse decisionnelle devient trop eleve, ce qui rend la 
frequence d'operation du circuit peu interessante. Le nombre de cycles pour la decision 
se doit par ailleurs d'etre faible afin d'eviter de degrader la performance pour les petits 
paquets. Ces derniers sont recus rapidement et ils doivent done idealement etre transmis 
rapidement. Une autre approche doit etre envisagee pour 1'implementation. 
20 
Le WWFA (« Wrapped Wave Front Arbiter ») [11], en plus d'avoir un potentiel 
de performance interessant, est beaucoup plus adapte a une implementation materielle. II 
se prete bien au contexte de ce projet puisqu'on s'y interesse pour d'autres travaux avec 
Tundra Semiconductor [36]. Cet arbitre permet d'ameliorer la frequence d'operation du 
circuit en distribuant la decision parmi les nceuds du TI. La figure 1.5 montre les quatre 
vagues diagonales utilisees par l'algorithme pour un TI a quatre ports. Chaque diagonale 
contient une seule fois chacun des ports de sortie. II en est de meme pour les ports 
d'entree. Ceci est l'element qui permet de distribuer la decision. A chaque decision, la 
diagonale prioritaire est alternee. Chacun des nceuds communique a ses nceuds voisins si 
la connexion est etablie ou non. Done, chaque nceud de la diagonale prioritaire influence 
les autres nceuds en propageant sa decision. II en est de meme pour les noeuds voisins. 
(1) (2^ (3) (4) 
Figure 1.5 Algorithme d'ordonnanceur WWFA ("Wrapped Wave Front Arbiter") 
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1.4 Statistiques pertinentes aux tissus d'interconnexion 
Un des parametres de base de toute interface de donnees en materiel est le debit 
de donnees, soit la bande passante. Ce parametre peut etre quantifie de diverses facons. 
La plus commune est de presenter le debit en bits par seconde. Une abstraction plus 
elevee de ce parametre est le pourcentage d'utilisation d'un lien. Celui-ci abstrait le 
nombre de bits passes, mais est valable lorsqu'on compare deux liens de meme largeur 
par exemple. Ces deux descriptifs du debit permettent de quantifier les debits de divers 
ports d'un TI. 
La latence est un autre parametre important de tout systeme materiel. Dans le cas 
d'un TI, on parle de latence d'un paquet dans le TI. II s'agit du temps qu'un paquet a 
passe dans un TI avant d'en etre sorti. Pour obtenir une comparaison juste, on considere 
pour ce projet que la latence se calcule entre le moment ou le paquet est completement 
arrive dans le TI et le moment ou il en est completement sorti. Avec cette convention, la 
latence minimale obtenue est le nombre de cycles que prend le paquet sur le lien d'un 
port. La latence moyenne sur un nombre significatif de paquets est evidemment 
influencee par les debits aux entrees et l'architecture du TI. 
L'equite de l'ordonnanceur est un parametre pertinent aux TI. L'ordonnanceur 
decide, en cas de conflit, a quel port donner la priorite. L'equite definit une mesure de la 
qualite de l'arbitrage entre les divers ports d'un TI. II existe plusieurs publications [15], 
[19], [33] qui comparent ou evaluent l'equite de differents ordonnanceurs avec 
differentes metriques. L'analyse peut etre pour un trafic equilibre ou non. Plusieurs 
scenarios sont possibles. En fait, contrairement a la latence ou au debit, ce parametre n'a 
pas de formule preetablie. Plusieurs mesures d'equite sont utilisees pour ces travaux et 
elles sont decrites ici. Selon quelques sources, il peut etre calcule en evaluant le 99iemc 
percentile de la latence [32], [33]. Pour un meme trafic global, un TI plus equitable 
devrait donner un 99lcmc percentile de latence plus petit. Une autre facon de le mesurer est 
de comparer les latences moyennes pour les divers ports pour un certain trafic connu 
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[15]. II y aussi la comparaison du nombre de paquets perdus par port et du taux 
d'utilisation des files VOQ par port qui permet d'indiquer l'equite d'un TI suite a une 
simulation. On s'attend a ce que ces trois derniers parametres discutes soient equivalents 
pour tous les ports d'entree en presence d'un ordonnanceur equitable. Pour des fins 
d'analyse, une metrique non-standard a egalement ete utilisee. II s'agit de l'equite de 
connexion. Elle se definit comme etant le rapport du nombre de cycles d'envoi de 
paquets pour une entree donnee alors qu'il y a au moins un paquet a envoyer de cette 
entree. Les cycles pour lesquels aucune donnee n'est a transmettre sont ainsi elimines de 
l'analyse. Ce rapport peut etre compare pour les diverses entrees. 
Puisque ces mesures d'equite menent a une analyse d'uniformite, il est interessant 
d'avoir une metrique qui evalue cette uniformite pour un certain nombre de valeurs. On 
peut vouloir, par exemple, calculer l'uniformite de la latence par port pour un TI. Une 
facon interessante de le calculer est avec le critere d'equite etablie par Jain [17]. Voici le 
calcul theorique pour ce parametre de Jain. 
(2»2 
F = ^7 r 
Ou, dans notre cas, y-, est l'un des parametres d'equite decrit ci-haut pour le port i, 
n represente le nombre de ports et F represente le facteur de Jain pour le parametre 
choisi. Ce facteur peut prendre des valeurs entre 0 et 1, 1 representant une grande equite. 
Pour un trafic non-equilibre, dans le cas ou on connait les trafics en entree, on s'attend a 
ce que certaines entrees, pour certains parametres, aient un poids plus ou moins eleve. 
Ainsi, pour un algorithme juste, un port avec une taille moyenne des paquets deux fois 
plus grands qu'un autre port avec trafic similaire devrait perdre deux fois moins de 
paquets, ce qui correspond a une meme quantite de donnees. Une equation proposee par 
Jain qui mesure l'equilibre en tenant compte de poids par port w, s'enonce comme suit: 
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F = - a r 
"Low) 
Pour notre exemple de paquets perdus precedent, on pourrait choisir w, a 1 pour 
un port qui a des paquets deux fois gros qu'un autre port avec w, a 2. Une autre 
publication presente un concept similaire pour une application differente (TCP) [24]. 
1.5 XTSC de Tensilica 
La compagnie Tensilica offre des ASIP qui sont des processeurs generiques que 
l'usager peut configurer afin d'ajouter de nouvelles instructions specialises pour une 
application donnee [2], [3], [18]. Ceci se fait par la description de la fonctionnalite des 
instructions ajoutees dans un langage materiel propre a Tensilica, le TIE. Cela permet de 
creer un processeur qui, en plus de posseder tous les atouts d'un processeur generique 
incluant la stabilite des divers modules fixes, integre une partie configurable pour 
specialiser le processeur. Tensilica fournit un simulateur pour ce processeur configure et 
peut egalement fournir une version materielle du processeur. Un code C s'executant sur 
le processeur specialise fait un appel explicite a l'instruction ajoutee pour en tirer profit. 
Etant un environnement reel permettant d'executer une application tout aussi reelle et 
etant disponible dans une version SystemC (XTSC), cet environnement devient pertinent 
dans le cadre d'un projet de verification et validation avec SystemC/SCV. II permet 
d'avoir des scenarios d'entree/sortie tires d'une application reelle sans avoir a creer a 
partir de zero un nouveau systeme pour chaque nouvelle application. 
XTSC inclut des modules de Tensilica contenus dans des « scmodule ». Entre 
autres, xtsccore est un module SystemC qui inclut le simulateur destructions de 
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Tensilica. II inclut des methodes qui permettent l'acces aux divers ports : les ports de la 
memoire locale, l'interface de la memoire locale de Xtensa (XLMI), l'interface 
processeur (PIF), l'interface d'instruction TIE et certains ports d'entree/sortie du systeme. 
Cet objet permet de charger un programme a executer et plusieurs autres parametres de 
configuration et fonctionnalites. Le fonctionnement des interfaces XTSC TLM sont 
decrites en detail a la section 3.1 du guide de l'usager XTSC [35]. Tensilica fournit son 
propre jeu d'outils. II inclut, entre autres, un outil de simulation (xtscrun) et un outil de 
deverminage (xt-gdb). 
II est done possible pour l'usager d'interfacer n'importe quel module SystemC 
avec le processeur Tensilica via diverses connexions par des appels de fonctions. On peut 
ainsi simuler ce module SystemC avec I'environnement fourni par Tensilica. 
1.6 Conclusion 
Ce chapitre permet de prendre connaissance des aspects generaux de la 
verification, de ce qu'amene un langage pour la verification avancee, des principaux 
aspects architecturaux d'un TI, des statistiques de performance pertinentes aux TI et de la 
possibility d'integrer un trafic tire d'une application reelle qui s'execute sur un 
processeur. Tous les elements sont maintenant en place pour presenter un environnement 
efficace qui integre la validation de performance et la verification pour un TI. 
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CHAPITRE 2. ENVIRONNEMENT DE 
VALIDATION/VERIFICATTON A HAUT NIVEAU 
Bien que le chapitre 1 decrive plusieurs aspects pertinents au projet, ces derniers 
ne constituent pas l'essence du projet. Un des aspects importants du projet est de 
developper un environnement a haut niveau d'abstraction pour la validation et la 
verification rapide et efficace des TI. Un des objectifs secondaires est d'integrer 
efficacement la validation de performance a la methode de conception d'un CI. Le 
present chapitre montre un tel environnement et comment il s'integre bien a une methode 
de conception complete. 
2.1 Concepts et description de l'environnenient de validation 
L'environnement de validation de performance propose dans ce chapitre est 
presente dans cette section. II opere a un haut niveau d'abstraction et est aisement 
configurable. 
2.7.7 Generalites 
Un des buts principaux du projet est d'etre en mesure, a partir d'un 
environnement de simulation, de valider diverses architectures en les soumettant a 
diverses contraintes de trafic. Afin de permettre la validation aisee et rapide de diverses 
implementations et de pouvoir avoir un grand controle sur les scenarios de trafic, il est 
preferable d'avoir un environnement qui integre les caracteristiques essentielles au 
comportement d'un systeme, mais qui fait abstraction de certains elements 
d'implementation. Par exemple, l'aspect d'implementation materielle, de frequence 
d'operation, de surface de silicium et toutes les complexites qui en decoulent, peuvent 
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etre mis de cote le temps d'une analyse architecturale. Ces analyses architecturales sont 
habituellement faites en debut de projet. Le veritable enjeu est de connaitre l'efficacite 
d'une idee architecturale sans avoir a y passer des mois de travail d'implementation et de 
verification qui seront potentiellement mis au rencart. Pour ce faire, differents langages 
de programmation et outils de conception peuvent etre envisages. II est evidemment 
impossible de couvrir toutes les solutions possibles dans le cadre d'un travail de maitrise. 
Une des avenues les plus prometteuses est approfondie ici. II s'agit du langage 
C++ qui est une approche repandue dans l'industrie lorsqu'il s'agit de reproduire le 
comportement d'un circuit integre. Pour une analyse de performance comme celle d'un 
tissu d'interconnexion (TI), un langage de haut niveau comme le C++ a clairement un 
point faible : il n'inclut pas la notion de temps et de cycle d'horloge. Cependant, la venue 
de bibliotheques comme SystemC et SCV permettent d'elargir les possibilites du C++. Le 
grand avantage dans notre contexte est la possibilite d'integrer une notion de cycle a un 
modele de haut niveau C++ tout en conservant la possibilite de codage de haut niveau 
que permet ce langage. La simulation avec une telle bibliotheque nous donne un avantage 
au detriment du temps de simulation. Ceci vient du fait qu'a chaque intervalle de temps 
fixe par le pas de simulation, il faut evaluer les divers processus concurrents, peu importe 
s'ils auront un impact ou non sur une variable ou un objet quelconque. Avec un code C++ 
sans notion temporelle ni concurrence des processus, 1'evaluation ne se fait que lorsqu'un 
objet ou une fonction specifique est appelee sans tenir compte d'un temps de simulation. 
II faut etre conscient de cette limitation afin de prendre la bonne decision relative aux 
besoins pour une exploration architecturale. II est important de choisir l'approche la plus 
legere qui repond aux besoins specifiques du projet afin d'accelerer l'implementation et 
la simulation au maximum. Notre premier objectif etant d'obtenir un modele rapidement, 
tout en ayant la notion de cycle pour modeliser les transmissions de paquets et 
fimplementation materielle de facon realiste, l'option du SystemC est toute designee. 
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L'environnement de validation de performance realise est constitue d'un module 
SystemC principal qui inclut tout ce qui est relatif au TI. Pour ce qui est de la generation 
du trafic, elle est constitute de N modules de test pour TV ports bidirectionnels (ou 2N 
ports unidirectionnels) qui permettent d'etablir le scenario de trafic de facon 
independante sur chacun des ports. Les modules decrits sont developpes en ayant en tete 
de rendre modulaire les concepts et caracteristiques et de rendre le tout configurable. Un 
fichier de configuration est modifie avant chaque simulation afin d'etablir les contraintes 
de trafic et d'architecture desirees. Une fois un type de trafic realise et une idee 
architecturale implementee, il est aise de rendre ces derniers disponibles via le fichier de 
configuration. 
Etant un environnement a relativement haut niveau d'abstraction, l'interfacage et 
le traitement interne au tissu se fait en termes de transactions. C'est-a-dire que, malgre la 
granularite du systeme (en cycles d'horloge), les communications et le traitement interne 
se font en termes de transactions relativement complexes, en l'occurrence, des paquets. 
Ceci permet de grandement simplifier l'implementation et de garder le focus sur la tache 
a accomplir. Un paquet recu est analyse d'apres sa longueur et un nombre de cycles de 
transmission est calcule a l'interne. Ce nombre de cycles est applique lors des 
ecritures/lectures aux files de meme que lors de la transmission dans le commutateur 
crossbar. L'essence du module TI est tout de meme evaluee a chaque cycle. A chaque 
cycle, les compteurs internes de nombres de cycles restants a la transmission sont 
decrementes. Des ecritures/lectures suivent selon l'etat des compteurs. 
La communication entre les modules de test et le module de TI peut se faire de 
deux facons. II peut s'agir d'une interface bloquante ou non-bloquante. Les deux 
implementations ont ete realisees, mais l'approche bloquante a ete retenue au final pour 
la configuration presentee dans cette section, car celle-ci represente mieux la realite. Le 
module de test n'a pas a se soucier des temps de transmission et le code s'en trouve 
simplified Ceci permet d'abstraire completement la notion de temps du test. Dans le cas 
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de Pimplementation non-bloquante, i l y a deux options possibles. La premiere est que le 
module de test et le module de TI simulent tous les deux le temps de transmission d'un 
paquet sur le port afin de se synchroniser. L'autre option est que le module de test 
interroge le TI sur la disponibilite du port. Comme il sera montre au chapitre 3, cette 
derniere approche a ete prise pour creer un module de conversion d'interface non-
bloquant (// non-bloquante). Ce module est necessaire pour les besoins de 
l'environnement presente a la section 3.2, mais il peut egalement etre utilise aux 
interfaces selon les besoins specifiques de Putilisateur de l'environnement. 
La figure 2.1 presente une vue sommaire de l'environnement de validation de 
performance. Chacun des modules de test decrit le comportement du trafic par port. Un 
module « moniteur » est de plus connecte entre chacun des tests et le TI afin de creer une 





N x N 
(Modele de Verification Transactionnel) 
Figure 2.1 Vue d'ensemble de l'environnement de validation de performance 
Classe . . ., 
T F „ T Moniteur ; 
Classe ,. ., 
-rpq-r Moniteur 
Classe . . . 
T r „ T Moniteur 
• Pour N ports * 
• bidirectionnels • 
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2.1.2 Description du modele depaquets et des operateurs depaquets 
Le tableau 2.1 represente la structure des paquets. 
















Adresse (port) destination du paquet (0 a N) 
Adresse (port) source du paquet (0 a N) 
Sert a identifier le paquet par un ID unique (par 
connexion d'entree/sortie) 
Sert a identifier un parametre propre au paquet qui 
pourrait etre modifie a l'interne du TI (latence, QOS, ...) 
Longueur du champ de donnees (en octets) 
Donnees pour le paquet courant 
L'identificateur de paquet (« packet id ») par connexion sert a identifier de facon 
unique et simple un paquet donne. Cette technique est valide pour la simulation tant que 
le nombre de bits alloues pour l'identificateur est suffisant pour ne pas permettre a deux 
paquets avec un meme identificateur de coexister en meme temps dans le TI. Pour 
permettre une analyse statistique complete et sans ambigiiite, chaque identificateur doit 
etre utilise une seule fois par connexion pour une simulation donnee. La taille des 
donnees etant variable en fonction d'un des parametres de taille fixe («packet length ») 
determine lors de l'execution a partir des contraintes de generation aleatoire, il est 
pertinent d'utiliser une allocation dynamique. Differentes implementations sont possibles. 
Pour ce projet, les donnees sont representees avec une chaine de caracteres allouee 
dynamiquement a la creation du paquet une fois la taille de celui-ci connue. Une chaine 
de caracteres ASCII limitee aux nombres hexadecimaux a ete choisie afin de rendre plus 
simple l'impression des donnees en hexadecimal, reallocation dynamique a lieu apres la 
generation aleatoire de la taille du paquet par l'appel d'une fonction de creation des 
donnees. L'espace memoire est alloue avec l'operation C++ « new » dans cette fonction. 
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Ensuite, chacun des caracteres ASCII est genere avec comme contrainte qu'il doit etre 
choisi parmi les chiffres hexadecimaux (i.e. entre 0 et F). II est a noter qu'un champ de 
donnees complet n'est pas absolument necessaire pour l'environnement de validation, 
mais il est pertinent lors de la phase ulterieure de verification. 
Le « payload » est un element generique qui a ete inclus sans toutefois avoir ete 
utilise au cours du projet. II est disponible pour des travaux futurs. II represente une 
caracteristique ou une statistique relative au paquet traite qui peut etre modifie a 
l'interieur du TI. II pourrait etre un nombre de cycles d'attente ou un niveau de priorite 
variable dans le temps pour un meme paquet, par exemple. Dans un tel cas, ce niveau de 
priorite aurait un impact sur l'ordonnancement. 
L'utilisateur est libre d'ajouter les champs necessaires puisqu'il est relativement 
simple de modifier la description du paquet. Le tout est contenu dans quelques classes 
utilisees uniquement pour decrire les fonctionnalites du paquet. Seuls les nouveaux 
elements du paquet servant une fonctionnalite particuliere dans le TI influenceront 
l'implementation a l'exterieur des classes de description de paquets. Cela montre la 
modularity amenee par le C++. Un exemple de champ pertinent a ajouter pourrait etre un 
niveau de priorite fixe (ce qui est different de ce qui a ete decrit au paragraphe 
precedent). II pourrait aussi y avoir un champ « channel » servant a transmettre diverses 
donnees vers une meme destination mais qui se recoupent dans le temps. Ceci est utilise 
pour transmettre avec les protocoles RapidIO, PCIe et Ethernet. 
Ayant une structure de paquet utilisee a profusion, il est egalement souhaitable 
d'avoir quelques fonctions ou surcharge d'operateurs qui seront utilisees regulierement. 
Ainsi, l'operateur d'insertion « « » a ete cree pour permettre d'afficher aisement un 
paquet. Egalement, les operateurs de test d'egalite et d'inegalite ont ete crees pour des 
fins de verification. lis permettent de verifier l'egalite des paquets lors d'une 
comparaison entre la sortie d'un modele et celle d'une reference. L'operateur 
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d'assignation, qui permet de copier un paquet, est aussi tres utile. Entre autres, ce dernier 
appelle dynamiquement la fonction de creation du champ de donnees. 
Cet usage de creation dynamique et de surcharge d'operateurs utilise en fait le 
C++ comme levier pour rendre l'environnement de validation efficace et simple a utiliser. 
2.1.3 Description des parametres de configuration architectural du TI 
Le tableau 2.2 montre les divers parametres configurables inclus dans un fichier 
de configuration pour le TI SystemC utilise pour la validation de performance. 
Tableau 2.2 Description de configuration du TI SystemC (haut niveau) 
Champ 
Type d'ordonnanceur 
Nombre de ports du TI 
Facteur d'acceleration du commutateur 
crossbar 
TI SystemC vs RTL 
Poids par port pour l'ordonnanceur WRR 
Profondeur des files VOQ 
Profondeur des FIFO de sortie 
Largeur des ports 
Periode d'horloge 
Nombre de cycles d'initialisation 
Nombre de paquet moyen par file VOQ 
Description 
WRR ou WWFA 
Taille du TI 
Facteur d'augmentation de la bande passante dans le 
commutateur crossbar du TI par rapport aux 
entrees/sorties 
Utiliser le TI SystemC ou materiel 
Poids du trafic par port utilise par l'ordonnanceur WRR 
Profondeur des files VOQ en termes de paquets avec 
MUL_FACTOR_BW_DL a 1 (voir plus bas) 
Profondeur des FIFO de sortie en termes de paquets 
Nombre de bits par port 
Temps d'un cycle de l'horloge (en ns). 
Nombre de cycles avant d'activer les ports de sortie. 
Permet d'accumuler des paquets dans les VOQ. 
Nombre de paquets (equivalents a des paquets avec 
MUL_FACTOR_BW_DL a 1) par file moyen attendu 
avant que les ports de sortie soient actives (initialisation). 
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II est a noter que la profondeur des VOQ, bien qu'elle soit en termes de paquets, 
est en fonction de la longueur moyenne des paquets par entree 
(MULFACTORBWDL definit au tableau 2.3). Le nombre de cycles et le nombre de 
paquets moyen par VOQ a 1'initialisation peuvent etre utilises independamment ou 
conjointement. Si les deux parametres sont utilises, les deux contraintes doivent etre 
satisfaites avant qu'un premier paquet ne puisse sortir du TI. Le nombre de paquets 
moyen par VOQ a 1'initialisation est aussi en termes de paquets avec 
MULFACTORB W D L a 1. II est done relatif a la taille moyenne des paquets par port 
lorsque celle-ci est connue dans le but d'avoir une representation juste des memoires. 
Done, on simule correctement qu'un paquet dans un VOQ d'une entree qui possede en 
moyenne des paquets deux fois plus gros prend deux fois plus de cases memoire qu'un 
paquet pour une entree reguliere. 
2.1.4 Description modulaire 
Chacun des elements qui constituent l'environnement de validation est presente 
dans cette section. 
2.1.4.1 Tissu d 'interconnexion 
Le but du TI dans cet environnement est de permettre une aisance de modelisation 
de differentes architectures tout en etant precis en termes de cycles. Done, lorsque 
possible, une approche a haut niveau d'abstraction est prise. Ainsi, toutes les transactions 
d'entree/sortie sont des transmissions de paquets et elles demeurent sous cette forme lors 
du traitement dans le tissu. Les FIFO qui servent de VOQ et de tampon en sortie traitent 
des paquets pour simplifier la modelisation. II en est de meme pour les transmissions 
dans le commutateur crossbar. Ceci est realise a l'aide de compteurs internes au TI qui 
evaluent les temps de transmission. Un paquet passe au travers d'une connexion apres un 
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certain nombre de cycles qui depend de la taille du paquet et de la largeur du bus sur 
lequel il est transmis. Pendant cette transmission de paquet, le chemin de donnees 
correspondant du commutateur crossbar n'est pas disponible, ce qui a pour effet de 
bloquer les autres paquets destines a une meme destination ou provenant d'une meme 
source. 
Comme il est decrit au chapitre 1, la communication transactionnelle sur les ports 
se fait a l'aide d'appels de fonctions d'ecriture/lecture. La fonction d'ecriture calcule la 
longueufdu paquet en additionnant la taille de tous les champs de l'entete avec la taille 
des donnees. En connaissant la largeur des ports, le nombre de cycles de transmission est 
determine. Ensuite, il y a une attente correspondant au nombre de cycles calcules. Cette 
meme fonction est responsable d'ecrire dans les diverses files VOQ en fonction de la 
source et de la destination. Le compteur de paquets par file est incremente et 
l'ordonnanceur est avise par une variable booleenne si un nouvel ordonnancement est 
necessaire. Cela se produit lorsqu'une file vide vient de recevoir un paquet. En fonction 
d'un parametre de configuration, si la file est pleine, le paquet le plus recent ou le plus 
vieux est laisse de cote (« packet drop »). La fonction de lecture genere, quant a elle, une 
information pour chaque port indiquant si la sortie est prete a lire un autre paquet. La 
fonction est ensuite en attente qu'un paquet soit present dans la file de sortie concernee. 
Ensuite, de facon similaire a la fonction d'ecriture, le paquet est lu, le temps de 
transmission est calcule et une attente egale a cette periode est faite. La fonction complete 
ensuite son execution puisque le paquet est alors completement recu. 
A chaque cycle, des fonctions internes font evoluer les compteurs de cycles 
internes et realisent les lectures/ecritures des VOQ/FIFO de sortie lorsqu'elles sont 
necessaires tout en respectant les temps de transmission. 
Le TI possede trois fils d'execution (« scthread ») principaux. Un « sc_thread » 
commence l'execution une seule fois en debut de simulation. Chacun contient une boucle 
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qui s'execute a chaque cycle. Ceci est fait grace a une commande d'attente a la fin de la 
boucle. Cela assure que le fil d'execution soit execute a chaque cycle. Le premier fil 
d'execution renferme la fonctionnalite principale du TI alors que le deuxieme concerne 
les files de sortie. Le troisieme est simplement forme d'un compteur des paquets ecrits 
dans le TI et sert a l'initialisation. Le premier fil d'execution est subdivise en plusieurs 
fonctions appelees a chaque cycle afin de subdiviser les diverses fonctionnalites et les 
rendre aisement configurables. Par exemple, pour la premiere fonction appelee apres 
1'initialisation, soit l'ordonnancement, l'ordonnanceur est selectionne en fonction de la 
configuration. Mais, avant la fonction d'ordonnanceur, il y a des etats d'attente sur le 
nombre de cycles et de paquets moyen par VOQ avant que l'ordonnanceur active le TI. 
L'ordonnanceur analyse chacune des connexions possibles afin de verifier si une 
nouvelle connexion peut etre etablie dans des circonstances specifiques. Les trois 
circonstances qui demandent une nouvelle analyse des connexions par l'ordonnanceur 
sont: 
Une des VOQ possede une donnee alors qu'elle n'en possedait pas le cycle 
precedent; 
La transmission dans le TI pour une des connexions vient de se terminer; 
Une file de sortie n'est plus pleine. 
La derniere condition ne devrait pas se produire si les files de sortie sont de taille 
suffisante et que les ports de sortie ne sont jamais bloques. 
Une table a deux dimensions inclut 1'information du nombre de paquets planifies 
par connexion (i.e. par paire de ports entree/sortie). Selon l'algorithme de l'ordonnanceur 
choisi (soit WWFA ou WRR dans notre cas), un certain ordre d'analyse de ces 
connexions est choisi et un certain mecanisme de rotation de la priorite est etabli. Cet 
ordre d'analyse change apres chaque appel de l'ordonnanceur. Pour etre assignee, une 
connexion doit etre dans l'une des deux circonstances decrites ci-haut. Cela est detecte 
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par la verification de tables de valeurs booleennes qui identifient ces conditions pour 
chaque connexion. Une fois une nouvelle decision d'ordonnancement prise, le nombre de 
paquets a transmettre est decide. II sera egal a la plus petite valeur entre le nombre de 
paquets presents dans la file concernee et le nombre de paquets maximal a transmettre par 
decision. Cette derniere valeur est dictee par 1'algorithme d'ordonnancement et la 
configuration de cet algorithme. 
Le commutateur crossbar n'a pas de fonction propre et est abstrait dans le 
comportement de l'arbitre. L'arbitre doit tenir en compte que le medium de transmission 
est un commutateur crossbar, done qu'il ne peut connecter qu'une seule fois chaque 
entree vers les ports de sortie et que chaque sortie ne peut recevoir qu'un paquet a la fois. 
La fonction qui suit 1'ordonnancement applique les connexions deja decidees pour 
transmettre les paquets aux files de sortie via le commutateur crossbar conceptuel. Cela a 
lieu seulement quand le « sc_thread » des files de sortie active l'ecriture de paquet. 
Ensuite, une fonction analyse si l'une des connexions doit etre enlevee de la table 
d'ordonnancement. Cela est fait lorsque le dernier paquet d'une connexion etablie 
precedemment a termine sa transmission. L'alternance « round-robin » de l'ordre de 
connexions (selon leur priorite) est ensuite appliquee suivi de l'impression de l'etat des 
files a chaque cycle de facon systematique. Cela permet l'analyse de la base de donnees 
creee de facon a recueillir les statistiques desirees. 
Le « scthread » qui implemente les files de sortie propage initialement les 
lectures a l'ordonnanceur, calcule les temps de transmission des paquets et controle le 
module d'envoi de paquets qui implemente le commutateur crossbar virtuel en fonction 
de ce temps de transmission. 
Cette facon de faire permet d'avoir une implementation du TI relativement 
simplified et permet une modification aisee des parametres d'architecture divers. Ceux-ci 
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peuvent etre 1'acceleration du commutateur crossbar ou l'ordre d'analyse des connexions 
dicte par l'arbitre selectionne. Egalement, certains ajouts, pouvant potentiellement 
ameliorer la performance, peuvent aisement etre implemented a haut niveau, simplifiant 
grandement 1'experimentation de ces idees. 
2.1.4.2 Modules detest 
Les modules de test definissent le trafic d'entree/sortie sous forme de transactions. 
La description du comportement par port est ainsi simplifiee. Un module SystemC qui 
utilise des parametres provenant d'un fichier de configuration est connecte a chacun des 
ports. Done, pour des cas typiques, l'usager n'a qu'a manipuler le fichier de 
configuration. Ce dernier fichier inclut les definitions des divers parametres par des 
instructions de pre-compilation et des variables globales faisant partie d'un 
« namespace » C++. Pour rendre l'environnement plus simple a utiliser et eviter de 
recompiler pour changer de configuration, il serait possible d'inclure ces configurations 
dans un fichier texte qui serait lu a l'execution pour definir les parametres configurables. 
Ceci serait particulierement pratique si Ton desire simuler un grand nombre de tests, mais 
cette possibility a ete laissee comme implementation ulterieure par souci d'economie de 
temps de developpement. Le tableau 2.3 montre la liste des parametres configurables et 
leur impact sur le trafic. 
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Tableau 2.3 Para metres utilises par le module de test pour generer le trafic 

























Nombre maximum de paquets 
transmis par port 
Lorsque desactive, le port 0 est 
utilise comme destination (collisions 
a la destination) 
Lorsque active, chaque paquet a une 
destination aleatoire 
Taille de base minimum des paquets 




Taille de base maximum des paquets 
(pour tous les ports) 
Rapport d'utilisation de base en 
termes de cycles des ports d'entree 
Tableau de facteurs multiplicatifs du 
rapport d'utilisation de base par port 
(i.e. multiplie BW_PERC_BW) 
Tableau de facteurs multiplicatifs des 
dimensions de base (BWMINJDL 
& BWMAXDL) des paquets par 
port 
Le nombre de paquets consecutifs 
d'une meme source forces a avoir 
une destination differente 
Utilise SCV ou non (fonctionnalite 
de debogage) 
Nombre de paquets consecutifs en 
entree du TI vers une meme 
destination par port (« stream »). 
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Deux cas typiques de destinations sont aisement configurables : destination 
aleatoire et une seule destination. Ce dernier cas permet de forcer des collisions au port 
de destination. U s'agit de deux scenarios typiquement interessants. La combinaison de 
plusieurs parametres permet d'obtenir aisement differents rapports de trafic et differentes 
tailles moyennes des paquets par port. Le rapport de trafic de base (BW_PERC_BW) est 
multiplie par port par un facteur multiplicatif (MUL_FACTOR_BW_PERC_BW) afm 
d'ajuster le trafic par port aisement. La taille des paquets est, quant a elle, aleatoire dans 
un intervalle donne par l'usager. II peut, evidemment, etre fixe en donnant des valeurs 
minimales et maximales de base similaires. Par port, ces valeurs minimales et maximales 
de base sont multipliees par un facteur (MUL_FACTOR_BW_DL), ce qui facilite la 
generation de scenarios de trafic divers. Le nombre de paquets successifs generes 
possedant une destination differente (« NCONSEC ») est aussi defini. C'est-a-dire qu'on 
peut decider, par exemple, que trois paquets consecutifs d'un meme port source aient 
trois destinations differentes. Le « NCONSEC » serait fixe a trois dans un tel scenario. 
Pour des besoins specifiques, l'usager peut egalement integrer son propre module 
de test. II n'a qu'a creer un module de test systemC et le connecter dans le module 
« sctop » pour remplacer les modules generiques utilises par l'environnement. Done, 
malgre que l'environnement soit aisement configurable, il ne sacrifie pas la flexibility en 
permettant a l'usager de coder ses propres tests plus complexes. Ceci vient avec le cout 
plus eleve d'une modification plus complexe. 
Pour realiser la generation aleatoire contrainte, une classe de contrainte qui herite 
de la classe « sevconstraintbase » est creee (« packet_base_constraint »). Cette classe 
utilise les outils fournis par la bibliotheque SCV. Cette classe applique certaines 
contraintes definies dans le fichier de configuration (RANDOMDEST, BWMINDL, 
BWMAXDL, N). Elle assigne egalement d'autres parametres, telles que la source et la 
destination, en plus de produire une chaine de caracteres hexadecimale qui forme les 
donnees. La fonction « next » de SCV permet d'appliquer les contraintes a la generation 
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aleatoire d'une nouvelle donnee, soit un objet complexe ou une donnee pointee par un 
« scv_smart_ptr ». II s'agit d'une fonction de la classe « scv_constraint_base » qui est 
surcharged par la classe « packet_base_constraint». Dans la fonction « next» de cette 
derniere classe, il y a d'abord un appel a la fonction « next» de SCV pour produire 
l'entete du paquet avec les contraintes definies et, ensuite, le traitement particulier 
necessaire pour Fallocation dynamique avec des generations aleatoires contraintes des 
caracteres hexadecimaux qui forment le champ de donnees. 
L'interfa9age du module de test avec le TI se fait avec diverses fonctions 
transactionnelles. Les fonctions disponibles sont l'ecriture d'un paquet, la lecture d'un 
paquet et l'attente d'un ou de plusieurs cycles. 
Le module de test d'ecriture contient un fil d'execution qui execute une boucle 
pour produire un nombre de paquets egal a NBPACKETS. II cree d'abord un objet de 
type «packetbaseconstraint» dans le cas ou SCV est active dans le fichier de 
configuration. En effet, si SCV est desactive, des paquets sont generes de facon 
deterministe. II s'agit en fait d'une fonctionnalite de deverminage qui permet, entre 
autres, d'utiliser une partie de l'environnement avec SystemC sans SCV. Si SCV est 
active, la fonction « next» est appelee pour le paquet et un bit de transmission genere 
aleatoirement est produit lors de chaque production de paquet. Le bit de transmission est 
utilise pour implanter le pourcentage d'utilisation du lien puisque seul le paquet est 
genere par la classe « packet_base_constraint ». Le bit de transmission permet d'obtenir 
la distribution specifiee dans le fichier de configuration. C'est-a-dire qu'il sera a « 1 », par 
exemple, 70 pourcent du temps pour un trafic specifie a 70%. Si le bit est a « 1 », le bit 
est transmis. Sinon, un temps d'attente egal au temps de transmission sur le lien du 
paquet genere est applique par l'appel de la fonction d'attente de haut niveau qui 
interface avec le TI. Cela permet de bien representer la bande passante demandee par 
port. Dans le cas de destinations aleatoires, une analyse est faite a la production de 
chaque paquet afrn de respecter la contrainte de « NB_PACKET_SAME_DEST ». La 
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destination generee aleatoirement est ecrasee par la destination precedente dans le cas ou 
des paquets consecutifs doivent avoir une meme destination. Un compteur de paquets sert 
a produire un ID specifique par paquet pour une source/destination donnee. Celui-ci est 
inclus dans le paquet (« packet jd »). Le paquet est ensuite transmis au TI via la fonction 
d'ecriture interfacant au TI. Ce parametre «NBPACKETSAMEDEST » permet de 
creer des paquets formant une meme communication (un meme « stream ») vers une 
destination specifique. 
Le module de test de lecture est simplement constitue d'une boucle qui demande 
une lecture de paquet via la fonction qui interface au TI a chaque execution. Comme la 
fonction de lecture ne retourne que lorsqu'un paquet est pret, ce module ne contient 
aucune autre instruction d'attente que la lecture. Le temps de transmission a la sortie est 
deja simule dans le TI. 
2.1.4.3 Modules de collecte de donnees (moniteur) 
Ce module transfere simplement les requetes et les envois de paquets entre le test 
et le TI. L'impression du temps et du contenu des paquets transferees se fait dans un 
fichier par ce module. Initialement dans ce projet, cette impression pouvait se faire dans 
le TI ou dans le module de test selon la configuration selectionnee par l'utilisateur (et le 
niveau d'implementation auquel etait simule le test). La collecte est devenue modulaire 
puisque cela amene quelques avantages : le meme module peut etre utilise pour creer des 
bases de donnees de meme format lors de toutes les etapes du projet; les nouveaux 
modules de test specifiques et nouvelles architectures de TI concus par l'usager n'ont pas 
a se soucier de la collecte. Le module peut aussi etre utilise pour les communications 
avec un TI materiel pour lesquelles il est moins evident de creer une base de donnees a 
partir du TI. Le module qui genere la base de donnees etant le meme, cela permet de faire 
les memes analyses statistiques en tout temps sans se soucier du format de la base de 
donnees. 
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Ce module n'etant qu'un intermediate, il possede et appelle les memes fonctions 
d'ecriture, lecture et attente que le module de test et le TI. Et ce, meme si ce module ne 
joue aucun role pour certaines fonctions (comme l'attente, par exemple) puisqu'il n'y a 
aucune donnee a imprimer. 
2.2 Concepts et description de l'environnement de verification 
L'environnement de validation de performance presente a la section precedente 
sert de concept de base pour l'elaboration de l'environnement de verification presente 
dans la presente section. 
2.2.7 Generalites 
L'environnement de verification utilise les memes tests transactionnels que 
l'environnement de validation. Ceci permet d'obtenir les memes scenarios de trafic a 
fournir au TI materiel lorsque ce dernier est pret a etre teste. Cependant, des modules de 
conversion de transaction («transactor») sont necessaires pour convertir 1'interface 
transactionnelle en signaux qui s'adressent au TI materiel. La figure 2.2 represente 
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Figure 2.2 Vue d'ensemble de l'environnement de verification 
2.2.2 Description du modele depaquets 
Les paquets sont composes des memes informations que celles presentees plus tot 
dans ce chapitre. Cependant, pour le modele de TI materiel, un paquet est divise en 
plusieurs mots qui sont transmis en plusieurs cycles sur les differents ports du TI. Les 










































Cycle 2 Cycle 1 Cycle 0 
Figure 2.3 Structure d'un paquet divise en plusieurs cycles 
La dimension des differents champs («dest_port», «src_port», etc.) sont 
configurables. Certains parametres de Fentete, telles que la destination et la source, se 
doivent d'etre dans le premier cycle d'envoi pour que le TI puisse fonctionner 
efficacement. Cela est un element interessant pour notre architecture puisque, par 
exemple, des Farrivee d'un paquet dans le TI, il doit etre envoye au VOQ approprie en 
fonction de la destination du paquet. On evite ainsi un etage supplementaire de memoire 
tampon aux entrees du TI. A partir des dimensions des differents champs de Fentete et de 
la dimension des donnees envoyees, le nombre de cycles du paquet sur un port est 
determine. Le dernier cycle a de bonnes probabilites d'avoir certains bits de donnees 
inutilises, dependamment de la taille du paquet donnee par « packetjength ». 
2.2.3 Description modulaire 
Les modules de Fenvironnement de verification qui different de ceux utilises pour 
Fenvironnement de validation (expliques anterieurement) sont presentes ici. 
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2.2.3.1 Tissu d 'interconnexion 
Le tissu d'interconnexion materiel a nombre de ports generique est realise en 
VHDL. II possede quatre principales fonctionnalites. La premiere permet d'effectuer des 
lectures/ecritures des donnees d'entree dans des FIFO servant a memoriser les donnees. 
La seconde fonctionnalite consiste a prendre une decision sur le routage des paquets. La 
troisieme permet de gerer 1'envoi des donnees sauvegardees vers un des ports de sortie en 
fonction de l'adresse de destination et de la decision de l'ordonnanceur. La derniere 
partie est controlee par le module de gestion de 1'envoi des paquets et fait simplement 
router les paquets vers les bonnes sorties selon les instructions recues. Dans le cadre de ce 
projet, cette derniere partie est un module communement appele commutateur crossbar. 
Le schema illustrant les divers modules du tissu materiel est montre a la figure 2.4. 
Le role principal du module VOQ est de gerer les ecritures et lectures des divers 
FIFO d'entree qu'il contient. Ces FIFO servent de files de sortie virtuelles. II y a un 
module VOQ pour chacun des ports d'entree qui contient autant de FIFO que le TI 
possede de ports de sortie. Chaque paquet d'une entree est dirige vers le FIFO 
correspondant a sa destination. Le meme comportement est applique pour chaque module 
VOQ correspondant aux autres entrees. Ainsi, on s'assure que les entrees soient traitees 
de facon independante. Cela permet aussi de bien ordonner les paquets pour mieux 
planifier leur transfert par la suite. On a de cette maniere une bonne connaissance des 
paquets contenus dans le TI en termes de source/destination, ce qui nous permet de router 
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Figure 2.4 Schema bloc du tissu d'interconnexion materiel 
Le module ordonnanceur est en quelque sorte un arbitre et il doit faire une 
planification dans trois situations particulieres. En effet, lorsque la planification est faite, 
une decision est prise pour le routage des paquets. La prochaine planification aura lieu 
lorsqu'un evenement se produira. Un des evenements qui enclenche ce processus est 
l'arrivee d'un paquet complet dans une file de VOQ alors que celle-ci etait 
precedemment vide. Dans ce cas, le module VOQ est en charge d'aviser 1'ordonnanceur. 
Le deuxieme evenement possible est lorsqu'une sortie precedemment occupee se libere et 
est maintenant disponible pour l'envoi de nouveaux paquets. Dans une telle situation, le 
module de gestion de l'envoi de paquets doit aviser l'ordonnanceur en lui specifiant 
quelles sorties sont maintenant pretes a recevoir. Enfin, le dernier evenement possible est 
lorsqu'un port de lecture envoie une commande de lecture alors qu'il n'etait pas en mode 
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de lecture au cycle precedent. Typiquement, cette derniere condition est moins frequente 
car, en temps normal, on peut supposer que la destination est toujours prete a recevoir des 
paquets. Dans une situation concrete pour laquelle on veut simuler un cas de test 
particulier, il est pertinent d'attendre quelques cycles en debut de simulation afin de 
laisser les elements de memoire du TI se remplir. Ce dernier evenement devient alors 
essentiel. 
Le module d'envoi de paquets accepte la nouvelle planification de Pordonnanceur 
et adapte son information locale d'apres le nouveau plan. Evidemment, ce nouveau plan 
n'est effectif que pour certaines connexions specifiers par 1'ordonnanceur, car ce n'est 
pas necessairement tous les ports qui ont eu besoin d'une nouvelle planification. Ce 
module gere l'envoi de paquets en plusieurs cycles ainsi que renvoi de plusieurs paquets 
deja autorises par 1'ordonnanceur. Lorsque l'envoi est termine, ce module fait une requete 
a 1'ordonnanceur pour obtenir une nouvelle planification pour certains ports specifies 
dans la requete. 
Le commutateur crossbar, quant a lui, execute le transfert des paquets selon les 
commandes recues du module d'envoi de paquets et les donnees recues du module VOQ. 
II existe plusieurs facons de realiser cette connexion. Une architecture de type 
commutateur crossbar est implantee avec des multiplexeurs qui dirigent une entree 
specifique (un des FIFO de un des modules VOQ en entree) vers une seule sortie a la 
fois. L'arrangement exact de multiplexeurs et fils d'un commutateur crossbar est presente 
a la figure 1.4 du chapitre 1. Cela se distingue par exemple d'une architecture « fully 
connected » [39] qui permettrait a une seule entree d'envoyer vers plusieurs sorties a la 
fois (i.e., avec une architecture « fully connected », une meme source peut ecrire vers 
plusieurs destinations a la fois des paquets differents provenant de FIFO differents pour 
cette meme entree). Dans le cas de l'architecture « fully connected », il y a un gros 
multiplexeur par port de sortie qui doit permettre a tous les VOQ de communiquer avec 
chaque sortie, ce qui fait que le nombre de chemins de donnees (qui doivent parcourir de 
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grandes distances) est considerablement plus eleve. Le nombre de chemins de donnees 
croit de facon quadratique en fonction du nombre de ports [39]. De plus, des structures 
materielles nettement plus complexes doivent etre implantees aux sorties pour stocker 
plusieurs paquets qui seraient transmis simultanement. Ceci se distingue grandement du 
commutateur crossbar qui possede un seul chemin par entree et un seul chemin par sortie 
et qui n'a pas besoin de gerer la reception de paquets simultanes aux sorties. On voit bien 
l'impact sur la surface de silicium et sur 1'architecture d'utiliser un commutateur crossbar 
au lieu d'un reseau « fully connected ». 
Les tableaux 2.4 et 2.5 decrivent respectivement les parametres generiques du 
module TI et ses ports. Tous les parametres des ports du TI etant generiques (tableau 2.4) 
et puisqu'un TI a une interface simple, les ports du tableau 2.5 sont suffisant pour 
modeliser les ports d'interface de n'importe quel TI avec des communications d'entree 
qui ne peuvent etre interrompues, ce qui est generalement le cas. 




















Profondeur du FIFO (en nombre de mots) 
Nombre de ports du TI 
Log2 du nombre de ports (arrondi vers le haut) 
Taille du mot d'entree / sortie 
Taille des adresses de source / destination contenus dans le paquet 
Taille d'un champ definissant l'identificateur de paquet (« id ») 
Taille d'un champ definissant le « payload » du paquet (pas utilise 
pour ce projet) 
Taille d'un champ definissant la taille des donnees contenues dans le 
paquet en octet et en n'incluant pas la taille de 1'entete du paquet 
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NBPORTs mots de 
NBBITS 
NBPORT 





Reset asynchrone actif bas 
11 precise que le port courant est pret a ecrire dans 
le FIFO correspondant 
Les mots a 1'entree 
11 precise que le port de sortie courant est pret a 
lire un paquet 
Presente la sortie du TI (retiree du FIFO et 
envoyee vers la sortie correspondante) 
Indique que la sortie correspondante envoie une 
donnee valide en sortie. 
Le TI materiel n'etant pas l'objet principal de ce memoire, les aspects 
d'implementation plus detailles de celui-ci sont donnes en annexe A. Le but de ce 
module, dans le contexte du projet, est principalement de prouver la connectivity d'un TI 
materiel dans l'environnement cree pour former un banc d'essai pour la verification. Pour 
ce faire, un module materiel fonctionnel devait etre construit. 
2.2.3.2 Module de conversion de transactions (« Transactor ») 
Le module de conversion de transactions («transactor») est un module qui 
permet de faire le pont entre deux niveaux d'abstraction d'une interface. L'interface a 
haut niveau d'un module SystemC est accessible via des appels de fonction. Dans le 
cadre de ce projet, les fonctions de lecture, d'ecriture et d'attente sont celles 
comrnunement utilisees. Afm d'avoir des modules de test reutilisables, les fonctions 
d'interface en termes de transactions sont les memes que celles du TI a haut niveau. 
Done, pour les modules de test, cet acces au module de transaction n'a pas a etre connu. 
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Le retour de l'appel de fonction est fait quand la transaction est completee. II s'agit d'un 
des deux aspects de la conversion. 
Le deuxieme aspect est l'interface materielle. Celle-ci se connecte au TI pour ce 
projet. II s'agit d'une interface de signaux physiques, telle que discutee a la section 
precedente. Lors d'un appel de la fonction d'ecriture par le module de test, ce module 
active un port d'ecriture et fait suivre les donnees jusqu'a ce que le paquet soit 
completement transmis. Le paquet qui est inclus dans la transaction est en fait segmente 
en fonction de la taille du port physique. Une fois le paquet transmis au complet, le 
controle est retourne au module de test. Lors d'un appel de lecture, le module permet la 
reception de mots du TI. II est ensuite en attente ou il accumule un paquet complet 
provenant du TI. L'entete du paquet permet de determiner la taille et done la fin du 
paquet. Ensuite, le controle est redonne au module de test avec le paquet recu. Cela peut 
prendre un nombre important de cycles en cas de trafic leger. La fonction d'attente, quant 
a elle, ne fait aucune lecture ou ecriture. Elle bloque Faeces au port pour un certain 
nombre de cycles defini dans l'appel de la fonction en appelant la fonction d'attente vers 
leTI. 
Les ports de l'interface physique de ce module sont presenter au tableau 2.6. II est 
a noter que le module de conversion a ete construit avec une interface differente du TI 
materiel presente et legerement plus generique pour permettre plus de flexibilite selon le 
TI materiel utilise. L'interface permet au port d'entree de bloquer les ecritures au lieu 
qu'un paquet soit perdu dans le TI, comme il est fait dans notre implementation 
materielle. Les connexions simples a realiser au TI materiel de la section precedente sont 
egalement montrees au tableau 2.6. 
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Reset asynchrone (actif bas) 
11 precise que le port courant est 
pret a ecrire au TI (« 1 ») 
Les mots du paquet a ecrire au TI 
Indique que le port d'ecriture de 
paquet correspondant vers le TI 
est plein (bloquee, « 1 ») 
11 precise que le port de lecture 
courant est pret a lire un paquet 
(« 1 ») 
Presente les mots du paquet lu du 
TI 
Indique que le port de lecture est 
vide et done, qu'on ne recoit pas 












Le module de transaction permet done l'interface vers un autre niveau 
d'abstraction. II s'integre aisement a l'environnement a haut niveau et permet la creation 
d'un veritable banc d'essai. II permet egalement de conserver un niveau d'abstraction 
eleve et d'abstraire les details de communication lors de la creation ou de la configuration 
d'un module de test. Tous les scenarios testes sur une architecture a haut niveau peuvent 
done etre reproduits pour un TI materiel sans effort additionnel, une fois la conversion 
realisee. 
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2.2.4 Fond ions de verification utiles 
L'environnement etant construit sous forme de classes C++, on a avantage a tirer 
profit des nombreuses possibilites que ce langage amene. Entre autres, il est frequent en 
verification de vouloir comparer des valeurs, verifier des proprietes et d'afficher un 
message ou une erreur allant meme jusqu'a arreter la simulation dans certains cas. Le 
langage utilise rend aise la creation de telles fonctions generiques reutilisees a plusieurs 
reprises dans l'environnement cree. L'effort de verification est ainsi concentre et 
simplifie. Dans ce projet, une telle fonction generique de verification de propriete qui 
affiche un message d'erreur en cas de proprietes non-respectees a ete cree et utilise a 
maintes reprises. Elle est utile lors de 1'implementation de cas de tests specifiques et 
d'idees architecturales, ainsi que lors de comparaison des resultats avec un modele. Une 
bibliotheque de ces fonctions utiles amene un aspect interessant a l'environnement. 
2.3 Dualite de l'environnement de verification et validation de performance et 
simulation 
En combinant les modules presentes aux sections precedentes, on obtient une 
plateforme unifiee complete de developpement materiel. Tous les elements sont 
compatibles. Ceci permet d'avoir un seul environnement pour l'exploration 
architecturale, la validation de performance et la verification. Cet environnement permet 
ainsi d'accroitre la productivite d'une equipe de conception materielle. La figure 2.5 
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Figure 2.5 Vue d'ensemble de l'environnement de verification et validation integre 
Tel que mentionne au chapitre precedent, un simulateur multi-langage, comme 
celui utilise pour ce projet (Modelsim), donne certaines contraintes supplementaires par 
rapport au SystemC de OSCI. On doit en fait creer un « scmodule » qui inclut la 
declaration de tous les autres « scmodules » au plus haut de la hierarchie. On n'a qu'a 
simuler ce module tout comme on simulerait un banc d'essai VHDL avec Finterface de 
Modelsim. Ce « scmodule » (« sctop ») remplace en quelque sorte le « scmain » d'un 
code ecrit pour etre execute dans un environnement OSCI. Done, ce module « sctop » 
inclut la declaration et la connexion du TI, des modules de conversion de transaction 
ainsi que des modules de tests. Modelsim requiert que ces modules soient instancies 
dynamiquement, ce qui fonctionne aussi en mode OSCI. Dans ce « sctop », il y a une 
condition configurable par l'usager pour utiliser le TI materiel ou celui ecrit en SystemC, 
ce qui permet de selectionner entre la validation a haut niveau et la verification d'un TI. 
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Lors d'une simulation avec tissu SystemC pour la validation de performance, un 
simulateur HDL n'est pas necessaire. D'ailleurs, theoriquement, l'execution de code 
compile est plus rapide. Afin de permettre une plus grande flexibilite, l'environnement 
rend possible la simulation OSCI et celle avec un simulateur HDL (Modelsim). Pour ce 
faire, un « scmain », qui instancie ce meme module « sctop », a ete cree pour la 
simulation OSCI. Le parametre « MTIINTEGRATION » de l'environnement Modelsim 
est utilise pour activer ce « sc_main » ou non. S'il existe, la simulation est dans un 
environnement Modelsim. Le simulateur multi-langage peut done est utilise seulement 
lorsqu'il est necessaire, soit lorsqu'on verifie un modele materiel. 
Lors d'une simulation OSCI, divers parametres, tels que le temps par defaut et le 
temps total a simuler, sont definis dans le « scmain ». Dans le cas d'une simulation 
multi-langages, ces parametres sont configures en utilisant 1'interface de Modelsim ou a 
l'aide de scripts d'execution ecrits pour Modelsim. 
2.4 Collecte de donnees et calculs de statistiques 
Les techniques pour creer les bases de donnees et generer les statistiques 
pertinentes a la validation de performance sont presentees dans cette section. 
2.4.1 Collecte de donnees 
Tel que discute au chapitre 1, SCV inclut une fonctionnalite permettant de 
collecter des donnees de maniere standardisee. Le principe est interessant, mais plutot 
limitatif. Les bases de donnees se creent automatiquement selon un format precis et plutot 
difficile a interpreter si des informations de plusieurs types sont presentes. Dans notre 
cas, il y a un bon nombre d'informations differentes : le taux d'utilisation des files a 
chaque cycle, le temps d'arrivee et d'envoi d'un paquet a un temps specifique, si un 
paquet est laisse de cote a un temps specifique, etc. Pour cette raison, l'utilisation de la 
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collecte de donnees de SCV a ete rejetee. La collecte de donnees se fait manuellement 
avec un module de collecte de donnees (« moniteur ») par port qui ecrit dans un fichier 
lors de la simulation. Une fois la simulation terminee, ce fichier est parcouru par un script 
Perl qui analyse et regroupe les donnees. Les statistiques pertinentes sont ensuite 
calculees et imprimees a l'ecran ou sauvegardees dans un nouveau fichier. L'annexe B 
montre un exemple du format des donnees recueillies lors d'une simulation. Les lignes du 
fichier avec la mention FIFO representent l'occupation des diverses files a un temps 
specifique pour chacun des FIFO. Dans le cas des VOQ, pour un meme temps de 
simulation, chaque ligne montre l'etat des VOQ pour une entree. Pour chaque ligne 
montrant l'etat des FIFO, le nombre de paquets en memoire est presente en ordre 
croissant par port de sortie. 
L'etat d'utilisation des diverses files (en pourcentage) est imprime a partir du 
module qui implemente le TI. Ce parametre est essentiel a l'analyse complete d'une 
simulation. Lorsqu'il s'agit d'une simulation avec le modele de haut niveau, il est aise 
d'inclure ces impressions dans le module. Par contre, lorsqu'il s'agit d'un modele 
materiel, ce dernier peut imprimer cette information a l'aide d'une partie de code non-
synthetisable qui utilise les fonctions d'impression a l'ecran de la bibliotheque VHDL 
standardised «textio ». Ceci implique une legere adaptation du code materiel et rend 
l'analyse a partir d'une simulation qui s'execute sur un emulateur materiel impossible. 
Par contre, dans un tel scenario, une alternative possible serait de creer un module externe 
non-synthetisable et simule a l'exterieur de l'emulateur, mais qui recoit l'etat des 
differentes files via des ports physiques. II s'agit la des seules adaptations requises pour 
le modele materiel afin de l'integrer a l'environnement d'emulation et de permettre une 
analyse complete. 
Avant de commencer la simulation, il y a une etape d'impression des divers 
parametres de configuration dans la base de donnees. II s'agit d'un appel de fonction 
effectue lors de la creation de l'objet « sctop » qui herite de « scmodule ». Cet objet 
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englobe tous les modules du systeme cree. II connait la configuration globale et est done 
un bon candidat pour imprimer ces parametres de configuration. Une des raisons de cette 
impression est d'assurer qu'on connait les divers parametres lors d'une analyse ulterieure 
de la base de donnees creee. Le but principal est cependant de passer 1' information au 
script d'analyse Perl sans avoir a passer des parametres manuellement au script. II y a 
trois types de donnees de configuration imprimes : configuration d'architecture, 
configuration des paquets et configuration du trafic (utile en cas de trafic aleatoire 
contraint). La configuration d'architecture du TI contient les parametres du tableau 2.2. 
La configuration du modele de paquet contient la taille des divers champs de l'entete 
decrite au tableau 2.1. Enfin, pour ce qui est de la configuration du trafic, elle contient 
tous les elements du tableau 2.3, a l'exception du nombre de paquets. Le format 
d'impression de ces donnees de configuration est montre a l'annexe B. 
2.4.2 Calculs statistiques 
Le tableau 2.7 presente les statistiques calculees par le principal script Perl cree et 
utilise pour ce projet. L'equite de connexion est mesuree par le rapport des nombres de 
cycles d'envoi de paquets alors qu'il y a au moins un paquet a envoyer. Ce dernier 
parametre a deja ete decrit au chapitre precedent. II est aise d'adapter ce script ou d'en 
creer de nouveaux pour generer d'autres statistiques selon les besoins de l'usager. 
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Tableau 2.7 Parametres calcules par le script d'analyse statistique 
Parametre calculi 
Nombre de paquets perdus 
Nombre de paquets envoyes 
Nombre de paquets recus 
Equite de connexion 
Pourcentage moyen 
d'utilisation parVOQ 
Latence moyenne des paquets 
99ieme percentile de latence 
Nombre de cycles actifs 
analyses 























































Le script possede trois parametres configurables independants; c'est-a-dire des 
parametres programmes qui n'ont aucune incidence sur la simulation et qui sont done 
directement dans le script Perl. II y a d'abord le nombre de cycles avant que les 
statistiques ne soient prises en compte {$NB_IN1T_CYCLES). Ce parametre se distingue 
du parametre d'initialisation utilise par le Tl en ce sens qu'il permet simplement d'ajuster 
le temps de debut de la fenetre temporelle d'analyse pour une simulation. Un autre 
parametre qui permet de mettre fin a cette fenetre d'analyse est le nombre de cycles 
analyses. II peut etre exprime en cycles par port (en moyenne) ou en cycle total 
($NBJTOT_DATACYCL_ANAL). Enfin, le dernier parametre est le nombre de cycles 
inactifs avant qu'on considere une simulation terminee et qu'on arrete l'analyse (si cela 
se produit avant que le nombre de cycles a analyser soit atteint). II s'agit de 
$NB_CYCLE_MAX_1DLE. 
Le calcul statistique se fait par un script Perl. D'abord, le script lit les premieres 
lignes du fichier de base de donnees afin d'obtenir differents parametres de configuration. 
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Une fois cette configuration obtenue, chaque ligne suivante est analysee par le script. 
Lors d'une lecture dans la base de donnees de l'etat des files VOQ, une analyse est faite a 
savoir si le temps d'initialisation est passe. Si c'est le cas, le compteur de paquets par 
connexion qui sont prets a etre transmis est increments pour chaque file possedant des 
donnees. Egalement, l'etat de chaque file est ajoute a un compteur pour pouvoir calculer 
la moyenne d'utilisation des files apres l'analyse. Lorsqu'on utilise l'environnement a 
haut niveau, les files sont en termes de paquets et non de mots. Dans ce cas, la taille 
moyenne des paquets par port (MULFACTORBWDL du tableau 2.3) est considered 
dans la statistique calculee. II est a noter que les lignes d'impression de l'etat des VOQ 
sont utilisees par le script pour faire le suivi du nombre de cycles de simulation puisque 
celles-ci sont presentes dans le fichier de base de donnees a chaque cycle de simulation. 
Lorsque le script identifie qu'un paquet est ecrit vers le TI, le temps est note dans 
une table qui inclut chacun des paquets pour toutes les connexions d'entree/sortie (table 
3D). II y a un identificateur (ID) specifique par paquet pour chacune des connexions 
possibles qui permet d'identifier clairement chaque paquet. Le paquet est marque, par 
default, comme etant perdu jusqu'a ce qu'il soit sorti du TI. S'il ne sort jamais, il demeure 
identifie ainsi. 
Lorsqu'un paquet est lu d'un port du TI, le temps de lecture est note dans une 
table 3D similaire a celle pour le temps d'ecriture. La latence est calculee pour le paquet 
et ecrite dans une troisieme table 3D. La latence moyenne est mise a jour. Le paquet est 
identifie comme n'etant pas perdu et le temps d'utilisation par connexion est mis a jour. 
Si l'element identifie est un paquet perdu, les compteurs de paquets perdus sont mis a 
jour. 
Ensuite, si un nombre de cycles fixe et connu du script se passe sans qu'aucun 
paquet ne soit recu aux divers ports, la simulation se termine et les cycles d'inactivite 
sont enleves de l'analyse statistique. Cela permet d'eviter de biaiser les statistiques. 
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A ce point, toute la base de donnees a ete analysee, mais il reste quelques calculs 
statistiques a faire. Les latences de paquets sont mises en ordre pour calculer le 99ieme 
percentile. Le nombre de paquets perdus est calcule par entree et par sortie. Le taux 
d'envoi de paquets alors que le VOQ n'est pas vide, le taux d'utilisation des VOQ, les 
latences moyennes par port et totales peuvent ensuite etre calcules avec les parametres 
recueillis. Aussi, en utilisant le nombre de cycles de simulation calcules et le nombre de 
cycles des connexions utilisees, le script peut identifier le taux de transmission de 
donnees aux sorties en pourcentage; 100% indiquant qu'un port est utilise en tout temps. 
Le parametre de Jain est enfin calcule pour tous les parametres decrits. Lorsqu'un trafic 
asymetrique est utilise, un poids sert lors du calcul du parametre de Jain pour une 
statistique relative a la taille du paquet par port: le nombre de paquets perdus. Ceci 
permet de considerer la taille moyenne des paquets perdus des differents ports. Pour tous 
les autres parametres de Jain calcules, un poids de 1 est utilise pour tous les ports 
compares et ce, meme pour l'utilisation des files VOQ. Cette statistique est en 
pourcentage et les diverses VOQ, bien qu'instanciees avec une taille en termes de 
paquets, ont une taille normalisee en fonction du trafic moyen. C'est-a-dire qu'un port 
qui traite des paquets de taille moyenne 5 fois plus grande possede des files qui 
contiennent 5 fois moins de paquets, mais des paquets de taille plus importante. 
II est a noter que le script est configurable pour analyser des bases de donnees 
OSCI ou Modelsim. En effet, Modelsim inclut un caractere « # » au debut de chaque 
ligne lors de l'impression. II faut que le script en tienne compte. Le script est en mesure 
d'identifier ce caractere par lui-meme. 
II est egalement possible, avec le script, de produire des donnees a tracer dans un 
graphique avec « gnuplot» [14] ou un autre logiciel similaire. Un des cas qui a ete 
implements dans le script realise est revolution de la latence dans le temps. On peut ainsi 
aisement observer revolution de la latence. 
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2.5 Conclusion 
Ce chapitre decrit la realisation d'un environnement de validation de performance 
et de verification a haut niveau d'abstraction qui tire profit d'un langage de 
programmation pour la verification avancee. Celui-ci s'integre de facon efficace a la 
methode de conception/verification industrielle et a pour but de simplifier et optimiser la 
validation de performance. La generation de paquets demande un effort minimal et se fait 
en utilisant la generation aleatoire contrainte. Le chapitre suivant presente des 
complements a 1'environnement developpe en y integrant des modeles de trafic plus 
complexes. 
60 
CHAPITRE 3. INTEGRATION DE MODELES DE 
TRAFIC COMPLEMENTAIRES 
Le chapitre precedent montre les elements de base de l'environnement realise. 
Dans le but de permettre une validation et une verification plus complete, ce chapitre 
presente des modeles de trafic qui s'integrent a l'environnement cree. 
3.1 Integration d'une application complete materiel-logiciel 
Un des types d'environnement qui permet de faire une validation plus complete 
est d'avoir, en complement a un environnement de simulation facilement configurable tel 
que presente au chapitre 2, une application concrete et realiste. Une telle application qui 
s'integre aisement a notre environnement est presentee dans cette section. 
3.1.1 Concepts et description de I 'environnement avec XTSC 
Les aspects descriptifs de l'environnement qui permet d'avoir une application 
materiel-logiciel sont presentes ici. 
3.1.1.1 Generalites 
Dans le cadre du projet, une application avec processeur qui interface avec un TI, 
qui, lui, implemente differents concepts architecturaux, a ete realisee. Les tissus 
d'interconnexion offrent un grand potentiel aux systemes embarques. Dans un tel 
contexte, l'exemple concret d'un ASIP qui calcule un algorithme particulier de 
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compensation de mouvement en accedant a un ensemble de memoires fait le sujet de ces 
travaux. 
Ce modele permet d'avoir un trafic reel et realiste parce qu'il s'agit en fait d'une 
application reeile. Tensilica Xtensa SystemC (XTSC) permet l'instanciation de 
processeurs configurables dans un environnement SystemC [35]. Puisque XTSC permet 
d'executer n'importe quelle application dans un processeur Tensilica et d'interfacer avec 
un module externe SystemC quelconque par le PIM (« Platform Independent Model ») de 
Tensilica, XTSC fournit une plateforme pour implementer une application reelle qui est 
compatible avec 1'environnement presente. Puisque XTSC est relativement simple 
d'utilisation, il est pertinent de l'utiliser pour valider une application reelle rapidement. 
Get aspect du projet a ete realise en collaboration avec un autre etudiant de 1'ecole 
Polytechnique travaillant sur la compensation de mouvement [5]. La realisation integre 
des parties tirees de nos projets respectifs. La compensation de mouvement est 
1'evaluation du mouvement d'une certaine partie de l'image entre deux images completes 
d'une sequence video [38]. En l'occurrence, l'application utilisee sert a modifier le taux 
de trame (nombre d'images par seconde) en inserant des images calculees par un 
algorithme de compensation de mouvement (MC-FRC) [10]. Dans le but d'accelerer et 
paralleliser les acces en memoire, qui peuvent devenir un goulot d'etranglement pour du 
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Figure 3.1 Architecture qui utilise un TI pour un calcul de compensation de 
mouvement fait avec un ASIP 
XTSC de Tensilica permet l'instanciation de processeurs, memoires et autres 
modules SystemC en creant de simples objets C++. Une structure de paquet est 
necessaire pour le transfer! des donnees et des informations de controle dans le modele du 
TI. Done, la conversion des paquets (integree aux modeles des differents modules) a ete 
creee pour interfacer les modeles des modules realises avec le TI a haut niveau presente 
au chapitre 2. Les modeles crees sont sous forme de « scmodule ». XTSC montre un 
exemple d'integration SystemC avec du code C, tel que cela sera discute a la section 
suivante (3.2). Le processeur est encapsule dans un «scmodule » pour utiliser la 
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fonctionnalite de plusieurs «threads» virtuels donnee par SystemC. Puisque le 
processeur est un module completement independant qui utilise une base de temps 
independante du reste des modules SystemC, la synchronisation des modules externes 
avec le processeur est faite avec une fonction qui retourne le controle similaire a celle 
decrite a la section 3.2. Cette derniere fonction est disponible par un module de 
conversion d'interface non-bloquant {if. non-bloquante) connecte au TI qui appelle les 
fonctions de lecture/ecriture bloquantes vers le TI. 
Par souci de rapidite d'acces aux donnees par 1'ASIP (qui, par le fait meme, 
augmente la rapidite d'execution), differentes memoires sont utilisees pour les images 
successives. Pour un calcul de compensation de mouvement, deux images sont 
necessaires pour le calcul de l'image courante : la suivante et la precedente. Les deux 
images sont sauvegardees dans des memoires externes par le module d'entree video. 
Pendant ce temps, l'ASIP deplace les images a partir des memoires externes vers les 
memoires locales, calcule la compensation de mouvement et envoie le resultat vers les 
memoires externes a nouveau. L'arbitre connecte a un port du TI gere les divers transferts 
entre les differents modules. Les requetes de transfert des images sont envoyees au 
module d'entree video par l'arbitre, qui agit comme maitre. Ce meme arbitre genere un 
paquet indiquant au module de sortie video a quel moment commencer a transmettre 
l'image calculee ou l'image source vers la sortie du systeme. De meme, apres avoir recu 
un paquet indiquant de debuter l'operation de la part de l'arbitre, le module de controle 
de l'ASIP (ASIP & RAM Ctrl.) commence ses transferts de donnees vers/de ses memoires 
locales. Une fois les donnees sources copiees en memoire locale, l'ASIP entreprend ses 
calculs. Ce processus a besoin d'etre fait en temps reel pour une application video. 
L'architecture peut etre etendue a un traitement a plusieurs processeurs afin de 
prendre avantage des bienfaits d'un TI. C'est-a-dire que cela permettrait de prendre 
avantage de l'aisance de traiter un grand nombre de communications simultanees avec un 
TI. L'ajout de processeurs supplementaires peut permettre, par exemple, d'atteindre un 
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calcul en temps reel pour une image de taille plus importante. Pour ce faire, l'image peut 
etre subdivisee pour etre traitee par plusieurs processeurs, montrant l'efficacite de 
F architecture de base choisie. Ceci menerait a un trafic plus complet et realiste dans le TI 
et pourrait faire l'objet d'un travail ulterieur. 
3.1.1.2 Modele depaquet 
Le modele de paquet utilise est, a une seule exception pres, le meme que celui 
presente au chapitre 2. Le champ de donnees a ete modifie pour etre une structure qui 
inclut, en plus des donnees, une seconde couche de mots de controle. Cela inclut 
1'operation a effectuer, un champ d'adresse qui inclut un ou deux port(s) du TI pour 
l'operation effectuee et une longueur du champ de donnees a transmettre. L'operation 
prend un octet. Le champ d'adresse (port du TI) et le champ indiquant la longueur des 
donnees (en termes d'octets) ont tous les deux une taille de trois octets et ne sont pas 
utilises pour toutes les operations. Le champ d'operation identifie les differentes 
lectures/ecritures, le commencement de traitement pour un module, ainsi que la 
completion d'une operation demandee precedemment. Les differentes operations 
possibles sont definies au tableau 3.1. 












Lecture d'une donnee d'un 
module 
Ecriture d'une donnee vers 
un module 
(L'arbitre) demande au 
module destination de 
commencer son traitement 
Indique (a l'arbitre) que le 
module source a termine son 
traitement pour l'operation 
precedemment demandee. 
Operandes 
1 adresse memoire; 1 dimension 
1 adresse memoire; 1 dimension 
1 adresse et 1 dimension : 
module d'entree video; 
2 adresses et 1 dimension : 
ASIP et module de sortie video 
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Dans le cas de l'operation «START OP » pour le module d'entree video, 
l'adresse est le port pour l'image source. Pour le module de sortie video, la premiere 
adresse est le port pour l'image source et la deuxieme, pour l'image calculee. Dans le cas 
du processeur, la premiere adresse contient l'image precedente et la deuxieme, l'image 
suivante. La dimension est toujours la taille des donnees traitees, lues ou ecrites en octets. 
3.1.1.3 Description modulaire 
Cette section presente les particularites des modules qui forment le systeme 
realise. II est a noter que les divers modules de conversion (conv paq.) des differents 
modules illustres a la figure 3.1 ont ete implemented directement dans chacun des 
modules individuellement pour simplifier l'implementation. II s'agit en fait de la 
conversion des donnees en un paquet et vice-versa. 
> Memoires 
Ce module contient un « sc_thread » qui execute constamment une lecture au TI. 
Lorsqu'un paquet arrive, celui-ci est decode pour identifier s'il s'agit d'une lecture ou 
d'une ecriture. Un evenement de lecture ou d'ecriture est cree en fonction de cette 
identification afin d'aviser un autre «sc_thread». S'il s'agit d'une lecture, le 
« scthread » de lecture decode l'adresse de lecture du paquet et la longueur du champ de 
donnees desiree, effectue la lecture d'un tableau C++, cree le paquet a envoyer avec 
toutes les donnees necessaires, attend un cycle afin de simuler le cycle de lecture et, 
enfin, effectue l'ecriture (bloquante) au TI. S'il s'agit d'une ecriture, les donnees recues 
sont simplement ecrites dans le tableau C++ a l'adresse memoire specifiee. Ce module 
gere egalement les collisions de lecture/ecriture avec des evenements internes afin 
d'emuler le comportement reel d'une memoire a un port. 
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> Arbitre 
Ce module contient un « scthread » qui est en charge de creer et d'emettre les 
divers paquets de controle aux autres modules (avec l'operation « STARTOP ») et 
d'attendre les confirmations d'operations terminees («DONE OP »), provenant d'un 
module specifique a un temps donne, afm d'arbitrer les echanges de donnees. II suit un 
ordre d'execution specifique afm de realiser l'operation de compensation de mouvement 
efficacement. II determine egalement quelles memoires sont utilisees pour les differentes 
images successives. 
^ Module d'entree video 
Ce module possede un « sc_thread » qui est continuellement en charge de verifier 
si un paquet-requete arrive du TI. Dans un tel cas, un evenement de lecture est appele. 
Cet evenement active un deuxieme « sc_thread » independant. Ce « scthread » ouvre un 
fichier contenant la prochaine image source d'une sequence a traiter et appelle une 
fonction en charge de creer des paquets de 256 octets contenant chacun une partie de 
cette image. L'adresse de destination (port) est incluse dans le paquet. Le paquet est 
ensuite envoye a la memoire par l'entremise du TI par cette fonction. Une fois que 
l'image est completement transmise, une fonction en charge de transmettre un paquet de 
controle a l'arbitre est appelee. Le paquet indique que le module a termine de transmettre 
l'image d'entree. Le processus recommence lors de la reception d'un nouveau paquet-
requete du TI. 
> Module de sortie video 
Tout comme le module d'entree video, ce module possede un premier 
« sc_thread » qui est constamment en attente de reception d'un paquet. Le paquet recu 
peut etre une donnee lue (suite a une requete de ce meme module de sortie video) ou une 
requete visant a effectuer une transmission d'images a partir des memoires vers la sortie. 
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S'il s'agit d'un paquet-requete qui demande la transmission des images, un 
evenement de lecture est appele. Cet evenement reveille un deuxieme « sc_thread » 
independant. Ce deuxieme « sc_thread » est en charge d'envoyer, une a la fois, les 
requetes de lecture aux deux memoires contenant les deux images concernees (une image 
source et une image calculee). Les adresses (ports) desquelles ont doit lire ces images 
sont contenues dans le paquet-requete. Les lectures se font par blocs de 256 octets et 
l'image source doit etre lue en entier avant de debuter la lecture de l'image calculee. II y 
a toujours une seule requete de lecture en attente a la fois. On attend de recevoir le paquet 
de donnees avant de generer la prochaine requete. 
Par contre, si le premier thread recoit des donnees a sortir, elles sont d'abord 
sauvegardees dans un tableau. Un evenement est ensuite appele afin d'activer le 
deuxieme «scthread» discute precedemment. Ceci est dans le but de generer le 
prochain paquet de requete des donnees a sortir. Lorsqu'une image est completement lue, 
1'ensemble des donnees recues pour cette image sont ecrites dans un fichier. Lorsque les 
deux images sont completement lues, un paquet de completion est envoye a l'arbitre pour 
l'aviser. Ceci est fait par le deuxieme « scthread » qui appelle une fonction en charge de 
generer ce paquet. 
> Controleur d'ASIP et memoire locale RAM (ASIP & RAM Ctrl.) 
Ce module decode les paquets recus du TI, initie et effectue les transferts de 
donnees avec les memoires locales, demande a l'ASIP de commencer son traitement et 
informe l'arbitre de la completion de sa tache. II est le module qui gere toutes les 
operations qui touchent directement a l'ASIP, a l'exception des calculs eux-memes qui 
sont dictes par le code qui s'execute sur l'ASIP. 
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y TI et module de collecte de donnees 
Ces modules sont les memes que ceux presentes au chapitre 2. 
3.1.2 Collecte de donnees et calculs de statistiques 
La collecte de donnees se fait avec les modules de collecte de donnees 
(« moniteur ») presentes au chapitre 2. L'analyse statistique est egalement faite avec les 
memes scripts Perl presentes au chapitre 2. Ceci montre l'harmonie entre les divers 
aspects de l'environnement cree. 
3.1.3 Synthese sur I 'integration d 'une application concrete 
Cette section a permis de montrer 1'integration d'une application reelle a 
l'environnement presente au chapitre precedent. Un aspect complementaire, aborde dans 
la prochaine section, est 1'integration d'un modele de trafic synthetique existant. 
3.2 Integration d'un modele de trafic synthetique a l'environnement 
Bien que l'environnement a haut niveau avec trafic aleatoire contraint (ainsi que 
l'aisance d'y integrer une application reelle materiel-logiciel) permette d'avoir une 
validation de performance efficace, un autre aspect important doit etre considere. II s'agit 
de l'integration d'un modele de trafic synthetique realiste a notre environnement 
SystemC. La presente section couvre cet aspect. 
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3.2.1 Concepts pour I'integration d'un modele de trafic synthetique 
Les modeles de trafic synthetiques sont habituellement concus a partir de 
statistiques tirees d'applications reel les; ils sont souvent deja codes en C ou C++ et 
disponibles a priori ou via diverses sources comme 1'Internet. Les modifications a 
appliquer a un modele de trafic C++ pour le rendre compatible avec l'environnement 
SystemC sont etudiees dans cette section. Ceci permet de rendre disponible des modeles 
de trafic realistes pour 1'exploration architecturale et pour la verification. Les modeles de 
TI concus pour ce projet sont a nouveau reutilises. La compagnie Tundra Semiconductor, 
qui a supporte ce projet, a fourni un tel modele de trafic C++ pour ces travaux. Le travail 
decrit dans cette section a ete realise de facon uniquement theorique. Les etapes realisees 
sont l'analyse du code, l'elaboration de la strategic pour integrer le modele de trafic dans 
un environnement SystemC et la conception d'un module de conversion d'interface non-
bloquant. L'implementation complete pourrait faire l'objet d'un projet ulterieur. 
Pour commencer, le temps de cycle du modele de trafic doit etre synchronise au 
temps du TI SystemC. Ceci peut se realiser d'au moins deux facons. La premiere est 
d'ajouter un « scmodule » qui synchronise les evenements du modele de trafic et le 
temps de base du TI. La deuxieme facon de proceder est de modifier le code du modele 
de trafic pour l'encapsuler dans un « scmodule » et integrer l'instruction « wait» de 
SystemC au modele de trafic. La deuxieme approche a ete choisie parce qu'elle permet 
d'avoir plusieurs modules qui communiquent en parallele de facon independante et utilise 
directement les fils d'execution virtuels («pseudo multi-threading») de la norme 
SystemC IEEE 1666 [16]. 
Avec cette technique, le « wait» de SystemC doit etre integre au modele pour 
synchroniser avec le « wait » du TI. Aussi, avec la deuxieme methode, le modele de trafic 
fournit par Tundra Semiconductor a besoin d'etre inclus dans un « scmodule » tel que 
presente a la figure 3.2. 
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! Tl 
N x N 
; ("TVM") 
Figure 3.2 Environnement de verification/validation avec modele de trafic 
externe integre 
Cette figure represente une vue generate du travail a accomplir pour integrer le 
modele de trafic. Typiquement, un modele externe C++ possede une hierarchie de classes 
et doit acceder, a partir de ses sous-classes, au « sc_port» du module qui l'englobe pour 
permettre les communications avec un module externe. Tel qu'illustre par les fleches a 
l'interieur de la classe «test» de la figure 3.2, ce « sc_port » peut etre passe dans la 
hierarchie de classe en utilisant des pointeurs. Ce modele de trafic plus complexe englobe 
generalement toutes les lectures et ecritures dans une meme fonction/classe pour tous les 
ports d'entree/sortie. Done, les fonctions d'ecriture/lecture du TI doivent redonner le 
controle lors de chaque appel par opposition aux tissus presenters au chapitre 2 qui ne 
redonnent le controle qu'une fois le paquet transmis. Cette conversion est faite dans un 
module if. non-bloquante. II s'agit du module de conversion d'interface non-bloquant 
discute brievement au chapitre 2. Ce dernier a ete realise et teste mais n'a pas ete integre 
au modele de trafic synthetique. Le mecanisme decrit permet de synchroniser deux 
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3.2.2 Module de conversion realise (if. non-bloquante) 
Ce module n'etant qu'un intermediate, il possede et appelle les memes fonctions 
d'ecriture, de lecture et d'attente que le module de test et le tissu d'interconnexion. A 
1'interne, ce module recoit une requete de lecture/ecriture, lance un « sc_thread » et 
redonne le controle au module de test. Ensuite, il y a un mecanisme qui indique si la 
requete a ete acceptee ou non. Ceci est fait car le paquet prend plusieurs cycles a etre 
transmis et bloque par consequent l'acces d'un port pendant ces cycles. Pour une requete 
d'ecriture avec succes, la reponse d'acceptation est aussitot transmise et l'acces au port 
est refuse pour les prochaines requetes d'ecritures pendant la transmission du paquet 
accepte. Dans le cas d'une lecture avec succes, la lecture est enregistree lors du premier 
appel et l'acces est tout de meme refuse pour le present et les prochains appels pendant le 
temps de transmission. II est pris pour acquis que le module appelant interroge la lecture 
a chaque cycle jusqu'a l'acceptation de la requete. Le paquet est inclus avec la reponse 
d'acceptation lorsque le nombre de cycles ecoules depuis la requete correspond au temps 
de transmission du paquet. II est aussi possible qu'aucun paquet ne soit pret pour une 
lecture. Dans ce cas, le controle est redonne a la fonction appelante avec une reponse 
indiquant que la lecture a echouee. 
3.2.3 Synthese sur I 'integration d'un modele de trafic synthetique 
Meme si cette section contient en grande partie des aspects theoriques, les travaux 
ont tout de meme permis de montrer l'aisance a integrer des modeles de trafic existants a 
l'environnement cree. Ceci peut devenir un aspect important dans une industrie pour 
laquelle recommencer du debut la creation de modeles de trafic, en meme temps que 
d'envisager une nouvelle approche de validation et de verification, pourrait devenir un 
obstacle. L'integration de modeles de trafic existants est un element complementaire qui 
permet de rendre l'environnement plus complet. 
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3.3 Conclusion 
Ce chapitre a permis de montrer Pintegration d'une application reelle a 
l'environnement presente au chapitre precedent. II a egalement permis de montrer 
Pintegration d'un modele de trafic synthetique. Le prochain chapitre montre quelques 
resultats obtenus par simulation avec l'environnement discute au chapitre 2. 
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CHAPITRE4. RESULTATS 
Le but du projet est de creer une plateforme de verification et validation de 
performance complete et aisement configurable. Le but n'est done pas de prouver des 
proprietes specifiques d'un TI. Cependant, afin de montrer l'utilisation de 
l'environnement, le present chapitre montre les resultats statistiques obtenus pour 
quelques scenarios specifiques. Ce chapitre inclut d'abord une description sommaire des 
etapes de la methode de conception que Ton considere comme un resultat des travaux. 
4.1 Methode de conception qui englobe la validation 
Un des resultats de cette recherche est une methode de conception enrichie qui 
englobe des elements de validation des performances. Cette methode a emerge suite aux 
diverses lectures et a l'experience acquise lors de la realisation de l'environnement 
presente aux chapitres precedents. Les principales etapes de la methode de 
developpement proposee et utilisee s'enoncent comme suit: 
1- Etudier le systeme a realiser et elaborer une architecture potentielle (avec 
ses interrogations); 
2- Realiser une implementation de 1'architecture a haut niveau d'abstraction; 
3- Elaborer un modele de trafic, de creation de base de donnees et d'analyse 
statistique approprie; 
4- Realiser des tests et effectuer des simulations simples afin de prouver que 
1'implementation est adequate et que les resultats sont plausibles (avec des 
corrections de fonctionnement au besoin); 
5- Realiser des tests et effectuer des simulations plus complexes (avec un 
modele de haut niveau, une application complete materielle-logicielle et 
un modele de trafic synthetique) pour valider que 1'architecture obtient 
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bien la performance voulue (avec des corrections architecturales, au 
besoin); 
6- Creer les modules de conversions necessaires, les integrer a 
l'environnement de validation (pour former le banc d'essai) et 
implementer, en langage materiel, l'architecture developpee; 
7- Effectuer une verification materielle simple avec le TI materiel et le banc 
d'essai; 
8- Valider que 1'implementation materielle obtient bien les performances 
prevues avec les modeles de trafic disponibles (iterations possibles, mais 
peu probables avec une implementation adequate du modele de haut 
niveau); 
9- Effectuer une verification/validation avancee de 1'implementation 
materielle avec de nouveaux tests pour augmenter la couverture de la 
verification/validation. 
Cette methode est une des avenues possibles qui permet d'optimiser les diverses 
etapes a la conception d'un TI ou d'un circuit integre divers. Lors d'un projet, la 
productivity est ainsi normalement amelioree (des cas d'exception peuvent se presenter). 
Les deux principales sources de ce gain de productivite, pour l'environnement presente, 
sont l'integration de la simulation (pour valider les performances) et la methode unifiee 
proposee. Cette derniere utilise un langage de verification avance dans le but d'integrer la 
validation de performance et la verification dans un meme environnement. 
Cette section a montre les diverses etapes a suivre pour le developpement d'un CI 
divers tout en appliquant la methode integrant la validation de performance proposee par 
le present projet. La prochaine section montre des exemples de resultats obtenus lors de 
la simulation avec l'environnement presente au chapitre 2. 
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4.2 Resultats obtenus avec l'environnement a haut niveau 
Les resultats de divers essais realises avec l'environnement de validation a haut 
niveau presente au chapitre 2 sont presentes dans cette section. Cela inclut les resultats 
des analyses pour un trafic symetrique et asymetrique ainsi que des simulations pour 
caracteriser le comportement d'un TI. 
Les resultats presentes sont done tous obtenus en utilisant uniquement des trafics 
pseudo-aleatoires contraints tels que ceux decrits aux chapitres 1 et 2. Aucun resultat 
n'est done presente concernant l'application reelle s'executant sur un ASIP qui permet un 
trafic reel. L'analyse de la simulation de ce dernier environnement a permis de prouver le 
but premier, e'est-a-dire, le bon fonctionnement suite a l'integration de notre 
environnement avec TI a un ASIP en utilisant XTSC. 
4.2.1 Aspect commun aux simulations : modele de paquet 
Un aspect commun aux simulations de cette section est presente ici. II s'agit du 
modele de paquet. Les valeurs des differents parametres generiques qui decrivent les 
dimensions des parametres des paquets sont definies au tableau 4.1. La description 
detaillee de chacun de ces parametres est presentee au tableau 2.1. 












4.2.2 Determination dufacteur d'acceleration et analyse pour un trafic symetrique 
Avec 1'architecture de TI presentee au chapitre 2, pour des trafics approchant la 
limite des ports d'entree, il est improbable de reussir a obtenir un trafic approchant la 
pleine capacite des liens de sortie sans avoir un facteur d'acceleration qui est defini 
comme le rapport entre la bande passante disponible a l'interieur d'un TI sur le debit de 
pointe de ses ports. En effet, les chemins de donnees fonnant un commutateur crossbar, 
des qu'un port d'entree envoie vers une sortie, le commutateur crossbar a pour effet de 
bloquer d'autres transmissions potentielles. De plus, les VOQ n'ont pas toujours au 
moins un paquet en banque qui utilise les chemins de donnees libres dans le commutateur 
crossbar. Done, un facteur d'acceleration permet d'accelerer les transmissions a l'interne, 
ce qui a pour effet de liberer des connexions plus rapidement et qui permet 
potentiellement d'ameliorer 1'utilisation de la bande passante en sortie. Ultimement, cela 
permet d'eviter la perte de paquets en cas de pointe de trafic pour une periode 
significative. Par contre, un facteur d'acceleration des chemins de donnees augmente 
significativement la taille de silicium vu le grand nombre de fils impliques. II est done 
important de bien choisir le facteur d'acceleration. L'utilisation d'un modele comme 
celui propose permet une telle validation du facteur d'acceleration. Pour ce faire, cette 
section propose d'analyser des simulations avec differents facteurs d'acceleration pour 
des TI de 4, 16 et 32 ports pour un trafic eleve mais symetrique en entree. II est 
evidemment possible qu'un facteur d'acceleration plus eleve soit necessaire pour des 
trafics asymetriques eleves; ceci necessiterait une autre etude avec un trafic en 
consequence. L'analyse est faite independamment avec les deux algorithmes 
d'ordonnanceurs presentes, soit le WRR et le WWFA. 
L'analyse se fait avec des paquets de tailles variables pour simuler un cas reel. La 
taille utilisee doit normalement etre choisie en fonction de la connaissance qu'on a des 
tailles des paquets qui sont habituellement transmis dans le TI. Ceci depend, entre autres, 
du protocole de communication utilise et des donnees transmises. Pour les simulations de 
cette section, on utilise des tailles des champs de donnees variant de 50 a 90 octets de 
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fa9on aleatoire. Pour un grand nombre de cycles de simulation, tous les ports transmettent 
des paquets de tailles moyennes statistiquement egales. Le trafic aux entrees est pousse a 
la limite de cent pour cent sur toutes les entrees. La destination est toujours aleatoire. La 
taille des FIFO VOQ internes est fixee a 10 paquets. Lors de 1'initialisation, on laisse les 
VOQ se remplir jusqu'a une taille moyenne de 5 paquets avant d'activer les sorties (afin 
d'atteindre le regime permanent d'un grand trafic plus rapidement). L'analyse statistique 
commence apres 150* nombre de ports du TI cycles de simulation (total), ce qui permet 
de s'assurer d'etre en regime permanent. Cette valeur depend du nombre de ports 
puisque, dans le cas d'une architecture avec VOQ, le temps necessaire au remplissage des 
files est proportionnel au nombre de files. L'analyse se fait pour, en moyenne, 10 000 
cycles par port. On s'assure evidemment que la simulation est toujours en regime 
permanent a ce moment. Les tableaux 4.2, 4.3 et 4.4 detaillent les parametres de 
configuration pour le TI, la generation du trafic aleatoire et l'analyse statistique. 
Tableau 4.2 Configuration du TI utilise pour determiner le facteur d'acceleration 
Champ 
Type d'ordonnanceur 
Nombre de ports du TI 
Facteur d'acceleration du commutateur 
crossbar 
TI SystemC vs RTL 
Poids par port pour I'ordonnanceur WRR 
Profondeur des files 
Profondeur des FIFO de sortie 
Largeur des ports 
Periode d'horloge 
Nombre de cycles d'initialisation 
Nombre de paquet moyen par file VOQ 
(initialisation) 
Valeur 
WRR vs WWFA 
4, 16et32 
1.0 a 1.5 (par increments de 0.05 ou 0.025) 
TI SystemC 








Tableau 4.3 Parametres de la generation du traflc pour determiner le facteur 
d'acceleration 



































Tableau 4.4 Parametres de l'analyse statistique pour determiner le facteur 
d'acceleration 






10 000 par port 
200 
Pour cette analyse, on veut amener a 1.0 le taux d'utilisation normalise des liens 
aux sorties (avec un facteur d'acceleration realiste). Les tableaux 4.5, 4.6 et 4.7 resument 
les taux d'utilisation totaux des ports de sortie obtenus apres analyse avec un script Perl 
des differents resultats de simulation. La figure 4.1 montre revolution du taux 
d'utilisation total des ports de sortie en fonction du facteur d'acceleration pour les deux 
algorithmes d'ordonnanceur et les trois tailles de TI. 
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d'acceleration d'un Tl a 4,16 et 32 ports 
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— Tl WRR a 4 ports 
...... Tl WWFA a 4 ports 
;: Tl WRR a 16 ports 
Tl WWFA a 16 ports 
-*-TI WRR a 32 ports 
— Tl WWFA a 32 ports 
Figure 4.1 Taux d'utilisation des ports de sortie en fonction du facteur 
d'acceleration 
On constate que, pour les 2 ordonnanceurs, un facteur d'acceleration de 1.2 
semble un bon compromis pour un Tl de 4 ports. II est possible d'augmenter legerement 
les performances avec un facteur d'acceleration de 1.25, mais le gain est faible compte 
tenu de la surface supplementaire de silicium utilisee pour ce dernier facteur 
d'acceleration. Pour le scenario teste, il n'y a aucun gain a avoir un facteur d'acceleration 
superieur a 1.25. Les 2 algorithmes d'ordonnancement se comportent en general de facon 
similaire pour un meme facteur d'acceleration. Cependant, pour un facteur d'acceleration 
de 1.15, Palgorithme WWFA semble plus performant que le WRR. Cela peut devenir un 
facteur a considerer lorsque vient le temps de choisir l'algorithme d'un ordonnanceur 
dependamment du facteur d'acceleration choisi. 
Pour un Tl a 16 ports, on constate qu'un facteur d'acceleration bien moins eleve 
est necessaire pour atteindre une meme performance. En effet, un facteur d'acceleration 
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de 1.05 permet une performance ideale avec un taux d'utilisation des sorties de 1.0 pour 
le scenario de simulation du present exercice. On observe egalement que le WWFA est 
legerement plus performant que le WRR pour un facteur d'acceleration inferieur a 1.05. 
Pour le scenario teste, il n'y a aucun gain a avoir un facteur d'acceleration superieur a 
1.05. 
Avec un TI a 32 ports, on constate que raerae un facteur d'acceleration de 1.0 
donne de tres bonnes performances. On a besoin d'un facteur d'acceleration de seulement 
1.025 pour obtenir une utilisation maximale des ports de sortie. Pour le scenario teste, il 
n'y a aucun gain a avoir un facteur d'acceleration superieur a 1.025. Les deux 
ordonnanceurs performent de facon quasiment identique de sorte qu'il est difficile de 
distinguer les deux courbes de la figure 4.1. 
On note que, de facon generate, plus la taille d'un TI est elevee, plus le facteur 
d'acceleration necessaire en cas de trafic symetrique est faible. II y a la un point 
interessant pour les TI de prochaines generations qui s'averent avoir de plus en plus de 
ports. Ceci est pertinent puisque la collaboration avec le partenaire industriel a semble 
montrer qu'il est, pour celui-ci, acquis qu'un facteur d'acceleration est requis. Or, selon 
nos resultats, le facteur d'acceleration n'offre pas de grands benefices pour des TI avec 
un grand nombre de ports. 
Par contre, les taux d'utilisation des liens de sortie de la figure 4.1 sont ceux 
obtenus alors que les files VOQ sont profondes de 10 paquets. II serait interessant de 
pousser l'analyse plus loin en y integrant le facteur d'acceleration necessaire en fonction 
de la taille de ces files. 
Dans ce qui suit, on presente les resultats les plus pertinents comme reference 
d'une analyse de trafic symetrique pour les facteurs d'acceleration qui semblent les 
meilleurs compromis pour chaque taille de TI. Ces resultats sont particulierement 
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interessants afm de comparer aux resultats de l'analyse d'equite avec un trafic 
asymetrique de la section suivante, et ce, pour les 2 ordonnanceurs realises. Cela permet 
d'observer la difference de comportement d'un TI lorsqu'il est soumis a un trafic 
symetrique ou asymetrique. Les tableaux 4.8 a 4.13 montrent les principaux resultats 
obtenus suite a une analyse, avec un script Perl, des diverses simulations realisees. II est a 
noter que, tel que montre au chapitre 1, un parametre de Jain se rapprochant de 1.0 est 
considere equitable pour la statistique analysee. Egalement, deux parametres de Jain sont 
calcules. Le premier est celui qui identifie l'equite entre tous les ports. Le deuxieme 
represente l'equite du dernier port (avec de plus gros paquets pour l'analyse asymetrique 
de la section 4.2.3) versus la moyenne des valeurs obtenues pour les autres ports (avec 
une taille de paquet uniforme). Ce dernier permet de faire ressortir davantage ce qui nous 
interesse pour l'analyse asymetrique de la section 4.2.3, c'est-a-dire, le debalancement 
entre le dernier et les autres ports. Ceci est surtout vrai lorsqu'il y a un grand nombre de 
ports car le debalancement pour le dernier port est alors moins visible avec le premier 
parametre de Jain. 
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Tableau 4.8 Statistiques de simulation d'un trafic symetrique sur un TI 4x4 avec 





















































































































































































































Tableau 4.9 Statistiques de simulation d'un trafic symetrique sur un TI 4x4 avec 













Port # 2 
Port #3 
Total 











































































































































































































Tableau 4.10 Statistiques de simulation d'un trafic symetrique sur un TI 16x16 avec 
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Port #15 
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Tableau 4.11 Statistiques de simulation d'un trafic symetrique sur un TI 16x16 avec 















































































































































































































































































































































Tableau 4.12 Statistiques de simulation d'un trafic symetrique sur un TI 32x32 avec 
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Tableau 4.13 Statistiques de simulation d'un trafic symetrique sur un TI 32x32 avec 
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On observe, en general, que les diverses statistiques sont relativement uniformes 
entre les divers ports d'entree/sortie. Les parametres de Jain montrent egalement cette 
uniformite. En se basant sur les facteurs de Jain, il ne semble pas y avoir de difference 
d'equite entre le WRR et le WWFA pour des TI de 16 et 32 ports lorsque le trafic est 
symetrique. Pour des TI de 4 ports, le WRR semble legerement plus equitable. On peut 
conclure ceci non seulement a cause des parametres de Jain qui ont des valeurs plus 
faibles pour le WWFA, mais aussi parce qu'on observe un debalancement des parametres 
pour les differents ports. De facon generate, les TI avec ordonnanceur WWFA ont une 
latence et un 99,eme percentile de la latence legerement plus faible que les TI avec un 
ordonnanceur WRR. Cela peut mener a la conclusion inverse que le WWFA est plus 
equitable. Par contre, la difference est negligeable. Done, on ne peut conclure qu'un 
algorithme est plus equitable que l'autre pour un trafic symetrique. 
II a ete montre, dans cette section, que l'environnement de validation de 
performance developpe permet de faire une analyse sur un trafic symetrique et d'en 
conclure les facteurs d'acceleration necessaires. La section suivante effectue une analyse 
d'equite pour un trafic asymetrique. 
4.2.3 Analyse de l'equite pour un trafic asymetrique 
En plus du facteur d'acceleration, il existe d'autres parametres d'architecture qui 
necessitent des simulations afin de faire de bons choix. L'equite d'un algorithme est l'une 
des caracteristiques importantes d'un ordonnanceur. II est done pertinent de valider 
l'equite avec diverses simulations avant l'implementation materielle. La section presente 
montre un exemple d'analyse d'equite fait avec l'environnement cree pour un trafic 
asymetrique. L'analyse est faite dans le but de comparer l'equite des deux ordonnanceurs 
realises. Les divers parametres d'equite discutes au chapitre 1 sont montres et analyses 
pour les simulations de cette section. 
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Un trafic tres asymetrique avec des paquets en moyenne 5 fois plus gros pour un 
des ports d'entree est utilise. Le dernier port (port 3 pour un TI 4x4; port 15 pour un TI 
16x16; port 31 pour un TI 32x32) recoit des paquets de tallies plus importantes. Ceci a 
comme but de creer un scenario de trafic asymetrique et d'observer l'equite des decisions 
de l'ordonnanceur malgre ce debalancement. II s'agit de pousser l'algorithme dans des 
conditions limites. Une taille de paquet de base de 50 a 90 octets est conservee pour les 
autres ports, ce qui implique une taille de 250 a 450 octets pour le port qui recoit des 
paquets d'une taille plus elevee. L'asymetrie est grande dans le but d'obtenir des resultats 
relativement exageres, mais facile d'interpretation. L'intensite du trafic en entree 
demeure a 100 % afin d'obtenir une situation de trafic eleve. Le facteur d'acceleration 
utilise est fixe a celui prouve comme satisfaisant pour un trafic symetrique a la section 
precedente. 
La destination est, encore une fois, aleatoire pour toutes les entrees. La taille des 
VOQ internes est fixee a l'equivalent de 100 paquets de base (c'est-a-dire de taille 
moyenne entre 50 et 90 octets) dans le but de simuler des files infinies. Lors de 
1'initialisation, on laisse les VOQ se remplir jusqu'a une taille moyenne de 20 paquets 
avant d'activer les sorties (afin d'atteindre le regime permanent d'un grand trafic plus 
rapidement). L'analyse statistique commence apres (600* nombre de ports du TI) cycles 
de simulation (total), permettant de s'assurer d'etre en regime permanent. L'analyse se 
fait pour, en moyenne, 10 000 cycles par port. On s'assure evidemment que la simulation 
est toujours en regime permanent au moment de terminer l'analyse. Les tableaux 4.14 a 
4.16 detaillent les parametres de configuration pour l'analyse statistique, le TI et la 
generation du trafic aleatoire. 
Tableau 4.14 Parametres de l'analyse statistique pour revaluation d'equite 





600* nombre deports du TI 
10 000 par port 
200 
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Tableau 4.15 Configuration du TI utilise pour revaluation d'equite 
Champ 
Type d'ordonnanceur 
Nombre de ports du TI 
Facteur d'acceleration du commutateur 
crossbar 
TI SystemC vs RTL 
Poids par port pour l'ordonnanceur WRR 
Profondeur des files 
Profondeur des FIFO de sortie 
Largeur des ports 
Periode d'horloge 
Nombre de cycles d'initialisation 
Nombre de paquet moyen par file VOQ 
(initialisation) 
Valeur 
WRR vs WWFA 
4, 16et32 
1.2 pour 4 ports; 1.05 pour 16 ports; 1.025 pour 32 ports 
TI SystemC 
5 pour tous les ports sauf le dernier port qui est a 1 
100 paquets de base (i.e. des paquets de taille moyenne 
entre 50 et 90 octets, ce qui equivaut a une profondeur de 






Tableau 4.16 Parametres de la generation du trafic pour revaluation d'equite 



























50 ou 250 (dernier port) 
90 ou 450 (dernier port) 
100% 
1 






Les tableaux 4.17 a 4.22 montrent les statistiques obtenues suite aux simulations. 
L'ensemble des resultats est presente pour les deux ordonnanceurs et pour un TI de 4, 16 
et 32 ports. II est a noter que, tel que discute a la section precedente, deux parametres de 
Jain sont calcules. Le premier est celui qui identifie l'equite entre tous les ports. Le 
deuxieme represente l'equite du dernier port (avec paquets plus gros) versus la moyenne 
des valeurs obtenues pour les autres ports (avec une taille de paquet uniforme). Ce 
dernier permet de faire ressortir davantage ce qui nous interesse, c'est-a-dire, le 
debalancement entre le dernier et les autres ports. Ceci est surtout vrai lorsqu'il y a un 
grand nombre de ports, car le debalancement pour le dernier port est alors moins visible 
avec le premier parametre de Jain. 
Tableau 4.17 Statistiques de l'analyse a trafic asymetrique d'un TI 4x4 avec 

















































































































































































































Tableau 4.18 Statistiques de l'analyse a traflc asymetrique d'un TI 4x4 avec 



































































































































































































































Tableau 4.19 Statistiques de l'analyse a trafic asymetrique d'un TI 16x16 avec 








































































































































































































































































































































Tableau 4.20 Statistiques de l'analyse a trafic asymetrique d'un TI 16x16 avec 









































































































































































































































































































































Tableau 4.21 Statistiques de l'analyse a trafic asymetrique d'un TI 32x32 avec 
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Tableau 4.22 Statistiques de I'analyse a trafic asymetrique d'un TI 32x32 avec 
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Les trois histogrammes des figures suivantes permettent de comparer 
visuellement les parametres de Jain (1) entre tous les ports d'entree des diverses 
statistiques d'equite pour les trois dimensions de TI simulees. Les etiquettes 1 a 5 de 
l'axe des X represented les parametres identifies aux tableaux precedents avec ces 
memes etiquettes. 
Figure 4.2 Comparaison des parametres de Jain pour differentes statistiques 
pour l'ordonnanceur WRR et WWFA d'un TI 4x4 
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Figure 4.3 Comparaison des parametres de Jain pour differentes statistiques 
pour l'ordonnanceur WRR et WWFA d'un TI 16x16 
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Figure 4.4 Comparaison des parametres de Jain pour differentes statistiques 
pour l'ordonnanceur WRR et WWFA d'un TI 32x32 
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D'apres les parametres de Jain des histogrammes, on observe que le WRR semble 
plus equitable, mais cette conclusion n'est pas generate. Cette conclusion est le plus 
aisement observable pour le TI 4x4. L'occupation des VOQ par port et la latence 
moyenne par port sont particulierement debalancees pour 1'entree 3 par rapport aux autres 
entrees. Les parametres de Jain pour ces statistiques montrent egalement ce 
debalancement, corame on peut le voir pour les parametres (3) et (4) de l'histogramme 
presente a la figure 4.2. Les equites de connexion sont egales pour les deux algorithmes. 
Le nombre de paquets perdus n'est pas pertinent ici puisque les VOQ sont 
intentionnellement tres gros afin de ne pas influencer les resultats d'equite. Le parametre 
de Jain du 99ieme percentile semble indiquer une equite meilleure de 3% pour l'algorithme 
WRR, ce qui est une difference relativement faible. Par contre, la valeur elle-meme du 
99»=me p e r c e n t j i e e s t egalement une mesure de l'equite. Pour ce parametre, le WWFA est 
le plus equitable. Done, bien que le TI 4x4 donne les resultats les plus drastiques, il n'est 
pas evident de trancher a savoir quel algorithme est le plus equitable. On peut affirmer 
que les deux ordonnanceurs sont aussi equitables l'un que l'autre pour un TI 4x4 
lorsqu'on simule avec un trafic asymetrique. 
Pour les TI de 16 et 32 ports, l'analyse est plus complexe. Puisqu'il n'y a qu'un 
seul port avec des paquets de taille plus grosse, l'impact de ce port sur le parametre de 
Jain pour tous les ports devient moins significatif. Done, l'effet du dernier port sur ces 
parametres de Jain est dime. Par contre, le parametre de Jain entre le dernier port et la 
moyenne des autres ports devient interessant et plus aise a observer. On observe, avec le 
parametre de Jain, que la latence et l'occupation des VOQ semble legerement plus 
equitable pour le WRR. Par contre, le parametre de Jain pour le 99ieme percentile semble 
montrer l'oppose. La difference est encore plus significative pour le deuxieme parametre 
de Jain de cette meme statistique. Encore une fois, la valeur du 99ieme percentile indique 
que le WWFA est significativement plus equitable. 
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Pour le TI a 32 ports, l'analyse est relativement similaire a celle du TI a 16 ports. 
La difference la plus significative par rapport a l'analyse avec un TI de 16 ports relative 
au parametre de Jain est observee pour la latence. Celle-ci est similaire pour les 2 
algorithmes d'ordonnancement avec un TI de 32 ports. La valeur du 99ieme percentile 
indique encore que le WWFA est plus equitable. 
En conclusion, on a pu observer differentes statistiques et en conclure les 
differences de comportement des deux algorithmes lorsqu'il y a un trafic asymetrique. 
Cependant, on peut conclure, de facon generale, que les deux algorithmes sont aussi 
equitables l'un que l'autre pour les trois tailles de TI simulees. Done, puisque que 
ralgorithme WRR n'est pas realisable en materiel avec un haut debit a cause de la 
complexity de sa logique et de la longueur de ses fils, on a prouve que le WWFA est 
potentiellement interessant car ce dernier permet une implementation plus aisee tout en 
ne sacrifiant pas l'equite. 
II est a noter que l'analyse d'equite est celle obtenue alors que les files VOQ sont 
d'une profondeur de 100 paquets, ce qui est peu realiste dans un systeme reel. II serait 
interessant d'integrer a l'analyse d'equite un parametre supplementaire : la taille de ces 
files. 
En analysant davantage la latence moyenne, le 99,eme percentile de la latence et le 
taux d'utilisation des ports de sortie, on remarque que, pour toutes les simulations, 
ralgorithme WWFA est plus performant, bien qu'aussi equitable que le WRR. On 
observe egalement que le facteur d'acceleration choisi pour un trafic symetrique s'avere 
legerement insuffisant pour les TI de 16 et 32 ports avec ralgorithme d'ordonnancement 
WRR lorsqu'on a un trafic asymetrique. En effet, le taux d'utilisation des liens de sortie 
est inferieur a 1.0 pour ces simulations. Pour le TI a 4 ports qui utilise ralgorithme WRR, 
la difference est encore plus significative avec un taux d'utilisation de seulement 0.9171. 
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Un facteur d'acceleration superieur aurait ameliore les performances pour ces 
simulations, surtout pour le TI a 4 ports. 
Cette section a permis de montrer comment l'environnement fournit les outils 
necessaires a la determination de Pequite. De plus, le resultat de la comparaison de 
Pequite du WRR et du WWFA montre qu'ils sont pratiquement aussi equitables 1'un que 
l'autre, ce qui constitue un point en faveur de l'utilisation du WWFA puisqu'il est plus 
facile a implementer en materiel. La prochaine section montre un exemple de 
caracterisation d'un TI. 
4.2.4 Caracterisation d'un TI enfonction du trafic d'entree 
Lors du choix d'une architecture de TI, on s'interesse habituellement a son 
comportement pour divers trafics d'entree. II est possible de produire des graphiques 
montrant des parametres divers en fonction du trafic d'entree. Cela permet de caracteriser 
le comportement d'un TI. Ceci est realise dans cette section. En 1'occurrence, on 
s'interesse a la latence moyenne et au 99ieme percentile de la latence, encore une fois, pour 
les deux algorithmes d'ordonnancement et les trois tailles de TI. II est pertinent 
d'identifier le trafic maximal pour lequel ces statistiques commencent a se deteriorer de 
facon significative. 
Un trafic symetrique est utilise. Une taille de 50 a 90 octets est conservee pour les 
entrees. Le trafic en entree est fixe a 25, 50, 75, 90 et 100 % de la bande passante 
maximale. Le facteur d'acceleration utilise est fixe a celui prouve comme satisfaisant 
dans une section precedente. La destination est, encore une fois, aleatoire pour toutes les 
entrees. La taille des VOQ internes est fixee a 10 paquets. Contrairement aux autres 
simulations realisees, on ne laisse pas le temps aux files de se remplir en debut de 
simulation puisque, en regime permanent, les files ne devraient pas avoir un grand taux 
d'occupation pour un trafic qui n'utilise la bande passante qu'offre les liens que 
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partiellement. L'analyse statistique commence apres (150* nombre deports du TI) cycles 
de simulation (total), permettant de s'assurer d'etre en regime permanent. L'analyse se 
fait pour, en moyenne, 10 000 cycles par port. On s'assure evidemment que la simulation 
est toujours en regime permanent au moment de terminer l'analyse. Les tableaux 4.23 a 
4.25 detaillent les parametres de configuration pour le TI, la generation du trafic aleatoire 
et l'analyse statistique. 
Tableau 4.23 Configuration du TI utilise pour revaluation d'equite 
Champ 
Type d'ordonnanceur 
Nombre de ports du TI 
Facteur d'acceleration du commutateur 
crossbar 
TI SystemC vs RTL 
Poids par port pour l'ordonnanceur WRR 
Profondeur des files 
Profondeur des FIFO de sortie 
Largeur des ports 
Periode d'horloge 
Nombre de cycles d'initialisation 
Nombre de paquet moyen par file VOQ 
(initialisation) 
Valeur 
WRR vs WWFA 
4, 16et32 











Tableau 4.24 Parametres de la generation du trafic pour devaluation d'equite 



































Tableau 4.25 Parametres de l'analyse statistique pour 1'evaluation d'equite 





750* nombre deports du 77 
10 000 par port 
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Le tableau 4.26 montre les statistiques de latence et de 99lcms: percentile de la 
latence obtenues suite aux simulations. L'ensemble des resultats est presente pour les 
deux ordonnanceurs ainsi que pour un TI de 4, 16 et 32 ports. 















































































































Les graphiques des figures 4.5 et 4.6 montrent les 2 parametres en fonction du 
trafic en entree. 
Latence moyenne en fonction du trafic d'entree pour 2 







- WWFA 32x32 
0.2 0.4 0.6 0.8 
Taux d'utilisation des ports d'entree 
Figure 4.5 Latence en fonction du trafic d'entree 
ggieme percen{j|e (je |a latence en fonction du trafic d'entree pour 
2 algorithmes d'ordonnancement d'un Tl 
— WRR 4x4 
— WWFA 4x4 
WRR 16x16 
* - WWFA 16x16 
* - WRR 32x32 
— WWFA 32x32 
0.2 0.4 0.6 0.8 
Taux d'utilisation des ports d'entree 
Figure 4.6 99icmc percentile de la latence en fonction du trafic d'entree 
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Le 99ieme percentile de la latence est un indicatif de l'equite du TI. En ce sens, les 
courbes de ce parametre permettent de connaitre l'equite du TI utilise pour differents 
trafics. On remarque que le type d'ordonnanceur a tres peu d'influence pour les scenarios 
testes. On remarque egalement que, plus le nombre de ports du TI est eleve, plus les deux 
parametres analyses se degradent pour un trafic en entree se rapprochant de 100%. 
Egalement, on remarque que les TI a 4 et 16 ports ont des statistiques relativement 
constantes et semblables pour un trafic inferieur a environ 0.75. Par contre, le TI avec 
32 ports est moins performant avec un trafic de 0.25 a 0.75. On observe egalement que la 
performance obtenue n'est pas constante pour un trafic inferieur a 0.75 comme il est le 
cas pour les TI a 4 et 16 ports. Les parametres commencent deja a montrer une 
performance moindre au fur et a mesure que le trafic augmente, et ce, meme si le trafic 
demeure inferieur a 0.75. Ces courbes permettent d'etablir les performances attendues 
dans un scenario specifique de trafic en entree et de potentiellement accepter/rejeter un TI 
specifique pour une application particuliere. 
4.3 Conclusion 
Bien que le but principal du projet ne soit pas de faire des etudes statistiques sur 
des architectures, mais bien de realiser un environnement de validation de performance et 
de presenter une methode de validation/verification efficace qui permet d'integrer la 
validation de performance au processus de conception, ce chapitre montre des exemples 
reels d'utilisation de 1'environnement et les conclusions qui en decoulent. II a ete 
demontre qu'il est aise, avec 1'environnement cree, de modeliser, de simuler et de 
combiner les resultats pour tirer les conclusions appropriees. Les TI ont etes utilises 
comme exemple de circuits avec une architecture a definir mais les memes techniques et 
principes s'appliquent pour une large classe de circuits integres. Ce chapitre montre aussi 
les etapes de la methode de conception efficace utilisee et suggeree. II existe beaucoup 
d'autres etudes possibles sur l'architecture d'un TI qui pourraient etre faites dans le cadre 
d'un projet ulterieur avec Venvironnement realise. 
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CONCLUSION 
Ce memoire a permis principalement d'explorer l'aspect de validation de 
performance rencontree dans le processus de conception d'un circuit integre. L'approche 
prise a ete d'utiliser un langage connu pour la verification avancee comme levier pour 
valider la performance. Cela a permis d'obtenir la contribution principale de ces travaux, 
c'est-a-dire, un environnement commun pour la verification et la validation de 
performance. II decoule egalement des travaux une approche efficace qui s'integre au 
processus de conception de circuits integres. Les tissus d'interconnexion etant des circuits 
a complexite sans cesse croissante, ils ont servi d'architecture a valider et verifier pour 
ces travaux. 
La premiere section de ce memoire montre les divers aspects theoriques relies au 
projet. On y definit la validation de performance, la verification et on y presente des 
bibliotheques C++ modernes de modelisation/verification : SystemC et SCV. On y 
presente aussi des elements theoriques propres aux TI necessaires a la comprehension du 
memoire. Le deuxieme chapitre presente 1'environnement de validation de performance 
et verification a haut niveau, de meme que les TI materiels et a haut niveau d'abstraction 
realises. La premiere partie du chapitre 3 amene un aspect d'application reelle en 
integrant un processeur configurable a l'environnement. Le systeme realise est pour une 
application video, en l'occurrence, la compensation de mouvement. La section suivante 
de ce meme chapitre propose la methode a utiliser afm d'integrer un modele de trafic 
synthetique disponible a l'environnement, augmentant ainsi le realisme de la generation 
de trafic pour une application specifique. Cela permet egalement d'integrer des modeles 
de trafic C/C++ existants dans l'environnement, evitant de recommencer du debut 
1'implementation de modeles de trafic pertinents. Ces trois aspects de l'environnement 
couverts aux chapitres 2 et 3 sont complementaires et contribuent individuellement a 
former une plateforme complete et efficace de validation/verification. Le but du projet 
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n'etait pas de demontrer l'efficacite d'une architecture particuliere, mais bien d'explorer 
la validation de performance avec un environnement de simulation et de determiner une 
methode pour Fintegrer au processus de conception de TI. Cette methode est resumee au 
debut du 4e chapitre. Ce dernier chapitre montre egalement des exemples de resultats de 
simulations obtenus avec 1'environnement, ce qui permet de bien constater la pertinence 
de 1'environnement. Dans ce chapitre, le facteur d'acceleration d'un TI necessaire pour 
un trafic eleve mais symetrique a ete determine. II a ete montre qu'un facteur 
d'acceleration significatif donne peu de benefices pour un tissu avec un grand nombre de 
ports. Egalement, l'equite de deux ordonnanceurs lorsqu'il y a un trafic asymetrique a ete 
evaluee. En plus d'etre plus propice a une implementation materielle, on arrive a la 
conclusion que l'ordonnanceur WWFA etudie conserve une equite similaire au WRR. 
Enfin, on a pu caracteriser des TI en fonction du trafic en entree en analysant la latence 
moyenne et le 99'eme percentile de la latence des paquets. Ce dernier parametre sert de 
parametre d'equite. Bien entendu, beaucoup d'autres analyses sont possibles avec 
l'environnement cree. 
On peut done conclure que l'ensemble des realisations du projet forme un 
environnement complet qui touche toutes les phases de la conception d'un TI. Comme 
projet ulterieur, il y aurait la poursuite des travaux d'exploration architecturale pour les 
TI en y integrant des nouvelles idees architecturales, la creation d'un environnement avec 
un processeur Tensilica plus complexe et efficace pour la compensation de mouvement, 
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ANNEXE A. IMPLEMENTATION DU TI 
MATERIEL 
L'architecture sommaire du TI materiel realise est presentee au chapitre 2. Cette 
annexe est un complement qui donne une vue plus detaillee du TI materiel. Entre autres, 
les aspects d'implementation et les ports des differents sous-modules realises sont 
presentes et decrits ici. 
A.l Module du VOQ (« Virtual Output Queues ») 
La figure a.l illustre les ports du module de « Virtual Output Queues » et les 
principales operations qu'il effectue. Ce module emmagasine les donnees recues a 
l'entree dans des FIFO en fonction de la destination. Lorsqu'un des FIFO recoit une 
donnee alors qu'il etait vide lors du cycle precedent, le signal « do schedule » s'active. 
Cela indique a l'ordonnanceur qu'une donnee a change et qu'une nouvelle planification 
s'avere necessaire. A chacune des lectures d'un paquet d'un des FIFO, le module est 
notifie afin qu'il mette a jour le nombre de paquets contenu dans chacun des FIFO. Des 
qu'on commence a lire un nouveau paquet, on doit specifier le signal 
«start_of_packet_pop ». Ce signal sert a mettre a jour le compteur de paquets a 
l'interieur du module VOQ. Ceci assure egalement qu'un paquet deja planifie ne sera pas 
planifie deux fois par l'ordonnanceur. Le module present fournit l'information sur la 
longueur du paquet courant en termes de mots (valeur synchronised avec la donnee lue). 
Cette valeur (« voq length ») est gardee constante pour toute la lecture du paquet. Le 
module fournit egalement le nombre de paquets disponibles dans chacun des FIFO sous 
forme d'une table. Si le module recoit un paquet pour lequel il n'a pas l'espace memoire 








VOQ. Entree X 
FIFOs (0 a n) 







Les tableaux a. 1 et a.2 decrivent les entrees/sorties du module. 
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Nombre de ports de sortie 
Log2 de NBPORT (arrondi vers le haut) 
Taille du mot d'entree/sortie pour chacun des ports 
Indique la taille du champ qui contient l'adresse de 
source /destination et est incluse dans l'entete du 
paquet 
Indique la taille d'un champ definissant FID du 
paquet 
Indique la taille d'un champ definissant le 
« payload » du paquet (pas utilise pour ce projet) 
Indique la taille d'un champ definissant la taille des 
donnees contenues dans le paquet en octets mais en 
n'incluant pas la taille de l'entete du paquet 
La profondeur des FIFO du module VOQ 
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Reset asynchrone actif 
bas 
Force l'ecriture au FIFO 
le mot en entree 
Mot en entree du TI/VOQ 
11 indique qu'on 
commence la lecture d'un 
nouveau paquet (dans la 
FIFO specifiee) 
11 indique qu'on veut 
effectuer une lecture dans 
un FIFO. 
11 precise le mot a lire du 
FIFO correspondant 
Indique que le FIFO 
correspondant est vide 
Presente la sortie retiree 
d'un FIFO 
Nombre de mots total a 
retirer du FIFO pour le 
paquet courant 
(synchronise avec le 
data_pop_out) 
Indique que 
l'ordonnanceur doit faire 
une nouvelle planification 
Indique le nombre de 




Entree du TI 















Les tableaux a.3 et a.4 decrivent respectivement les parametres generiques du 
module ordonnanceur et de ses ports. 












Nombre de ports de sortie 
Log2 de NBPORT (arrondie vers le haut) 
Taille du mot d'entree 
Indique la taille du champ qui contient l'adresse de 
source/destination et qui est incluse dans l'entete du paquet 































module d'envoi de 
paquets 
Indique quelle sortie 
est liberee et doit etre 
re-planifiee 
Indique si le FIFO 











































Indique le nombre de 
paquets dans chacun 
des FIFO des 
modules de VOQ 
Indique que la sortie 
du TI fait une lecture 
Table de decision de 
planification de port 
d'entree par sortie 
Nombre de paquet 
planifies pour la 
connexion courante 
Indique une nouvelle 
planification suite a 
une requete de VOQ 
Indique une nouvelle 
planification suite a 
une sortie liberee 
Indique une nouvelle 
planification suite a 
une nouvelle lecture 
de paquet en sortie du 
TI 
Indique quels ports 
ont etes re-planifies 
Connectivite 
VOQ 








Toutes les sorties de ce module sont registries. Ce module execute une boucle 
pour permettre l'analyse de toutes les connexions entree/sortie possibles en un seul cycle. 
II s'agit d'un algorithme de «weighted round-robin ». La priorite varie a chaque 
planification de maniere a dormer la priorite a une sortie differente a chaque fois qu'on 
fait une planification. Une fois toutes les sorties testees avec une priorite predominate, 
on refait la boucle en appliquant un autre « round-robin » sur le port d'entree, soit sur les 
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FIFO a l'interieur des VOQ. Par exemple, pour un TI de 4 ports, il y a au total 16 
possibilites pour le choix de la plus haute priorite. A chaque planification, on analyse les 
16 possibilites de connexion entree/sortie en un cycle, mais l'ordre de l'analyse change a 
chaque fois qu'on fait une planification. II s'agit en fait de 2 boucles imbriquees : la 
boucle exterieure est sur les sorties et la boucle interieure sur les entrees. L'ordre 
d'analyse etablit la priorite. La priorite est initialement donnee a la connexion 0-0 (entree-
sortie). A chaque planification, on fait un increment sous forme de « round-robin » sur le 
numero de port de sortie qui obtient la plus haute priorite (pour toutes les entrees). Une 
fois que tous les ports de sortie ont recu la priorite la plus elevee, on fait egalement 
l'increment sur l'entree. Done, pour un tissu a 4 ports par exemple, apres avoir donne les 
priorites aux connexions 0-0 (entree-sortie), 0-1, 0-2 et 0-3 (4 planifications differentes), 
on passe ensuite a la connexion 1 -0 qui devient dominante pour la planification suivante 
et ainsi de suite jusqu'a ce que la priorite soit donnee a la connexion 4-4. Ensuite, a la 
prochaine planification, la priorite est donnee de nouveau a la connexion 0-0. Cela est fait 
en analysant tout de meme les 16 possibilites lors de chaque planification. Ainsi, lors 
d'une meme planification, l'analyse de chacun des ports de sortie se fait dans un ordre 
constant pour chacun des ports d'entree. 
Le poids donne a chaque entree par 1'algorithme d'ordonnancement WRR doit 
etre ajuste en consequence du trafic aux diverses entrees. Un module VOQ (par port 
d'entree) ne peut envoyer qu'un seul paquet a la fois. De meme, un port de sortie du TI 
ne peut recevoir qu'un paquet a la fois. Ceci concorde avec l'architecture de type 
commutateur crossbar. 
Lorsqu'une sortie est liberee, le mecanisme de requete d'ordonnancement doit 
specifier quelle sortie est liberee (« outpjreed »). En effet, cela est necessaire car toutes 
les sorties ne sont pas liberees en meme temps. Certaines connexions peuvent etre en 
cours de transmission alors que d'autres necessitent une nouvelle planification. Les 
connexions en cours ne doivent pas etre planifiees a nouveau. De meme, l'ordonnanceur 
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doit specifier quelle(s) sortie(s) viennent d'etre planifiees afin que le module d'envoi de 
paquets mette a jour sa table d'ordonnancement en consequence, tout en conservant les 
tables deja en transmission. 
A.3 Module de gestion des envois de paquet: « sendpktctrl » 
Les tableaux a.5 et a.6 decrivent respectivement les parametres generiques du 
module « send_pkt Ctrl» et ses ports. 












Nombre de ports de sortie 
Log2 de NB_PORT (arrondie vers le haut) 
Taille du mot d'entree 
Indique la taille du champ indiquant l'adresse de 
source/destination incluse dans l'entete du paquet 
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FIFO selectionne 














(ne plus utiliser : pas 























Nombre de mots 
total a retirer du 
FIFO pour le 
paquet courant a 
chacun des. ports 
d'entree 
Indique si la sortie 
est prete a lire un 
paquet 
Table de decision 
de planification de 
ports d'entree par 
sortie 
Nombre de paquets 
planifies pour la 
connexion courante 
Table de decision 
de planification de 




planification suite a 




planification suite a 























































planification suite a 
une nouvelle 
lecture de paquets 
en sortie du TI 
Indique quels ports 
ont etes re-planifie 
Entree de controle 
qui indique quelle 
entree selectionner 
par port de sortie 
Specification de la 
validite des sorties 
11 precise le mot a 
lire du FIFO 
correspondant 
11 indique qu'on 
veut effectuer une 




planification suite a 
une sortie liberee 
Indique quelles 
sorties sont liberees 
Indique le debut 
d'une lecture de 

















Ce module est aussi registre en sortie. II doit detenir une copie locale des signaux 
de controle qu'il met a jour au fur et a mesure que les mots sont envoyes vers la sortie. II 
avise l'ordonnanceur lorsqu'une sortie se libere («do_schedule_outpfreed»). II lui 
specifie laquelle des sorties egalement («outpjreed»). L'ordonnanceur lui donne 
ensuite une nouvelle decision de routage en lui specifiant quel(s) port(s) de sortie a (ont) 
ete(s) programme(s). Ce module gere done la transmission des mots d'un certain nombre 
de paquets selon la planification obtenue precedemment de l'ordonnanceur. II doit 
egalement indiquer au module de VOQ lorsqu'un nouveau paquet est lu pour que celui-ci 
mette a jour ses tables indiquant le nombre de paquets dans chacun de ses FIFO. Le reste 
de la communication vers les modules VOQ se fait avec un bit de selection indiquant 
quel module VOQ est selectionne. Chacun des bits du mot « voq_sel» correspond a la 
selection d'un module VOQ. Ensuite, le signal de controle « voq_ctrl» indique quel 
FIFO utiliser a 1'interieur de chacun des modules VOQ selectionnes. Ce module gere 
egalement le commutateur crossbar qui recoit egalement ses donnees des modules VOQ. 
Le signal de controle du commutateur crossbar specifie quelle entree utiliser pour 
chacune des sorties alors que les signaux de validite indiquent si la sortie est active ou 
non au moment present. 
A.4 Module d'envoi des paquets vers les sorties : commutateur crossbar 
Les tableaux a.7 et a.8 decrivent respectivement les parametres generiques du 
module commutateur crossbar et ses ports. 










Nombre de ports de sortie 
Log2 de NBPORT (arrondie vers le haut) 
Taille du mot d'entree 
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NBPORT mots de 
NBBITS 
NBPORT 
NBPORT mots de 
NBPORTLOG2 bits 




Donnees d'entree provenant 
des VOQ 
Specification de la validite 
des sorties 
Entree de controle qui 
indique quelle entree 
selectionner par port de 
sortie 
Donnees de sortie du TI 






La sortie du TI 
La sortie du TI 
Ce module fait simplement router les sorties selon les commandes recues du 
module de gestion d'envoi de paquets. Ce module est combinatoire. Une entree peut 
transmettre vers une seule sortie a la fois. De meme, une sortie ne peut recevoir qu'un 
paquet a la fois. II indique egalement la validite de la sortie pour chacun des ports. 
Les divers sous-modules du TI materiel sont detailles dans la presente annexe. 
L'annexe suivant presente un exemple du format des donnees obtenues apres une 
simulation avec l'environnement de validation a haut niveau. 
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ANNEXE B. FORMAT DES DONNEES DE 
SIMULATION 
Cette section a pour but de presenter un exemple des resultats de simulation 
obtenus apres une simulation avec l'environnement a haut niveau presente au chapitre 2. 
La premiere partie du fichier montre les parametres de configuration propres a la 
simulation tels que presente au chapitre 2. II s'agit de la plupart des elements presentes 
aux tableaux 2.1, 2.2 et 2.3. Cela inclut la configuration de 1'architecture, du modele de 
paquet et du trafic genere. Ensuite, on observe les diverses lectures, ecritures et pertes de 
paquets accompagnees des informations contenues dans le paquet et du temps de 
simulation auquel cet evenement arrive. A chaque cycle de simulation, l'etat des divers 
FIFO est egalement imprime. Dans l'exemple donne, il s'agit des lignes identifiees avec 
la mention « FIFO sate iport» et de la ligne identified avec la mention « OQ_state ». 
Ces donnees representent l'etat des VOQ par port d'entree et l'etat des FIFO de sortie 
respectivement. Dans le cas des VOQ, pour un meme temps de simulation, chaque ligne 
montre l'etat des VOQ pour une entree. Pour chaque ligne montrant l'etat des FIFO, le 
nombre de paquets en memoire par sortie est presente par ordre croissant de port de 
sortie. 
M * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
# SF_Arch_Cfg: HltR NOJPATH SHARING 4 pons 1.2 SV H1GH_LEVEL 111 
1 weight_RR 100fifo_depth 56 bus_widlh 4ns_clk 
# Packet_Model_Cjg: 8 addrjv 14 pack Jjw 8payl_w 10 data J'_w 48 full_ 
headerjw 
# Traffic_Cfg: RANDOM_DEST 50 bwjninjl 90 bw_max_dl 100 bw_perc_bw 0 
init_cycles 1111 mitljactorjnjtw 1111 muljactorjnjll 
44 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 





# at time 18236 ns: send packet: { src_addr: 1 desl_addr: 2 packet Jd: 425 payload: 0 datajenglh 




# FIFOslate iport- 0 : 35 8 33 6 at time : 18238 ns 
# FlFO_state iport-1 : 1 29 18 25 at lime : 18238 ns 
# FIFOjstate iport- 2 : 8 30 7 28 at time : 18238 ns 
# FIFO_state iport- 3 : 10 10 13 21 at time : 18238 ns 
# OQ_FlFO_state 5 5 5 5 
# at time 18240 ns: receive packet: { src_addr: 2 dest_addr: 2 packet Jd: 406 payload: 0 data Jen 
glh: 55 datajyuffer { 
B2B4C2F065963893F6FC7D30005FAF2F55AD31E1F7E6D82910715FEE6B05F45B986018FFBCA4638E 
0E15CFFD2C7C788AD477C2B11B5663 J 
# Packet drop iport: 1 at :109168ns 
# Packet drop dataiport: { src_addr: 1 dest_addr: 0 packet Jd: 3131 payload: 0 datajenglh: 37 datajyuffer{ 
AI70B4341F32C2C9BC41FF4F14276BE216B08810980FFB9D1I96AF60EDD1C1B40DBCB50854 } 
