where u and v 1 , . . . , v n are positive superharmonic functions on D and c n is a constant depending only on n. The generalized Cranston-McConnell inequality is used for the determination of the Martin boundary of a certain unbounded domain.
Introduction
Let D be a domain in R 2 with the Green function G(x, y) for the Laplace equation. By |D| we denote the area of D. In [7] 
. , c n t n ).
The following theorem is a generalization of Theorem A. 
We use the above theorem to determine the Martin boundary of a certain unbounded domain. Ioffe and Pinsky [10] investigated positive harmonic functions in a horn-shaped
where N ≥ 2, and showed the following theorem. Let Ω * , ∂ M Ω and K be the Martin compactification, the Martin boundary and the Martin kernel for (−∆, Ω), respectively (cf. [9, Chapter 12] ). By H + we denote the cone of positive harmonic functions in Ω vanishing continuously on ∂Ω. The set
is called the Martin boundary at infinity for (−∆, Ω). 
Theorem B. Assume that a is a positive
Thus, (i) implies that H + is one-dimensional; and (ii) implies that any element in H + is uniquely represented by an integral of minimal elements in H + with respect to a finite Borel measure on S N −1 . We can extend substantially Theorem B (ii) by making use of Theorem 1 and decomposition methods developed in [14] , where the Martin boundary was studied extensively. 
Then the Martin compactification
, and any element of ∂ M Ω is minimal. In particular, the Martin boundary Γ at infinity is homeomorphic to E.
We observe that Theorem 2 with b = −a and E = S N −1 implies Theorem B (ii), since a part of the domain close to the origin does not affect the Martin boundary at infinity (cf. [14, Theorem 7.1] ).
The rest of this paper is organized as follows. In Section 2 we establish the so called Basic Estimate, Theorem 3, which is of independent interest and is fundamental in the proof of Theorem 1. The proof is given in Section 3. Theorem 2 is proved in Section 4 as a corollary to a more general result, Theorem 4. As another corollary to Theorem 4, we shall construct a class of domains having a boundary point which corresponds to a continuum of Martin boundary elements (see Theorem 5 in Section 4).
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Basic estimates
Throughout this section we let D be a domain in R 2 with the Green function G(x, y). It is well known that there is an absolute constant c 0 such that . We observe that if u ≡ 1, then Theorem A is nothing but (3). The basic idea behind Theorem A was how to reduce a general case to (3). This is called the basic estimate. Theorem 1 will follow from a generalized basic estimate, which is valid also for the higher dimensional case. 
The original basic estimate was first proved by Cranston-McConnell [7] and then simplified by Chung [6] . Both of them employed a probabilistic method. In the previous paper [2] the first author gave such a basic estimate and proved Theorem A in a purely analytical way. After [2] was submitted the second author found that another analytic proof of the Cranston-McConnell inequality was also given by Bañuelos and Wolff [5] . The proof of Theorem 3 will follow the idea of [5] , since it has an advantage that it can deal with superharmonic functions directly.
It is also noteworthy that {x ∈ D : a < u(x) < b} is an open set since u is continuous. Therefore, we can consider the Green function G D j for D j . For a general superharmonic function u the above set needs not to be open, it is merely finely open. So, it is necessary to work with fine potential theory to handle the general case. Such a treatment will be considered elsewhere. We also note that {x ∈ D : a ≤ u(x) ≤ b} is a relatively closed set in the present situation.
Proof of Theorem 3. By the monotone convergence theorem we may assume that f is bounded and has compact support. As a result we observe that for any subset E ⊂ D the Green potential
is a bounded continuous function which tends to 0 as x approaches a regular boundary point on ∂D, and as x → ∞ if N ≥ 3 and D is unbounded. The set of irregular boundary points is a polar set and we may say that the potential vanishes q.e. (quasi everywhere) on ∂D.
Observe that uV j and uv j are bounded positive continuous superharmonic functions on D and D j , respectively; and they vanish q.e. on ∂D and ∂D j , respectively. Let 
since the inequality holds trivially on on C j . Dividing both sides by u, we obtain
In particular,
sup
Since u ≤ η j+1 on C j , it follows from (6) that uV j ≤ M j η j+1 on C j , and so is on D again by the maximum principle. Since u = η j+2 on K j+2 , it follows that
, we obtain from (8) and (9) that
Since the left hand side is a bounded subharmonic function on D j and it is non positive q.e. on D j ∩ ∂D, it follows from the maximum principle that
Dividing both sides by u, taking the supremum over C j , and using the inequality u ≥ η j on C j , we obtain
Therefore,
Since j C j = D, it follows from (7) and (10) that (11)
Thus (4) is proved.
For the proof of (5) we retain C j and K j and let
We see that V j − v j is bounded and harmonic on D j and
Since u = η j+2 on K j+2 , it follows from the maximum principle that
Taking the supremum over C j , we obtain
because u ≤ η j+1 on C j . This inequality yields (10) . In the same way as in (11), we have from (10) 
Thus (5) follows. The theorem is proved.
Proof of Theorem 1
Proof of Theorem 1. First we consider the case u ≡ 1. For simplicity let f (y) = Φ(v 1 (y), . . . , v n (y)). Let
Repeating this n times, we obtain (12)
Observe that
Hence by (3)
. This, together with (12), yields
Since {D
..,j n covers D at most 3 n times, we obtain (1) for the case u ≡ 1 with c n = 3
Let us consider the general case. Let f be as above. We apply (4) with f u replacing f to obtain
By letting η = 3 we obtain
Estimating the supremum in the right hand side by using the first case and observing {D j } covers D at most 3 times, we obtain (1) with c n =
The theorem is proved.
Martin boundary
In this section we prove Theorem 2 and shall deal with several differential operators. In particular, the N -dimensional and the two dimensional Laplacians are considered. To distinguish them we write ∆ N and ∆ 2 , respectively. We shall need many positive constants. So, for simplicity, by the symbol c we denote an absolute positive constant whose value is unimportant and may change from line to line. If necessary, we use c 1 , c 2 , . . . , to specify them. We shall say that two positive functions f 1 and f 2 are comparable, written f 1 ≈ f 2 , if and only if there exists a constant c ≥ 1 such that
The constant c will be called the constant of comparison.
Theorem 2 comes from the following general result.
Theorem 4. Let D be a domain in {(r, s) ∈ R 2 : r > 0} such that every boundary point of D is regular with respect to the Dirichlet problem. Let E be a Lipschitz domain in S
N −1 or the whole S N −1 and put
Then the Martin compactification Ω
* for (−∆ N +1 , Ω) is homeomorphic to D * × E, where D * is the Martin compactification of D for (−∆ 2 , D). In particular, ∂ M Ω is homeomorphic to (D × ∂E) ∪ (∂ M D × E). Moreover, if any element of the Martin boundary ∂ M D = D * \ D is minimal,
then so is any element of the Martin boundary
Before giving a proof of Theorem 4, we complete the proof of Theorem 2 and give another corollary of Theorem 4. 
Then the Martin compactification
, and any element of ∂ M Ω is minimal. In particular, the Martin boundary at the origin is homeomorphic to E. Now let us proceed to the proof of Theorem 4. We write the N -dimensional Laplacian ∆ N in polar coordinates,
where Λ is the Laplace-Beltrami operator on the sphere S N −1 . By the change of an unknown function u to v = r (N −1)/2 u, the Laplace equation in Ω becomes the equation
Observe that the Green function for (−∆ N +1 , Ω) with argument at (x, s) and pole at ( x, s) is equal to
where G is the Green function for (P, D×E We shall show Theorem 6 by making use of the decomposition method for constructing the Martin boundary which is developed in [14] , and is a generalized version of the separation of variables method used in [12] and [13] . Hereafter we assume that (13) holds.
From now on we consider functions on the plane domain D and change the variables (r, s) to (x 1 , x 2 ). Let L 2 (E) be the space of square integrable functions over E. 
