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ABSTRACT Due to digitization, a huge volume of data is being generated across several sectors such
as healthcare, production, sales, IoT devices, Web, organizations. Machine learning algorithms are used
to uncover patterns among the attributes of this data. Hence, they can be used to make predictions that
can be used by medical practitioners and people at managerial level to make executive decisions. Not all
the attributes in the datasets generated are important for training the machine learning algorithms. Some
attributes might be irrelevant and some might not affect the outcome of the prediction. Ignoring or removing
these irrelevant or less important attributes reduces the burden on machine learning algorithms. In this
work two of the prominent dimensionality reduction techniques, Linear Discriminant Analysis (LDA) and
Principal Component Analysis (PCA) are investigated on four popular Machine Learning (ML) algorithms,
Decision Tree Induction, Support Vector Machine (SVM), Naive Bayes Classifier and Random Forest
Classifier using publicly available Cardiotocography (CTG) dataset from University of California and Irvine
Machine Learning Repository. The experimentation results prove that PCA outperforms LDA in all the
measures. Also, the performance of the classifiers, Decision Tree, Random Forest examined is not affected
much by using PCA and LDA.To further analyze the performance of PCA and LDA the eperimentation is
carried out on Diabetic Retinopathy (DR) and Intrusion Detection System (IDS) datasets. Experimentation
results prove that ML algorithms with PCA produce better results when dimensionality of the datasets is
high. When dimensionality of datasets is low it is observed that the ML algorithms without dimensionality
reduction yields better results.
INDEX TERMS Cardiotocography dataset, Dimensionality Reduction, Feature Engineering, Linear
Discriminant Analysis, Machine Learning, Principal Component Analysis.
I. INTRODUCTION
Machine Learning (ML) is one of the rapid growing tech-
nologies in the past 15 years. It has numerous applicaions in
various fields like computer vision, bioinformatics, business
analytics, healthcare, banking sector, fraud detection, predic-
tion of trends etc. ML allows a computer to learn from a
huge data samples and predicts the patterns that exisit within
the data [1]. Machine learning algorithms are used in the
different research areas to predict and classify the test data
to produce the accurate results. There is a constant growth
in the use of Machine Learning classifier models in medical
field [2]. They have proved to be very helpful in diagnosis of
various medical and clinical datasets [3].
During pregnancy periods, women are mostly affected
with jaundice, high blood pressure and diabetes. These will
affect growth of the baby in the womb. Cardiotocography
(CTG) is used to diagnose the tests under the formation
of fetal health and pregnancy periods [4]. CTG produces
a recorded paper result of the mother uterine contractions
signals and fetal heart rate [5]. CTG can also be used continu-
ously if any irregularities occur during the fetal auscultation.
This practice has also become a standard procedure in many
nations [6].
For any type of human disease prediction, datasets need to
be pre-processed. In this connection, dimensionality reduc-
tion plays a vital role in reducing the high-dimensional data
into reduced dimensionality [7]. In the past few decades, nu-
merous dimensionality reduction techniques have been used
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for filtering the data samples of the considered dataset. Re-
duction of dimensionality requires mapping of inputs which
are of high-dimensionality to a lesser-dimensionalility so that
similar points in the input space are mapped to neighboring
points on the manifold.
Feature engineering is an important pre-processing step
that helps in extraction of transformed features from the raw
data that will simplify the ML model and also improves
the quality of the results of a machine learning algorithm.
Machine Learning practitioners spend majority of their time
on data cleaning and feature engineering [8]. Some of the
examples of feature engineering are given below
1) Decomposition of categorical attributes.
2) Decomposition of Date-Time attribute into hour of the
day, part of the day, day of the week etc.
3) Transforming attributes with numerical values to reduce
the complexity of the input data.
In the current digital world huge amount of data is gen-
erated from almost all sectors. Machine learning algorithms
are being used to extract meaningful patterns from this data
which will aid in making executive and business decisions.
Dimensionality reduction techniques can tremendously re-
duce the time complexity of training phase of ML algorithms
hence reducing the burden of the machine learning algo-
rithms. The main motivation behind this paper is to study
the impact of dimensionality reduction techniques on the
performance of the ML algorithms.
In this paper, two of the popular dimensionality reduction
techniques namely Linear Discernment Analysis (LDA) and
Principle Component Analysis (PCA) are investigated on
widely used ML algorithms namely Decision Tree, Navie
Bayes, Random Forest and Support Vector Machine using
publicly available Cardiotocography (CTG) dataset from
UCI machine learning repository [9]. Then experimentation
is repeated on two other datasets namely, Diabetic Retinopa-
thy Dataset from UCI machine learning repository [10]
and Intrusion Detection Dataset from UCI machine learning
repository [11].
The first step in the proposed work is to apply feature en-
gineering to improve the quality of CTG dataset. In the next
step the dimensionality reduction techniques, PCA and LDA
are applied individually on the CTG dataset that will extract
most important attributes. Next the extracted features are fed
to train the aforementioned ML algorithms. In the next step,
the performance of ML algorithms without application of
the dimensionality reduction techniques is compared with the
performance of ML algorithms with application of LDA and
PCA separately using several performance metrics. Then the
impact of feature engineering and dimensionality reduction
techniques on the performance of ML algorithms is analysed
in detail. The same steps are appliedon DR and IDS datasets.
The main contributions of the paper are as follows:
• Presenting a thorough and systematic review of the
literature and background on dimensionality reduction
techniques.
• Investigate the performance of PCA and LDA on ML
algorithms against several metrics (Accuracy, F1-score,
Precision, Recall, Sensitivity, Specificity).
• Prove that the dimesionality reduction techniques do not
degrade the performance of ML algorithms to a great
extent.
• Use feature engineering techniques (like transforma-
tion) during pre-processing phase which can reduce the
burden on ML algorithms.
• Study the effect of dimensionality reduction on several
datasets with varied dimensions.
The rest of the paper is organized as follows – Section II
reviews the literature. Dimensionality reduction techniques
used in this work and the methodology used in this work are
detailed in Section III. In Section IV, experimentation results
are analyzed, followed by the conclusion and future work in
Section V.
II. LITERATURE REVIEW
In this section, a survey on several articles on ML algorithms
and dimensionality reduction techniques are presented.
The authors in [12] embrace feature engineering principles
to improve the quality of machine learning model to acceler-
ate the discovery of potentially interesting catalytic materials.
UCI laboratory data is used in [13] to identify patterns
using Artificial Neural Networks (ANN), Decision Trees
(DT), SVM and Naive Bayes algorithms. The performance
of these algorithms is compared with the proposed method in
which an ANN with 18 neurons in the hidden layer is used.
The proposed method gave better results compared to other
methods.
The authors in [14] use a Convolutional Neural Networks
(CNN) to predict heart disease based on ECG signals. This
technique takes the heart cycles in the training phase with
different starting points from the Electrocardiogram (ECG)
signals. CNN can generate features with different positions
in testing phase.
A neural networks based classification system of Fetal
Heart Rate (FHR) signals to reduce the errors caused by
human examination is presented by the authors in [15].
This algorithm is trained on FHR data and diagnoses FHR
data in real time. The authors have designed a recurrent
neural network called "MKRNN" and a convolution neural
network classification method called "MKNet". Analysis of
the proposed method on different classification models for
fetal heart rate monitoring proved that neural network is
innovative and feasible. Also MKNet is one of the best fetal
cardiac monitoring model for classification.
In [16], the authors propose a new method for selecting a
subset of optimal functions to increase the accuracy using
pathological classification of the CTG. Feature selection
performed with PCA as a pre-processing stage in machine
training has proven to be very effective in improving compu-
tational time and accuracy. This method helps medical staff
to make medical decisions more efficiently and quickly by
interpreting CTG readings.
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In [17], the authors present a computer-aided diagnostic
support system that uses digital signal processing techniques
for FTH automation, uterine tone signal detection and seg-
mentation resulting in high sensitivity (SE) and positive
predictivity (PPV). In this work, the main aim of the authors
is to improve diagnostic accuracy.
An approach for digitalization of CTG signals using image
processing techniques is proposed in [18]. This approach
comprises four main phases: preprocessing, segmentation of
images, signal removal and signal calibration. Limited adap-
tive histogram equalization contrasts and median filtering
are used during the pre-processing phase to reduce noise
and contrast enhancement. Otsu threshold algorithm is used
to partition CTG images during image segmentation. The
correlation coefficient is used to calculate whether original
signals and CTG signals are similar. The experimental anal-
ysis shows that the digitization of the CTG signals is better.
A new methodology (CWV-BANNSVM) for diagnosing
breast cancer (BC) is introduced by researchers in [19]. Wis-
consin Breast Cancer Dataset (WBCD) was analyzed using
Artificial Neural Networks and SVM. The proposed method
integrated these two techniques. In the first technique SVM
algorithm was applied to the BC dataset and the accuracy
was 99.71%. In the second technique, the authors used the
boosting ensemble technique and confidence-weighted vot-
ing method for BC detection. To evaluate the performance of
the proposed method, a number of metrics such as Specificity,
AUC, Gini, FPR, Tolerance, Precision, FNR, F1-score, and
Accuracy were used. Accuracy of the proposed approach was
100%.
Integrated SVM and simulated annealing algorithm is in-
troduced in [20] to diagnose hepatitis disease. The authors
reviewed the test analysis using the real-time UCI dataset.
The proposed hybrid model achieves a 97% accuracy rate. In
this approach genetic algorithm and SVM are hybridized to
optimize the parameters for dimensionality reduction. Exper-
imental results indicate that the new algorithm significantly
improves the accuracy.
In [21], the authors investigate the Naive Bayes classifica-
tion for the diagnosis of coronary heart disease. The authors
performed a test analysis using a longitudinal dataset in
real time. The authors compared two methods for describing
the characteristics of a single patient using horizontal aid
and average temporal association rules period. The results
obtained show that the proposed classifier performed better
when compared to baseline classifiers.
The authors in [22] propose a private-key, fully homo-
morphic encryption algorithm to ensure the confidentiality of
medical data for the private Naive Bayes classification. This
approach allows data owner to classify information privately
without accessing the trained model. The authors tested this
algorithm for breast cancer data and achieved fast, accurate
results.
A system for retrieving medical data is proposed by the
researchers in [23],. This work tried to recover missing
medical images with several images with linguistic informa-
tion. Decision support tools and Decision Trees are used to
collect information. Experimental results indicate that most
recovered medical cases belong to the correct class.
In [24], the authors propose a Decision Tree based data
mining technique to determine risk factors for CHD. The
analysis was performed using the C4.5 Decision Tree al-
gorithm, with different separation parameters based on risk
factors. Experimental results show that CHD diagnosis can
be reduced by this approach.
In [25], the authors integrate PCA and K-means algorithm
to predict diabetes. In this work, the authors first applied
PCA for dimensional reduction and then applied K-means
to cluster the data. The hybridization of these two techniques
provides a higher accuracy rate.
The authors in [26] investigated the performance of PCA
clustering based on brain tumour images. In this model, the
PCA method is first applied to MRI images of different sizes
and applied clustering using K-means and FCM. The inte-
gration of PCA and K-means leads to a higher performance
rate.
An integrated PCA-SVM algorithms is used in [27] to en-
hance digital image recognition. Experimental results show
that hybridizing these two strategies provides better accuracy
and recognition speed.
Several models are proposed to use meta heuristic al-
gorithms such as firefly, BAT, cuckoo search along with
popular classifiers like fuzzy rule based classifiers, ANN
etc. to classify diabetic and heart disease datasets. Popular
dimensionality reduction techniques like Locality Preserving
Projections, rough sets etc. are used in these works for feature
selection [28]–[32].
Sweta Bhattacharya et al. [33] present a PCA-Firefly al-
gorithm to classify intrusion detection dataset. In this work,
the transformation is performed by one-hot encoding, di-
mensionality reduction is performed by PCA-Firefly algo-
rithm. The dimensionally reduced dataset is then classified
by XGBoost classifier. The superiority of the proposed model
is established by experimental results.Several researchers
proposed machine learning models for effective classification
of intrusion detection datasets [34]–[36].
The authors in [37] present a PCA-Firefly based Deep
Learning Model for early detection of diabetic retinopathy.
Optimal features are selected by PCA-Firefly algorithm and
the Deep Neural Networks classify the diabetes retinopathy
dataset. The proposed approach yielded good classification
results when compared to other machine learning approaches
considered.
The papers studied in this section along with the key
findings and their limitations is summarized in Table 1.
III. PRELIMINARIES AND METHODOLOGY
In this section, the two popular dimensionality reduction
techniques, Princiapl Component Analysis and Linear Dis-
criminant Analysis are discussed followed by discussion on
the proposed methodology.
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TABLE 1: Summary of Papers Surveyed
Paper
cited
Methods used Key findings Limitations
[12] Neural networks Authors have followed an approach which
was easily accessible with the geometric
features like local electronegativity, effective
coordination number of an adsorption sites.
Method is used to screen only 100-
terminated multi-metallic alloys for CO2
electro reduction.
[13] ANN model for multilayer perception Multilayer perceptron was developed in the
hidden layer using 18 neurons.
Specificity and accuracy is low for the con-
sidered dataset.
[14] Back propagation Neural networks Precision percentage is better on Hyperten-
sion diagnosis dataset.
Considered only a minimum number of sam-
ples.
[15] Neural networks Input layers for Long short term memory
using the different parameters for Recurrent
Neural Network have been addressed.
Noise reduction in the data is not so clear.
[16] PCA and AdaBoost With the help of AdaBoost model it has
outperformed other models considered with
a computation time of 2.4 and 11.6 seconds.
For the considered dataset, proposed system
is not able to process the mixed abnormal
values.
[17] Hilbert Transform and Adaptive Threshold
Technique
Achieved positive predictivity value (PPV)
of 96.80%.
For original signals, transient changes and
signal classification are very weak compared
to the other parameters.
[18] Effective method for digitizing the CTG sig-
nals
Proposed a good approach for digitizing the
CTG signals.
Less number of samples considered.
[19] Support Vector Machines and Artificial Neu-
ral Networks
Better results have been obtained for FPR,
FNR, F1 score.
SVM and ANN were applied to the lesser
attributes of dataset.
[20] Support vector machine and simulated an-
nealing (SVM-SA)
Attained classification accuracy of 96.25%. Classification process was carried out with
only 10-fold cross validation.
[21] Genetic algorithm with Support vector ma-
chine
To construct chromosome, Kernel function
and Kernel penalty factor parameters are
used.
Dimensionality reduction is high, hence ex-
pected results are not achieved.
[22] Naive Bayes classifier Temporal association rules were used
for coronary heart disease diagnosis and
achieved high performance.
Temporal abstraction occurrences for multi-
ple window system is slower than the single
window system.
[23] Convolution Neural Network (CNN) models Improved the classification at different
stages of DR.
Less accuracy in early stages.
[24] Decision Tree Classification assessment has been done for
various Risk Factors of Coronary Heart
Events.
Extracted models are not much used for re-
ducing CHD morbidity.
[25] PCA and K-means Logistic regression model is well Improved
and also prediction percentage is quite en-
couraging.
Measured only a minimum number of sam-
ples.
[26] PCA and Fuzzy-means Algorithms like EM-PPCA and PPCA
worked effectively for the clustering algo-
rithms such as K-Means and FCM.
Number of iterations considered are very
less, so the sensitivity and accuracy values
are not high.
[27] PCA-SVM Efficiency in average run time for the digital
image recognition using coupling algorithm
is achieved.
Only few samples are considered for the
extraction process.
[28]–[32] Firefly, BAT, Cuckoo Search, LPP, Artificial
Neural Networks, Rough Sets
Used LPP, Rough Sets-Cuckoo Search for
dimensionality reduction and meta-heuristic
algorithms during classification.
Datasets considered have less instances and
dimensions.
[33] PCA, Firefly Used PCA-Firefly for dimensionality reduc-
tion and XGBoost for classification.
Increase in time complexity as the dimen-
sionality reduction and training phases of
classification consume more time.
[37] PCA, Firefly PCA-Firefly is used for dimensionality re-
duction and Deep Neural Networks for clas-
sification.
Number of features in the dataset is very less.
The model has to be tested on dataset with
huge dimensions to test its scalability and
robustness.
A. DIMENSIONALITY REDUCTION TECHNIQUES
1) Principal Component Analysis
PCA is a statistical procedure which uses an orthogonal
transformation. PCA converts a group of correlated variables
to a group of uncorrelated variables [38]. PCA is used for
exploratory data analysis. Also PCA can be used for exami-
nation of the relationships among a group of variables. Hence
it can be used for dimensionality reduction.
Assume that a dataset x(1),x(2),.....xm has n dimension
inputs. n-dimension data has to be reduced to k-dimension
(k  n) using PCA. PCA is described below:
1) Standardization of the raw data: The raw data should
have unit variance and zero mean.
xij =
xij−xj
σj
∀j
2) Calculate the co-variance matrix of the raw data as
follows:∑
= 1m
∑m
i (xi)(xi)
T ,
∑ ∈ Rn∗n
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3) Calculate the eigenvector and eigenvalue of the co-
variance matrix as given in Equation 1.
uT
∑
= λµ
U =
 | | |u1 u2... un
| | |
 , ui ∈ Rn (1)
4) Raw data has to be projected into a k-dimensional
subspace: Top k eigenvector of co-variance matrix are
chosen. These will be the new, original basis for the
data. The Calculation of corresponding vector is given
in Equation 2.
xi
new =

uT1 x
i
uT2 x
i
:::::
:::::
uTk x
i
 ∈ Rk (2)
In this way if the raw data is with n dimensionality, it will be
reduced to a new k dimensional representation of the data.
2) Linear Discriminant Analysis (LDA)
LDA is another popular dimensionality reduction approach
for pre-processing step in data mining and machine learning
applications [39]. The main aim of LDA is to project a dataset
with high number of features onto a less-dimensional space
with good class-separability. This will reduce computational
costs.
The approach followed by LDA is very much analogous
to that of PCA. Apart from maximizing the variance of data
(PCA), LDA also maximizes separation of multiple classes.
The goal of Linear Discriminant Analysis is to project a
dimension space onto a lesser subspace i (where i ≤ x − 1)
without disturbing the class information.
The 5 steps for performing a LDA are listed below.
1) For every class of dataset, a d-dimensional mean vectors
is computed.
2) Computation of scatter matrices is carried out.
3) The eigenvectors (E1, E2, E3, ....Ed) and their corre-
sponding eigenvalues (ψ1, ψ2, ψ3, ....ψd) of the scatter
matrices are computed.
4) Sort the eigenvectors in descending order of eigenvalues
and then opt for k eigenvectors which have maximum
eigenvalues in order to form a d ∗ i matrix WW.
5) Use the above d ∗ i eigenvector matrix for transforming
the input samples into a new subspace. i.e., Y Y = XX∗
WW .
PCA vs. LDA: Both LDA and PCA are linear transforma-
tion techniques which can be used to reduce the dimensional-
ity/number of features. PCA is an “unsupervised” algorithm
whereas LDA is “supervised”.
B. METHODOLOGY
This work investigates the effect of feature engineering and
dimensionality reduction techniques on the performance of
ML algorithms on CTG dataset. The various steps used in
this work are discussed below:
1) In step-1 feature engineering techniques, normalization
and conversion of categorical data to numeric data is
applied on CTG dataset. To normalize the input dataset,
min-max standardscaler normalization method is used.
2) In step-2, the normalized dataset is experimented using
ML algorithms, Decision Tree, Naive Bayes, Random
Forest and SVM. The performance of these classifiers
is then evaluated on the metrics, Precision, Recall, F1-
Score, Accuracy, Sensitivity and Specificity.
3) In step-3 LDA is applied on normalized dataset to ex-
tract the most prominent features. The resultant dataset
is then experimented on the ML algorithms. The ML
algorithms using LDA are evaluated on the metrics
mentioned in second step.
4) In the step-4, PCA is applied on the normalized dataset.
The resultant dimensionally reduced dataset is then ex-
perimented using the aforementioned ML algorithms.
The results obtained are again evaluated using the met-
rics mentioned in step 2.
5) In step-5 the results obtained by the ML algorithms
without dimensionality reduction and also ML algo-
rithms with LDA and PCA are analyzed. The effect
of dimensionality reduction on the performance of ML
algorithms is investigated.
6) Repeat steps 1 to 5 on Diabetic Retinopathy and Intru-
sion Detection Datasets to analyze the performance of
PCA and LDA on differnt varities of datasets.
The proposed methodology is shown in Figure 1. The
effect of dimensionality reduction techniques on ML algo-
rithms is evaluated in the next section.
IV. RESULTS AND DISCUSSIONS
The experimentation is performed on CTG dataset which
is collected from publicly available UCI machine learning
repository using Python 3. A personal laptop with Windows
10 operating system and 8 GB RAM is used for this ex-
perimentation. The important attributes in the dataset are
explained in Table 2.
TABLE 2: Major Attributes in the dataset
LB FHR baseline (beats per minute)
AC Accelerations per second
DL Light decelerations per second
DS Severe decelerations per second
DP Prolongued decelerations per second
ASTV percentage of time with abnormal short term variability
MSTV mean value of short term variability
ALTV percentage of time with abnormal long term variability
MLTV mean value of long term variability
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FIGURE 1: Proposed model based on PCA and LDA dimensionality reduction techniques
A. DATASET DESCRIPTION:
Many women feel uneasy during the trimester of their preg-
nancy time. During this time, a fetus heart rate also has some
problems with respect to the oxygen supply. Cardiotocogram
tracing is used to crisscross the signs of an unborn baby’s
heart rate. Cardiotocography is used to observe the fetal heart
and contractions of the uterus. Cardiotocography dataset is
considered from UCI machine learning repository, which
has 2126 instances and 23 attributes. The major attributes
that are used for contractions of the uterus and the fetal
heart are UC (uterine contractions per second) and FM (fetal
movements per second). Few other attributes also play a role
in recognizing the fetal heart.
B. METRICS FOR EVALUATION OF THE MODEL
1) Accuracy:
It is the percentage of correct predictions that a classifier has
made when compared to the actual value of the label in the
testing phase. Accuracy can be calculated as below:
Accuracy = (TN + TP)/(TN+TP+FN+FP) Where, TP is
true positives, TN is true negatives, FP is false positives, FN
is false negatives.
If the class label of a record in a dataset is positive, and the
classifier predicts the class label for that record as positive,
then it is called as true positive. If the class label of a record in
a dataset is negative, and the classifier predicts the class label
for that record as negative, then it is called as true negative.
If the class label of a record in a dataset is positive, but the
classifier predicts the class label for that record as negative,
then it is called as false negative. If the class label of a record
in a dataset is negative, but the classifier predicts the class
label for that record as positive, then it is called as false
positive.
2) Sensitivity:
It is the percentage of true positives that are correctly identi-
fied by the classifier during testing. It is calculated as given
below: TP/(TP + FN)
3) Specificity:
It is the percentage of true negatives that are correctly iden-
tified by the classifier during testing. It is calculated as given
below: TN/(TN + FP)
C. PERFORMANCE EVALUATION OF CLASSIFIERS
WITH PCA AND LDA
The results of experimentation are discussed in this section.
First the dataset, without dimensionality reduction is experi-
mented using the following machine learning algorithms: De-
cision Tree, Naive Bayes, Random Forest, and SVM. Table
3 , Table 4 , Table 5 , Table 6 show the confusion matrices
for these algorithms. The confusion matrices show that SVM
and Random Forest algorithms perform slightly better than
Decision Tree and Naive Bayes in terms of Precision, Recall
and F1-score.
Decision Tree Confusion Marix:
323 3 04 54 0
0 0 42

TABLE 3: Decision_Tree Confusion Marix
Precision Recall F1-score Support
1.0 0.99 0.99 0.99 326
2.0 0.95 0.93 0.94 58
3.0 1.00 1.00 1.00 42
micro average 0.98 0.98 0.98 426
macro average 0.98 0.97 0.98 426
weighted average 0.98 0.98 0.98 426
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Naive Bayes Confusion Matrix:
336 2 24 52 0
0 6 24

TABLE 4: Naive Bayes Confusion Marix
Precision Recall F1-score Support
1.0 0.99 0.99 0.99 340
2.0 0.87 0.93 0.90 56
3.0 0.92 0.80 0.86 30
micro average 0.97 0.97 0.97 426
macro average 0.93 0.91 0.91 426
weighted average 0.97 0.97 0.97 426
Random Forest Confusion Matrix:
325 1 05 53 0
0 0 42

TABLE 5: Random Forest Confusion Marix
Precision Recall F1-score Support
1.0 0.98 1.00 0.99 326
2.0 0.98 0.91 0.95 58
3.0 1.00 1.00 1.00 42
micro average 0.99 0.99 0.99 426
macro average 0.99 0.97 0.98 426
weighted average 0.99 0.99 0.99 426
SVM Confusion Matrix:
332 1 04 54 0
0 1 34

TABLE 6: SVM Confusion Marix
Precision Recall F1-score Support
1.0 0.99 1.00 0.99 333
2.0 0.96 0.93 0.95 58
3.0 1.00 0.97 0.99 35
micro average 0.99 0.99 0.99 426
macro average 0.98 0.97 0.98 426
weighted average 0.99 0.99 0.99 426
Figure 2 shows the performance of aforementioned al-
gorithms on the dataset based on accuracy, sensitivity and
specificity measures. The Figure 2 shows that all the al-
gorithms perform equally good in all these measures. Ac-
curacy of Decision Tree, Naive bayes, Random Forest and
SVM are 98.35%, 96.71%, 98.59%, and 98.59% respectively.
Sensitivity achieved by these algorithms is 99.07%, 99.4%,
99.7% and 99.7% respectively. Specificity achieved is 93.1%,
92.8%, 91.3% and 93.1% respectively. The above results
show that random forest and SVM outperform the other
two algorithms in terms of accuracy and sensitivity, where
as Decision Tree and SVM perform better than other two
algorithms in terms of specificity.
In the next phase, the dimensions of the dataset is reduced
using Linear Discriminant Analysis (LDA). The number of
non target dimensions/attributes which were 36 is reduced
to 1 using LDA. Then the dataset with reduced attributes is
evaluated using Decision Tree, Naive Bayes, Random Forest
and SVM classifiers.
The confusion matrices for these experimentations are
shown in Table 7 , Table 8 , Table 9 , Table 10. The confusion
FIGURE 2: Performance Evaluation of Classifiers without
Dimensionality Reduction
matrices show that Decision Tree, SVM and Random Forest
algorithms perform better than Naive Bayes in terms of
Precision, Recall and F1-score.
Decision Tree-LDA Confusion Matrix:
324 2 08 49 1
0 0 42

TABLE 7: Decision Tree-LDA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 0.99 0.98 326
2.0 0.96 0.84 0.90 58
3.0 0.98 1.00 0.99 42
micro average 0.97 0.97 0.97 426
macro average 0.97 0.95 0.96 426
weighted average 0.97 0.97 0.97 426
Naive Bayes-LDA Confusion Matrix:
326 0 019 39 0
0 42 0

TABLE 8: Naive Bayes-LDA Confusion Marix
Precision Recall F1-score Support
1.0 0.94 1.00 0.97 326
2.0 0.48 0.67 0.56 58
3.0 0.00 0.00 0.00 42
micro average 0.86 0.86 0.86 426
macro average 0.48 0.56 0.51 426
weighted average 0.79 0.86 0.82 426
Random Forest-LDA Confusion Matrix:
324 2 08 49 1
0 0 42

SVM-LDA Confusion Matrix:
325 1 08 50 0
0 0 42

Figure 3 shows the performance of these classifiers on the
reduced dataset in terms of accuracy, sensitivity and speci-
ficity measures. Accuracy of Decision Tree, Naive Bayes,
Random Forest and SVM are 97.4%, 85.6%, 97.4% and
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TABLE 9: Random Forest-LDA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 0.99 0.98 326
2.0 0.96 0.84 0.90 58
3.0 0.98 1.00 0.99 42
micro average 0.97 0.97 0.97 426
macro average 0.97 0.95 0.96 426
weighted average 0.97 0.97 0.97 426
TABLE 10: SVM-LDA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 1.00 0.99 326
2.0 0.98 0.86 0.92 58
3.0 1.00 1.00 1.00 42
micro average 0.98 0.98 0.98 426
macro average 0.99 0.95 0.97 426
weighted average 0.98 0.98 0.98 426
97.8% respectively. Sensitivity achieved by these algorithms
is 99.3%, 100%, 99.3% and 99.6% respectively. Specificity
achieved is 85.9%, 67%, 84.5%, 86.2% respectively. These
results show that Naive Bayes with LDA performs relatively
less in terms of accuracy and specificity, whereas its sensitiv-
ity is 100%. The other 3 algorithms perform equally good in
terms of all the three measures.
FIGURE 3: Performance Evaluation of Classifiers using
LDA for Dimensionality Reduction
The dataset is then reduced using Principal Component
Analysis (PCA) dimensionality reduction. The dataset which
had 36 non-target dimensions is reduced to 26 non-target
dimensions with PCA. The resultant dataset with reduced
dimensions is then experimented using Decision Tree, Naive
Bayes, Random Forest and SVM classifiers. The confusion
matrices for these experimentations are shown in Table 11 ,
Table 12 , Table 13 , Table 14. The confusion matrices show
that Decision Tree, SVM and Random Forest algorithms
perform better than Naive Bayes in terms of Precision, Recall
and F1-score.
Decision Tree-PCA Confusion Matrix:
324 2 05 53 0
0 1 41

TABLE 11: Decision Tree-PCA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 0.99 0.99 326
2.0 0.95 0.91 0.93 58
3.0 1.00 0.98 0.99 42
micro average 0.98 0.98 0.98 426
macro average 0.98 0.96 0.97 426
weighted average 0.98 0.98 0.98 426
Naive Bayes-PCA Confusion Matrix:
338 0 011 45 0
10 0 22

TABLE 12: Naive Bayes-PCA Confusion Marix
Precision Recall F1-score Support
1.0 0.94 1.00 0.97 338
2.0 1.00 0.80 0.89 56
3.0 1.00 0.69 0.81 32
micro average 0.95 0.95 0.95 426
macro average 0.98 0.83 0.89 426
weighted average 0.95 0.95 0.95 426
Random Forest-PCA Confusion Matrix:
324 1 15 53 0
0 0 42

TABLE 13: Random Forest-PCA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 0.99 0.99 326
2.0 0.98 0.91 0.95 58
3.0 0.98 1.00 0.99 42
micro average 0.98 0.98 0.98 426
macro average 0.98 0.97 0.97 426
weighted average 0.98 0.98 0.98 426
SVM-PCA Confusion Matrix:
325 3 05 57 0
0 0 36

TABLE 14: SVM-PCA Confusion Marix
Precision Recall F1-score Support
1.0 0.98 0.99 0.99 328
2.0 0.95 0.92 0.93 62
3.0 1.00 1.00 1.00 36
micro average 0.98 0.98 0.98 426
macro average 0.98 0.97 0.97 426
weighted average 0.98 0.98 0.98 426
Figure 4 shows the performance of these classifiers on the
reduced dataset in terms of accuracy, sensitivity and speci-
ficity measures. Accuracy of Decision Tree, Naive Bayes,
Random Forest and SVM are 98.1%, 95%, 98.3% and
98.1% respectively. Sensitivity achieved by these algorithms
is 99.3%, 100%, 99.6% and 99% respectively. Specificity
achieved is 91.3%, 80.3%, 91.3% and 92% respectively. As
can be observed from Figure 4, Naive Bayes algorithm fares
poorly with respect to other three algorithms against accuracy
and specificity measures. Whereas its sensitivity is 100%.
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The other three algorithms perform equally good in terms of
all the three measures.
FIGURE 4: Performance Evaluation of Classifiers using PCA
for Dimensionality Reduction
The experimantation results on Cardiotocography datasets
are summarized in Table 15.
To further analyze the performance of PCA and LDA
on datasets with varying dimensions with several ML algo-
rithms, the experimentation is repeated on two other datasets
namely, Diabetic Retinopathy (DR) dataset and Intrusion
Detection system (IDS) dataset. The diabetic retinopathy
dataset has 1151 instances and 20 attributes. The IDS dataset
has 125973 instances and 43 attributes. After applying one-
hot encoding, to transform the data in categorical form into
numericl data, these attributes were increased to 3024.
The experimentation results on Diabetic Retinopathy
Dataset are summarized in Table 16.
The experimentation results of IDS Dataset are summa-
rized in Table 17.
From the above investigations the following points can be
observed as per Table 15, Table 16 and Table 17.
CTG Dataset (Table 15)
1) Decision tree, Naive Bayes, Random Forest and SVM
perform almost the same when without dimensionality
reduction techniques.
2) When the dimensionality of the dataset is reduced using
PCA as well as LDA: Decision Tree, Random Forest and
SVM classifiers fare better with respect to all the three
measures. Performance of Naive Bayes is dropped in
terms of accuracy and specificity when the dimensions
are reduced, but its sensitivity is 100% even when the
dimensions are reduced.
3) It can also be observed that dataset with reduced dimen-
sions using PCA performs better when compared with
that of LDA.
4) The performance of Decision Tree and Random Forest
ML algorithms is almost similar even when the less
significant features are eliminated by both PCA and
LDA.
5) As the number of dimensions and the number of in-
stances in this dataset is not that huge, dimensionality
reduction is not having a positive impact on the results.
DR Dataset (Table 16)
1) SVM yielded best accuracy, specificity and sensitivity
for DR dataset without dimensionality reduction.
2) When dimensionality reduction is applied on DR
dataset, the perforance of the ML algorithms dropped
significantly. Random Forest classifier yielded superior
performance with PCA on this datasets, where as SVM
permed best when LDA is applied on DR dataset.
IDS Dataset (Table 17)
1) SVM and Random Forest classifiers outperformed the
other classifiers considered.
2) Classifiers with PCA yielded better results with respect
to all the metrics than Classifiers without dimensioanlity
reduction.
3) When LDA is applied, there is a dip in the performance
of the classifiers.
From Table 16 and Table 17 it can be observed that the
performance of the ML algorithms along with both PCA and
LDA for IDS dataset outperform that of DR dataset as the
number of instances and attributes are huge for IDS dataset.
To observe the performance of these ML models on IDS
dataset with similar dimensionality as that of DR dataset,
a random 1151 records and 20 feataures are fed to these
models. The experimental results of the reduced IDS dataset
are depicted in Table 18. As some important features are
removed in order to make the IDS dataset similar to that
of DR dataset, the performance of the ML models on IDS
dataset is reduced when compared to that of the DR dataset.
To summarize the above discussion, when the size of the
dataset is too less, dimeensionality reduction techniques have
negative impact on teh performance of the ML algorithms.
When the size and dimensions of the dataset are significant
PCA performs better than pure classifiers without dimension-
ality reduction and also classifiers with PCA. Hence, as the
size of the dataset increases, it is suggested to use PCA for
better results in terms of specificity, sensitivity and accuracy
metrics. Also Random Forest and SVM algorithms with PCA
yield best results. Hence it is recommended to use either
Random forest or SVM classifiers with PCA when the dataset
is of high-dimensions.
V. CONCLUSION AND FUTURE WORK
In this work, the effect of two pioneer dimensionality reduc-
tion techniques, namely Principal Component Analysis and
Linear Discriminant Analysis on ML algorithms have been
investigated. These dimensionality reduction techniques are
applied on Cardiotocography dataset which is available in
UCI machine learning repository. This dataset has 36 depen-
dent attributes. By choosing to retain 95% of the components
using PCA, number of dependent attributes has been reduced
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TABLE 15: Summary of Results for CTG dataset
Precision
(%)
Recall
(%)
F1-score
(%)
Accuracy
(%)
Sensitivity
(%)
Specificity
(%)
Number
of Features
DT 98 98 98 98.35 99.07 93.1 36
NB 97 97 97 96.71 99.4 92.8 36
RF 99 99 99 98.59 99.7 91.3 36
SVM 99 99 99 98.59 99.7 93.1 36
DT+LDA 97 97 97 97.4 99.3 85.9 1
NB+LDA 79 86 82 85.6 100 67 1
RF+LDA 97 97 97 97.4 99.3 84.5 1
SVM+LDA 98 98 98 97.8 99.6 86.2 1
DT+PCA 98 98 98 98.1 99.3 91.3 26
NB+PCA 95 95 95 95 100 80.3 26
RF+PCA 98 98 98 98.3 99.6 91.3 26
SVM+PCA 98 98 98 98.1 99 92 26
TABLE 16: Summary of Results for DR dataset
Precision
(%)
Recall
(%)
F1-score
(%)
Accuracy
(%)
Sensitivity
(%)
Specificity
(%)
Number
of Features
DT 57 57 57 57.1 54.5 59.2 19
DT + PCA 67 67 67 67.09 66.3 67.6 12
DT+LDA 67 67 67 66.6 63.3 69.2 1
NB 64 63 63 63.2 64.2 62.4 19
NB+PCA 61 60 60 59.7 59.7 59.7 12
NB+LDA 77 70 69 69.6 92 52.3 1
RF 70 69 69 68.8 76.2 63 19
RF+PCA 69 69 69 69.2 67.8 70.4 12
RF+LDA 68 68 68 67.2 64.3 70 1
SVM 79 76 76 76.1 89.4 65.3 19
SVM+PCA 71 66 66 65.8 81.3 55.7 12
SVM+LDA 73 70 70 70.12 81.1 61.5 1
TABLE 17: Summary of Results for IDS dataset
Precision
(%)
Recall
(%)
F1-score
(%)
Accuracy
(%)
Sensitivity
(%)
Specificity
(%)
Number
of Features
DT 99 99 99 99.1 98.4 94.2 3023
DT + PCA 99 99 99 99.3 99.5 95.3 2965
DT+LDA 87 88 88 87.6 92.1 77.2 1
NB 97 97 97 97.2 98.2 90.7 3023
NB+PCA 97 97 97 97.8 98.7 91.6 2965
NB+LDA 85 85 85 85.2 90.2 74.3 1
RF 99 99 99 99.4 99.4 98.2 3023
RF+PCA 99 99 99 99.7 99.8 98.4 2965
RF+LDA 88 88 88 88.2 92 85 1
SVM 99 99 99 99.6 99.7 98.9 3023
SVM+PCA 99 99 99 99.8 99.8 99 2965
SVM+LDA 89 89 89 89 92.6 85.8 1
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TABLE 18: Summary of Results for IDS dataset (1151 Records and 20 attributes)
Precision
(%)
Recall
(%)
F1-Score
(%)
Accuracy
(%)
Sensitivity
(%)
Specificity
(%)
Number of
Features
DT 54 54 54 54.2 53 55 20
DT+PCA 58 58 58 59.8 58.8 60.3 12
DT+LDA 56 56 56 56.4 57.9 56.3 1
NB 57 57 57 57.2 58.7 59.3 20
NB+PCA 56 56 56 56.2 57.8 58.1 12
NB+LDA 63 63 63 63.3 64.2 64.7 1
RF 58 58 58 58.2 59.1 60.1 20
RF+PCA 57 57 57 57.9 58.5 59.2 12
RF+LDA 55 55 55 55.1 56.8 57.2 1
SVM 61 61 61 61.8 62.1 62.9 20
SVM+PCA 57 57 57 57.8 58.2 59.6 12
SVM+LDA 58 58 58 58.8 59.6 60.1 1
to 26, whereas LDA reduced the dependent attributes to 1.
This reduced dataset is trained using four popular classifiers,
Decision Tree classifier, Naive Bayes classifier, Random
Forest classifier and SVM. From the results, it is observed
that the performance of classifiers with PCA is better than
that of with LDA. Also Decision Tree and Random Forest
classifiers outperform the other two algorithms without using
dimensionality reduction as well as with both PCA and LDA.
When the same experimentation is performed on Diabetic
Retinopathy dataset, it is observed that both PCA and LDA
had negative performance on the results as the size of the
dataset is less. Whereas for IDS dataset, the performance
of the classifiers with PCA is better than that of classifiers
without dimensionality reduction and classifiers with LDA.
In future, the effectiveness of these dimensionality re-
duction techniques can be tested on high dimensionality
data such as images, text data etc. Also these techniques
can be used on more complex algorithms like Deep Neural
Networks, Convolutional Neural Networks, Recurrent Neural
Networks, etc.
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