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Abstrat
An Explanation of my Thesis in Words of One Syllable
With apologies to Paul Boolos.
My goal for the year was to learn what small things do. If you have a small thing it's not a
point, it's a blob  we knew that from the start. But does it stay a blob? No, of ourse not. It
breaks up, but at some time it omes bak. At times less than that time, we nd small blobs, too.
When it's not made of small blobs, the small thing is most odd. It forms lots of hills and troughs.
I have ways in here to nd out when the blob omes bak, where and when the small blobs are,
how long it takes for the blobs to break up, where the hills and troughs are, and how many of them
there ought to be.
The Same Explanation with Longer Words
The dynamis of a quantum mehanial partile in a time-independent potential are found to ontain
many interesting phenomena. These are diret onsequenes of the (typial) existene of more than
one time-sale governing the problem. This gives rise to full revivals of initial wavepakets, frational
revivals (multiple wavepakets appearing at frations of the revival time), and the striking quantum
arpets. A variety of analyti tehniques are used to onsider the interferene that gives rise to these
phenomena while skirting alulations involving ross-terms. Novel results inlude a new theorem on
2
3the weighting oeients am that govern frational revivals, a demonstration that Ψcl, the funtion
that governs the distribution and features of these frational revivals, really does behave lassially,
a treatment of wavepaket dephasing in the innite square well by means of the Poisson summation
formula, and a orret analysis of the spatial distribution of intermode traes. Also, this work
presents a oherent treatment of these phenomena, whih before now did not exist.
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Chapter 1
Introdution
1.1 A Hithhiker's Guide to the Innite Square Well
The innite square well is treated in almost every introdutory quantum mehanis ourse. It is the
essene of simpliity, a potential bereft of features, its eigenfuntions are simple sine waves. Exat
solutions abound. We build an intuition for how quantum mehanial objets should behave, and
we move on  after all, the innite square well is just too simple.
Figure 1.1 was enough to onvine me that I didn't really understand the square well. I had
no idea that its probability density was so strutured  it hadn't even ourred to me that it was
periodi. So I began the year of study that ulminated in this thesis, following muh the same
pattern as before: look at the square well, nd an interesting phenomenon, study it, then see if
it ours in other types of systems
1
. While there are appliations for most of these phenomena, I
won't pretend that my goal was to nd more of them  my goal was to gain a deeper understanding
of a fundamental part of quantum mehanis.
1
I foused on time-independent potential wells, in one dimension.
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Figure 1.1: A partile in the innite square well. Lighter areas indiate greater probability density.
Our initial wavefuntion is a Gaussian paket, entered on x = L/2, with σx = 0.003L. For the
denition of TR, see Chapter 2.
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1.1.1 Classial Osillation and Dispersion
The rst interesting phenomenon is that of the lassial osillation of wavepakets. Given a well-
loalized wavepaket, or even a wavefuntion with several distint peaks, those peaks will undergo
something like lassial osillation on a time sale that will be studied in Chapter 2. This is not
partiularly surprising if we onsider Ehrenfest's Theorem
2
,
d 〈p〉
dt
=
〈
−∂V
∂x
〉
. (1.1)
So long as the expetation value of p oinides with the value of p at the enter of the wavepaket,
the paket's osillation will be lassial. Of ourse, this is rarely exatly true and virtually never
stays true  when the expetation value of p and the value of p at the enter of the wavepaket do
not oinide, the wavepaket will begin to disperse, and more harateristially quantum mehanial
phenomena will begin to appear. An obvious question to ask is, an we quantify when this dispersion
ours? A related question is does this dispersion our simultaneously for the whole wavefuntion,
or does it depend on whih point in the wavefuntion we are onsidering? This question will be
onsidered for a zero-dimensional quantum beats system in Chapter 3, and in more dimensions in
Chapter 2.
2
See [Griths, 1995, 17℄.
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1.1.2 Revivals
The next phenomenon that we will onsider is losely related to the previous one. It turns out
that just as there is a time sale that governs lassial osillation, there is another that governs
a distintly quantum mehanial feature. At this time sale, the original onguration of the
wavefuntion reappears, in some ases approximately, in others exatly. That is, if we start with a
loalized wavepaket it will disperse, interfere, and eventually reonstrut itself  what I will all a
revival. As part of this proess, it will also undergo the same sort of initial lassial osillation that it
undergoes immediately after its formation. Stranger still are the existene of frational revivals, the
appearane at times less than the revival time of multiple wavepakets, eah related to the original
wavepaket. Curiously, both full and frational revivals beame topis of study only reently, even
though their existene should be apparent from the exp (−iEt/~) form of the time evolution terms
of the wavefuntion. This subjet is the fous of Chapter 2, and plays a part in Chapters 3 and 4
as well.
1.1.3 Quantum Carpets
Perhaps the most striking phenomenon is the existene of easily-diserned anals and ridges in
the probability density, olletions of whih have ome to be alled quantum arpets. While these
follow straight lines in the square well, they various urved lines in other potentials. These lines
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look muh like, but are distint from, lassial trajetories. In Chapter 5 we will see how the two are
related. Carpets happen to be, I think, the most diult phenomena to study. While the revivals
problem, and with it the problem of lassial osillation and dispersion, an be redued to a lever
shuing of phases, it is rather harder to avoid dealing with the entire parameter spae of spetrum,
eigenfuntions, and partiular weighting oeients. Considering this, it is remarkable that we are
able to make interesting statements at all.
1.2 An Analyti Theme: Interferene Without Cross-Terms
Last Fall I asked a friend of mine, a math major, if he knew anything about simplifying nite sums.
No, he replied, I think you just have to add those up. The nite sums that I was asking about
don't dier so muh from the innite sums that also appear in this family of problems, and they're
ugly. I was a bit intimidated. One interesting aspet of these problems is that they all pertain to
features that we look for after solving the problem. That is, we start with a set of eigenfuntions, a
spetrum, and weighting oeients, then try to rewrite them to make the features we are interested
in manifest. Fortunately, we do have some analyti tools to do this.
All of the phenomena that we are interested in are essentially interferene phenomena, produed
by the multipliation of two sums. The ritial step in every tehnique presented here is the pak-
aging of the interferene information in a form that doesn't involve ross-terms. These tehniques
inlude the grouping of ertain parts of the sum by phase (Chapter 2 and 5) and the appliation
of a bit of analysis, the Poisson summation formula (Chapters 3 and 4). Both of these tehniques
seem initially to make things worse by introduing new sums or integrals, but those new sums and
integrals are exatly what give us manageable forms for enough of the interferene to make sense of
things.
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1.3 Semilassial Physis, Distintively Quantum Behavior
What exatly onstitutes a semilassial limit is not entirely lear. Most of the time, we will take
it to mean that the distribution of weighting oeients n is entered around some entral value,
n¯, with some harateristi width ∆n, and that the hierarhy 1 ≪ ∆n ≪ n¯ holds  i.e. that the
paket is loalized in physial spae. In some ases, we will relax this to the WKB assumption that
the potential hanges muh more slowly than the relevant eigenfuntions osillate.
It appears that all of the phenomena that I have studied appear most naturally in the study of
semilassial wavepakets. Although the revivals results
3
are quite general, they are most striking
when we begin with a well-loalized initial paket. Otherwise, we just get a mess that oasionally
looks like the mess that we started with. Though we are able to solve the innite square well
exatly with eah of these tehniques (and there ∆n ≈ n¯ ≫ 0 is enough to produe a arpet),
our generalizations mostly rely on the WKB approximation. Of ourse, sine we are studying
interferene phenomena it is not surprising that our most interesting results appear when we have
a large number of states that an interfere with eah other. Nothing that we have done rules out
the appearane of similar phenomena in superpositions of low-energy states, but we have not found
any.
What is remarkable is that we nd so many distintly quantum mehanial phenomena in sys-
tems that are supposed to be beoming more like lassial ones. Although we start with wavepakets
that are more loalized than would be a superposition of, say, the bottom three states in a well,
and seem more partile-like, they exhibit bizarre behavior. What is remarkable is that, in the ase
of arpets, we an use a semilassial tool to study this.
3
In Chapter 3 we will onsider the ase of quantum beats, a zero-dimensional problem that is interesting even
when a small number of states interfere with eah other.
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1.4 The Role of Pitures
I was able to talk to a lot of people, before my thesis kept me really busy. One evening I was
talking with a friend-of-a-friend who happened to be a Chemistry major. She had been through
Quantum Chemistry, but was still urious about what things like the unertainty priniple really
meant. I spent a few minutes waving my hands, then went bak to my room and piked up one
of my plots of the square well. It proved to be a muh more eetive way of demonstrating how
quantum mehanis an be deterministi, yet still produe so muh unertainty  this pattern is the
partile in the box. It's obvious that it doesn't really have a veloity beause it doesn't even have a
trajetory. I think that just as quantum mehanis seems haphazard and riddled with unertainty
until one realizes that the wavefuntion is the fundamental objet in the theory, pitures seem
ill-advised only until one realizes whih objets to plot.
I was also attrated to this subjet beause of a talk that inluded pitures. There were very
few pitures in my otherwise superb quantum mehanis textbook, and as a onsequene there were
things that I didn't understand. It didn't bother me beause I didn't know that I didn't understand
them. The reason that this eld developed so reently, and not before, is that these phenomena
are immediately apparent in pitures and hopelessly hidden in eigenfuntion expansions  and, of
ourse, we ouldn't generate those pitures without omputers. I've inluded a lot of pitures in
this thesis beause I've found that while they're not worth a thousand equations, they're a ne
substitute for a paragraph of my prose.
1.5 A Bit of Bakground
Muh of this thesis is based on three ne papers: the original, authoritative artile on frational re-
vivals, [Averbukh and Perelman, 1989℄, a strong treatment of quantum beats, [Leihtle et al., 1996b,
Leihtle et al., 1996a℄, and a well-oneived (if roughly exeuted) paper on intermode traes, [Kaplan et al., 2000,
Kaplan et al., 1998℄.
There are a variety of other papers available. Most studied are revival phenomena, whih have
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been treated in a variety of ways in a variety of systems. Though the paper mentioned above is re-
markable for its larity and generality, other interesting works inlude [Aronstein and Stroud, 1997,
Aronstein, 2000, Bluhm et al., 1996, Chen and Yeazell, 1998, Jie et al., 1998, Knospe and Shmidt, 1996,
Loinaz and Newman, 1999, Razi Naqvi et al., 2001, Rozmej and Arvieu, 1998℄. A variety of ap-
proahes to quantum arpets have been proposed, though most are restrited to the innite square
well. Some of the more interesting of these involve an analysis in terms of Wigner funtions,
whih I have not pursued. In any ase, interesting arpet papers inlude [Friesh et al., 2000,
Grossmann et al., 1997, Hall et al., 2001, Marzoli et al., 1998b, Marzoli et al., 1998a℄. For a some-
what dated disussion of some experimental aspets of these phenomena, see [Averbukh and Perelman, 1991℄.
One of the more intriguing appliations of quantum arpet tehniques is in the eld of Bose-
Einstein Condensation. Although I had little time to devote to them, the growing literature suggests
that this is a subjet of urrent interest: [Choi et al., 2001, Ruostekoski et al., 2001, Wright et al., 1997℄.
Papers have been written whih study the fratal geometry of various problems, inluding
[Berry, 1996, Wojik and Zyzkowski, 2001, Wojik et al., 2000℄. The latter two fous on preparing
wavepakets that are variations on the Weierstrass funtion (whih everywhere ontinuous, nowhere
dierentiable), while the former fouses on the fratal dimension of a partile with a smooth spatial
distribution in an n-dimensional box. The most useful insight to ome from any of this, I think, is
that fratals proper only emerge from initial states that are not proper solutions to the Shrödinger
equation. I still suspet that there may be some treatment of arpets that exploits their obvi-
ous self-similarity, but the diulty of fratal proofs ombined with the diulty of working with
almost-fratals turned me away from this approah.
There have been attempts to onnet the arpet problem to quantum haos, [Provost and Baranger, 1993,
Saif, 2000℄. There is a sort of similarity between the phenomena of quantum arpets and haoti
sars (representation of partiular lassial orbits in the probability densities of a haoti potential),
though little has yet ome of this. There is also one paper purporting to onnet all of this to
quantum omputing, [Harter, 2001℄, though I must onfess that I was unable to follow it.
The nal onnetion, whih I would have liked to spend more time exploring, is between the prob-
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ability density of a quantum mehanial partile in one spatial dimension and and eletromagneti
wave propagating in two spatial dimensions, in the paraxial approximation. In that eld, revivals
are instanes of the Talbot eet, and frational revivals instanes of the frational Talbot eet.
Apparently, the square well problem, a toy problem in quantum mehanis, translates into a wave
guide problem of greater pratial importane. For the interested reader, the primary papers on this
subjet seem to be [Berry and Klein, 1996, Berry and Bodenshatz, 1999, Dubra and Ferrari, 1999,
Lok and Andrews, 1992℄.
Chapter 2
Quantum Revivals, Full and Frational
2.1 In the Beginning
Our quantum mehanis ourse began with the Shrödinger equation,
i~
∂Ψ
∂t
= − ~
2
2m
∂2Ψ
∂x2
+ VΨ, (2.1)
and promptly separated it, assuming that the potential V depended only on x:
Ψ(x, t) = ψ(x)f(t), (2.2)
i~
1
f
df
dt
= E, (2.3)
− ~
2
2m
d2ψ
dx2
+ V ψ = Eψ. (2.4)
Sine we ould solve Equation 2.3, we did,
f(t) = e−i
E
~
t, (2.5)
and turned our attention to the Time-Independent Shrödinger Equation. We quikly found that
for bound partiles the possible energies E were quantized, making the general solution to the
16
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Shrödinger Equation a weighted sum of the solutions we had found:
Ψ(x, t) =
∑
n
cnψn(x)e
−iEn
~
t. (2.6)
This eigenfuntion expansion is useful for algebrai purposes, and admittedly we often want to
do things with the wavefuntion one we've found it. Unfortunately, the eigenfuntion expansion
oneals the various interesting things that happen during the time-evolution of a wavefuntion.
We'll start our analysis of these phenomena with the simplest, quantum revivals.
2.2 Fun Revival Fats
Given a well-loalized distribution of weighting oeients cn entered around some mean value n¯,
we an perform a Taylor expansion
1
of En around n¯:
En ≃ En¯ + E′n¯(n− n¯) +
1
2!
E′′n¯(n− n¯)2 +
1
3!
E′′′n¯ (n− n¯)3 + .... (2.7)
We now dene
2π
Tj
=
E
(j)
n¯
j!
, (2.8)
a set of time sales. From these we pik out two important time sales, a lassial period Tcl = T1 and
the revival time TR = T2. It is the existene of more than one time sale that makes time-evolution
in time-independent potentials interesting.
We ignore the j ≥ 3 terms for two reasons  they make our alulations harder2, and in the
semilassial ase, whih we are most interested in, they really are ignorable. There are two ways
1
From here onward, I will assume that ~
2 = 2m = 1.
2
If we really want to, we ould onsider the so-alled superrevivals. These aren't so absurd as to be unobservable,
but the big qualitative hange in behavior omes from introduing the seond time sale, TR.
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to see this. First, we assume that our En an be written as a nite sum of weighted powers of n,
En =
M∑
m=N
dmn
m. (2.9)
This won't always be the ase, but I think it's fair to onsider transendental spetra to be unusual.
From looking at En, we see that we an write the jth derivative as
E(j)n =
M∑
k=N
ckn
k ×

 1
nj
k∏
m=k−j+1
m

 . (2.10)
We know that the jth harateristi time sale (Tcl is the rst, TR is the seond) will be proportional
to 1/
∣∣∣E(j)n¯ ∣∣∣. We also know that in the semilassial ase, n¯≫ 1. If n¯ is larger than k, it will fore the
E
(j)
n¯ terms toward zero, whih will in turn fore the higher time sales toward innity. Another way
to see this is to realize that the limiting spetrum of any deep potential well is at most n2. You an
think of this as a onsequene of the fat that no well an have walls harder than the innite square
well, but for a more detailed explanation you should onsult [Nieto and Simmons, 1979℄. Finally,
we observe that in the semilassial limit we are typially onerned with a small region of n-spae,
within whih the rst two terms of the Taylor expansion should be an adequate approximation.
To the extent that Tcl ≪ TR (whih is true in most ases), we an identify two distint behaviors
in the time-evolution of a wavepaket. Writing out our approximate wavefuntion
3
,
Ψ(x, t) = exp (−2πiEn¯t)
∑
n
cnψn(x) exp
[
−2πi
(
(n− n¯)t
Tcl
+
(n − n¯)2t
TR
)]
, (2.11)
we an see that when t ≈ Tcl, the t/TR term will make no signiant ontribution to the time-
evolution, and the wavefuntion will osillate lassially with period Tcl. With time the t/TR term
auses the wavepaket to disperse, and interferene between the various states produes a quantum
arpet. However, as t approahes within a few Tcl of TR, the t/TR term ontribution again beomes
3
Note that we are writing our wavefuntion as a funtion of ~x rather than as a funtion of x. This is beause
when onsidering revival problems, we aren't partiularly onerned about the dimensionality of the wavefuntion.
We will be onerned about this in subsequent hapters, and when we are the arrow will ome o of the x.
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small and the wavepaket returns to lassial osillation. When t = TR, a quantum revival ours.
If TR is an integer multiple of Tcl, the wavefuntion returns to its original onguration, and if not
then it returns to something very lose to its original onguration.
This is illustrated in Figure 2.1, where we see the initial evolution of a partile in an innite
square well of width a. We use a Gaussian distribution of weighting oeients with n¯ = 40 and
σn = 2,
cn¯+k =
1
σn
√
2π
e−k
2/2σ2n . (2.12)
Referring to Equation 2.8 and Setion A.1.1, we an alulate the time sales for the square well,
Tcl =
L2
n¯π
, (2.13)
TR =
2L2
π
, (2.14)
and nd that TR = 80Tcl. We an see learly the initial lassial osillation of the partile (the
osillations are straight lines, as we would expet in the square well) and its subsequent dispersion
and interferene. Note that the periods of the osillations, so long as they are well-dened, are Tcl.
Finally, we may note that in ases where the spetrum is stritly linear in n, suh as the simple
harmoni osillator, we would (from this analysis) expet no dispersion, little to no interferene, no
quantum arpet  just lassial osillation. Though this is not entirely true, it is roughly true in
virtually all ases
4
. An example of lassial osillation is shown in Figure 2.2. There, n¯ = 5 and
σn = 2 .
We also nd revival-esque phenomena at t < TR. If we examine ‖Ψ‖2 at a few partiular times
in the innite square well, as in Figure (insert gure ISW-Cuts)2.3, we notie something interesting.
At t = TR/2, ‖Ψ(x, 0)‖2 has been reeted about the enter of the well, and at t = TR/4 there
are two opies of the original probability distribution, one reeted about the enter of the well.
Although this partiular result does not hold generally
5
, it may suggest to us that interesting things
4
In Chapter 5 we will learn the blak art of quadratizing spetra, whih will let us make wavefuntions with
arpets in problems with linear spetra.
5
For this result to hold we require eigenstates of denite parity and a purely quadrati spetrum. For a disussion
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Figure 2.1: ‖Ψ‖2 for a partile in an innite square well, suh that TR = 80Tcl. The distribution of
oeients is Gaussian, with n¯ = 40 and σn = 2. For the form of the square well that I am using,
see Setion A.1.1.
Figure 2.2: ‖Ψ‖2 for a simple harmoni osillator. The distribution of oeients is Gaussian, with
n¯ = 6 and σn = 2. For the version of the simple harmoni osillator that I am using, see Setion
A.1.2.
Figure 2.3: Plots of ‖Ψ‖2 for a partile in an innite square well at t = 0, t = TR/2, and t = TR/4.
Note that the sale is dierent for the rightmost plot  though onservation of probability shrinks
our peaks, they have the same shape as the peaks in the other two plots.
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happen at rational frations of the revival time.
2.3 Frational Revivals
We have seen the existene of revivals  times when the original wavefuntion perfetly or near-
perfetly reassembles itself. We have also seen that in at least one ase we an nd revival-like
phenomena at t≪ TR. Indeed, if we look at Figure 2.4, we might suspet that something interesting
happens at most rational frations of TR. It turns out that while perfet revivals
6
at times other
than the revival time are rather unusual, an initial wavepaket will give rise to arrays of other
pakets (whih are not, in general, idential to the original paket) at rational frations of TR. The
motivation for this is more algebrai than physial  it has to do with our ability at rational frations
of TR to group together states with the same phase. This phenomenon was treated quite denitively
in [Averbukh and Perelman, 1989℄, and the next setion will losely follow their derivation.
2.3.1 The General Case
In this setion, we will restrit ourselves to wavefuntions that an be well-approximated by the
following
7
:
Ψ(~x, t) =
∞∑
k=−∞
c(k+n¯)ψ(k+n¯) (~x) exp−2πi
(
k
t
Tcl
+ k2
t
TR
)
, k = n− n¯ (2.15)
This is a fairly large lass of problems - virtually any problem with a well-loalized distribution of
cn around some mean value n¯, and any problem in a potential with a quadrati spetrum. This
derivation makes no assumptions about the dimensionality of the problem, but does assume that
the spetrum is a funtion of only one quantum number. Though we don't believe the generalization
of these exat frational revivals, see [Loinaz and Newman, 1999℄.
6
See [Loinaz and Newman, 1999℄ for a disussion of suh revivals.
7
We apologize in advane for the lower limit on the sum, whih should only go to −n¯. The idea is that while
all the k < −n¯ terms should have weightings of exatly zero, we an make the approximation that their weighting
oeients are very small. For somee sums and integrals these limits will greatly simplify our alulation. We've also
dropped the leading exp (−2πiEn¯t) term, as it has no impat on the relative phase of the various eigenfuntions and
thus no physial signiane.
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Figure 2.4: Frational revivals in the innite square well. Our initial wavefuntion is a Gaussian
paket, entered on x = L/2, with σx = 0.003L. The symmetry of our wavepaket allows it to have
a full revival (modulo an overall phase fator) at t = TR/8. At times below that, though, we should
be able to ount the frational revivals.
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to more variables to be partiularly problemati, we have not onsidered it here.
We will look at the wavefuntion at rational frations of the revival time, t = pqTR, where
p, q ∈ Z and p and q are relatively prime8. At suh times we might expet that the t/TR terms in
the time evolution will redue to some set of rational numbers, and that many values of k will have
the same phase ontributions. We will begin by looking only at exat times, but will nd that our
result is also a good approximation at t = pqTR +∆t.
If we now dene
φk =
p
q
k2 mod 1, (2.16)
whih haraterizes the deviation in phase of eah eigenfuntion from lassial osillation, we an
write
Ψ(~x, t =
p
q
TR) =
∞∑
k=−∞
ckψx(~x) exp
(
−2πi
(
k
p
q
TR
Tcl
+ φk
))
. (2.17)
Now, onsider the onditions for some of these phases to math. If we an ollet the terms of the
sum into a handful of equivalene lasses (dening two terms as equivalent when they have idential
φk), we an turn the innite sum over k into a nite sum over another variable
9
. This is a question
about the periodiity of φk whih an be easily answered. We are looking for the minimal l suh
that p, q ∈ Z and for all k,
φk = φk+l
p
q
k2mod 1 =
p
q
(k + l)2 mod 1. (2.18)
This leads us to two onditions on l,
2pl
q
∈ Z, (2.19)
pl2
q
∈ Z. (2.20)
8
This relatively prime business is going to fore the set of revivals that we an resolve to t a Farey sequene. For
more on this, see Appendix B or [Harter, 2001℄ or [Weisstein, 1999℄.
9
Well, that nite sum is itself over another innite sum, but sine when did you get something for nothing?
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There are two important solutions to Equation 2.19, l = q and l = q/2. Our task is to nd out
when the l = q/2 is onsistent with 2.20, and when the minimal value of l is just q. There are three
ases here for us to onsider,
Case 1: q is odd
For odd q, l = q. While l = q/2 would satisfy Equation 2.19, q/2 is not an integer, as we require.
Case 2: q ontains more than one power of 2
When q ontains more than one power of 2, l = q/2. This obviously satises Equation 2.19, and
Equation 2.20 redues to pq/4 ∈ Z, whih is also true.
Case 3: q ontains only one power of 2
If q ontains only one power of 2, l = q. While l = q/2 satises Equation 2.19, it does not satisfy
Equation 2.20. That would require that pq/4 ∈ Z, but sine p and q are relatively prime, p must
be odd, and by assumption q/4 is half-integer.
We have established that φk is periodi, and we will be able to turn our sum over k into a sum
with l terms. Note that if we were to onsider times that were not rational frations of TR, we
would be able to group the phase ontributions from the k2 term. With this relationship in hand,
we may make a guess about how we may rewrite the wavefuntion. Let us rst dene
Ψcl(~x, t) =
∞∑
k=−∞
ckψk(~x) exp
(
−2πik t
Tcl
)
, (2.21)
a version of the wavefuntion with the dispersion terms removed. We postulate that we an then
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write the wavefuntion as a weighted sum of time-slies
10
of Ψcl,
Ψ
(
~x, t =
p
q
TR
)
=
l−1∑
s=0
asΨcl
(
~x,
p
q
TR +
s
l
Tcl
)
. (2.22)
We will now demonstrate that Equation 2.22 is valid by expliit onstrution of the oeients as.
First, we plug Equation 2.21 into Equation 2.22,
Ψ(x, t =
p
q
TR) =
l−1∑
s=0
asΨcl
(
~x, t+
s
l
Tcl
)
=
l−1∑
s=0
as
∞∑
k=−∞
ckψk(~x) exp
(
−2πik t+ (s/l)Tcl
Tcl
)
=
∞∑
k=−∞
ckψk(~x) exp
(
−2πik t
Tcl
) l−1∑
s=0
as exp
(
−2πis
l
k
)
. (2.23)
We now ompare the result with Equation 2.17 and arrive at the ondition
exp (−2πiφk) =
l−1∑
s=0
as exp
(
−2πis
l
k
)
, (2.24)
for k = 0, 1, ..., l − 1.
We now need to nd an expliit expression for the onstants as. If we multiply Equation 2.24
by exp
(
2πiml k
)
, where m is an integer, and sum over k, we an use the ompleteness relation of
the Fourier sum to extrat the oeient:
10
Reall that the rational numbers form a dense subset of the real numbers. This means that we an approximate
the wavefuntion arbitrarily well at any value of t with slies of Ψcl, whih in turn implies that the set of time slies
of Ψcl taken at rational times form a basis for the Hilbert spae of a partiular problem. This was rst observed in
[Aronstein and Stroud, 1997℄.
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l−1∑
k=0
e−2πi(φk−
m
l
k) =
l−1∑
k=0
l−1∑
s=0
ase
−2πi s−m
l
k
= l
l−1∑
s=0
asδs,m, (2.25)
am =
1
l
l−1∑
k=0
e−2πi(φk−
m
l
k). (2.26)
We have onstruted the as, but we an rewrite equation (2.26) in a form more onduive to
omputation. First, we dene how we will step through the possible values of m:
m′ = (m+ 2
pl
q
) mod l. (2.27)
With this in plae, we are prepared to derive the following:
am′ exp
(
−2πi
(
m
l
+
p
q
))
=
1
l
exp
(
−2πi
(
m
l
+
p
q
)) l−1∑
k=0
exp
(
−2πi
(
p
q
k2 − m
l
k − p
q
2k
))
=
1
l
l−1∑
k=0
exp
(
−2πi
(
p
q
(k − 1)2 − m
l
(k − 1)
))
, (2.28)
from whih, shifting the summation index by 1, exploiting the periodiity of φk, and rearranging
the equation for onveniene, we onlude
am′ = ame
2πi
(
m
l
+ p
q
)
. (2.29)
It is easily onrmed that when q is odd or ontains more than one power of 2, the am's with
m = l and m = 2plq will have opposite parity, and all of the am will have the same modulus. When
q ontains only one power of two, both am for m = l and m = 2
pl
q will be even, and the oeients
with even and odd indies will have dierent moduli. As it happens, the oeients with even
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indies are all zero.
Now, let us ompare our result with the atual wavefuntion at t = pqTR + ∆t. The atual
wavefuntion is
Ψ
(
~x,
p
q
TR +∆t
)
=
∞∑
k=−∞
ckψk(~x) exp−2πi
(
p
q
TR
Tcl
k +
∆t
Tcl
k +
p
q
k2 +
∆t
TR
k2
)
. (2.30)
Using Equations 2.23 and 2.24, we nd that
Ψ
(
~x, t =
p
q
TR +∆t
)
=
l−1∑
s=0
asΨcl
(
~x,
p
q
TR +∆t+
s
l
Tcl
)
(2.31)
=
∞∑
k=−∞
l−1∑
s=0
as exp
(
−2πis
l
k
)
ckψk(~x) exp−2πi
(
p
q
TR
Tcl
k +
∆t
Tcl
k
)
(2.32)
=
∞∑
k=−∞
ckψk(~x) exp−2πi
(
p
q
TR
Tcl
k +
∆t
Tcl
k +
p
q
k2
)
, (2.33)
whih will be a good approximation so long as k∆t/TR ≪ ∆t/Tcl, where we must onsider the largest
relevant k. This is, perhaps, a loser orrespondene than we should really expet  remember that
at the start of this derivation we only required that our rewriting of the wavefuntion be equivalent
to it at t = (p/q)TR.
We may ask what this means for ‖Ψ‖2. At a rational fration of the revival time, we have
∥∥∥∥Ψ
(
x, t =
p
q
TR
)∥∥∥∥
2
=
l−1∑
s,z=0
asa
∗
zΨcl
(
~x,
p
q
TR +
s
l
Tcl
)
Ψ∗cl
(
~x,
p
q
TR +
z
l
Tcl
)
, (2.34)
a produt of several time-slies of Ψcl. In ases where we didn't have a well-dened wavepaket
to begin with, or in the ase where Ψcl doesn't preserve this wavepaket, we should not expet
disernible frational revivals. However, to the extent that eah slie of Ψcl ontains a peak that
has no signiant overlap with any of the other time-slies in question, the ross-terms in the sum
will make a negligible ontribution and we will have several well-dened wavepakets - a frational
revival. To see this, onsult Figure 2.4, where you should be able to ount the frational revivals.
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Of ourse, we have (as of yet) no guarantee that Ψcl is really free of dispersion, or that wavepak-
ets really follow their lassial paths. Though we have attahed the label of lassial to Ψcl and
Tcl, we have yet to prove anything about them  that will have to wait for Setion 5.5, when we've
developed a tehnique for analyzing interferene in quantum arpets. Before then, though, we an
present some highly suggestive pitures, Figures 2.5 and 2.6.
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Figure 2.5: V (αr) (above) and ‖Ψcl‖2 (below) for a partile in the Pöshl-Teller potential (see
Appendix A). The dotted line in the above plot indiates En¯, in the lower plot they indiate four
dierent lassial paths of energy En¯. The Pöshl-Teller potential has a purely quadrati spetrum.
For more details on it, see Setion A.2.3.
Figure 2.6: V (αx) (above) and ‖Ψcl‖2 (below) for a partile in the Morse potential (see Appendix
A). The dotted line in the above plot indiates En¯, in the lower plot they indiate four dierent
lassial paths of energy En¯. The Morse potential has a purely quadrati spetrum. For more details
on it, see Setion A.2.1.
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2.3.2 A Closer Look at Ψcl and am
If you take a moment to write down the partiular am for some p/q, you will nd that all values in
question appear twie
11
. For example, at p/q = 1/5 we nd
a0 = a0, (2.35)
a2 = a0 exp
(
−2πi1
5
)
, (2.36)
a4 = a0 exp
(
−2πi4
5
)
, (2.37)
a1 = a0 exp
(
−2πi4
5
)
, (2.38)
a3 = a0 exp
(
−2πi1
5
)
. (2.39)
Of ourse, we an nd a reason for this. Let us suppose that from Equation 2.27 we an onstrut a
funtion m(n) suh that m(0) ≡ 0 and m(−n) ≡ m(l−n). If this is true, we an further simplify our
expression for frational revivals. Obviously, m(n) would depend on whether l was odd, a multiple
of more than one power of two, or an odd multiple of two, so we will have to perform this analysis
for three dierent ases. Fortunately, the proof that these am's ome in pairs follows the same
outline in eah ase. First, we will onrm that (m(n) +m(−n)) mod l = 0, whih will tell us
that am(n) and am(−n) onnet Ψcl (~x, t+∆t) and Ψcl (~x, t−∆t) (see Equation 2.22). Seond, we
will prove that am(n) = am(−n), to see if we ould further simplify the sum in Equation 2.22. This
is to be done by indution - sine am(0) = am(−0), if am(n) = am(−n) implies am(n+1) = am(−n−1)
then am(n) = am(−n) for all n.
From Equation 2.29, we know that
am(n+1) = am(n) exp 2πi
(
m(n)
l
+
p
q
)
, (2.40)
11
While the expliit examples that they alulated reeted the results of this setion, Averbukh and Perelman did
not state or use them.
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and if we hange the sign of n and shift the indies by one we an rearrange this to read
am(−n−1) = am(−n) exp−2πi
(
m(−n− 1)
l
+
p
q
)
. (2.41)
Using our indutive hypothesis, am(n) = am(−n), we need only show that
−m(−n− 1)
l
=
m(n)
l
+ 2
p
q
. (2.42)
If all of this holds, we an dene
h ≡


l−1
2 , l odd,
l
2 , l even,
(2.43)
and rewrite Equation 2.22 as
Ψ
(
~x, t =
p
q
TR
)
=
h∑
s=0
as
(
Ψcl
(
~x,
p
q
TR +
s
l
Tcl
)
+Ψcl
(
~x,
p
q
TR − s
l
Tcl
))
. (2.44)
Let's examine the three ases:
Case 1: q is odd
If q is odd, then l = q, and m′ = (m+ 2p) mod q, from whih we an dedue
m(n) = 2pn mod q, (2.45)
am(n) = a0 exp 2πi
(
n
p
q
+
n−1∑
N=0
2pn mod q
q
)
. (2.46)
The denition m(−n) ≡ −2pn mod q is onsistent with our ondition that m(−n) = m(l − n).
Moreover, under this denition m(n) + m(−n) = 0, satisfying our rst ondition. Turning our
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attention to Equation 2.42, we see that
−m(−n− 1)
l
=
−(−2pn− 2p) mod q
q
=
2pn
q
mod q +
2p
q
=
m(n)
l
+ 2
p
q
, (2.47)
and our theorem holds.
Case 2: q ontains more than one power of 2
If q ontains more than one power of 2, then l = q/2, and m′ = (m + p) mod q/2. We may then
say that
m(n) = pn mod q/2, (2.48)
am(n) = a0 exp 2πi
(
n
p
q
+
n−1∑
N=0
pn mod q/2
q/2
)
. (2.49)
The denition m(−n) ≡ −pn mod q/2 is onsistent with our ondition that m(−n) = m(l − n).
Moreover, under this denition m(n) + m(−n) = 0, satisfying our rst ondition. Turning our
attention to Equation 2.42, we see that
−m(−n− 1)
l
=
−(−pn− p) mod q
q/2
=
pn
q/2
mod q +
2p
q
=
m(n)
l
+ 2
p
q
, (2.50)
and our theorem holds again.
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Case 3: q ontains only one power of 2
If q ontains only one power of two, then again l = p. The priniple dierene from the q-odd ase
is that a0 = 0, while a1 is non-zero. The proof in the q-odd ase holds for the odd m, while for even
m, am = 0, and we may easily dene al−m = 0. Thus our theorem holds in this nal ase.
2.3.3 The Innite Square Well
Equation 2.44 is partiularly useful when we an nd some onnetion between the paired slies
of Ψcl. The eigenfuntions of the innite square well are harmoni funtions, partiularly easy to
ombine with the time evolution term in both Ψ and Ψcl. Perhaps the rst thing to do is plot a
partiular example  Figure 2.7 shows what looks like two wave pakets bouning o the walls of
the well.
Figure 2.7: Ψcl for a roughly Gaussian spatial distribution, entered at x = a/3.
We start out from equation (2.21) and ll in the speis of the problem:
Ψcl(x, t) =
∞∑
k=−∞
c(k+n¯)
√
2
L
sin
(
(k + n¯)π
L
x
)
exp
(
−2πik t
Tcl
)
. (2.51)
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We then rewrite the sine terms as a sum of exponentials,
Ψcl(x, t) =
∞∑
k=−∞
ck
√
2
L
i
2
(
exp
(
i
kπ
L
x
)
− exp
(
−ikπ
L
x
))
exp
(
−2πik t
Tcl
)
=
∞∑
k=−∞
ck
√
2
L
i
2
(
exp i
kπ
L
(
x− 2L
Tcl
t
)
− exp−ikπ
L
(
x+
2L
Tcl
t
))
=
∞∑
k=−∞
ck
√
2
L
1
2
(
sin kπL
(
x− 2LTcl t
)
+ sin kπL
(
x+ 2LTcl t
)
+i cos kπL
(
x− 2LTcl t
)
− i cos kπL
(
x+ 2LTcl t
))
.
(2.52)
Note that
2L
Tcl
is the veloity assoiated with lassial motion in the square well. If we plug in
t = pqTR ± sl Tcl, we nd that we an rewrite the arguments of the trigonometri funtions as(
x+ 2Lpq
TR
Tcl
)
± 2L sl . Now, inserting Equation 2.52 into Equation 2.44, we nd
Ψ(~x, t =
p
q
TR) =
h∑
s=0
as
∞∑
k=−∞
ck
√
2
L
(
sin
kπ
L
(
x− 2L
Tcl
s
l
Tcl
)
+ sin
kπ
L
(
x+
2L
Tcl
s
l
Tcl
))
=
h∑
s=0
as (Ψ(x−∆xs, 0) + Ψ(x+∆xs, 0)) , (2.53)
where we have dened ∆xs = 2L
s
l .
It is rather surprising that in the innite square well, at any rational fration of the revival
time, the wavefuntion an be treated as a weighted sum of translations of the initial wavefuntion.
Note that Ψ(−x, 0) = Ψ(2L − x, 0) = −Ψ(x, 0), whih ensures that eah pair of translations will
meet the boundary onditions of the square well - indeed, these translations an be thought of as
disturbanes in a dispersionless string, with the leftward (rightward) translation ontributing the
π-phase-shifted reetion of the rightward (leftward) translation.
The result that all frational revivals in the square well onsist of translated opies of the original
wavefuntion was stated but not proven in [Aronstein and Stroud, 1997℄. There, the analogy with
the dispersionless string is simply asserted, and the translations derived from that.
This impressively simple result is, of ourse, a diret onsequene of the overwhelming simpliity
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of the innite square well. That does not mean, however, that we annot gain important physial
insight from this result. We an think of Ψcl as not hanging shape during its time-evolution beause
there are no features on the bottom of the well. We might then guess that the degree of dispersion,
and thus the degree to whih the frational revivals do not resemble the original wavepaket, depends
on the features of the potential.
2.3.4 A Final Note on Ψcl
Obviously, Ψcl does not satisfy the Shrödinger equation  an we nd a similar equation that it
does satisfy? We an examine a few derivatives, and see if we an reonstrut something analogous
to the Shrödinger equation. First, referring to equation 2.21, dening E ≡ |E ′¯n|we an alulate
the following derivatives:
∂Ψcl
∂t
=
∑
k
ckψk (−iEk) e−iEkt (2.54)
∂2Ψcl
∂x2
=
∑
k
ck
∂2ψk
∂x2
e−iEkt. (2.55)
Invoking the Time-Independent Shrödinger Equation, Ekψk = −∂
2ψk
∂t2
+ V ψk, we an nd
∂2Ψcl
∂x2
=
∑
k
ck (V − Ek)ψke−iEkt
= VΨcl −
∑
k
ckEkψke
−iEkt
= VΨcl − i∂Ψcl
∂t
−
∑
k
ck (Ek − Ek)ψke−iEkt, (2.56)
whih we an rearrange to the following Shrödinger-like equation:
i
∂Ψcl
∂t
= −∂
2Ψcl
∂x2
+ VΨcl −
∑
k
ck (Ek − Ek)ψke−iEkt. (2.57)
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Brief examination of Equation 2.57 should reveal why this did not prove to be a suessful vein of
analysis. We have lost linearity, one of the most attrative features of the Shrödinger equation.
2.4 Summary
One of the prinipal dierenes between lassial and quantum mehanis is that quantum systems
have more than one time sale. Beause of this, we an nd many interesting phenomena in their
time-evolution. In this hapter, we saw that the phenomenon of full and frational revivals are quite
general onsequenes of weighted sums of omplex exponentials. We have also seen that we an
express frational revivals of a wavefuntion as a weighted sum of a lassiized wavefuntion, Ψcl 
regardless of the original spetrum, we give Ψcl a linear spetrum, greatly simplifying its evolution.
A new relationship between the weighting oeients in that sum, am and a−m, was proved, leading
to a proof that frational revivals in the innite square well are simply translations and reetions
of the original wavefuntion.
Chapter 3
Quantum Beats
The objet of onsideration in this hapter
1
is a weighted sum of exponentials,
f(t) =
∑
n
Pne
iE(n)t. (3.1)
As one might expet, these sorts of sums exhibit revival phenomena just as in the previous hapter,
when the Pn were funtions. In the literature, this sort of sum is said to produe quantum beats,
and they are important beause many laboratory measurements are of signals that an be written
in this form  for example, the uoresene of an ensemble of atoms, eah exited to one of a few
almost identitial energy levels. This is a useful enough phenomenon to have given rise to tehniques
suh as quantum beat spetrosopy
2
. Beause this is eetively a zero dimensional problem, there
are fewer dynamial features for us to onsider. Beause of the weighted exponential form, we will
see revivals and frational revivals. What is interesting about this ase is that we will not only note
that they exist, but nd a way to haraterize how long the smooth revivals live before dephasing.
As in the previous hapter, we are primarily interested in distributions of the weighting onstants
Pn entered around some mean value, n¯, with spread ∆n, suh that 1≪ ∆n≪ n¯. In that ase we
1
Our treatment of quantum beats is based largely on that in [Leihtle et al., 1996b, Leihtle et al., 1996a℄.
2
For more on the experimental aspets of quantum beats, see [Silverman, 1995℄.
36
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an dene k = n− n¯, perform a Taylor expansion of E(n) around n¯, and dene
2π
Tj
=
E(j)(n¯)
j!
, (3.2)
we an write f(t) as follows:
f(t) = exp (iEn¯t)
∑
k
Pn¯+k exp 2πi
(
t
T1
k +
t
T2
k2 +
t
T3
k3 + ...
)
. (3.3)
Heneforth, we will ignore the leading phase term, as it has no impat on ‖f(t)‖2. Note that the Tj
are not neessarily positive. When we interpret them as harateristi time sales, we will onsider
their absolute values, but allowing them to be negative simplies our formalism. We will use this
form of f(t) for the remainder of this hapter. For examples of two dierent sets of Pn, one a
Gaussian distribution and the other a top hat distribution, both with T2/T1 = 200, see Figures
3.1 and 3.2 . These spei examples will be treated in detail later in this hapter.
3.1 The Early Phase of the Evolution
The onveniene introdued by onsidering Pn instead of ψn(x) is that we an use the Poisson
summation formula to reast the sum in Equation 3.3 as a sum of time-separated signals. The
Poisson summation formula
3
is
∞∑
l=−∞
∫ ∞
−∞
g(k) exp(−2πilk)dk =
∞∑
k=−∞
gk, (3.4)
where g(k) is an arbitrary ontinuous funtion suh that g(k) = gk. Using this formula, we an
rewrite Equation 3.3 as
f(t) =
∞∑
l=−∞
∫ ∞
−∞
dkP (k) exp 2πi
((
t
T1
− l
)
k +
t
T2
k2 +
t
T3
k3 + ...
)
, (3.5)
3
For a derivation, see [Courant and Hilbert, 1953℄.
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Figure 3.1: A Gaussian distribution of the Pk, with T2/T1 = 200 and σn = 8. In the plot of the
early evolution, by Equation 3.29 dephasing should our at t ≈ 3.125T1.
Figure 3.2: A Gaussian distribution of the Pk, with T2/T1 = 200 and N = 8. In the plot of the
early evolution, by Equation 3.53 dephasing should our at t ≈ 3.125T1.
CHAPTER 3. QUANTUM BEATS 39
where we interpret eah integral term as a signal in time. Of ourse, this only onstitutes a useful
simpliation when eah integral term has a width in time that is less than the distane from its
neighboring signals. Also note that our hoie of P (k) has a signiant impat on the tratability of
the integral. Fortunately, the only restrition on P (k) imposed by the Poisson summation formula
is that it be ontinuous and that P (k) = Pk.
3.2 Frational Revivals
It would be surprising if we were not able to ombine our use of the Poisson summation formula
in the previous setion with the frational revival tehnique of the previous hapter. As there, we
might begin by assuming that it is the inuene of T2 that will dominate most of the behavior
beyond the sale of T1. Our denition of a frational revival must hange a bit  here we mean the
appearane of smooth osillation at times less than T2. To that end, we will start near a time that
is an integer multiple of T1 and also lose to a rational fration of T2,
tp/q ≡ lT1 +∆t =
p
q
T2 + ǫp/qT1 +∆t. (3.6)
Note that
∣∣ǫp/q∣∣ ≤ 1/2. At t = tp/q we an rewrite Equation 3.3 as follows:
f
(
t = tp/q
)
=
∞∑
k=−∞
Pn¯+k exp 2πi
(
p
q
k2
)
exp 2πi
(
∆t
T1
k +
(
ǫp/q +
∆t
T1
)
T1
T2
k2 +
(
l +
∆t
T1
)
T1
T3
k3 + ...
)
.
(3.7)
If we dene
wk = exp 2πi
(
p
q
k2
)
, (3.8)
sk (∆t) = Pn¯+k exp 2πi
(
∆t
T1
k +
(
ǫp/q +
∆t
T1
)
T1
T2
k2 +
(
l +
∆t
T1
)
T1
T3
k3 + ...
)
, (3.9)
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we an rewrite the sum as
f
(
t = tp/q
)
=
∞∑
k=−∞
wksk (∆t) . (3.10)
Note that wk, the weighting fator, is related to φk (Equation 2.16) from the previous hapter 
wk = exp (−2πi)φk. In analogy with that, we dene
j =


q, q ontains one or zero powers of 2,
q
2 , q ontains more than one power of 2,
the minimum period for wk, just as we dened l, the minimum period of φk in Setion 2.3. Sine
we an write wk = wk+mj , where m is an integer, we an use the formula
∞∑
k=−∞
ak =
j−1∑
r=0
∞∑
m=−∞
ar+mj (3.11)
to simplify the sum in Equation 3.10. The periodiity of wk lets us extrat the weighting fator,
and rewrite Equation 3.10 as
f
(
t = tp/q
)
=
j−1∑
r=0
wr
∞∑
m=−∞
sr+mj (∆t) . (3.12)
This is a form to whih we an apply the Poisson summation formula,
f
(
t = tp/q
)
=
j−1∑
r=0
wr
∞∑
k=−∞
∫ ∞
−∞
s (r +mj,∆t) exp (−2πimk) dm, (3.13)
where s (r +mj,∆t) is, again, a ontinuous extension of sr+mj (∆t)
4
. This is still not so simple a
form as we might like, so we introdue a hange of variables, x = r +mj, and nally omplete our
4
We just applied the Poisson summation formula to a sum of funtions instead of a simple sum. Fortunately, we
an think of eah ∆t as indexing a separate sum, and thus what we have done is a shorthand for applying the Poisson
summation formula to a large (unountably innite) number of dierent sums.
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serious manipulations,
f
(
t = tp/q
)
=
1
j
j−1∑
r=0
wr
∞∑
k=−∞
exp
(
2πi
r
j
k
)∫ ∞
−∞
s (x,∆t) exp
(
−2πix
j
k
)
dx. (3.14)
We may, of ourse, rearrange some of these terms in order to make this equation look like more of
an improvement over Equation 3.7. We may group all of the time-independent terms together into
one new weighting oeient,
Wk =
1
j
j−1∑
r=0
exp 2πi
(
r2
p
q
+ r
k
j
)
, (3.15)
and a time-dependent term,
Sk (∆t) =
∫ ∞
−∞
dxP (n¯+ x) exp 2πi
((
∆t
T1
− k
j
)
x+
(
ǫp/q +
∆t
T1
)
T1
T2
x2 +
(
l +
∆t
T1
)
T1
T3
x3 + ...
)
,
(3.16)
and arrive at our nal form for this sum,
f
(
t = tp/q
)
=
∞∑
k=−∞
WkSk (∆t) . (3.17)
The form of Sk (∆t) should evoke the integral in Equation 3.5. In fat, it arises by making the
substitutions
(
t
T1
− l
)
→
(
∆t
T1
− k
q
)
, (3.18)
t
T2
→
(
ǫp/q +
∆t
T1
)
T1
T2
, (3.19)
t
Tj
→
(
l +
∆t
T1
)
T1
Tj
, j ≥ 3. (3.20)
Where the original solutions are entered on t/T1 = −l, the frational revivals are entered on
∆t/T1 = k/q, and the T2 and Tj terms are shifted relative to the T1 term, though, due to the
CHAPTER 3. QUANTUM BEATS 42
hierarhy |T1| ≪ |T2| ≪ |T3| ≪ ..., the shifting should be small. Beause of this, the frational
revivals should look very muh like the early evolution, further justifying our alling them Frational
revivals. That one is able to arrive at the equations for the frational revivals just by making
substitutions, without doing any new integrals, is quite a omputational niety. Finally, note that
though eah Sk onstitutes a frational revival, as in the previous setion these frational revivals
are only distinguishable when they don't overlap signiantly.
3.3 A Speial Case: The Gaussian Distribution
The integral that will be used heavily in this subsetion is
∫ ∞
−∞
e−ax
2+bx =
√
π
a
eb
2/4a, Re {a} > 0. (3.21)
We will dene P (x) to be
P (x) =
1√
2π∆n2
exp
[
−(x− n¯)
2
2∆n2
]
, (3.22)
a Gaussian distribution of Pn. In order to simplify the integrals, we will assume
5 Tj =∞, for j ≥ 3.
5
For a treatment of a Gaussian distribution of oeients with non-innite time sales T1, T2, and T3, see
[Leihtle et al., 1996b℄. The solutions are in terms of Airy funtions, and while the results are quite interesting,
plenty of interesting results ome from an ase with just two time sales.
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3.3.1 Early Evolution
We are able to evaluate the integral in Equation 3.5, sine it is a produt of two Gaussian funtions:
=
∫ ∞
−∞
dk
1√
2π∆n2
exp
(
− k
2
2∆n2
)
exp 2πi
((
t
T1
− l
)
k +
t
T2
k2
)
=
∫ ∞
−∞
dk
1√
2π∆n2
exp
(
2πi
(
t
T1
− l
)
k −
(
−2πi t
T2
+
1
2∆n2
)
k2
)
=
1√
2π∆n2
√
π
−2πi tT2 + 12∆n2
exp

 −4π2
(
t
T1
− l
)2
4
(
−2πi tT2 + 12∆n2
)


=
1√
1− 4πi∆n2t/T2
exp
(
− 2π
2∆n2
1− 4πi∆n2t/T2
(
t
T1
− l
)2)
. (3.23)
We an write this as a produt of two Gaussians, one of real and one of imaginary argument, by
rewriting the argument of the exponential,
a
1− bi =
a
1 + b2
+
abi
1 + b2
, (3.24)
2π2∆n2
1− 4πi∆n2t/T2 =
2π2∆n2
1 + 16π2∆n4t2/T 22
+ i
8π3∆n4t/T2
1 + 16π2∆n4t2/T 22
, (3.25)
dening the (time-dependent) widths,
σ2r(t) =
1
2
[
1
2π2∆n2
+ 8∆n2
t2
T 22
]
, (3.26)
σ2i (t) =
1
2
[
1
8π3∆n4t/T2
+
2
π
t
T2
]
, (3.27)
and writing f(t) as
f(t) =
∞∑
l=−∞
1√
1− 4πi∆n2t/T2
exp

−
(
t
T1
− l
)2
2σ2r (t)

 exp

−i
(
t
T1
− l
)2
2σ2i (t)

 . (3.28)
Equation 3.28 holds exatly so long as our assumptions are true (note that a Gaussian distribu-
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tion of oeients is always going to be trunated, so long as there is some minimum n, introduing
an error funtion). f(t) onsists of a sum of Gaussian pakets separated in time and expanding as
time inreases, multiplied by a phase fator. These Gaussian pakets begin to interfere signiantly
when their widths beomes omparable to their separation, 2× 2σr(t) = 1,
4√
2
√
1
2π2∆n2
+ 8∆n2
t2
T 22
= 1,
16∆n2
(
t
T2
)2
=
1
4
− 1
π2∆n2
,
t
T2
=
1
8∆n
√
1− 1
π2∆n2
,
t
T1
=
T2
T1
1
8∆n
√
1− 1
π2∆n2
≈ T2
T1
1
8∆n
(
1− 1
2π2∆n2
)
, ∆n≫ 1. (3.29)
Notie that this dephasing time is roughly proportional to 1/∆n. If we then write ∆t ≈ T2/2∆n as
the unertainty of this state in time and onsider
∆E = ~ (E (n¯+∆n)−E (n¯ = ∆n))
= 2π~
(
2∆n
T1
+
4n¯∆n
T2
)
= 4π~∆n
(
1
T1
+
2n¯
T2
)
, (3.30)
as the unertainty in energy, than we have reovered an unertainty relation,
∆t∆E ≈ 2π~
(
T2
T1
+ 2n¯
)
. (3.31)
I believe this unertainty relation to be related to one of the same form that appears in textbooks
on quantum mehanis
6
. There, ∆t is the time it takes for the expetation value of an observable to
hange by one standard deviation  a measure of how long it takes a system to hange substantially.
6
See, for example, [Griths, 1995, 112-114℄.
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What we are measuring here is not stated in terms of observables, but it is a way of measuring how
long it takes our signal to undergo an important, qualitative hange.
3.3.2 Frational Revivals
Fortunately, to onsider the ase of frational revivals we need only apply Equations 3.18 and 3.19
to Equations 3.28. Doing this, we nd
f
(
t = tp/q
)
=
∞∑
k=−∞
1√
1− 4πi∆n2 (ǫp/q +∆t/T1)T1/T2 exp

−
(
∆t
T1
+ kq
)2
2σ2r
(
t = tp/q
)

 exp

−i
(
∆t
T1
+ kq
)2
2σ2i
(
t = tp/q
)

 ,
(3.32)
σ2r
(
t = tp/q
)
=
1
2
[
1
2π2∆n2
+ 8∆n2
(
ǫp/q +
∆t
T1
)2(T1
T2
)2]
, (3.33)
σ2i
(
t = tp/q
)
=
1
2
[
1
8π3∆n4
(
ǫp/q +∆t/T1
)
T1/T2
+
2
π
(
ǫp/q +
∆t
T1
)
T1
T2
]
. (3.34)
Unfortunately, we annot simply apply Equations 3.18 and 3.19 to Equation 3.29, as the separation
between peaks is no longer 1, but 1/q. Instead, we require 2σr
(
t = tp/q
)
= 1/q. This leads us to
the dephasing ondition
4√
2
√
1
2π2∆n2
+ 8∆n2
(
ǫp/q +
∆t
T1
)2(T1
T2
)2
=
1
q
,
16∆n2
(
ǫp/q +
∆t
T1
)2(T1
T2
)2
=
1
4q2
− 1
π2∆n2
,(
ǫp/q +
∆t
T1
)
=
T2
T1
1
8∆n
√
1
q2
− 1
π2∆n2
,(
ǫp/q +
∆t
T1
)
=
T2
T1
1
8∆n
1
q
√
1− 1
q2π2∆n2
≈ 1
q
T2
T1
1
8∆n
(
1− 1
2q2π2∆n2
)
, ∆n≫ 1.(3.35)
Comparing Equations 3.35 and 3.29, we see that for a frational revival at t = tp/q, we will see
almost exatly the same time evolution we saw at early times, ontrated by a fator of 1/q. Refer
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again to Figure 3.1 if you don't believe us.
3.4 A Speial Case: The Flat Distribution
The integral that will be used heavily in this subsetion is
∫ N
−N
e−ax
2+bx =
√
π
a
eb
2/4a 1
2
(
Erf
(
2aN + b
2
√
a
)
+ Erf
(
2aN − b
2
√
a
))
, (3.36)
the integral of a Gaussian trunated at ±N , where Erf (x) is the error funtion7, dened as
Erf (x) =
2√
π
∫ x
0
e−t
2
dt. (3.37)
Erf is odd, Erf (0) = 0, Erf (∞) = 1. From this we an onlude that as N beomes large, the error
funtion term should go to one. We will dene the top hat distribution P (x) to be
P (x) =


1, |x− n¯| ≤ N,
0, |x− n¯| > N,
(3.38)
whih desribes a at distribution of width 2N entered around n¯. This is an interesting ase for
several reasons. First, it is the other obviously integrable ase, along with the Gaussian ase. It is
also an example of a distribution with sharply limited extent in n-spae, unlike the Gaussian. It is,
in a sense, the most un-Gaussian of loalized distributions. Finally, if we study limN→∞, we an
gain some understanding of an ultra-loalized spatial distribution
8
As in the previous example, in
order to simplify the integrals, we will assume Tj =∞ for j ≥ 3.
7
For a disussion of Erf, see either the more traditional [Abramowitz and Stegun, 1965℄ or the hip and modern
[Wolfram, 2002℄.
8
Remember that our ultimate goal is to relate these results to quantum mehanis problems, and we would expet
that a broad distribution in energy-spae would orrespond to a narrow distribution in position-spae. While in
doing this problem we will break a great number of mathematial rules. P (x) is not ontinuous, as the Poisson
summation formula demands, whih asts a shadow on any analysis that we do. Studying limN→∞ has us impliitly
using negative energies, and if we were to try this in quantum mehanis we would have a non-normalizable state
that probably wasn't dierentiable, and thus not even a solution to the Shrödinger Equation. All the same, we an
hope through this savagery to gain some physial insight.
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3.4.1 Early Evolution
As above, we are able to evaluate the integral in Equation 3.5, sine it is a trunated Gaussian
funtion:
f(t) =
∫ N
−N
dk
1√
2πN2
exp
((
t
T1
− l
)
2πik + 2πi
t
T2
k2
)
=
1√
2πN2
√
π
−2πit/T2 exp

−4π2
(
t
T1
− l
)2
8πit/T2

 1
2
(
Erf
(
−4πi t
T2
N+2πi
(
t
T1
−l
)
2
√
−2πit/T2
)
+Erf
(
−4πi t
T2
N−2πi
(
t
T1
−l
)
2
√
−2πit/T2
))
.
(3.39)
We an simplify the arguments of the error funtions,
−4πi tT2N ± 2πi
(
t
T1
− l
)
2
√
−2πit/T2
=
1
2
√−i
√
2π
t
T2
(
2N ∓ T2
t
(
t
T1
− l
))
, (3.40)
and reognize the sum of error funtions, whih shape the wave paket for a given l, as being of the
form
Erf (αφ(A − x)) + Erf (αφ(A + x)) , (3.41)
where
φ =
√−i, (3.42)
α =
√
π
2
t
T2
, (3.43)
A = 2N, (3.44)
x =
T2
t
(
t
T1
− l
)
. (3.45)
From here, it is helpful to rst examine Figures 3.3 and 3.4 , plots of Erf (φx) and Erf (−φx). These
suggest that if we are to study the modulus of Equation 3.39, that we would do well to onsider the
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Figure 3.3: Re {Erf (φx)}, x ∈ [−10, 10].
Figure 3.4: Im {Erf (φx)}, x ∈ [−10, 10].
real and imaginary parts separately. Doing this, we nd
‖Erf (αφ(A− x)) + Erf (αφ(A+ x))‖2 = ‖Erf (αφ(A − x))‖2 + ‖Erf (αφ(A + x))‖2+
Erf (αφ(A− x))Erf (αφ∗(A+ x))+
Erf (αφ∗(A− x))Erf (αφ(A+ x))
= Re {Erf (αφ(A − x))}2 + Im {Erf (αφ(A− x))}2+
Re {Erf (αφ(A + x))}2 + Im {Erf (αφ(A+ x))}2+
2Re {Erf (αφ(A− x))}Re {Erf (αφ(A+ x))}+
2Im {Erf (αφ(A − x))} Im {Erf (αφ(A+ x))} .
(3.46)
Here we see that, roughly, Im {Erf (φx)} = 0 + ǫ(x) and Re {Erf (φx)} = Sign(x) (1 + ǫ′(x)), where
ǫ(x) and ǫ′ (x) are funtions that desribe the osillations. Obviously, both ǫ(x) and ǫ′(x) derease
as |x| inreases. We an then observe that in the region x < −A, the ontribution from Re terms
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in Equation 3.46 are roughly
= Re {Erf (αφ(A+ x))}2 + Re {Erf (αφ(A− x))}2 + 2Re {Erf (αφ(A − x))}Re {Erf (αφ(A+ x))}
=
(−1− ǫ′(x))2 + (−1)2 + 2 (−1− ǫ′(x))
≈ 1 + 2ǫ′(x) + 1− 2− 2ǫ′(x) = 0. (3.47)
The same alulation an be performed for the Im{} terms, and for x > A, thus demonstrating that
anything interesting that happens in the modulus of this sum of error funtions happens between
−A and A. Although our haraterization of the width of the pulse desribed by Equation 3.46 is
not so transparent as the standard deviation of a Gaussian urve, we an say that we have desribed
a pulse are entered on x = 0, with width 2A.
Analysis of Equation 3.40, the argument in our partiular problem, is also not so simple as it
was in the ase of the Gaussian distribution. First, let us nd the edges of our pulse  times that
satisfy x = −A and x = A, respetively, in Equation 3.46. We will dene these two times, t2 and
t1, as follows:
t1
T1
≡ l
1 + 2N T1T2
, (3.48)
t2
T1
≡ l
1− 2N T1T2
. (3.49)
Clearly, t2 − t1 denes the width of the pulse, and (t1 + t2)/2 denes its enter. If we dene the
spaing between pulses as the distane between their enters, then that spaing is
1
2
(
1
1 + 2N T1T2
+
1
1− 2N T1T2
)
=
1
1−
(
2N T1T2
)2 . (3.50)
We are now looking for the spaing for the the value of l for whih the spaing between pakets
equals the width of a paket, the value of l for whih we think the pakets will overlap enough to
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interfere substantially:
2
(
t2
T1
− t1
T1
)
=
1
1−
(
2N T1T2
)2 ,
8NlT1/T2
1−
(
2N T1T2
)2 = 1
1−
(
2N T1T2
)2 ,
l =
T2
T1
1
8N
. (3.51)
We onvert this into a time by multiplying it by T1,
t = T1l =
T2
8N
, (3.52)
and nally write
t
T2
=
1
8N
. (3.53)
As in the Gaussian ase, the time after whih our signal dephases depends on 1/N . Looking
for an unertainty relation, we have ∆t = T2/2N and, as in the Gaussian example, ∆E =
4π~N (1/T1 + 2n¯/T2)and we reover an unertainty relation,
∆t∆E = 2π~
(
T2
T1
+ 2n¯
)
, (3.54)
the same relation that we found in the Gaussian example, though in that ase the result was not
exat. If we refer to Figure 3.2, though, we nd that our dephasing time doesn't seem to fall in the
right plae. I submit that the noise between the t = 2T1 and the t = 3T1 pulses is not the dephasing
that we were looking for, as it is followed by the disernible top of the t = 3T1 pulse.
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3.4.2 Frational Revivals
Applying Equations 3.18 and 3.19 to the results of the previous setion, we nd our signal to be
f
(
t = tp/q
)
= 1
2
√
2πN2
√
π
−2πi(ǫp/q+∆t/T1)(T1/T2)
exp
(
− 4π
2
(
∆t
T1
− k
q
)2
8πi(ǫp/q+∆t/T1)(T1/T2)
)
×(
Erf
(
−4πi(ǫp/q+∆t/T1)(T1/T2)N−2πi
(
∆t
T1
− k
q
)
2
√
−2πi(ǫp/q+∆t/T1)(T1/T2)
)
Erf
(
−4πi(ǫp/q+∆t/T1)(T1/T2)N+2πi
(
∆t
T1
− k
q
)
2
√
−2πi(ǫp/q+∆t/T1)(T1/T2)
))
,
(3.55)
whih ould be simplied. More interesting is, of ourse, our dephasing ondition. The method that
we use to nd this is the same one that we used in the previous setion.
We started with our simpliation of the arguments of the error funtions, in Equation 3.40,
whih we will onvert,
1
2
√
−2πi t
T2
(
2N ∓ T2
t
(
t
T1
− l
))
→ 1
2
√
−2πi
(
ǫp/q +
∆t
T1
)(
T1
T2
)(
2N ∓
∆t
T1
− kq(
ǫp/q +∆t/T1
)
(T1/T2)
)
.
(3.56)
We now look for the roots of this,
1(
ǫp/q +∆t/T1
)
(T1/T2)
(
∆t
T1
− k
q
)
= ±2N,
∆t
T1
− k
q
= ±2N T1
T2
(
ǫp/q +
∆t
T1
)
,
∆t
T1
(
1∓ 2N T1
T2
)
=
k
q
± 2N T1
T2
ǫp/q,
∆t
T1
=
k
q ± 2N T1T2 ǫp/q
1∓ 2N T1T2
, (3.57)
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and label those roots,
∆t1
T1
≡
k
q + 2N
T1
T2
ǫp/q
1− 2N T1T2
, (3.58)
∆t2
T1
≡
k
q − 2N T1T2 ǫp/q
1 + 2N T1T2
. (3.59)
We're now interested in the width of the pulses,
(
∆t1
T1
− ∆t2
T1
)
=
4N T1T2 ǫp/q + 4N
T1
T2
k
q
1−
(
2N T1T2
)2
=
(
ǫp/q +
k
q
)
4N T1T2
1−
(
2N T1T2
)2 , (3.60)
and the spaing between pulses,
1
2
(
1/q
1− 2N T1T2
+
1/q
1 + 2N T1T2
)
=
1
q
1
1−
(
2N T1T2
)2 . (3.61)
We now nd when these are equal,
2
(
ǫp/q +
k
q
)
4N T1T2
1 +
(
2N T1T2
)2 = 1q 1
1 +
(
2N T1T2
)2 ,
k
q
=
T2
T1
1
8N
1
q
− ǫp/q, (3.62)
and see that for frational revivals as well, the dephasing time is proportional to 1/N , and dereases
as q inreases. Again, we see that the behavior near t = 0 will appear again, squished by a fator
of 1/q. In fat, this result orresponds as losely to the one in the Gaussian ase (Equation 3.35)
as our results for the early evolution did. It would appear that the priniple dierene between
the signals generated by these two dissimilar distributions is that the sharp edges of the top-hat
distribution reate the same kind of high-frequeny ringing that we would expet from a trunated
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sum of harmoni funtions.
3.5 Summary
In this hapter we studied a zero-dimensional system that exhibits quantum beats, whih is both
of experimental interest, and, due to its low dimensionality, is a nie system on whih to introdue
our Poisson summation formula tehnique. The prinipal advantage of this tehnique is that it
allows us to quantify to dephasing of an initial wavepaket. We have seen that, for quantum beats,
frational revivals are related to the early evolution of the paket by the simple substitution of a
few terms. In the spei examples that we have onsidered, a Gaussian distribution of weighting
oeients and a top hat distribution, we have disovered nearly-idential dephasing onditions.
If ∆n is the spread of the weighting oeients, then the initial dephasing time goes as T2/8∆n,
and the dephasing time for a frational revival at t = tp/q goes as T2/8∆nq, and the frational
revival has the same number of lean osillations as there were osillations near t = 0. That
these distributions are so dierent from eah other suggests that many well-loalized distributions
of oeients should demonstrate similar behavior.
Chapter 4
The Connetion Between Beats and
Carpets
One shortoming of the previous hapter is that it desribes a zero-dimensional problem whih,
while interesting, laks the spatial features that we would like to onsider. The main advantage of
the quantum beats approah is that it allows us to not only identify pseudolassial behavior at full
and frational revivals, but also to assoiate a partiular lifetime with those revivals. In both of the
examples that we onsidered we found that the lifetime of the revivals was proportional to 1/∆n, the
spread of the wavepaket in energy-spae, but two ases hardly exhausts all of the possible loalized
wavepakets. Although we ould think of revivals of a spatial wavefuntion as revivals of eah point,
we know that even a simple distribution of weighting oeients will beome ompliated when it
is ombined with the eigenfuntions evaluated at a partiular point. How, then, an we onnet
this approah with quantum arpets?
54
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4.1 Abuse of the Poisson Summation Formula
So long as we an ome up with a ontinuous extension of a set of funtions fm(~x), we have a
generalization of the Poisson summation formula,
∞∑
m=−∞
fm(~x) =
∞∑
l=−∞
∫ ∞
−∞
f(m,~x)e−2πimldm. (4.1)
Not all sets of funtions will have an obvious ontinuous extension, but we an nd extensions in
ases where our eigenfuntions are ontinuous funtions of m and ~x. So long as we are able to make
this extension, it is easy to apply the formulae derived in the previous parts of this hapter to an
n-dimensional problem, by making the substitution Pk → ckψk(~x). This is our ruial observation
in this setion, but its merit will not be lear until we have examined at least one ase.
4.2 A Speial Case: Gaussian Weighting Coeients in the Innite
Square Well
The attentive reader will have notied that the integral hiding in Equation 4.1 is a bit intimidating.
In order to be sure that it's even worth thinking about, we'll do it for the simpliest ase I an think
of  the innite square well. We'll take advantage of two harateristis of solutions to the square
well: the eigenfuntions are just sine waves, easily onverted into exponentials, and the spetrum is
quadrati in the quantum number, meaning that a Taylor expansion of the spetrum is exat and
gives just two time-sales. All of our integrals will redue to Gaussian integrals, whih we an do.
4.2.1 Algebra
For this ase, we will write our wavefuntion as
Ψ(x, t) =
√
2
L
∞∑
k=−∞
cn¯+k sin
(
n¯+ k
L
πx
)
exp−2πi
(
t
T1
k +
t
T2
k2
)
, (4.2)
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where we have set the weighting oeients to be
cn¯+k =
1√
2π∆n2
e−
k2
2∆n2 , (4.3)
and dened
T1 =
2π
2π2n¯/L2
=
L2
πn¯
, (4.4)
T2 =
2π
π2/L2
=
2L2
π
, (4.5)
T1
T2
=
1
2n¯
. (4.6)
What follows is a godawful bit of algebra, and in order to make it easier to follow (and ensure that
I get it right), I'm going to temporarily replae all of these ompound onstants with simpler ones.
I'm also going to ignore multipliation by leading onstants  don't worry, I'll put it all bak in
later. If you're not interested in this, you won't have missed muh by skipping diretly to Equation
4.27. We will dene
ξ =
x
L
, (4.7)
τ =
t
T1
, (4.8)
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and use these, along with Equation 4.6 to dene the following:
a =
1
2∆n2
, (4.9)
b =
n¯π
L
x =
1
2
T2
T1
πξ, (4.10)
c =
π
L
x = πξ, (4.11)
d = 2π
t
T1
= 2πτ, (4.12)
f = 2π
t
T2
= 2π
T1
T2
τ, (4.13)
g = 2πl. (4.14)
Note that these are all real quantities. Having dened these, we an rewrite our wavefuntion as
Ψ(x, t) =
√
2
L
∞∑
k=−∞
√
a
π
exp
(−ak2) sin (b+ ck) exp−i (dk + fk2) . (4.15)
We now rewrite the sine term as a sum of exponentials,
Ψ(x, t) =
1
2i
√
2
L
∞∑
k=−∞
√
a
π
exp
(−ak2) (exp i (b+ ck)− exp−i (b+ ck)) exp i (−dk − fk2) ,
(4.16)
ombine the exponentials,
Ψ(x, t) =
1
2i
√
2
L
∞∑
k=−∞
√
a
π
(
exp
(
bi+ i(c− d)k − (a+ if)k2)− exp (−bi− i(c+ d)k − (a+ if)k2)) ,
(4.17)
apply the Poisson summation formula,
Ψ(x, t) =
1
2i
√
2
L
√
a
π
∞∑
l=−∞
∫ ∞
−∞
dk
(
exp
(
bi+ i(c− d− g)k − (a+ if)k2)−
exp
(−bi− i(c+ d+ g)k − (a+ if)k2)) ,
(4.18)
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and do the integration, using the formula
∫∞
−∞ dk exp
(−αx2 + βx) =√π/α exp (β2/4α):
Ψ(x, t) =
1
2i
√
2
L
√
a
π
∞∑
l=−∞
√
π
a+ if
(
exp
(
bi− (c−(d+g))
2)
4(a+if)
)
−
exp
(
−bi− (c+(d+g))
2)
4(a+if)
))
.
(4.19)
We have, in a sense, solved the problem now, but we have gained little unless we an understand
this result in a simpler way than we understood the original expression. So long as the terms of the
sum are loalized in their own regions of spaetime
1
, and the region dened by one value of l does
not overlap signiantly with the region dened by another value of l, we an make the substantial
simpliation of studying just one term in the sum to understand a partiular region. There are,
however, some algebrai simpliations that we will make rst.
We perform the square in the exponentials,
Ψ(x, t) =
1
2i
√
2
L
√
a
π
∞∑
l=−∞
√
π
a+ if
(
exp
(
bi− (c
2+(d+g)2−2c(d+g))
4(a+if)
)
−
exp
(
−bi− (c
2+(d+g)2+2c(d+g))
4(a+if)
))
.
(4.20)
We then turn the dierene of exponentials into a produt of a sine funtion and another exponential,
Ψ(x, t) =
√
2
L
√
a
π
∞∑
l=−∞
√
π
a+ if
exp−
(
c2 + (d+ g)2
4(a+ if)
)
sin
(
b+
2c(d + g)
4i(a + if)
)
. (4.21)
From here, we would do well to write the arguments of the exponential and the sine in the form
x+ iy,
Ψ(x, t) =
√
2
L
√
a
π
∞∑
l=−∞
√
π
a+ if
exp−
(
c2 + (d+ g)2
4(a2 + f2)
(a− if)
)
sin
(
b+
2c(d + g)
4(a2 + f2)
(−f − ia)
)
.
(4.22)
Now, we will onsider ‖Ψ(x, t)‖2, making the assumption that we an ignore interferene between
1
This isn't obvious, but it is something we an hope for, as the Poisson summation formula works kind of like a
Fourier transform.
CHAPTER 4. THE CONNECTION BETWEEN BEATS AND CARPETS 59
terms in the sum. While this is not obviously true, this whole business is worthless if it isn't. Don't
worry, we'll hek this assumption at the end, just to be sure. One of the advantages of doing this
is that we an use the formula ‖sin(x+ iy)‖2 = (1/2)(cosh(2y)− cos(2x)). Doing all of this, we nd
‖Ψ(x, t)‖2 = a
L
√
a2 + f2
∞∑
l=−∞
exp−
(
a
c2 + (d+ g)2
2(a2 + f2)
)(
cosh
(
a
2c(d + g)
2(a2 + f2)
)
− cos 2
(
b− f 2c(d + g)
4(a2 + f2)
))
.
(4.23)
Looking at this, we may notie that the adding the argument of the osh to the argument of the
exponential would omplete the square. Fortunately, we may write the osh in terms of exponentials,
giving us
‖Ψ(x, t)‖2 = a
L
√
a2 + f2
∞∑
l=−∞
((
exp−
(
a (c+(d+g))
2
2(a2+f2)
)
+ exp−
(
a (c−(d+g))
2
2(a2+f2)
))
×(
1− cos
(
2b−f c(d+g)
a2+f2
)
cosh
(
a c(d+g)
a2+f2
)
))
.
(4.24)
This is the simplest form of this equation that I have found. Notiing the ubiquity of a2 + f2, we
dene
σ2(τ) = a2 + f2 =
(
1
2∆n2
)2
+
(
2π
t
T2
)2
, (4.25)
then ll in our various onstants to arrive at the following,
‖Ψ(x, t)‖2 = 1/2∆n
2
Lσ(τ)
∞∑
l=−∞
(
exp−
(
1
2∆n2
(πξ+(2πτ+2πl))2
2σ2(τ)
)
+
exp−
(
1
2∆n2
(πξ−(2πτ+2πl))2
2σ2(τ)
))
×(
1− cos
(
T2
T1
πξ−2π T1
T2
τ
piξ(2piτ+2pil)
σ2(τ)
)
cosh
(
1
2∆n2
piξ(2piτ+2pil)
σ2(τ)
)
))
(4.26)
=
1
2L∆n2σ(τ)
∞∑
l=−∞
((
exp−
(
π2
2∆n2
(ξ−2(τ+l))2
2σ2(τ)
)
+ exp−
(
π2
2∆n2
(ξ+2(τ+l))2
2σ2(τ)
))
×(
1− cos π
(
T2
T1
ξ − 4π2 T1T2 τ
ξ(τ+l)
σ2(τ)
)
seh
(
π2
∆n2
ξ(τ+l)
σ2(τ)
)))
.
(4.27)
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4.2.2 Interpretation
We are now prepared to disuss Equation 4.27. Most of the struture is provided by the two
travelling Gaussians, whih both originate at ξ = 0, τ = −l, then separate and travel along straight
lines to ξ = 1, τ = −l ± 1/2. This both provides a pleasing piture of a paket ompleting one
lassial osillation in one lassial period (T1), and tells us that if the pakets in two neighboring
terms have σ(τ) < 1/2, those terms will have negligible interferene2. All of this is modulated by
the nal, osillating term, whih provides interferene without ross terms. Note that beause
|cos| ≤ 1 and seh ≤ 1, the osillating term will always fall between zero and two, and makes
a seondary ontribution. We have left things in terms of the ratio T1/T2 as a reminder that a
prinipal dierene between lassial and quantum dynamis is that a lassial system would have
only one time sale (T1), while a quantum system may have more  in this ase, two. Note that by
Equation 4.6, the limit as n¯→∞ is idential to the limit T1/T2 → 0, and that this xes the widths
of the travelling Gaussians above. That is, in the lassial limit our paket does not spread.
When we are not in the lassial limit, three things prevent our travelling Gaussians from
behaving lassially. First, there is a damping term in front of the Gaussians, though this isn't
diult to interpret  it enfores onservation of probability. Seond, their widths do inrease, and
when those widths beome larger than the width of the well we would expet signiant interferene
between, for example, the lth term and the (l + 1)th term. Finally, there is the osillatory term.
In the osine term, the (T2/T1)ξ term guarantees rapid osillations, and the other term serves to
urve the paths along whih the os × seh term is onstant. The osillation of the osine term is
modulated by the slowly-varying seh term. Although there is no onventional harateristi width
dened for this funtion, as there is for a Gaussian distribution, it is lear that when the argument
of the seh funtion beomes large, our Gaussians will look fairly smooth, and the argument of seh
is on the order of one, the unsuppressed osine will produe osillatory interferene-like eets.
We an see all of this by plotting several terms from the sum in Equation 4.27 and omparing
it to a similar region of the full expansion of Equation 4.2 (see Figure 4.1). One thing that you
2
Of ourse, the no overlap assumption is going to break down in some interval near ξ = 1.
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won't notie unless you plot some of these yourself is that where Equation 4.27 is valid, it is more
omputationally eient  there are no ross terms to alulate. For an example of this, see Figure
4.2.
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Figure 4.1: These density plots show a solution of the innite square well in the region τ ∈ [0, 4], ξ ∈
[0, 1] for ∆n = 5, n¯ = 30. On the left are the ve relevant terms from Equation 4.27, on the right
are the middle 10 terms of the sum in Equation 4.2.
4.2.3 A Quik Look at Seh
One funtion that appears in Equation 4.27 and may be unfamiliar is seh, the hyperboli seant.
Dened as seh(y) = 1/ cosh(y), it has a peak at y = 0, seh(y) = 1, and lim|y|→∞ = 0. In fat, it
looks rather like a Gaussian wavepaket. How muh? Consider Figure 4.3, whih suggests that near
y = 0 the funtions an be given similar harateristi widths. For example, hoosing a onstant
α = ArSeh(1/e2) ≈ 2.69 gives us exp (−y2/2σ2) ≈ seh (αy/2σ), whih beomes exat at y =
±2σ. We an generalize this result still further. Suppose we want exp (−y2/2σ2) = seh (αy/Aσ)at
y = ±Aσ. We will rst nd that
exp
(
−(Aσ)
2
2σ2
)
= exp
(−A2/2) . (4.28)
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6.188s
207.891s
106.047s
Figure 4.2: All of these show the region τ ∈ [0.5, 1.5], ξ ∈ [0, 1] for ∆n = 5, n¯ = 30, and the time
it took Mathematia to plot them. On the left is the l = −1 term from Equation 4.27, the middle
gure ontains the middle 20 terms of the sum in Equation 4.2, and at right is a plot of the middle
10 terms from that same Equation.
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Figure 4.3: A plot of exp
(
− y22σ2
)
(dashed) and seh
(
α y2σ
)
(solid), −5σ ≤ y ≤ 5σ. The onstant
α = arseh
(
1
e2
) ≈ 2.69 is hosen so that the two funtions are equal at y = ±2σ.
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Comparing this with
seh
(
α
Aσ
Aσ
)
= seh(α)
= exp
(−A2/2) , (4.29)
we an see that α(A) must be
α(A) = arseh
(
e−A
2/2
)
. (4.30)
Note that the domain of arseh is (0,1℄, the same as the range of exp
(−x2), so α(A) is dened for
all real values of A.
Now, our nal step of generalization. Suppose we want to nd the ondition for
exp
(
−(y − a)
2
2σ2a
)
= seh
(
α(A)
y − b
Aσb
)
(4.31)
to hold at y = ±1Aσa = ±2Aσb. This equation is learly satised when
(y − a) = ±1Aσa, (4.32)
(y − b) = ±2Aσb, (4.33)
where I have used subsripts on the ± symbols to indiate their independene. It would be un-
fortunate if our goal was just to nd the intersetions of two given funtions. That is, if we were
searhing for the solutions of
exp
(
−(y − a)
2
2σ2a
)
= seh
(
y − b
σb
)
, (4.34)
where we were unwilling to vary any of the parameters. This will quikly lead us to the transen-
dental equation
Aσa + a = α(A)σb + b, (4.35)
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whih I don't are to solve. However, if we x A and hoose to solve for one of the other variables, we
will have an ordinary algebrai equation with perhaps one unsightly transendental number oating
around. Sine we are only onerned with equality at a point, we an even allow a, b, σa, and σb to
be funtions. In that ase, the result in Equations 4.32 and 4.33 are quite useful. They let us gure
out what parameter values to use to get these funtions to interset at, say, one standard deviation
from their enters, whih is exatly the what we need to do in order to nd dephasing times.
4.2.4 Dephasing of the Wavepaket
If we reall the previous hapter, the advantage of this sort of analysis of the wavefuntion is
that it allows us to quantitatively understand when the wavefuntion makes the transition from
semilassial motion to harateristially quantum mehanial motion. We ould assume that this
happens when the seh term overlaps the Gaussian loser to τ = 0  then we need only deide
what onstitutes substantial overlap. Let us suppose that it ours when some partiular number of
standard deviations of the seh funtion reah a partiular number of standard deviations of the
travelling Gaussian (we'll not speify on whih side of its enter), so that the funtions are equal at
that point. This ondition may be more lear when written like Equations 4.32 and 4.33:
(
τ +
(
l +
ξ
2
))
= ±Aσ
exp
(τ), (4.36)
(τ + l) = −Aσ
seh
(τ), (4.37)
where we have dened σ
seh
(τ) and σ
exp
(τ) in terms of σ(τ), from Equation 4.25,
σ
seh
(τ) =
α(A)
Aξ
(
∆n
π
σ(τ)
)2
, (4.38)
σ
exp
(τ) =
∆n
π
σ(τ), (4.39)
σ2(τ) =
(
1
2∆n2
)2
+
(
2π
T1
T2
τ
)2
. (4.40)
CHAPTER 4. THE CONNECTION BETWEEN BEATS AND CARPETS 65
Note that the ± in Equation 4.36 allows us to onsider intersetion on either side of the enter of
the Gaussian, while the xed sign in Equation 4.37 indiates our hoie to onsider only the region
between τ = −l and τ = 0. Keep in mind that what we are doing is, in spirit, exatly what we did
in the previous hapter. We have used the Poisson summation formula to turn a sum of funtions
over all spae into a sum of loalized funtions, gured out how to haraterize their widths, and
now we are preparing to nd out when those widths overlap, in order to disover when interferene
eets beome really important to the time-evolution  when our wavepaket has dephased. We
will now ombine Equations 4.32 and 4.33 to eliminate τ + l and solve for σ(τ):
−Aσ
seh
(τ) +
ξ
2
= ±Aσ
exp
(τ),
−α(A)
ξ
(
∆n
π
σ(τ)
)2
+
ξ
2
= ±A∆n
π
σ(τ),
−α(A)
ξ
(
∆n
π
σ(τ)
)2
∓A
(
∆n
π
σ(τ)
)
+
ξ
2
= 0. (4.41)
We may now use the quadrati equation to solve for (∆nσ(τ)) /π,
∆n
π
σ(τ) =
±1A±2
√
A2 + 4α(A)ξ
ξ
2
−2α(A)ξ
= − Aξ
2α(A)
(
±11±2
√
1 + 2
α(A)
A2
)
. (4.42)
Sine α(A) and A are always positive, we know that the square root term will always be greater
than one. We now square this equation, to reover something in terms of σ2(τ),
(
∆n
π
)2
σ2(τ) =
(
Aξ
2α(A)
)2(
1 +
(
1 + 2
α(A)
A2
)
± 2
√
1 + 2
α(A)
A2
)
, (4.43)
whih we an further simplify
σ2(τ) =
1
2
(
πAξ
∆nα(A)
)2(
1 +
α(A)
A2
±
√
1 + 2
α(A)
A2
)
, (4.44)
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before inserting Equation 4.25,
(
1
2∆n2
)2
+
(
2π
T1
T2
τ
)2
=
1
2
(
πAξ
∆nα(A)
)2(
1 +
α(A)
A2
±
√
1 + 2
α(A)
A2
)
,
τ2 =
(
1
2π
T2
T1
)2 (
1
2
(
πAξ
∆nα(A)
)2(
1 + α(A)A2 ±
√
1 + 2α(A)A2
)
−
(
1
2∆n2
)2)
,
τ =
√
2
4π∆n
T2
T1
√√√√( πAξ
α(A)
)2(
1 +
α(A)
A2
±
√
1 + 2
α(A)
A2
)
− 1
2∆n2
.(4.45)
Note that the τ at whih dephasing ours depends (to rst order) on 1/∆n, as in all of our other
examples. To hek that this works, let's ompare the lower of the A = 1 terms against plots
of Equations 4.27 and 4.2 in Figure 4.4. Note that the plots agree quite niely in the left half
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Figure 4.4: These density plots show a solution of the innite square well in the region τ ∈ [0, 4], ξ ∈
[0, 1] for ∆n = 5, n¯ = 30, and the white line indiates the lower of the A = 1 solutions of Equation
4.45. On the left are the ve relevant terms from Equation 4.27, on the right are the middle 10
terms of the sum in Equation 4.2. Note that the ridges in the left plot only appear above the line,
and in the right plot that this holds for ξ < 1/2  for ξ > 1/2, the interferene between terms in
Equation 4.27 beomes non-negligible.
of the well, but that where dierent terms in Equation 4.27 overlap, i.e. near the right wall, our
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approximation does not reprodue the appropriate interferene eets. Nevertheless, Equation 4.45
does predit where rippling begins in the left side of the well. If we wanted to set dierent standards
for overlap, we would just need to hange the value of A. We ould also treat frational revivals in
the square well, but the reader should be able to ombine the results of Setion 3.2 and those of
this setion to quikly nd and study them.
4.3 Solutions in More Compliated Potentials
Obviously, we have little interest in atually doing the integral in Equation 4.1. At the same time,
there are many interesting potentials that we might onsider whih are not the innite square well
 whih, indeed, do not even admit solutions in pure exponentials. Our analytial approah to
these rogues will be to use the WKB approximation to render muh of the information about the
wavefuntion in onvenient exponential form.
4.3.1 The WKB Approximation
The WKB approximation
3
is a formalization of the observation that if a wavefuntion has suient
energy that it undergoes rapid osillations in omparison to the features of the potential below
it, it looks muh like a free partile. It is useful in the same sorts of semilassial problems where
we would expet to nd interesting revival and arpet phenomena. Without going into too many
details, we dene
pn(x) =
√
En − V (x), (4.46)
whih will behave rather like a wave number. It is subjet to the Bohr-Sommerfeld ondition,
∫ xr
xl
pn(x) = nπ, (4.47)
3
For a more omplete treatment of the WKB approximation, see [Griths, 1995, 274-292℄
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whih enfores quantization of energy. xl and xr are, respetively, the left and right lassial turning
points for a partile of energy En. We are then able to write the wavefuntion as
ψn(x) ≈ Cn√
pn(x)
exp
(
i
∫ x
pk
(
x′
)
dx′
)
+
Dn√
pn(x)
exp
(
−i
∫ x
pk
(
x′
)
dx′
)
, (4.48)
with the understanding that both
∫ x
p (x′) dx′ and 1/
√
pn(x) vary slowly in omparison to exp
(
i
∫ x
p (x′) dx′
)
.
C and D are onstants of integration. This approximation of the wavefuntion breaks down when
En is not muh greater than V (x), near the lassial turning points.
4.3.2 The WKB Approximation and the Poisson Summation Formula
The WKB approximation has not quite solved our problem, having both left that unattrative
1/
√
pk (x) term in from of our exponentials. We are, however, en route to a solution,
Ψ(x, t) =
∞∑
l=−∞
∫ ∞
−∞
ckψk(x) exp (−iEkt)
=
∞∑
l=−∞
∫ ∞
−∞
dk
(
c(k)√
pk(x)
exp−i (− ∫ x pk (x′) dx′ + Ekt+ 2πkl)+
d(k)√
pk(x)
exp−i (∫ x pk (x′) dx′ + Ekt+ 2πkl)
)
,
(4.49)
but the remaining integral is still less than inviting. Of ourse, judiious hoie of the ck and dk
will make matters simpler, but we an do more than that. We now perform a Taylor expansion
of
∫ x
pk (x
′) dx′, Ek, c(k)/
√
pk(x), and d(k)/
√
pk(x) around k = 0. For the terms that appear in
the exponential, we would keep up to order k2  k3 if we felt like using Airy funtions. Keep as
many terms as you like in the expansion of 1/
√
pk(x). The resulting mess will be some Gaussian
integral whih will be easy to evaluate in losed form. We should nd some sum of exponentials,
trigonometri, and hyperboli funtions, inluding some whih we an identify as ontaining muh
of the interferene information, and nd the ondition for wavepaket dephasing.
Our solution relies on three suessive approximations  the WKB approximation, the applia-
tion of the Poisson summation formula (whih involves an extension of the cn, dn beyond k = −n¯
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to k = −∞ and eventual neglet of ross terms), and a Taylor expansion of the remaining funtions
 and obviously won't work in all ases. There are doubtless examples whih an be integrated
that neither bear resemblane to the square well nor require that we resort to these approximations.
However, we have here a quantitative way of nding out the lifetime of a wavepaket in an arbitrary
potential well.
4.4 Summary
In this hapter we demonstrated that the Poisson summation formula tehnique, developed on zero-
dimensional quantum beats in Chapter 3, an also be applied to problems with more dimensions.
We demonstrated this by using the tehnique to solve the square well, arriving at a very elegant
sum of suessive travelling Gaussians multiplied by interferene terms. From this, we were able
to derive a dephasing ondition, though instead of nding a simple time we found a funtion τ (ξ).
What's more, it only works in the left half of the well, due to interferene that we had to neglet.
Fortunately, we found a τ ∝ (T2/T1) /4∆n omponent in the dephasing ondition that is strongly
reminisent of our dephasing results from Chapter 3. The ase of frational revivals is left as an
exerise for the reader.
Chapter 5
Intermode Traes and Quantum Carpets
5.1 Multimode Interferene
The Multimode Interferene tehnique
1
is a devilishly simple way of studying the interferene pat-
terns formed by a quantum system. It allows us to understand both the existene of anals and
ridges in the arpet and the role that the spetrum and potential play in generating arpets. We
will begin by rewriting the probability density as a sum of multimode terms (dened below) instead
of eigenfuntions. Starting with a wavefuntion,
Ψ(x, t) =
∞∑
n=1
cnψn(~x)e
−iEnt, (5.1)
we dene a multimode term as
µnm(x, t) =
1
2
(dnmψn(x, t)ψ
∗
m(x, t) exp−it (En −Em)+
dmnψ
∗
n(x, t)ψm(x, t) exp−it (Em − En)) ,
(5.2)
dnm = cnc
∗
m = d
∗
mn, (5.3)
1
The rst setions of this hapter are based on [Kaplan et al., 2000℄. I have tried to make their work more lear
and rigorous.
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and write the probability density as
‖Ψ(x, t)‖2 =
∞∑
n,m=1
µnm(x, t). (5.4)
This is not, at rst glane, a partiularly good idea. We have simply grouped the terms in the
sum dierently and not ahieved any obvious simpliation. The advantage is that we may simply
add multimode terms  they already ontain all of the information about how the eigenfuntions
interfere. If we an gure out a way to tease that information out of the multimode terms, we will
have been suessful.
5.2 Charateristi Veloities
As in the previous hapter, we will use the WKB approximation to study semilassial ases (see
Setion 4.3.1). Our approximate eigenstates are then
ψn(x) ≈ Cn√
pn(x)
exp
(
i
∫ x
pn
(
x′
)
dx′
)
+
Dn√
pn(x)
exp
(
−i
∫ x
pn
(
x′
)
dx′
)
, (5.5)
where Cn and Dn are omplex onstants of integration, and our approximate multimode terms will
be weighted sums of eight intermode terms, whih we dene as
ιnm(x, t) =
1
2
dnm
1√
pn(x) pm(x)
exp±1i
(∫ x (±2pn (x′)±3 pm (x′)) dx′ + (En − Em) t
)
. (5.6)
Sine we are interested in lines of onstant phase, we dierentiate the argument of the exponential
and look for its roots,
d
dt
±1
(∫ x (±2pn (x′)±3 pm (x′)) dx′ + (En − Em) t
)
= 0,
dx
dt
=
En − Em
±2pn (x)±3 pm (x) ,
vnm =
∆ω
∆k
= ±1 En − Em√
En − V (x)±2
√
Em − V (x)
.(5 7)
CHAPTER 5. INTERMODE TRACES AND QUANTUM CARPETS 72
Eah pair of quantum numbers, (n,m), gives rise to four veloities vnm.
5.3 Charaterization of the Veloities
We have written that last equation in terms of ∆ω/∆k beause this will allow us to label some of
the veloities as group veloities, and others as what I will tentatively all not group veloities.
If we have dened ωn = En and kn(x) = pn(x), then we an write
ωn(kn, x) = k
2
n − V (x). (5.8)
If we are onsidering a semilassial problem, our weighting oeients must be well entered on
some number N with some spread ∆n, suh that these satisfy the hierarhy 1 ≪ ∆n ≪ N . This
allows us to dene a group veloity for our paket,
vgr =
dωn
dkn
∣∣∣∣
n=N
= 2kN , (5.9)
whih happens to be the lassial veloity of a partile in the potential V with energy EN . If we
then onsider the veloities from Equation 5.7, writing En = EN + en and Em = EN + en, where
en, em ≪ EN − V (x) we an simplify our expression,
vnm = ±1 (EN + en)− (EN + em)√
EN + en − V (x)±2
√
EN + em − V (x)
≈ ±1 en − em√
EN − V (x)
((
1 + en2(EN−V (x))
)
±2
(
1 + em2(EN−V (x))
))
≈ ±12
√
EN − V (x) en − em
2 (EN − V (x)) (1±2 1) + (en ±2 em)
≈


±12
√
EN − V (x) = ±12kN (x), (−2)
±12
√
EN − V (x) en−em(En−V (x))+(Em−V (x)) ≈ ±1 ωn−ωmkN (x) , (+2) .
(5.10)
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So long as both en, em ≪ EN − V (x), as they should be in the semilassial approximation, then
half of the veloities ontributed by a partiular (n,m) will be omparable to the group veloity, vgr,
and half will be smaller. It is important to note (in preparation for the next setion) that Equation
5.10 is approximate  it will not happen that half our veloity terms will be degenerate.
These veloities desribe paths (the traes in the hapter title) along whih the phase is on-
stant for a given intermode term. That is, given a partiular ιnm and a value of x, we an nd the
trajetory along whih that phase does not hange, and we an do this for all values of x. Although
what we have done may bear a superial resemblane to the method of stationary phase, it is very
dierent. We ould use the method of stationary phase if eah intermode term was highly osillatory
exept along a partiular path  we would then assume that eah term only made a signiant on-
tribution to the probability density in the immediate viinity of the path of stationary phase. This
is invalid here beause, typially, the phase term in Equation 5.6 will hange at a rate determined
by the pn(x), whih shouldn't be partiularly high. The piture, rather, is of the phase funtion at
t = 0 sliding around (and strething a bit) as time inreases.
5.4 Groups of Veloities and Degeneray
2
The result in Equation 5.10 demonstrates that in any problem we will nd a range of veloities.
Those results are, however, approximate. We will show that some intermode terms have exatly
the same maximum veloities, and that beause of that we an treat them as essentially moving
together. We onsider this to be a sort of degeneray  the sort of degeneray that produes quantum
arpets.
2
To this point, my exposition has parlleled that of [Kaplan et al., 2000℄. Here, however, I must depart, as their
treatment of the problem was inorret. They blithely assert that to disover the traes, we just need to integrate
from the lassial turning points. A ursory survey of the gures in this thesis should be enough to onvine you
otherwise.
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If we examine the veloities (Equation 5.7) at a point
3
where V (x) = 0,
vnm = ±1 En − Em√
En ±2
√
Em
, (5.11)
we an fator the numerator,
vnm = ±1
(√
En +
√
Em
) (√
En −
√
Em
)
√
En ±2
√
Em
, (5.12)
and arrive at an important ondition,
vnm = ±1
(√
En ∓2
√
Em
)
. (5.13)
Terms that have the same vnm at V (x) = 0 have the same lassial period  these are our degenerate
terms.
We immediately gain some insight into the role of quadrati spetra in produing quantum
arpets. If the spetrum depends on the the quantum number n squared, then we will have many
degenerate veloities, while if the spetrum is linear in the quantum number, only traes whih
involve two perfet squares may be degenerate. This suggests that if we begin with a system like
the simple harmoni osillator, with a spetrum linear in the quantum number, and set to zero
all weighting oeients that are not perfet squares (seleting only states 1,4,9,16,et.), we an
produe a arpet beause we have eetively quadratized
4
the spetrum. For an example of this,
see Figure 5.1.
Of ourse, the prodution of the harateristi anals and ridges of a quantum arpet depends
not only on degenerate veloities existing, but their produing some sort of peak or valley in the
3
Remember that if we an't nd a point where V (x) = 0, we an exploit our ability to hange the potential by a
onstant and reate one.
4
Eetively quadratize the spetrum is my shorthand for hoosing weighting oeients suh that only terms
that have quantum numbers that are perfet squares are ontained in the wavefuntion. When we do this, we ould
rewrite the spetrum, eigenfuntions, et., as if they were governed by a new variable, m2 = n, as if they had quadrati
spetra. Of ourse, we're not hanging the spetrum itself, we're hanging the wavefuntion.
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Figure 5.1: Two plots of the simple harmoni osillator. On the left, the distribution of oeients
is Gaussian, with n¯ = 6 and σn = 2, while the plot on the right is an even weighting of the perfet
squares between 1 and 81.
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probability density. Realling the form for an intermode term,
ιnm(x, t) =
1
2
dnm
1√
pn(x) pm(x)
exp±1i
(∫ x (±2pn (x′)±3 pm (x′)) dx′ + (En − Em) t
)
, (5.14)
we an see how a sum of these terms might produe a peak or valley at t = 0. First, we ignore
the imaginary omponent of the exponential  sine our probability density has been redued to a
sum of these intermode terms, and the probability density must be real, the imaginary terms will
ultimately anel. The sum of intermode terms looks like
∑
ιnm(x, t = 0) =
1
2
∑
dnm
1√
pn(x) pm(x)
cos±1
(∫ x (±2pn (x′)±3 pm (x′)) dx′
)
, (5.15)
or roughly a weighted sum of osines. Although this hardly onstitutes a proof
5
that peaks and
valleys exist, it is not hard to imagine that in many ases we would nd them.
A general alulation of the loation of the peaks of an intermode trae would be so general
as to be useless, and spei examples are likely to be too spei. Instead, we must rest satised
with the notion that very degenerate veloities will typially have enough terms to form some sort
of peak. As we evolve in time, the peak should roughly follow a lassial trajetory, experiening a
bit of dispersion. The formula for suh a trajetory is
t(x) =
∫ x
x0
1
vnm(x′)
dx′, (5.16)
where x0 is the loation of the enter of the peak, and vnm is some suitable veloity, perhaps the
middlemost of the degenerate veloities. These are the intermode traes that we are interested in.
If this is all seems a bit hazy, bear in mind that this idea of a hannel or ridge is something we
impose on the system, not so easily dened as a loal minimum or maximum. We are, in a sense,
asking a question of the system that it does not want to answer, and this sort of ambiguity is one of
5
Of ourse, proofs are possible here. I suspet, though, that guring out what one an prove will be diult work
in and of itself.
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its methods of resistane. Hopefully, future work will unover a proedure for identifying the most
signiant traes in the arpet.
5.4.1 A Quik Example
One again, we will work on the innite square well. From the wavefuntion,
Ψ(x, t) =
√
2
∑
cn
i
2
(
e+inπξ − e−inπξ
)
e−iπ
2n2t, (5.17)
we an immediately identify the veloities in question as
vnm = ±1π (n±2 m) . (5.18)
We an also nd that the wavenumbers knm will be
knm = ∓1π (n∓2 m) , (5.19)
so that in any partiular veloity bundle there will be a variety of wavenumbers, and we have the
hope, at least, of interesting interferene  for an example, see Figure 5.2. The most degenerate
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Figure 5.2: The |vnm| = π (left) and |vnm| = 2π (right) veloity bundles for an even distribution of
weighting oeients between n = 1 and n = 10 in the innite square well.
veloity will typially be vnm = ±π, and in time TR = 2/π, a trajetory with this veloity will over
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a distane of 2  that is, one full period, so the most prominent traes should have the same period
as the revival time. Better still, we an ask what veloity we need to have in order to have a period
equal to the lassial period, Tcl. The ondition is
vnmTcl = vnm
1
n¯π
= 2
vnm = 2πn¯, (5.20)
whih should be satised by very few (n,m) pairs. An example of how well our separation of the
wavefuntion works is shown in Figures 5.3-5.5 .
Figure 5.3: The full arpet, oeients evenly weighted between n = 1 and n = 10.
Figure 5.4: The vnm = π intermode terms. Note that they do, indeed, have a period T = TR.
Figure 5.5: The vnm = 2π intermode terms. Note that they have a period T = TR/2.
5.5 Degeneray and Ψcl
Reall that Ψcl is the lassiized wavefuntion from Setion 2.3 (see Equation 2.21), and is what
governs the spatial distribution and shape of frational revivals. We have seen that in several ases,
Ψcl looks like the original wavepaket moved along a lassial path with a relatively small amount
of dispersion, but we an make this understanding more preise by the appliation of intermode
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trae methods.
Observe from the derivation of Equation 5.7 that the En − Em term omes from the time-
evolution exponential and the square root terms ome from the WKB approximation. If, then, we
want to nd a similar formula for Ψcl (see Setion 2.3 and Equation 2.21), we replae the En −Em
in the numerator with (2π/T1) (n−m). Considering a point where V (x) = 0, we nd the following
veloity degeneray ondition:
vnm = ±1 2π
T1
n−m√
En ±2
√
Em
. (5.21)
Unlike Equation 5.13, we have no hope of fatoring this in general. We an, however, see what
happens in a few obvious ases. If
En = α
2n, (5.22)
then we quikly nd
vnm = ±1 2π
T1α
n−m√
n±2
√
m
, (5.23)
a degeneray ondition idential to the one we would have found for the harmoni osillator in the
previous setion. If, however, we try a spetrum En = α
2n2, we nd something far more interesting,
vnm = ±1 2π
T1α
n−m
n±2 m =


±1 2πT1α , (−2) ,
±1 2πT1α n−mn+m , (+2) .
(5.24)
Half of all of the traes are degenerate! Looking at the other half, we want to nd two pairs of
number, (n,m) and (p, q) that will be degenerate. The onditions are
n−m
n+m
=
p− q
p+ q
,
n+m 6= 0, p+ q 6= 0,
n 6= p, m 6= p,
(5.25)
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whih then redues to
(p+ q) (n−m) = (n+m) (p− q) ,
qn−mp = −qn+mp,
n
m
=
p
q
. (5.26)
While this is not a partiularly diult equation to satisfy with all of the integers at our disposal,
it is diult to satisfy when our weighting oeients are all within some ∆n≪ n¯ of n¯≫ 1 . The
solutions that will lie losest to (n,m) are (p, q) = 1/2 (n,m) and (p, q) = 2 (n,m). If n and m are
in the viinity of n¯, as they must be in the semilassial ase, that puts p and q near either n¯/2 or
2n¯, both of whih would typially be out of range of ∆n. For the ase of a quadrati spetrum,
then, we nd that half of the veloities are degenerate, and half tend to be non-degenerate. This
niely orresponds with our piture of Ψcl wavepakets evolving along lassial paths (see Figures
2.5 and 2.6).
The unfortunate thing about this result for the Ψcl of a quadrati spetrum is that it is so
heavily dependent on the quadratiity of the spetrum. This behavior seems to our in poten-
tials with non-quadrati spetra as well, as demonstrated in Figure 5.6. My short response to
this is that, in the semilassial limit, their spetra an appear to be no more than quadrati
[Nieto and Simmons, 1979℄. This leaves low-n¯ ases to onsider, and ompleting our understanding
of Ψcl is a possible subjet for future work.
5.6 Summary
In this hapter we saw how an analysis of the intermode terms in the probability density of a
semilassial wavefuntion an give us insight into the degeneray onditions whih must be met in
order to produe a arpet, and into the arpet itself. When those degeneray onditions are met,
we an examine the initial form of ertain bundles of veloities and from that nd the hannels and
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(b) The Rosen-Morse I Potential
Figure 5.6: Plots of Ψcl in two potentials, one with a quadrati spetrum and one with a non-
quadrati spetrum. On the left is the Morse Potential, with En = A
2 − (A− αn)2, and on the
right the Rosen-Morse I potential, with En = −A2+(A+ αn)2−(B/ (A+ αn))2+(B/A)2. In both
ases A, B, andα are independent onstants. The blak lines overlaying the maxima are lassial
paths for those potentials with E = En¯. For more on these potentials, see Setions A.2.1 and A.2.6.
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ridges of the quantum arpet. For a problem with a spetrum linear in the quantum number it
was almost impossible to generate a arpet, though a perverse hoie of weighting oeients ould
eetively quadratize the spetrum. Similar reasoning suggested why Ψcl, from Chapter 2, should
so often resemble a lassially osillating paket.
Chapter 6
Conlusion
6.1 Results
The prinipal result of this thesis may be an understanding of how the dierent elements in a
partiular problem  potential, eigenfuntions, spetrum, and weighting oeients  will govern
revivals, dephasing, and arpet features. The spetrum is the hief determinant of revival dynamis,
though the initial wavefuntion and the potential itself govern the spatial distribution of frational
revivals. Though the speis of dephasing obviously depend on every parameter available, a gross
dependene on 1/∆n, where ∆n is the spread in weighting oeients, seemed to be quite general.
As for arpet phenomena, we ould onlude that the spetrum itself governs the existene of the
arpet, insofar as it determines whether the veloity degeneray ondition (Equation 5.13) will be
met. The weighting oeients govern (roughly) whih hannels and ridges are most pronouned,
meaning that if we were to use the same weighting in two iso-spetral problems, we would expet
the same number of lines and distribution of line weights. We would not, however, expet the anals
and ridges to have the same spatial distribution.
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6.2 Prospets for Future Work
Although these results are interesting, they are best seen as a platform from whih to launh further
work.
Are Carpets only a Semilassial Phenomenon?
It would appear, from the analysis presented here, that revivals and dephasing are essentially semi-
lassial phenomena, and that arpets are denitely semilassial phenomena. This is in part beause
our analysis has been direted towards those problems from the beginning. It would be interesting
to answer onlusively whether a superposition that inluded a signiant weighting of low-energy
states ould produe any of these eets, or demonstrate similar but distint phenomena. We would
start the hunt with ∆n ≈ n¯≫ 1.
More than One Quantum Number
A typial result of inreasing the number of quantum numbers in a problem (typially a result of
inreasing the spatial dimensionality) is a proliferation of energy-degenerate states. It is unlear
whether those new energy degeneraies would ontribute to the veloity degeneray that weaves a
arpet, or whether their ontribution would be unnotieable. Partiularly interesting would be study
of the two- or three-dimensional harmoni osillator, whih would introdue rather more veloity
degeneray than we had before.
Beyond Quadrati Potentials
For reasons stated several times, the most important of whih is the at-most-quadrati nature of
the spetrum high in a well, this analysis has been foused on quadrati potentials. It would be
interesting, though, to see how muh of our analysis, and how many of the phenomena, arried over
into other potentials. This is related to the semilassial problem  we have many times exploited
the fat that the limiting spetrum of any well an't rise any faster than n2 as a way of avoiding
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possibly more interesting (non-n2) behavior near the bottom of the well.
Open Systems
We have also only onsidered bound states in this analysis. We would expet that revival phenomena
would disappear if probability wasn't being reeted bak by the walls of the well, but we might
see revival-like phenomena for a partile that was esaping its well on a time sale longer than its
revival time. Sine they appear relatively early in the time-evolution of the partile, we might also
see, and perhaps subsequently lose, arpet features.
Fratals, Fratals, Fratals
As I stated in the introdution, I still believe that for those wise in the ways of analysis there is
muh to be learned from the self-similarity of quantum arpets. The way is far from lear here
 perhaps there is a way to go from potential and weighting oeients to an iterated funtion
system? Measure of the fratal dimension of arpets that are not the square well would be a good
start.
Other Equations
I've heard rumor that the Shrödinger equation isn't the only game in town, so far as quantum
mehanis goes  for example, the Klein-Gordon equation and the non-linear Shrödinger equation.
What sorts of revival phenomena and arpets do these other equations produe? Do the tehniques
outlined here work there? Related to this, I think, is the appliation of arpets to BEC. Even if
they're not related, the existing papers suggest that this is a topi ready for exploration.
Of ourse, these tehniques may be applied to other wave equations as well. We earlier mentioned
the orrespondene between these problems and waveguides in EM.
CHAPTER 6. CONCLUSION 86
Finding Partiular Intermode Traes
One prominent problem in Chapter 5 is the lak of a tehnique to systematially nd the loations
of the peaks and valleys that will be expressed in the arpet. This is not an easy problem, and it
would be an interesting one to resolve. I suspet that a bakground in Fourier analysis would be
helpful in suh an attempt.
Wavepaket Engineering
There has already been a proposal to use our understanding of revival dynamis for the onstrution
of wavepakets with very partiular behaviors, [Chen and Yeazell, 1998℄. It is not inoneivable that
we ould take this a step further and, using whatever tehnique we had to nd the exat distribution
of peaks and valleys in a arpet, start from the requirement that a wavepaket have ertain anals and
ridges and ome up with a potential and weighting onditions that would produe those features.
There does not seem to be, as yet, a burning demand for this, but this does sound vaguely like
something that would be of interest in nanofabriation proesses.
Appendix A
A Few Exatly Solvable Potentials
In my numerial work on this projet I have relied heavily on the following exatly solvable poten-
tials. Knowing the eigenfuntions exatly frees us from the worry that some interesting phenomenon
is atually an artifat of our numerial integration of the Shrödinger equation. They allow us to
study a variety of systems  harmomi osillators, anharmoni osillators, symmetri potentials,
non-symmetri potentials, innite wells, nite wells, double wells, and iso-spetral potentials. These
have allowed us to test the impat of various properties of the potential on the dynamis  for ex-
ample, the observation that iso-spetral potentials ould have dierent spatial symmetries ruled out
the idea that one spetrum (or even one spetrum and one set of weighting oeients) produed
one arpet.
In this Appendix, as in the rest of my thesis, I have set ~ = 2m = 1.
A.1 Old Friends
These two potentials are textbook standards  I took them from [Griths, 1995, 24-44℄. I present
them here to make my notation lear.
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A.1.1 The Innite Square Well
The innite square potential is dened as
V (x) =


0, 0 ≤ x ≤ L,
∞, otherwise.
(A.1)
It has a spetrum
En =
n2π2
L2
, (A.2)
and eigefuntions
ψn(x) =
√
2
L
sin
(nπ
L
x
)
. (A.3)
A.1.2 The Simple Harmoni Osillator
The simple harmoni osillator potential is
V (x) =
1
2
ω2x2. (A.4)
If we dene a dimensionless replaement for x,
ξ =
√
ωx, (A.5)
we have a spetrum
En =
(
n+
1
2
)
ω (A.6)
and eigenfuntions
ψn(x) =
(ω
π
)1/4
(2nn!)−1/2Hn (ξ) e−ξ
2/2. (A.7)
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A.2 Cousins from the Old Country
These potentials are all taken from a text on supersymmetri quantum mehanis, [Cooper et al., 2001,
40-41℄. They are all, in supersymmetri-parlane, shape invariant potentials  when subjeted to
the supersymmetry transformation they retain their algebrai form. Many of them make use of the
following denitions,
s1 ≡ s− n+ a,
s2 ≡ s− n− a,
s3 ≡ a− n− s,
s4 ≡ − (s+ n+ a) .
Eah also involves three onstants, A, B, andα, along with a few auxiliary funtions and onstants.
One warning about these potentials  they are not normalized, though they are normalizable.
What's more, some of them require a bit of numeri nesse  in Mathematia 4.0, at least, they
begin to osillate rapidly in regions where they should be falling o exponentially.
A.2.1 The Morse Osillator
The Morse osillator potential is
V (x) = A2 +B2 exp (−2αx) − 2B
(
A+
α
2
)
exp (−αx) (A.8)
and has spetrum
En = A
2 − (A− nα)2 . (A.9)
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If we dene the auxiliary funtion and onstant
y =
2B
α
e−αx, (A.10)
s =
A
α
, (A.11)
we an write the eigenfuntions as
ψn(x) = y
s−n exp
(
−1
2
y
)
L2s−2nn (y) . (A.12)
The Morse osillator is iso-spetral with the Pöshl-Teller potential and the Sarf II (hyperboli)
potential.
A.2.2 The Ekart Potential
The Ekart potental is
V (r) = A2 +
B2
A2
− 2B coth (αr) +A (A− α) oseh2αr (A.13)
and has spetrum
En = A
2 − (A+ nα)2 − B
2
(A+ nα)2
+
B2
A2
. (A.14)
We dene the auxiliary funtion and onstants
y = coth (αr) , (A.15)
s =
A
α
, (A.16)
λ =
B
α
, (A.17)
a =
λ
n+ s
, (A.18)
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and write the eigenfuntions as
ψn(r) = (y − 1)s3/2 (y + 1)s4/2 P (s3,s4)n (y). (A.19)
A.2.3 The Pöshl-Teller Potential
The Pöshl-Teller potental is
V (x) = A2 +
(
B2 +A2 +Aα
)
oseh
2 (αr)−B (2A+ α) oth (αr) oseh (αr) (A.20)
and has spetrum
En = A
2 − (A− nα)2 . (A.21)
We dene the auxiliary funtion and onstants
y = cosh (αr) , (A.22)
s =
A
α
, (A.23)
λ =
B
α
, (A.24)
and write the eigenfuntions as
ψn(x) = (y − 1)(λ−s)/2 (y + 1)−(λ+s)/2 P (λ−s−1/2,−λ−s−1/2)n (y) . (A.25)
The Pöshl-Teller is iso-spetral with the Morse osillator and the Sarf II (hyperboli) potential.
A.2.4 The Sarf I (Trigonometri) Potential
The Sarf I (trigonometri) potential is
V (x) = −A2 + (A2 +B2 −Aα) sec2 αx−B (2A− α) tan (αx) sec (αx) (A.26)
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and has spetrum
En = (A+ nα)
2 +A2. (A.27)
Dening the auxiliary funtion and onstants
y = sinαx, (A.28)
s =
A
α
, (A.29)
λ =
B
α
, (A.30)
we write the eigenfuntions as
ψn(x) = (1− y)(s−λ)/2 (1 + y)(s+λ)/2 P (s−λ−1/2,s+λ+1/2)n (y). (A.31)
A.2.5 The Sarf II (Hyperboli) Potential
The Sarf II (hyperboli) potential is
V (x) = A2 +
(
B2 +A2 −Aα) seh2αx+ 2B (2A+ α) seh (αx) tanh (αx) (A.32)
and has spetrum
En = A
2 − (A− nα)2 . (A.33)
Dening the auxiliary funtion and onstants,
y = sinhαx, (A.34)
s =
A
α
, (A.35)
λ =
B
α
, (A.36)
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we write the eigenfuntions as
ψn = i
n
(
1 + y2
)−s/2
exp
(−λ tan−1 y)P (iλ−s−1/2,−iλ−s−1/2)n (y) . (A.37)
The Rosen-Morse II (hyperboli) potential is iso-spetral with the Pöshl-Teller potential and
the Morse osillator.
A.2.6 The Rosen-Morse I (Trigonometri) Potential
The Rosen-Morse I (trigonometri) potential is
V (x) = A (A− α) ose2αx+ 2B cotαx−A2 + B
2
A2
(A.38)
and has spetrum
En = (A+ nα)
2 −A2 − B
2
(A+ nα)2
+
B2
A2
. (A.39)
Dening the auxiliary funtion and onstants,
y = i cotαx, (A.40)
s =
A
α
, (A.41)
λ =
B
α2
, (A.42)
a =
λ
s+ n
, (A.43)
we an write the eigenfuntions as
ψn(x) =
(
y2 − 1)−(s−n)/2 exp (aαx)P (−s−n+ia,−s−n−ia)n (y). (A.44)
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A.2.7 The Rosen-Morse II (Hyperboli) Potential
The Rosen-Morse II (hyperboli) potential is
V (x) = −A (A− α) oseh2αx+ 2B cotαx+A2 + B
2
A2
(A.45)
and has spetrum
En = − (A+ nα)2 +A2 − B
2
(A+ nα)2
+
B2
A2
. (A.46)
Dening the auxiliary funtion and onstants,
y = cothαx, (A.47)
s =
A
α
, (A.48)
λ =
B
α2
, (A.49)
a =
λ
s+ n
, (A.50)
we an write the eigenfuntions as
ψn(x) = (1− y)s1/2 (1 + y)s2/2 P (s1,s2)n (y). (A.51)
Appendix B
Farey Sequenes
In a typial revival problem, we will only be able to resolve a ertain number of revivals, due to
nite paket width. Beause of this the pattern of revivals should follow a Farey sequene. The
Farey sequene
1
is a simple objet: Fn is dened as the sequene (in inreasing order) of rational
frations p/q suh that p ≤ q, p and q relatively prime, and q ≤ n. A few examples,
F3 =
0
1
,
1
3
,
1
2
,
2
3
,
1
1
, (B.1)
F5 =
0
1
,
1
4
,
1
3
,
2
5
,
1
2
,
3
5
,
2
3
,
3
4
,
1
1
, (B.2)
F8 =
0
1
,
1
5
,
1
4
,
2
7
,
1
3
,
3
8
,
2
5
,
3
7
,
1
2
,
4
7
,
3
5
,
5
8
,
2
3
,
5
7
,
3
4
,
4
5
,
1
1
. (B.3)
If we dene Farey addition as
p
q
⊕F n
m
=
p+ n
q +m
, (B.4)
then starting with one Farey sequene we an generate another Farey sequene by Farey adding
eah neighboring term in the given Farey sequene. The resulting frations will already be redued,
and positioned orretly in the sequene.
In Figure B.1 we provide a graph of the rst 15 Farey sequenes, along with a arpet from the
square well and a quantum beats plot.
1
For more on Farey sequenes, see [Harter, 2001℄ or [Weisstein, 1999℄.
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Figure B.1: A plot of the innite square well (top), with an initial spatial Gaussian wavepaket,
ξ = 1/2, σx = 0.003, the Farey sequenes F1 through F15 (middle), and a two-time-sale quantum
beat problem with T2/T1 = 200, and a Gaussian distribution of Pk with σk = 8 (bottom).
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