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INTRODUCTION
Le principal propos de cet article est d’appliquer la the´orie de Christol-Mebkhout
a` la de´monstration de la “conjecture de monodromie locale p-adique” de Crew.
0.1. Si k est un corps fini de caracte´ristique p, la structure du groupe de Galois
Gk((z)) = Gal(k((z))
sep/k((z))) est plus complique´e qu’en caracte´ristique 0, et
partant, la the´orie de ses repre´sentations en est plus riche.
Dans le cas des repre´sentations ℓ-adiques (continues, de dimension finie, avec
ℓ 6= p) ou, ce qui revient au meˆme, des faisceaux e´tales ℓ-adiques sur Spec k((z)),
le the´ore`me de monodromie locale de Grothendieck affirme que l’inertie I =
Gk¯((z)) agit de manie`re quasi-unipotente : un sous-groupe d’indice fini agit de
manie`re unipotente ; en d’autres termes, la repre´sentation de l’inertie devient ex-
tension ite´re´e de repre´sentations triviales si on remplace k¯((z)) par une extension
finie se´parable convenable (en ge´ne´ral non abe´lienne).
Dans [14], Crew conjecture un analogue p-adique de ce the´ore`me, pour les F -
isocristaux surconvergents sur Spec k((z)), et met en valeur son importance.
Ces isocristaux surconvergents “locaux” sont, en langage plus concret (mais qui
obscurcit un peu l’analogie avec les faisceaux e´tales ℓ-adiques), des modules diffe´-
rentiels M sur le corps diffe´rentiel E† des fonctions analytiques borne´es sur une
“mince” couronne C(]r, 1[) de rayon inte´rieur r non pre´cise´, a` coefficients dans un
corps K complet pour une valuation discre`te p-adique de corps re´siduel k.
1
2 YVES ANDR ´E
Un point technique important dans la conjecture de Crew est le passage de
E† a` l’anneau R des fonctions analytiques non ne´cessairement borne´es sur une
couronne C(]r, 1[) de rayon inte´rieur non pre´cise´ (qui a l’avantage sur E† d’eˆtre
auto-dual pour la dualite´ locale de Dwork).
Toute extension finie se´parable de k((z)) donne naissance a` une extension finie
de E† et deR respectivement, et la conjecture affirme que siM admet une structure
de Frobenius, alors M est quasi-unipotent, i.e. devient extension ite´re´e de modules
diffe´rentiels triviaux sur une extension finie de R provenant d’une extension finie
se´parable de k((z)). Cette conjecture “explique” les isocristaux surconvergents sur
Spec k((z)) admettant une structure de Frobenius en termes des repre´sentations
p-adiques de Gk((z)) dont l’image de l’inertie est finie.
Le passage de E† (en faveur chez Dwork-Robba) a` R e´tait aussi la cle´ des
progre`s que Christol et Mebkhout ont accomplis dans l’e´tude des e´quations diffe´ren-
tielles p-adiques, avec pour motivation la conjecture de l’indice de Robba. L’une
de leurs innovations majeures est la the´orie des “pentes p-adiques” des modules
diffe´rentiels sur R, de´finies en terme de convergence de solutions en divers points
ge´ne´riques. Comme application de leur the´ore`me de l’indice, ils obtiennent une
proprie´te´ d’inte´gralite´ a` la Hasse-Arf pour la filtration par les pentes p-adiques.
C’est la` l’outil essentiel dont nous nous servons pour de´montrer la conjecture de
Crew, sous la forme renforce´e suivante (et sans supposer k fini).
0.1.1. The´ore`me. Tout module diffe´rentiel de pre´sentation finie sur R admettant
une structure de Frobenius est quasi-unipotent, i.e. posse`de une base de solutions
dans R′[log z], ou` R′ est l’extension finie e´tale de R issue d’une extension finie
se´parable convenable de k((z)).
Notre re´sultat est plus pre´cis : il de´termine le groupe tannakien attache´ a` la
cate´gorie des modules diffe´rentiels admettant une structure de Frobenius sur une
“couronne p-adique infiniment mince” (the´ore`me 7.1.1), et relie directement cette
cate´gorie a` celle des repre´sentations p-adiques du corps local k((z)) a` inertie finie.
En fait, nous e´lucidons d’abord la structure de cette cate´gorie de modules diffe´-
rentiels, pour en de´duire la structure de ses objets.
0.2. On rencontre deux types ge´ne´raux de filtrations dans diverses situations tan-
nakiennes concre`tes : celles du type “pentes frobeniusiennes”, qui se comportent
“additivement” pour le produit tensoriel, et qui ont e´te´ formalise´es par Saavedra
[28, IV] ; et celles pour lesquelles le produit tensoriel de deux objets de pentes
≤ λ est de pentes ≤ λ (c’est le cas de la filtration par les pentes p-adiques).
Nous formalisons ce second type de filtration par les pentes, dans une cate´gorie
tannakienne quelconque. On peut attacher a` tout objet son polygoˆne de Newton
suivant la recette classique. Dans tous les exemples inte´ressants, il s’ave`re que le
polygoˆne de Newton de tout objet est a` sommets entiers. Nous appelons filtration
de type Hasse-Arf une filtration par les pentes ayant cette proprie´te´ remarquable.
En pratique, comme l’illustre l’exemple originel de la filtration de Hasse-Arf sur
les repre´sentations finies d’un groupe de Galois local, on dispose en outre de fonc-
torialite´s (changements de base finis) ve´rifiant certaines compatibilite´s partielles
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(de type Herbrand) vis-a`-vis des filtrations, qui enrichissent beaucoup la the´orie.
Nous adaptons une part de ce formalisme au cas des filtrations de type Hasse-Arf
abstraites.
On obtient alors une situation ou` interfe`rent la the´orie des repre´sentations (as-
pect tannakien), la combinatoire (inte´gralite´ des polygoˆnes de Newton), et des
transferts. Cette situation est extreˆmement rigide. On peut de´montrer, sous cer-
taines hypothe`ses sur les objets de dimension un, un the´ore`me de structure ge´ne´ral
(5.2.1) qui est la principale innovation technique de l’article.
Ce the´ore`me n’a rien de “p-adique” : la possibilite´ de l’appliquer aux isocristaux
surconvergents repose essentiellement sur les re´sultats de Christol-Mebkhout. A
posteriori, le the´ore`me de monodromie locale p-adique 0.1.1 permet de retrouver
et comprendre beaucoup de leurs e´nonce´s de manie`re galoisienne, et meˆme d’aller
plus loin dans l’analyse des modules diffe´rentiels irre´ductibles (§7).
0.3. Le the´ore`me de monodromie locale ℓ-adique de Grothendieck vaut non seule-
ment pour les corps locaux de caracte´ristique p > 0, mais aussi pour les corps
locaux K d’ine´gales caracte´ristiques (0, p). Pour un tel corps, l’analogue p-adique
du the´ore`me de monodromie locale est la conjecture de Fontaine [18] sur les
repre´sentations p-adiques de corps p-adiques, qui s’e´nonce ainsi :
Toute repre´sentation de De Rham est potentiellement semistable.
Le lien entre cette conjecture et celle de Crew a e´te´ mis en lumie`re dans un travail
re´cent remarquable de Berger [6] (un pas ante´rieur important e´tant le the´ore`me de
surconvergence de [8]). Il y de´montre entre autres :
0.3.1. The´ore`me. (Berger [6, 5] ). Il existe un ⊗-foncteur fide`le et exact de la
cate´gorie des repre´sentations p-adiques de De Rham de K vers celle des modules
diffe´rentiels de pre´sentation finie sur RK admettant une structure de Frobenius.
En outre, une repre´sentation est potentiellement semistable si et seulement si le
module diffe´rentiel associe´ est quasi-unipotent.
La conjecture de Fontaine re´sulte imme´diatement des the´ore`mes 0.3.1 et 0.1.1.
0.4. L’article se termine par une bre`ve discussion de la conjecture de Dwork sur
les structures de Frobenius, et des extensions canoniques.
Les ide´es contenues dans ce texte sont une e´volution de celles de [3] (ou` un
contre-exemple putatif propose´ par Z. Mebkhout, longtemps reste´ en suspens, e´tait
mis au ban d’essai). Je remercie Bruno Chiarellotto et Pierre Colmez de m’avoir
fortement encourage´ a` les re´diger enfin, en m’expliquant le lien avec le travail de L.
Berger et la conjecture de J.-M. Fontaine. Je les remercie aussi, ainsi que R. Crew,
pour leurs commentaires sur le texte.
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1. FILTRATIONS PAR LES PENTES DANS LES CATE´GORIES TANNAKIENNES
1.1. On formalise ici quelques proprie´te´s des filtrations par les pentes rencontre´es
dans divers contextes (voir [20, II] pour le cadre diffe´rentiel, [21, I] pour le cadre
des repre´sentations galoisiennes ℓ-adiques).
On se donne une cate´gorie tannakienne T sur un corps E. Par sous-cate´gorie
tannakienne de T , on entendra toujours une sous-cate´gorie strictement pleine con-
tenant l’unite´ 1, stable par sous-quotient (au sens de T ), par ⊕, ⊗ et dualite´ ∨.
On se donne un syste`me de´croissant, indexe´ par λ ∈ R≥0, de sous-foncteurs
E-line´aires exacts F>λ du foncteur identique de T .
Ces endofoncteurs de´finissent un syste`me d’endofoncteurs E-line´aires exacts
grλ = (lim←− µ<λ F
>µ)/F>λ pour λ > 0, et gr0 = id/F>0
(pour ve´rifier l’exactitude, on peut remarquer que comme tout objet M est de
longueur finie, on a lim←− µ<λ F
>µ(M) = F>ν(M) pour ν < λ convenable).
On note T≤λ la sous-cate´gorie pleine de T forme´e des objets sur lesquels F>λ
s’annule. C’est une cate´gorie abe´lienne, en vertu de l’exactitude de F>λ.
Faisons en outre les hypothe`ses suivantes : pour tous M,N ∈ Ob(T ) et tout
λ ≥ 0, on a
FP1) lim←− λ≥0 F
>λ est le foncteur nul,
FP2) lim−→ µ>λ F
>µ = F>λ,
FP3) F
>λ(1) = 0,
FP4) F
>λ(M) = F>λ(N) = 0 =⇒ F>λ(M ⊗N) = 0.
FP5) F
>λ(M) = 0 =⇒ F>λ(M∨) = 0.
Alors les T≤λ forment un syste`me croissant de sous-cate´gories tannakiennes de
T , dont la re´union est e´gale a` T . Notons que la condition de “continuite´ a` droite”
FP2) se traduit par :
T≤λ =
⋂
µ>λ
T≤µ.
1.1.1. De´finition. Un syste`me de foncteurs F>λ comme ci-dessus sera appele´ une
filtration par les pentes de T 1.
Comme tout objet M de T est de longueur finie, sa filtration F>λ(M) n’a qu’un
nombre fini de sauts λ0, λ1, . . . (tels que grλi(M) 6= 0), qui de´finissent les pentes
de M . Il est parfois utile de convenir que 0 est de pente −∞.
1.1.2. Remarque. Les conditions FP4) et FP5) se traduisent par : si les pentes de
M et N sont ≤ λ, il en est de meˆme des pentes de M ⊗N,M∨ et N∨.
1.1.3. Lemme. On a une de´composition canonique, fonctorielle, de tout objetM =
⊕grµ(M), et F>λ(M) = ⊕µ>λ grµ(M). Pour µ 6= λ, on aHomT (grλ(M), grµ(M)) =
0.
1on prendra garde a` ne pas confondre cette notion avec celle de ⊗-filtration introduite dans [28,
IV.2.1], qui n’a rien a` voir.
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De´monstration. De la condition FP5), on tire, par syme´trie, que grλ(M) =
0 ⇐⇒ grλ(M∨) = 0. Soit λ0 la plus petite pente de M . Par re´currence sur
la longueur de M , il suffit, pour la premie`re assertion, de montrer que la projection
M → grλ0(M) admet une section.
Conside´rons le monomorphisme grλ0(M)∨ →֒ M∨. Son image est purement
de pente λ0, donc le compose´ grλ0(M)∨ →֒ M∨ → grλ0(M∨) est encore un
monomorphisme. En passant au dual, on trouve que le compose´ (grλ0(M∨))∨ →֒
M → grλ0(M) est un e´pimorphisme, d’ou` la premie`re assertion.
La seconde assertion re´sulte de la` et de ce que grλgrµ(M) = 0. 
1.1.4. Corollaire. Tout objet inde´composable de T n’a qu’une seule pente. 
1.2. On suppose maintenant T munie d’un foncteur fibre
ω : T → V ecE .
Notons G le E-groupe affine Aut⊗ω. Par la the´orie tannakienne, le syste`me des
T≤λ de´finit un syste`me de´croissant de sous-groupe ferme´s normaux G>λ ⊳ G, tels
que G≤λ := G/G>λ ∼= Aut⊗ω|T≤λ. Pour λ = 0, on e´crit plutoˆt G0 que G≤0
(puisqu’il n’y a pas de pente ne´gative). Terminologie : G>0 est le “sous-groupe
sauvage”, et G0 le “quotient mode´re´”.
On a
ω(M)G
>λ
= ⊕µ≤λ ω(gr
µ(M))
⋂
G>λ = 1 (par FP1),
tandis que la condition FP2) se traduit par :
SC) G>λ =
⋃
µ>λ
G>µ (adhe´rence de Zariski de la re´union).
1.2.1. Remarques. a) Si T ′ ⊂ T est une sous-cate´gorie tannakienne, la restriction
a` T ′ de la filtration par les pentes de T de´finit une filtration de Aut⊗ω|T ′ qui
n’est autre que la filtration par l’image des G>λ par l’e´pimorphisme canonique
G = Aut⊗ω → Aut⊗ω|T ′ (T ′≤λ = T≤λ ∩ T ′).
b) Soit E′/E une extension finie. On a une notion d’extension des scalaires
T(E′) a` la Saavedra cf. [28, III.1] : c’est la cate´gorie des E′-modules dans T 2 ;
T(E′) est naturellement e´quivalente a` RepE′ (G ⊗E E′), et on a un foncteur M 7→
M ⊗ E′ de T vers T(E′). Si T est munie d’une filtration par les pentes, il existe
une unique filtration par les pentes T(E′) compatible avec ce foncteur : les pentes
d’un E′-module dans T sont les pentes de l’objet de T sous-jacent. Les groupes
G>λE′ correspondants ne sont autres que les G
>λ ⊗E E
′
.
1.2.2. Notation. Pour tout λ > 0, on pose G(λ) =
⋂
µ<λ
G>µ.
2si E′/E est se´parable, T(E′) peut aussi se de´crire comme l’enveloppe pseudo-abe´lienne de la
cate´gorie obtenue a` partir de T en e´tendant les scalaires a` E′ , cf. [4, 5.3.2].
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Ce sont des sous-groupes ferme´s normaux de G, et on a les proprie´te´s suivantes :
⋂
λ>0
G(λ) = 1, G>λ =
⋃
µ>λ
G(µ) ∀λ ≥ 0, G>λ ⊂ G(λ) ∀λ > 0,
CG)
⋂
λ>µ>0
G(µ) = G(λ) (continuite´ a` gauche),
SS1) pour tout M ∈ Ob(T ) et tout λ > 0, la sous-repre´sentation triviale
ω(M)G
(λ)
est facteur direct de ω(M) en tant que repre´sentation de G(λ).
Cette dernie`re condition (“semisimplicite´ pour la valeur propre 1”) vient de ce
que pour tout λ > 0,
ω(M)G
(λ)
= ⊕µ<λ ω(gr
µ(M))
admet ⊕µ≥λ ω(grµ(M)) comme supple´mentaire stable sous G(λ).
1.2.3. The´ore`me. La donne´e d’une filtration par les pentes (F>λ)λ≥0 sur T
e´quivaut a` celle d’une filtration de´croissante se´pare´e (G(λ) ⊳G)λ>0 par des sous-
groupes ferme´s normaux ve´rifiant les conditions CG) et SS1).
De´monstration. Pour toute filtration par les pentes, on vient de voir que syste`me
des G(λ) de´finis en 1.2.2 ve´rifient les conditions du the´ore`me. Observons en outre
que F>λ(M) est de´termine´ par
ω(F>λ(M)) = Ker(ω(M)→ ω(M)G>λ)
ou` ω(M)G(λ) de´signe l’espace quotient des co-invariants (qui est canoniquement
isomorphe a` l’espace des invariants puisque ce dernier admet un supple´mentaire
stable).
Passons a` la re´ciproque. On se donne une filtration G(λ) ⊳ G comme dans le
the´ore`me. Pour tout λ ≥ 0, on pose G>λ =
⋃
µ>λ G
(µ)
. Ils forment aussi une
filtration de´croissante se´pare´e par des sous-groupes ferme´s normaux, et ve´rifient
l’analogue de la condition SS1) (en fait l’image de G>λ dans GL(ω(M)) s’iden-
tifie a` l’image de l’un des G(µ)). Puisque G>λ est normal dans G, Ker(ω(M) →
ω(M)G>λ) estG-stable, donc s’identifie a`ω(F>λ(M)) pour un sous-objet F>λ(M)
de M . On obtient ainsi un foncteur M 7→ F>λ(M).
Compte tenu de SS1), la formation des co-invariants est exacte, donc M 7→
ω(F>λ(M)) est exact, et finalement M 7→ F>λ(M) est exact puisque ω est fide`le
et exact. Les conditions FP1) et FP3) sont clairement remplies. La condition FP2)
se traduit par SC), qui est avec la de´finition ci-dessus de G>λ une tautologie :
⋃
ν>λ G
(ν) =
⋃
µ>λ
⋃
ν>µ G
(ν)
. Quant a` FP4) et FP5), elles suivent de ce que la
sous-cate´gorie pleine de T forme´e des objets M tels que G>λ agisse trivialement
sur ω(M) est une sous-cate´gorie tannakienne, ce qui est clair.
Il est aussi clair que cette construction (G(λ)) 7→ (F>λ) est inverse a` gauche de
la construction (F>λ) 7→ (G(λ)) de 1.2.2. Il reste a` voir que c’est aussi un inverse
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a` droite, ce qui revient a` voir que
G(λ) =
⋂
µ<λ
⋃
ν>µ
G(ν).
L’inclusion ⊂ est claire ; il s’agit de montrer l’inclusion oppose´e. C’est la` qu’in-
tervient la condition CG) : G(λ) =
⋂
µ<λ
G(µ). On conclut du fait que G(µ) ⊃
⋃
ν>µ G
(ν)
. 
1.2.4. Corollaire. On a les inclusions :
⊕µ<λ gr
λ(M)⊗ grµ(N) ⊂ grλ(M ⊗N),
grλ(M)⊗ grλ(N) ⊂ ⊕µ≤λ gr
µ(M ⊗N),
⊕µ<λ (Hom(gr
λ(M), grµ(N)⊕Hom(grµ(M), grλ(N))) ⊂ grλ(Hom(M,N)),
Hom(grλ(M), grλ(N)) ⊂ ⊕µ≤λ gr
µ(Hom(M,N)).
De´monstration. Par FP4) et FP5), on a
grλ(M)⊗ grµ(N) ⊂ ⊕ν≤max(λ,µ) gr
ν(M ⊗N),
Hom(grλ(M), grµ(N)) ⊂ ⊕ν≤max(λ,µ) gr
ν(Hom(M,N)),
d’ou` les deuxie`me et quatrie`me inclusions du corollaire. De´montrons la premie`re
(la troisie`me est analogue). On a (ω(grλ(M)))G(λ) = 0 et (ω(grµ(N)))G(λ) =
ω(grµ(N)) si µ < λ. On a donc (ω(grλ(M) ⊗ grµ(N)))G(λ) = 0, d’ou`
grλ(M)⊗ grµ(N) = grλ(grλ(M)⊗ grµ(N)). 
1.2.5. Remarque. Les G(λ) e´tant des sous-groupes normaux non ne´cessairement
caracte´ristiques, on doit prendre garde au fait que la filtration par les pentes n’est
pas ne´cessairement invariante par auto-e´quivalence de T . On a toutefois le
1.2.6. Sorite. Toute auto-e´quivalence de T qui est naturellement isomorphe au
⊗-foncteur identique respecte la filtration par les pentes. En particulier, si u :
T → T ′ est une e´quivalence de cate´gories tannakiennes, et si on munit T ′ de la
filtration par les pentes induite par u, tout quasi-inverse respecte les filtrations par
les pentes.
2. POLYGOˆNES DE NEWTON ET FILTRATIONS DE HASSE-ARF
2.1. Polygoˆnes de Newton. Soit T une cate´gorie tannakienne sur E munie d’une
filtration par les pentes (F>λ). Soit M un objet de T . Soient comme ci-dessus
λi, i = 0, 1 . . . , les pentes de M , range´es dans l’ordre croissant.
On de´finit le polygoˆne de Newton NP (M) comme l’enveloppe convexe dans
R2≥0 des points (
∑i
0 dim gr
λj (M),
∑i
0 λj dim gr
λj (M)), i ≥ 0, auxquels on joint
par convention l’axe vertical.
L’ordonne´e du sommet le plus a` droite (i.e. d’abscisse maximale) de NP (M)
s’appelle la hauteur du polygoˆne de Newton.
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2.1.1. Lemme. La re`gle M 7→ NP (M) s’e´tend en un homomorphisme NP du
groupe de Grothendieck K0(T ) (pour les suites exactes) vers le groupe attache´
au monoı¨de additif des sous-ensembles convexes polygoˆnaux de R2≥0. En outre
NP (M∨) = NP (M).
C’est clair, compte tenu de l’exactitude de grλ et de la proprie´te´ FP5) des fil-
trations par les pentes. 
2.1.2. Lemme. La re`gle M 7→ hauteur(NP (M)) s’e´tend en un homomorphisme
hNP : K0(T )→ R
qui de´termine comple`tement la filtration par les pentes.
Noter que par 1.1.4, tout inde´composable M a une seule pente, donne´e par
hNP (M)/dim(M). Par Krull-Schmidt, il est alors clair que hNP de´termine
comple`tement la filtration par les pentes. 
2.2. Filtrations de Hasse-Arf.
2.2.1. De´finition. Une filtration de type Hasse-Arf - ou plus brie`vement : filtration
de Hasse-Arf - est une filtration par les pentes telle que tous les polygoˆnes de
Newton soient a` sommets dans N2.
Cette proprie´te´ d’inte´gralite´ joue un roˆle essentiel dans la suite. On notera que
dans le cas d’une filtration de Hasse-Arf, les pentes de tout objet sont des nombres
rationnels.
2.2.2. Lemme. Supposons donne´e une filtration par les pentes (F>λ) sur T . Les
conditions suivantes sont e´quivalentes :
a) (F>λ) est une filtration de Hasse-Arf,
b) pour tout objet M , la hauteur du polygoˆne de Newton de M est un entier.
c) hNP est a` valeurs dans Z.
d) pour tout objet irre´ductible M , le produit de la pente de M par la dimension de
M est un entier.
De´monstration. En vertu de 2.1.1, a) e´quivaut a` l’inte´gralite´ du polygoˆne de New-
ton des objets irre´ductibles, ce qui se traduit indiffe´remment par b), c) ou d). 
Nous sugge´rons au lecteur de lire l’appendice A pour voir une manifestation
de la rigidite´ qu’impose cette condition “combinatoire” dans le cas simple ou` les
pentes 6= 0 sont non entie`res.
3. EXEMPLES DE FILTRATIONS DE HASSE-ARF
3.1. Repre´sentations galoisiennes finies. Il s’agit de l’exemple de base qui jus-
tifie la terminologie pre´ce´dente. Soit K est un corps henselien pour une valuation
discre`te a` corps re´siduel k parfait d’exposant caracte´ristique p ≥ 1. On a des suites
exactes
1→ I → GK = Gal(K
sep/K)→ Gal(ksep/k)→ 1
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1→ P → I → Πℓ 6=car k Zℓ → 1
ou` P est un pro-p-groupe (donc trivial si p = 1). On a I = GKhs , ou` Khs est
l’henselise´ strict de K .
On conside`re ici GK ,I et P comme sche´mas en groupes profinis constants sur
E, de sorte que les objets de RepE(GK) sont des repre´sentations d’image finie par
de´finition.
Soient G(λ)K ⊳GK les groupes de ramification de K en nume´rotation supe´rieure
(cf. [29]). Alors par le the´ore`me de Hasse-Arf (et via la proposition 1.2.3), les
groupes G(λ)K munissent RepE(GK) d’une filtration de Hasse-Arf. La hauteur du
polygoˆne de Newton d’une repre´sentation V de GK s’appelle le conducteur de
Swan de V , cf. [21]. Le the´ore`me de Hasse-Arf e´quivaut a` dire que c’est toujours
un entier3.
Les groupes G>λK sont aussi parfois note´s G
(λ+)
K . Notons que le groupe d’inertie
G
(0)
K n’est pas pris en compte par le formalisme des filtrations par les pentes : les
pentes ne distinguent pas entre extensions non ramifie´es et extensions mode´re´ment
ramifie´es.
3.2. Repre´sentations ℓ-adiques. Ici on prend E = Q¯ℓ (ℓ 6= p), et K comme
ci-dessus. On conside`re la cate´gorie tannakienne Repcont(GK/Q¯ℓ) des repre´sen-
tations ℓ-adiques du groupe compact GK , c’est-a`-dire des repre´sentations dans un
Q¯ℓ-espace de dimension finie qui proviennent de repre´sentations continues de´finies
sur une extension finie non pre´cise´e de Qℓ. On note RepFcont(I/Q¯ℓ) la cate´gorie
tannakienne qu’on obtient en appliquant le ⊗-foncteur ResIGK . C’est une sous-
cate´gorie tannakienne de Repcont(I/Q¯ℓ) (si k est fini, on peut la voir comme la
sous-cate´gorie des repre´sentations admettant “une structure de Frobenius”).
Les groupes de ramification de GK de´finissent une filtration de Hasse-Arf sur
RepFcont(I/Q¯ℓ), e´tudie´e en de´tail dans [21].
Un argument de compacite´ bien connu montre que P agit toujours a` travers
un groupe fini (cf. [21, 1.10]). Une version du the´ore`me de monodromie locale
ℓ-adique de Grothendieck [32, App.] s’e´nonce ainsi : supposons que
(∗) aucune extension finie de k ne contient toutes les racines de l’unite´ d’ordre
une puissance de ℓ. (C’est e´videmment le cas si k est fini).
Alors tout objet de RepFcont(I/Q¯ℓ) est quasi-unipotent, i.e. la restriction de la
repre´sentation a` un sous-groupe ouvert de I est unipotente (et agit a` travers le
facteur Zℓ de l’inertie mode´re´e).
Si FG est le groupe tannakien sur Q¯ℓ associe´ au foncteur “espace sous-jacent”,
de sorte que RepFcont(I/Q¯ℓ) ∼ RepQ¯ℓ
FG , on de´duit de ce the´ore`me que
FG ∼= I ×Ga,
FG>0 ∼= P
comme Q¯ℓ-groupes affines. La filtration (FG(λ)) correspond e´videmment a` celle
de I par l’isomorphisme pre´ce´dent.
3re´cemment, Abbes et Saito ont de´fini une filtration par les pentes sur RepE(GK) sans l’hy-
pothe`se que k soit parfait [1], mais il n’est pas clair que ce soit une filtration de Hasse-Arf.
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3.3. Modules diffe´rentiels sur un corps local d’e´gale caracte´ristique nulle.
Soit E((z)) un corps de se´ries formelles sur un corps E de caracte´ristique nulle.
Soit MC(E((z))/E) la cate´gorie tannakienne sur E des E((z))[ ddz ]-modules de
E((z))-dimension finie.
La the´orie formelle des modules diffe´rentiels (Turrittin, Levelt...) associe fonc-
toriellement a` tout objet de MC(E((z))/E) une filtration selon les pentes, cf. [20,
II]. La hauteur du polygoˆne de Newton d’un objet M de MC(E((z))/E) s’ap-
pelle l’irre´gularite´ (formelle) de M . C’est toujours un entier (trivialement), qui
s’interpre`te comme un indice, cf. [23].
On obtient ainsi une filtration de Hasse-Arf sur MC(E((z))/E). La structure
des groupes G(λ) est e´tudie´e en de´tail dans [20, II].
Dans loc. cit. , Katz construit aussi une extension canonique de tout objet de
MC(E((z))/E) en un module diffe´rentiel sur P1 \{0,∞}, d’ou` un foncteur fibre
canonique ω : MC(E((z))/E) → V ecE en prenant la fibre au point 1.
3.4. Modules diffe´rentiels sur des couronnes p-adiques. Soit K un corps com-
plet pour une valuation discre`te - ou plus ge´ne´ralement un corps maximalement
complet4 - d’ine´gales caracte´ristiques. On note k le corps re´siduel (de carac-
te´ristique p > 0).
Soit R = RK,z l’anneau (inte`gre) des fonctions analytiques dans un couronne
non circonfe´rencie´e C(]r, 1[) de diame`tre inte´rieur non pre´cise´5. Soit MC(R/K)
la cate´gorie tannakienne sur K des R[ ddz ]-modules de pre´sentation finie sur R. On
peut montrer que tout tel module est en fait automatiquement libre de type fini sur
R ([3, 2]).
On conside`re la sous-cate´gorie pleine MCS(R/K) de MC(R/K) forme´e des
modules diffe´rentiels solubles vers le bord exte´rieur, i.e. dont le rayon de conver-
gence au point ge´ne´rique de module ρ tend vers 1 avec ρ. Il est facile de voir que
c’est une sous-cate´gorie tannakienne, stable par extension.
• On doit a` Christol et Mebkhout [11],[12, 2] la construction d’une filtration de
type Hasse-Arf sur MCS(R/K) : la filtration par les pentes p-adiques.
Le facteur grλ(M) est caracte´rise´ par la proprie´te´ suivante : pour tout ρ < 1
suffisamment proche de 1, le rayon de convergence de toute solution de grλ(M)
non nulle au point ge´ne´rique tρ de module ρ est ρ1+λ.
Ou, ce qui revient au meˆme : F>λ(M) = 0 ⇐⇒ M admet une base de
solutions analytiques dans le disque non circonfe´rencie´ de centre tρ et de rayon
ρ1+λ (pour tout ρ suffisamment proche de 1).
La hauteur du polygoˆne de Newton de M s’appelle l’irre´gularite´ p-adique de
M . C’est toujours un entier (du fait qu’elle s’interpre`te comme un indice, fait beau-
coup plus profond que dans le cas formel).
• Soit E = K¯ une cloˆture alge´brique de K , et posons RK¯ = R⊗K K¯ . On voit
imme´diatement que K est alge´briquement ferme´ dans R, donc RK¯ est inte`gre.
4i.e. tel que toute intersection de disques emboıˆte´s non vides est non vide.
5Cet anneau diffe´rentiel apparaıˆt dans les travaux de Robba (e.g. [26, 2], [27, 3.11]).
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Soit MC(RK¯/K¯) la cate´gorie des RK¯ [ ddz ]-modules de pre´sentation finie sur
RK¯ . Tout objet de MC(RK¯/K¯) provient par extension des scalaires d’un objet de
MC(R⊗K L/L) pour une extension finie convenable L/K. On de´duit de ce qui
pre´ce`de qu’il est libre sur RK¯ . La cate´gorie MC(RK¯/K¯) est tannakienne sur K¯ .
On a une sous-cate´gorie tannakienne MCS(RK¯/K¯) forme´e des modules
diffe´rentiels solubles au bord exte´rieur. La filtration par les pentes p-adiques n’est
pas sensible aux extensions finies des scalaires, donc se transporte sans proble`me
en une filtration de Hasse-Arf de MCS(RK¯/K¯).
• Soient h un entier ≥ 1, et σ un automorphisme continu de K¯ relevant l’au-
tomorphisme x 7→ xph de k¯. Il y a un unique automorphisme σ-line´aire ϕh de
R = RK,z tel que z 7→ zp
h
. On dit qu’un objet M de MC(RK¯/K¯) admet une
structure de Frobenius d’ordre h (resp. une structure de Frobenius) si ϕ∗hM ∼= M
(resp. pour h non pre´cise´).
D’apre`s un the´ore`me de Christol-Mebkhout (cf. [12, 6]), la sous-cate´gorie
pleine MCF (RK¯/K¯) de MC(RK¯/K¯) forme´e des objets admettant une struc-
ture de Frobenius est en fait une sous-cate´gorie tannakienne, stable par exten-
sion (ce the´ore`me devient d’ailleurs facile si on se limite a` la sous-cate´gorie de
MC(RK¯/K¯) forme´e des objets semisimples, cf. [3, 5.3. rem. a]). Par un argu-
ment bien connu duˆ a` Dwork, MCF (RK¯/K¯) est en fait une sous-cate´gorie de
MCS(RK¯/K¯). Insistons sur le fait que seule l’existence d’une structure de Frobe-
nius est prise en compte dans la de´finition de MCF (RK¯/K¯), et non la structure
de Frobenius elle-meˆme, i.e. le choix d’un isomorphisme ϕ∗hM ∼= M .
3.5. En revanche, le formalisme des pentes frobeniusiennes attache´es aux F -
cristaux ne rentre pas dans le formalisme des filtrations par les pentes e´tudie´ dans
cet article : d’une part, les pentes peuvent eˆtre ne´gatives, d’autre part les condi-
tions FP4) et FP5) ne sont pas satisfaites. En fait, ces “pentes” rentrent dans le
formalisme de Saavedra des ⊗-filtrations6.
4. INDUCTION ET INDUCTION TENSORIELLE
4.1. Rappels, cf. [22, 10.3]. Soit H un groupe. Soit Γ ⊂ Sn un sous-groupe du
groupe des permutations de {1, 2, . . . , n}. Le produit en volute Γ ≀H est le produit
semi-direct de Γ avec Hn, Γ agissant par permutation des facteurs ; explicitement,
σ ∈ Γ ⊂ Sn agit par
σ−1(h1, . . . , hn)σ = (hσ(1), . . . , hσ(n)).
Supposons que H soit sous-groupe d’indice fini n d’un groupe G. Alors le choix
d’un ensemble ordonne´ γ1, . . . , γn de repre´sentants des classes a` droite modulo H
de´finit un homomorphisme injectif
G→ Sn ≀H : g 7→ σg.(γ
−1
σg(1)
gγ1, . . . , γ
−1
σg(n)
gγn),
6comme me l’a fait observer J. Sauloy, les pentes rencontre´es dans la the´orie des modules aux
q-diffe´rences s’e´cartent de meˆme du formalisme de cet article (et s’apparentent en fait aux pentes
frobeniusiennes).
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ou` σg est la permutation de´finie par la condition que les γ−1σg(i)gγi ∈ H .
Cet homomorphisme ne de´pend qu’a` automorphisme inte´rieur pre`s du choix des
γi.
Fixons un anneau de base E. Par E-repre´sentation d’un groupe, nous sous-
entendons que le E-module sous-jacent est libre de type fini. Soit V une E-repre´-
sentation deH . Alors on munit V n d’une repre´sentation du produit en volute Sn≀H
en posant
(σ−1.(h1, . . . , hn))(v1, . . . , vn) = (hσ(1)vσ(1), . . . , hσ(n)vσ(n)).
Sa restriction a` G est une E-repre´sentation de G, appele´e induite de V , et note´e
IndGH(V ).
De meˆme, on munit V ⊗n d’une repre´sentation de Sn ≀H en posant
(σ−1.(h1, . . . , hn))(v1 ⊗ . . .⊗ vn) = hσ(1)vσ(1) ⊗ . . . ⊗ hσ(n)vσ(n).
Sa restriction a` G est une E-repre´sentation de G, appele´e tenseur-induite de V , et
note´e ⊗IndGH(V ).
Ces constructions sont compatibles a` tout changement de base E → E′, et sont
fonctorielles en V .
4.2. Quelques proprie´te´s, cf. [5, 3.3, 3.15], [22, 10.3].
1) ResHG [IndGH(V )] ∼= ⊕i=ni=1 γiV, ResHG [⊗IndGH(V )] ∼= ⊗i=ni=1 γiV ,
ou` γiV = γi ⊗ V est la repre´sentation conjugue´e de V par γi.
2) Si H est normal dans G, on a un isomorphisme canonique
IndGH(V )⊗E Ind
G
H(W )
∼= ⊕i Ind
G
H(
γiV ⊗E W )
Cette proprie´te´ se prouve a` l’aide du the´ore`me de de´composition de Mackey, cf. [5,
3.3.5]. En ite´rant, on trouve
(IndGH(V ))
⊗n ∼=
⊕
i1,... ,in−1
IndGH((
⊗
j=1,...n−1
γijV )⊗ V )
dont IndGH(ResHG (⊗IndGH(V ))) est un facteur direct. Si n est inversible dans E,
⊗IndGH(V ) est facteur direct de ce dernier G-module ([5, 3.6.9]), donc facteur
direct de (IndGH(V ))⊗n.
3) Soit H ′ un sous-groupe d’indice n d’un groupe G′. Soient ϕ : G → G′ un
homomorphisme de groupes induisant un homomorphisme ψ : H → H ′ et un
isomorphisme G/H → G′/H ′. Choisissons des repre´sentants γi, γ′i compatibles
qui se correspondent sous ϕ. Soit V ′ une E-repre´sentation de H ′, et notons ψ∗(V ′)
la repre´sentation de H (de meˆme module sous-jacent) via ψ.
Alors on a des isomorphismes canoniques
IndGH(ψ
∗(V ′)) ∼= ϕ∗(IndG
′
H′(V
′)), ⊗IndGH(ψ
∗(V ′)) ∼= ϕ∗(⊗IndG
′
H′(V
′)).
Cette proprie´te´ se prouve en deux temps. Siϕ est surjectif, le re´sultat est imme´diat
(voir aussi loc. cit. 10.3.2.(4)). Siϕ est injectif, cela re´sulte du the´ore`me de Mackey,
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dans le cas d’une seule double classe (et de sa version multiplicative, cf. loc. cit.
10.3.3). Le cas ge´ne´ral s’obtient par composition.
4.3. Variante “ge´ome´trico-alge´brique”. La proprie´te´ 3) ci-dessus jointe a` la com-
patibilite´ de l’induction et de la tenseur-induction a` tout changement de base E →
E′ permet de transposer ces constructions du cadre des groupes abstraits au cadre
des sche´mas en groupes affines.
Plus pre´cise´ment, soient G un sche´ma en groupes affine sur E et H un sous-
sche´ma en groupes ferme´ tel que le quotient G/H soit repre´sentable par un E-
sche´ma fini constant de rang n (i.e. par (SpecE)n). Alors a` toute E-repre´sen-
tation V de H , on peut attacher son induite IndGH(V ) (resp. sa tenseur-induite
⊗IndGH(V )) qui est une E-repre´sentation de G de module sous-jacent V n (resp.
V ⊗n). Les proprie´te´s ci-dessus valent encore dans ce cadre.
Dans toute la suite, E sera un corps de caracte´ristique nulle.
Si V est une repre´sentation semisimple de H , IndGH(V ) et ⊗IndGH(V ) sont alors
des repre´sentations semisimples de G (cf. loc. cit. 10.3.4).
4.4. Le cas normal. On suppose en outre que H est normal dans G, et on identifie
le groupe quotient G/H a` un sous-groupe de Sn. On peut donc identifier G a` un
sous-groupe ferme´ de G/H ≀ H ⊂ Sn ≀ H . Notons que l’application g 7→ σg ∈
G/H ⊂ Sn de 4.1 n’est autre que l’action par translation a` gauche de G sur G/H .
On note aussi H l’image de H → GL(V ), G¯ l’image de G → GL(V n) (re-
pre´sentation induite), H¯ l’image de H dans G¯, ⊗G¯ l’image de G → GL(V ⊗n)
(repre´sentation ⊗-induite), et enfin ⊗H¯ l’image de H dans ⊗G¯.
4.4.1. Lemme. a) On a des plongements naturels
G¯ →֒ G/H ≀H, ⊗G¯ →֒ G/H ≀H.
b) Si dim V ≥ 1 (resp. dim V > 1), ces plongements induisent des isomorphismes
G¯/H¯ ∼= G/H (resp. G¯/H¯ ∼= ⊗G¯/⊗H¯) ;
c) On a des triangles commutatifs naturels d’e´pimorphismes
G −→ G¯ H −→ H¯
ց ւ ց ւ
⊗G¯ ⊗H¯.
De´monstration. a) est imme´diat.
b) suit de ce que si dim V ≥ 1 (resp. dim V > 1), l’action de Sn sur V n (resp.
V ⊗n) par permutation des facteurs est fide`le.
c) re´sulte de ce que ⊗IndGH(V ) est facteur direct de (IndGH(V ))⊗n. 
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4.5. Un cas particulier. Supposons H simple7, et supposons que G/H soit le
groupe cyclique Cℓ a` ℓ e´le´ments, avec ℓ = n premier. Rappelons que dans le
produit en volute Cℓ ≀H , Cℓ agit sur Hℓ par permutation circulaire des facteurs H .
Notons pi, pij les projections de Hℓ sur le i-e`me facteur (resp. sur le produit des
i-e`me et j-e`me facteurs).
Commenc¸ons par une variante du lemme de Goursat.
4.5.1. Lemme. Soit H ′ un sous-groupe ferme´ de Cℓ ≀ H contenu dans Hℓ, stable
sous l’action inte´rieure de Cℓ, et tel que p1(H ′) = H . Alors H ′ = Hℓ ou bien H ′
est un groupe de la forme
{(h = ϕ1(h), ϕ2(h), . . . , ϕℓ(h))|h ∈ H} ∼= H
ou` les ϕj sont des automorphismes de H .
De´monstration. La stabilite´ deH ′ sousCℓ entraıˆne imme´diatement que les pj(H ′) =
H pour chaque j. D’apre`s le lemme de Goursat, p1j est surjective a` moins que
p1j(H
′) ne soit le graphe d’un automorphisme ϕj . La stabilite´ deH ′ sous le groupe
simple Cℓ entraıˆne que ceci arrive simultane´ment pour tout j 6= 1, ou n’arrive pour
aucun j 6= 1. 
On suppose V 6= 0.
4.5.2. Proposition. a) Sous les hypothe`ses pre´ce´dentes, on est dans l’un des deux
cas suivants :
Cas I) G¯ = Cℓ ≀ H (produit en volute) ; ses seuls sous-groupes ferme´s normaux
sont 1,Hℓ, G¯.
Cas II) G¯ = Cℓ⋉H (produit semi-direct) ; si le produit n’est pas isomorphe a` un
produit direct, ses seuls sous-groupes ferme´s normaux sont 1,H, G¯.
Dans les deux cas, il n’y a pas de chaıˆne de sous-groupes ferme´s normaux de G¯
de longueur > 3 (1 et G¯ e´tant compris).
b) Si dim V > 1, on a G¯ = ⊗G¯. Dans le cas I), si V est une repre´sentation
absolument irre´ductible deH , alors ⊗IndGH(V ) est une repre´sentation absolument
irre´ductible de G (et meˆme de H).
De´monstration. a) On sait que G¯/H¯ ∼= Cℓ (lemme 4.4.1). Donc H¯ est un sous-
groupe ferme´ de Cℓ ≀H stable par Cℓ. De la formule ResHG [IndGH(V )] ∼= ⊕ γiV ,
on de´duit que p1(H¯) = H . On de´duit du lemme pre´ce´dent qu’on est dans l’un
des cas I) ou II). Soit G′ un sous-groupe ferme´ normal non trivial de G¯. Alors
H ′ = G′ ∩ Hℓ est un sous-groupe ferme´ normal non trivial de H¯ stable sous
l’action inte´rieure de Cℓ. Comme H est simple, p1(H ′) = H ou 1. On termine
la classification des sous-groupes ferme´s normaux en appliquant de nouveau le
lemme pre´ce´dent.
b) Montrons que l’on ne peut avoir simultane´ment H¯ = Hℓ et ⊗H¯ = H , ou
vice-versa. La seconde possibilite´ est exclue par le point c) du lemme 4.4.1 : on a
un e´pimorphisme H¯ → ⊗H¯ . Ce point et le lemme pre´ce´dent excluent en fait aussi
la premie`re possibilite´ : en effet, le noyau Hℓ → ⊗H¯ = H serait un sous-groupe
7i.e. distinct de Ga, et n’admettant aucun sous-groupe ferme´ normal distinct de 1 et de lui-meˆme.
Un tel groupe alge´brique est soit fini, soit connexe semisimple.
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ferme´ normal de Hℓ (6= 1, 6= Hℓ), stable par permutation circulaire des ℓ facteurs,
ce qui est impossible.
Pour la dernie`re assertion de b), on remarque que si V est une repre´sentation
absolument irre´ductible de H de dimension > 1, ResHG [⊗IndGH(V )] ∼= ⊗ γiV
est une repre´sentation absolument irre´ductible de Hℓ. 
Remarquons que commeH est simple, le groupe des automorphismes exte´rieurs
Out(H) est fini (si H est infini, cela de´coule du the´ore`me classique correspondant
pour les alge`bres de Lie semisimples).
4.5.3. Lemme. Plac¸ons-nous dans le cas II) de la proposition pre´ce´dente. Sup-
posons en outre que ℓ ne divise pas |Out(H)|. Alors V ∼= ResHG (W ) = ResH¯G¯ (W )
pour une repre´sentation absolument irre´ductible convenable W de G¯, et G¯ est iso-
morphe au produit direct Cℓ ×H .
De´monstration. L’hypothe`se entraıˆne que l’action Cℓ → Aut(H) de´finissant le
produit semi-direct Cℓ ⋉ H s’effectue par automorphismes inte´rieurs, donc pro-
vient d’un homomorphisme Cℓ → H puisque H est simple. On peut ainsi enrichir
la repre´sentation V en une repre´sentation W de G¯ (absolument irre´ductible tout
comme V ) via Cℓ → H , dont l’image n’est autre que H . Quitte a` composer cet
homomorphisme G¯ → H¯ = H avec un automorphisme de H¯ , on obtient une
re´traction de H¯ →֒ G¯. 
5. UN THE´ORE`ME DE STRUCTURE POUR LES FILTRATIONS DE HASSE-ARF
Dans l’exemple classique des repre´sentations galoisiennes, l’efficacite´ du for-
malisme des groupes de ramification vient en grande partie de la possibilite´ de
faire une extension finie du corps de base (lemme de Herbrand, etc . . . ). En par-
ticulier, pour une extension mode´re´ment ramifie´e L/K d’indice de ramification n,
on a G
(nλ)
L = G
(λ)
K ∩GL.
Nous allons adapter une partie de ce formalisme de changement de base au cas
des filtrations de type Hasse-Arf abstraites.
5.1. Cadre.
• On fixe un ensemble P de nombres premiers (e´ventuellement vide). On sup-
pose que l’ensemble P′ des nombres premiers n’appartenant pas a` P est infini. On
pose Zˆ(P′) = Πℓ/∈P Zℓ.
• On se donne un groupe profini I . On suppose que I s’inscrit dans une suite
exacte
1→ P → I → Zˆ(P′) → 1
ou` P est un pro-P-groupe 8. (En pratique, I sera le groupe d’inertie d’un corps
henselien K pour une valuation discre`te a` corps re´siduel k parfait, de sorte que
|P| = 0 ou 1 ; si P est vide, P est trivial.)
8Une telle suite exacte se scinde pour raison de cardinal (cf. [31, 5.9. cor. 1]), mais peu importe
ici.
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Tout sous-groupe d’indice fini de Zˆ(P′), en particulier l’image de tout sous-
groupe ouvert U de I , est de la forme nU .Zˆ(P′), donc canoniquement isomorphe
a` Zˆ(P′). Pour tout n premier a` P, la pre´image de nZˆ(P′) dans U est note´e U (n),
de sorte que U/U (n) ∼= Z/nZ. Noter que si U est normal dans I , U (n) l’est aussi
(comme intersection de U et de la pre´image de nnU Zˆ(P′) dans I).
• Soit E = E¯ un corps alge´briquement clos de caracte´ristique nulle. On con-
side`re I comme E-sche´ma en groupes affine constant, de meˆme que ses sous-
groupes ouverts.
On se donne un e´pimorphisme de E-groupes affines
G→ I.
Pour tout sous-groupe ouvert normal U ⊳ I , on pose GU = G ×I U . Pour toute
inclusion U ′ ⊂ U de sous-groupes ouverts normaux de I , on note ιU ′U : GU ′ ⊂
GU l’inclusion correspondante. On a donc un syste`me inductif de cate´gories tanna-
kiennes neutralise´es
RepEG→ . . .→ RepEGU
ι∗
U′U
=Res
G
U′
GU→ RepEGU ′ . . .
indexe´ par les sous-groupes ouverts normaux de I . On a par ailleurs des foncteurs
IndGUGU′
et ⊗IndGUGU′ qui vont dans l’autre sens.
On peut identifier RepEU (resp. RepEZˆ(P′)) a` la sous-cate´gorie tannakienne de
RepEGU forme´e des repre´sentations V telles que ι∗U ′U (V ) (resp. ι∗U (n)U (V )) soit
isomorphe a` 1dim V pour U ′ convenable (resp. pour n premier a` P convenable).
• Enfin on suppose les RepEGU munies de filtrations de Hasse-Arf (F>λ) avec
les conditions de compatibilite´ suivantes : pour tout U (normal), tout λ, et tout n
premier a` P,
Comp1) F
>nλ ◦ ι∗
U (n),U
= ι∗
U (n),U
◦ F>λ,
Comp2) il existe une e´quivalence de cate´gories tannakiennes
ρ∗
U (n),U
: RepEGU ∼= RepEGU (n)
compatible aux filtrations de Hasse-Arf9.
5.1.1. Remarque. En termes des filtrations (G(λ)U ) attache´es aux filtrations de Hasse-
Arf et par le dictionnaire tannakien, ces conditions s’e´crivent de manie`re e´quivalente :
Comp′1) ιU (n),U(G
(nλ)
U (n)
) = G
(λ)
U ,
Comp′2) il existe un isomorphisme ρU (n),U : GU (n) ∼= GU envoyant G
(λ)
U (n)
sur G
(λ)
U .
(Heuristiquement, ces deux conditions sont les maˆchoires d’un e´tau qui force l’ex-
istence de pentes fractionnaires, de`s lors qu’il y a des pentes non nulles.)
9on n’impose aucune relation entre ρ∗
U(n),U
et ι∗
U(n),U
.
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5.2. Le the´ore`me de structure. Rappelons qu’un caracte`re d’un E-groupe affine
est un homomorphisme de ce groupe affine vers Gm (ou ce qui revient au meˆme,
une repre´sentation de dimension 1 sur E). Rappelons aussi que le radical est le plus
grand sous-groupe ferme´ normal connexe pro-re´soluble.
Pour une repre´sentation de G ou GU , nous emploierons de manie`re interchange-
able les expressions “mode´re´e” et “de pente 0”.
5.2.1. The´ore`me. a) On fait les hypothe`ses supple´mentaires suivantes sur les car-
acte`res de GU , pour tout sous-groupe ouvert normal U de I :
χ1) tout caracte`re d’ordre fini de GU provient d’un caracte`re de U ,
χ2) tout caracte`re mode´re´ d’ordre fini de GU provient d’un caracte`re du quotient
Zˆ(P′) de U , et re´ciproquement,
χ3) toute repre´sentation irre´ductible mode´re´e de GU est de dimension un, i.e. est
un caracte`re.
Alors les homomorphismes canoniques
G/Rad(G)→ π0(G)→ I
sont des isomorphismes. De plus le sous-groupe sauvage G>0 est extension du
pro-P-groupe P par un groupe pro-re´soluble connexe, et le quotient mode´re´ G0 =
G/G>0 est extension du pro-P′-groupe Zˆ(P′) par un groupe pro-re´soluble con-
nexe.
b) On suppose en outre que
Ext) pour tout m, il existe au plus une classe d’isomorphisme d’extensions
ite´re´es Nm de 1 de dimension m dans RepEG,
Ind) tout objet inde´composable de RepEG est de la forme V ⊗ Nm, ou` V est
irre´ductible.
Alors la composante neutre de G>0 est un pro-tore, et G0 est un groupe dont la
composante neutre est un pro-tore, ou bien le produit de Ga par un tel groupe.
c) Enfin, si de plus
χ4) tout caracte`re de GU est d’ordre fini,
alors G>0 ∼= P, et G ∼= I ou I ×Ga.
De´monstration. a) Nous proce´dons en cinq e´tapes, dont les principales sont 2) et
4).
1) Examinons d’abord l’e´pimorphisme π0(G) → I . Pour montrer que c’est un
isomorphisme, il suffit de montrer que pour toute repre´sentation R ou` G agit a`
travers un groupe fini, G agit en fait a` travers I .
Notons GR le groupe fini Im(G→ GL(R)). Le syste`me des sous-groupes GRU
de GR (indexe´ par le syste`me ordonne´ filtrant des sous-groupes normaux ouverts
U de I) est stationnaire. Fixons U pour lequel GRU est minimum. Il s’agit de voir
que GRU = 1.
Supposons le contraire, et soit H un quotient simple de GRU . Alors la filtration
de H par les images des G>λU n’a qu’un saut, ce qui entraıˆne que les irre´ductibles
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6= 1 de la sous-cate´gorie RepEH de RepEGU sont purement d’une pente λ (qui
peut eˆtre nulle). Nous allons montrer que H est abe´lien.
Le cas de pente 0 re´sulte de l’hypothe`se χ3). On va donc se restreindre au cas
λ 6= 0. Par la vertu des filtrations de Hasse-Arf, le nombre λ.dimV est un entier
> 0.
2) SiH est non-abe´lien, il existe une repre´sentation irre´ductible V de dimension
> 1 ; elle est fide`le puisque H est simple.
Soit ℓ un nombre premier ∈ P′ ne divisant pas |Out(H)| , ni dim V ni
λ.dim V (les “coˆte´s” du polygoˆne de Newton). Il en existe puisque P′ est in-
fini.
Graˆce a` Comp2), commenc¸ons par transfe´rer le proble`me sur U (ℓ) au moyen de
ρ∗
U (ℓ),U
. On voit donc H comme l’image de H = GU (ℓ) dans GL(V ).
Conside´rons la repre´sentation induite IndGUH (V ). On est dans la situation d’ap-
plication de 4.5.2 et 4.5.3, dont on reprend les notations (avec GU au lieu de G).
Dans l’un ou l’autre des cas I), II), il n’y a pas de chaıˆne de sous-groupes ferme´s
normaux de G¯ de longueur > 3 (1 et G¯ e´tant compris). Il suit que la filtration de
G¯ par les images des G>λ au plus deux sauts. On a ι∗
U (ℓ),U
(IndGUH (V ))
∼= ⊕γiV ,
d’ou` l’on de´duit par Comp1) que λ/ℓ est l’un d’entre eux. Quant aux repre´sen-
tations de G¯ se factorisant par Cℓ, leur restriction a` H est triviale ; donc, tou-
jours par Comp1), l’autre saut est 0. Autrement dit, dans la cate´gorie tannakienne
RepEG¯ engendre´e par IndGUH (V ), on ne rencontre que les pentes λ/ℓ et 0 ; on a
G¯(λ/ℓ) = H¯ .
Examinons le cas I) de 4.5.2 : l’objet ⊗IndGUH (V ) deRepEG¯ est alors irre´ductible
de dimension > 1. Par χ3), sa pente est donc non nulle. Elle vaut donc λ/ℓ. Comme
ℓ ne divise ni dim V ni λ.dim V , donc pas non plus λ.dim (⊗IndGUH (V )) =
λ.(dim V )ℓ, c’est impossible par 2.2.2.
Examinons le cas II) : l’hypothe`se que ℓ 6 |Out(H)| entraıˆne que V est de la
forme ResH¯
G¯
(W ), pour un objet W irre´ductible de RepEG¯ de dimension > 1, cf.
4.5.3. Par χ3), la pente de W est donc non nulle. Elle vaut donc λ/ℓ. Or c’est
impossible par 2.2.2 puisque ℓ 6 |λ.dim W = λ.dim V .
3) On tire de ce qui pre´ce`de que H est en fait cyclique d’ordre premier. Il en
de´coule que la repre´sentation irre´ductible V est de dimension 1. L’hypothe`se χ1)
contredit alors le choix initial du sous-groupe U . On conclut que l’homomorphisme
π0(G)→ I est un isomorphisme.
4) Examinons a` pre´sent l’e´pimorphisme G/Rad(G) → π0(G). Pour montrer
que c’est un isomorphisme, il suffit de montrer que pour toute repre´sentation R ou`
G agit a` travers G/Rad(G), G agit en fait a` travers un groupe fini.
D’apre`s l’e´tape pre´ce´dente, on sait qu’il existe un sous-groupe ouvert normal
U ⊳ I tel que l’image de GU dans GL(ι∗U,IR) soit connexe. Quitte a` remplacer I
par U , on peut donc supposer l’image de G dans GL(R) connexe. Il s’agit de voir
qu’elle est triviale.
Supposons le contraire, et soit H un quotient simple de cette image. Puisque H
est simple, la filtration de H n’a qu’un cran, ce qui entraıˆne que les irre´ductibles
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6= 1 de la sous-cate´gorie RepEH de RepEG sont purement d’une pente λ (qui ne
peut eˆtre nulle en vertu de χ3)). Comme H est non-abe´lien (puisque Rad(G) agit
trivialement), il existe une repre´sentation irre´ductible V de dimension > 1 ; elle est
fide`le puisque H est simple. La suite de la de´monstration s’effectue comme en 2),
et me`ne a` une contradiction.
5) On conclut de ce qui pre´ce`de que la suite
1→ Rad(G)→ G→ I → 1
est exacte, ce qui prouve la premie`re partie de l’assertion a).
Passons a` la seconde partie de a). Le radical du quotient mode´re´ G0 n’est autre
que l’image du radical de G. On en de´duit que G0/Rad(G0) s’identifie au quotient
de I par l’image I>0 de G>0 dans I .
Toute repre´sentation V deG provenant d’une repre´sentation du quotient G0/Rad(G0)
est semisimple et d’image finie. Par χ3), elle est somme directe de caracte`res
mode´re´s de G. Soit V une repre´sentation irre´ductible de G0/Rad(G0). Par χ3),
cette repre´sentation provient d’un caracte`re mode´re´ (d’ordre fini) de G, qu’on peut
identifier a` des caracte`res (d’ordre fini) de I/I>0 d’apre`s ce qui pre´ce`de. On con-
clut alors par χ2) que I/I>0 = Zˆ(P′), donc que I>0 = P. Ceci ache`ve la preuve
de a).
b) L’hypothe`se Ext) entraıˆne que les sommes finies d’extensions ite´re´es de
1 forment une sous-cate´gorie tannakienne de RepEG isomorphe a` V ecE ou` a`
RepEGa. L’hypothe`se Ind) implique que toute repre´sentation de G est somme
directe finie d’une repre´sentation du quotient de G par son radical unipotent, ten-
sorise´e avec une extension ite´re´e de 1, d’ou` le re´sultat par le dictionnaire tannakien,
en combinant avec a).
c) Compte tenu de ce qui pre´ce`de, il suffit de montrer que sous la condition χ4),
le radical de G coı¨ncide avec le radical unipotent. Or ceci se teste sur les quotients
de dimension finie de G. On se rame`ne comme au pas 4) au cas ou` ces quotients
sont connexes. L’assertion est alors claire. 
5.3. Premiers exemples. 1) Dans l’exemple 3.1 des repre´sentations galoisiennes
d’un corps strictement henselien, Comp1) et Comp2) sont satisfaites de meˆme que
toutes les conditions du the´ore`me, mais ce dernier n’apporte rien : G = I .
2) Dans l’exemple 3.2 des repre´sentations ℓ-adiques locales, le the´ore`me s’ap-
plique pour FG mais il ne donne rien de plus que le the´ore`me de monodromie
locale ℓ-adique de Grothendieck, d’ailleurs e´quivalent a` la condition χ4) dans cette
situation.
3) Dans l’exemple 3.3 des modules diffe´rentiels sur E((z)), on retrouve une
partie des re´sultats de Katz [20]. Voici comment.
On prend pour I le groupe de Galois absolu de E((z)) (qui coı¨ncide avec le
groupe d’inertie puisque E est suppose´ alge´briquement clos ; on a P = ∅). On a
donc I ∼= Zˆ, et tout ouvert U est de la forme I(n) ∼= Zˆ.
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Soit ω le foncteur fibre canonique de Katz sur MC(E((z))/E) (cf. 3.3), et
posons G = Aut⊗ω. Comme ce foncteur est construit comme la fibre en 1 de
l’extension canonique, on a un carre´ commutatif pour tout n > 0
MC(E((z1/n))/E)
ω ∼=
−−−→ RepEGI(n)
⊗E((z))E((z
1/n))
x ι∗I(n)I
x
MC(E((z))/E)
ω ∼=
−−−→ RepEG.
La sous-cate´gorie de MC(E((z))/E) forme´e des objets qui deviennent triviaux
par ramification kummerienne z 7→ zn d’ordre n non pre´cise´ s’envoie sur RepEI ,
et correspond, dualement, a` un e´pimorphisme G→ I . Il est bien connu qu’une telle
ramification ι∗
I(n)I
multiplie les pentes par n ([20, 2.2.11.2]). Le changement de
variable z 7→ z1/n induit un isomorphisme MC(E((z))/E) ∼= MC(E((z1/n))/E)
de cate´gories tannakiennes compatible aux filtrations par les pentes, qui se trans-
porte en une e´quivalence ρ∗
I(n),I
. Enfin, les conditions χ1), χ2), χ3), Ext), Ind)
du the´ore`me sont satisfaites (mais pas χ4)).
Comme P est vide, le the´ore`me montre que G>0 est un pro-tore (connexe). Dans
[20, 2.6.5], Katz identifie son groupe des caracte`res au groupe abe´lien E((z))/E[[z]].
6. LE CONTEXTE p-ADIQUE
6.1. Nous nous plac¸ons maintenant dans le cadre 3.4 des modules diffe´rentiels
sur des couronnes p-adiques. Nous allons commencer par montrer comment il se
moule dans le cadre 5.1.
Pour nous raccrocher a` la litte´rature sur ce sujet [17][24][25][34][35][36], nous
supposerons de´sormais queK est a` valuation discre`te (p-adique), de corps re´siduel
k parfait.
Il de´coule de l’hypothe`se de discre´tion que le sous-anneau E† = E†K,z de R des
fonctions qui sont borne´es vers le bord exte´rieur est en fait un corps. C’est meˆme
un corps henselien (muni de la norme sup), de corps re´siduel k((z)).
On prend I = Gk¯((z)), le groupe d’inertie du corps local k((z)) ;P est le groupe
d’inertie sauvage. On a donc P = {p}. On prend E = K¯.
6.2. Changements de base finis. Toute extension finie se´parable de k((z)) est de
la forme k′((z′)) et se rele`ve en une extension finie non ramifie´e E†K ′,z′ de E
†
K,z (on
prendra garde a` ce que l’e´quation liant z′ a` z est en ge´ne´ral fort complexe ; on peut
toutefois choisir z′ de sorte que z soit un polynoˆme sans terme constant en z′).
La de´rivation d/dz et le Frobenius de E†K,z s’e´tendent (de manie`re unique) a` E†K ′,z′
a` ([36, 2.6]). Ils s’e´tendent aussi a` l’extension e´tale finie RK ′,z′ := RK,z ⊗E†K,z
E†K ′,z′ de RK,z.
• Tout sous-groupe ouvert normal U ⊳I correspond a` une extension galoisienne
k¯((zU ))/k¯((z)), qui donne lieu a` une extension e´tale finieRK¯,zU deRK¯,z, galoisi-
enne de groupe I/U (et qu’on peut supposer contenue dans une clotuˆre alge´brique
fixe´e du corps des fractions de RK¯,z). Notons R˜ l’extension e´tale deRK¯,z re´union
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de ces extensions finies. Elle est munie d’une action de I , d’un Frobenius e´tendant
ϕ, et d’une de´rivation e´tendant d/dz (elle de´finit en particulier un ind-objet de
MCF (RK¯/K¯)).
• Notons MC(R˜/K¯) la cate´gorie tannakienne des modules diffe´rentiels de
pre´sentation finie sur R˜. Lorsque U ′ ⊂ U de´crivent les sous-groupes ouverts nor-
maux de I , les ope´rations
⊗RK¯,zU
RK¯,zU′ , ⊗RK¯,zU
R˜
de´finissent une tour de ⊗-foncteurs exacts fide`les
MC(RK¯,zU/K¯)
j∗
U′U→ MC(RK¯,zU′/K¯)
j∗
U′→ MC(R˜/K¯),
qui se restreint en une tour de ⊗-foncteur exacts fide`les
MCF (RK¯,zU/K¯)
j∗
U′U→ MCF (RK¯,zU′/K¯)
j∗
U′→ MCF (R˜/K¯), cf. [34, 3.2].
Ici MCF (R˜/K¯) de´signe la sous-cate´gorie pleine de MC(R˜/K¯) forme´e dans
l’image d’un j∗U ′ . Remarquons que tout objet M˜ de MC(R˜/K¯) provient d’un
objet MU de MC(RK¯,zU/K¯) pour U convenable, donc est libre en tant que R˜-
module (puisque MU est libre sur RK¯,zU , cf. 3.4).
•On a de meˆme, par adjonction, des foncteurs (exacts fide`les) dans l’autre sens :
MC(RK¯,z′U
/K¯)
jU′U∗→ MC(RK¯,zU/K¯), MCF (RK¯,z′U
/K¯)
jU′U∗→ MCF (RK¯,zU/K¯).
• La cate´gorie tannakienne des modules diffe´rentiels sur le corps de fractions
L = Q(R˜) admet un foncteur fibre a` valeurs dans V ecK¯ , cf. appendice B.1.4. On
le fixe. On en de´duit un foncteur fibre
ω˜ :MCF (R˜/K¯)→ V ecK¯ ,
puis des foncteurs fibre compatibles
ωU = ω˜ ◦ j
∗
U : MCF (RK¯,zU/K¯)→ V ecK¯ .
On abre`ge ωI en ω, et on note G le K¯-sche´ma en groupes affine Aut⊗ω.
•Conside´rons la sous-cate´gorie tannakienne MCF (RK¯,z/K¯)I deMCF (RK¯,z/K¯)
forme´e des objets M que j∗I trivialise, i.e. tels que l’homomorphisme canonique
(M ⊗R R˜)
∇ ⊗K¯ R˜ → j
∗
I(M)
soit un isomorphisme. On a alors un isomorphisme canonique
ω(M) = ω˜((M ⊗R R˜)
∇ ⊗K¯ R˜) = (M ⊗R R˜)
∇
d’ou` une action de I sur ω(M) via son action sur R˜. On en de´duit aussi un
homomorphisme I → Aut⊗ω|MCF (RK¯,z/K¯)I (ou` I est vu comme K¯-sche´ma
en groupes affine). C’est en fait un isomorphisme, car ω|MCF (RK¯,z/K¯)I (isomor-
phe au foncteur fibre M 7→ (M ⊗R R˜)∇) admet un quasi-inverse donne´ par
V 7→ (R˜ ⊗K¯ V )
I .
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• L’inclusion MCF (RK¯,z/K¯)I ⊂ MCF (RK¯,z/K¯) correspond donc, par le
dictionnaire tannakien, a` un e´pimorphisme
G→ I.
L’action du groupe fini I/U surRK¯,zU induit une action de I/U surMCF (RK¯,zU/K¯)
par auto-⊗-e´quivalences. L’argument des droites de Katz [20, 1.4.5] s’applique
dans notre contexte10, et montre que la suite
1→ Aut⊗ωU → Aut
⊗ω → I/U → 1
est exacte, d’ou` Aut⊗ωU = GU . On a donc un diagramme strictement commutatif
de ⊗-foncteurs
MCF (RK¯,zU/K¯)
ωU ∼=−−−→ RepK¯GU
j∗UI ↑ ↑ ι
∗
UI
MCF (RK¯,z/K¯)
ω ∼=
−−−→ RepK¯G
ou` les foncteurs ι∗UI de´signent comme pre´ce´demment les foncteurs de restriction
des repre´sentations.
De meˆme, les foncteurs jUI∗ correspondent a` l’induction des repre´sentations.
6.3. Filtration de Hasse-Arf sur les RepK¯GU et compatibilite´s en U . Ceci per-
met de de´finir la filtration de Hasse-Arf de RepK¯ GU en transportant la filtration
par les pentes p-adiques de MCF (RK¯,zU , K¯).
Examinons a` pre´sent le lien entre ces cate´gories tannakiennes RepK¯ GU (mu-
nies de leurs filtrations de Hasse-Arf) pour une extension kummerienne. Le change-
ment de variable zU 7→ zU (n) induit un isomorphisme RK¯,zU ∼= RK¯,zU(n) , d’ou` un
isomorphisme
MCF (RK¯,zU/K¯)
∼= MCF (RK¯,z
U(n)
/K¯)
de cate´gories tannakiennes compatible aux filtrations par les pentes, qui se trans-
porte en une e´quivalence ρ∗
U (n),U
: RepK¯GU
∼= RepK¯GU (n) compatible aux
filtrations de Hasse-Arf (utiliser le sorite 1.2.6), d’ou` Comp2).
De meˆme, il est connu que j∗
U (n)U
multiplie les pentes par n, cf. [11, 6.3.5]. En
utilisant de nouveau le sorite 1.2.6, on en de´duit que ι∗
U (n)U
fait de meˆme, d’ou`
Comp1).
10pour la commodite´ du lecteur, rappelons brie`vement en quoi consiste cet argument. Le seul
point e´pineux est de montrer que le noyau GU de la fle`che G = Aut⊗ω → I/U est contenu
dans Aut⊗ωU . Pour cela, il suffit d’apre`s Chevalley de de´montrer que toute droite L dans une
repre´sentation arbitraire de G, qui est stable par Aut⊗ωU , est en fait stable par GU . Katz montre
que Aut⊗ω permute les droites distinctes conjugue´es de L sous le groupe fini I/U , ce qui entraıˆne
bien que GU stabilise ces conjugue´es, donc L.
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6.4. Ve´rification des hypothe`ses de 5.2.1. Les conditions χ1), χ2) et χ4) rele`vent
de la the´orie de Robba des e´quations diffe´rentielles de rang un (sur RK¯,zU ).
Rappelons brie`vement les e´tapes (avec U = I pour alle´ger les notations). Comme
R∗ = (E†)∗ (et de meˆme apre`s toute extension finie de K), on voit que tout objet
M de dimension 1 de MC(RK¯/K¯) est de´fini sur E
†
L,z pour une extension finie
convenable L/K. Par approximation-troncation cf. [9, 44.5], il est meˆme de´fini
sur L(z). La condition de solubilite´ au bord exte´rieur de la couronne devient la
condition de Dwork usuelle (solubilite´ dans le disque ge´ne´rique D(t1, 1−)). Un
analogue p-adique des produits de Weierstrass (cf. [27, 5.3, 5.4, 10.11])11 permet
de trouver une base telle que l’ope´rateur diffe´rentiel correspondant a` M s’e´crive
L =
d
dz
+
a1
z
+ . . .
an
zn
, |ai| ≤ 1 ;
ou` n − 1 = λ est la pente p-adique. La condition de solubilite´ implique a1 ∈ Zp,
mais l’hypothe`se plus forte d’existence d’une structure de Frobenius implique12
a1 ∈ Z(p) = Zp ∩Q.
En particulier, L ∼ ddz+
a1
z si la pente est nulle, i.e. si le caracte`re correspondant
de G est mode´re´. On voit donc que l’homomorphisme re´sidu, donne´ par a1 mod.
Z, induit un isomorphisme
X(G0) ∼= Z(p)/Z
ou` X(G0) de´signe le groupe des caracte`res du quotient mode´re´ de G.
L’inverse de cet isomorphisme est d’ailleurs donne´ par l’homomorphisme X(Zˆ(p′))→
X(G0) induit par G0 → Zˆ(p′) (dualite´ de Pontriaguine). D’ou` χ2).
On a
L⊗p
N
=
d
dz
+
pNa1
z
+ . . .
pNan
zn
∼
d
dz
+
pNa1
z
pour N >> 0, donc le caracte`re de G correspondant a` L est fini. Ceci donne χ4).
La condition χ1) revient a` dire que L se trivialise sur une extension RK¯,zU
de RK¯,z comme ci-dessus. Cela de´coule de l’existence d’une structure de Frobe-
nius sur L, qu’on peut supposer de´finie sur E† (puisque R∗ = (E†)∗) et de pente
frobeniusienne nulle, cf. [13, 4.11] (Tsuzuki [36] en donne une version en toute
dimension).
La condition χ3) est nettement plus substantielle : c’est le “the´ore`me de mon-
odromie locale p-adique mode´re´e” de [10], en pre´sence d’une structure de Frobe-
nius (voir aussi [16]).
Enfin, les conditions Ext) et Ind) sont de´montre´es dans [12, 6.0.18, 6.0.16,
6.0.17] comme conse´quence du the´ore`me de l’indice de Christol-Mebkhout.
Nous sommes a` meˆme d’appliquer 5.2.1, ce qui nous donnera le the´ore`me de
monodromie locale p-adique.
11Robba demande de passer a` un corps alge´briquement clos et maximalement complet, mais
Matsuda [24] a montre´ qu’on peut s’en dispenser, du moins pour p > 2.
12en fait : e´quivaut a` cette condition, cf. [9] ; mais peu importe ici.
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7. LE THE´ORE`ME DE MONODROMIE LOCALE p-ADIQUE
7.1. Le the´ore`me suivant est le re´sultat principal de cet article. Il donne la struc-
ture de MCF (RK¯/K¯) ∼ RepK¯ G.
On rappelle que le corps p-adique K est suppose´ a` valuation discre`te et a` corps
re´siduel k parfait, que I est le groupe d’inertie de Gal(k((z))sep/k((z))), et que
P est son p-Sylow (inertie sauvage).
7.1.1. The´ore`me. On a des isomorphismes canoniques
G ∼= I ×Ga, G
>0 ∼= P
de K¯-groupes affines.
7.1.2. Comple´ment. L’isomorphisme G>0 ∼= P identifie la filtration (G(λ))
provenant de la filtration par les pentes p-adiques a` la filtration de P par les
groupes de ramification supe´rieurs.
De´monstration. Le the´ore`me re´sulte du the´ore`me 5.2.1 pour U = I , dont toutes
les hypothe`ses sont remplies ainsi que nous l’avons vu au §pre´ce´dent, et compte
tenu du fait qu’il y a des extensions non triviales de 1 par 1.
Le comple´ment re´sulte de la` et du the´ore`me de Matsuda-Tsuzuki [25][34] (voir
aussi [14] qui en donne une e´le´gante preuve ge´ome´trique). Rappelons la de´marche
de Tsuzuki, le´ge`rement transpose´e a` notre contexte : on a deux homomorphismes
K0(RepK¯I)→ Z
donne´s l’un par le conducteur de Swan des repre´sentations galoisiennes, l’autre par
l’irre´gularite´ p-adique des objets de MCF (RK¯/K¯) associe´s. Par 2.1.2, il s’agit de
montrer que ces deux homomorphismes coı¨ncident. Tensorisant avec Q et appli-
quant le the´ore`me d’induction d’Artin (cf. [30, 9]), on se rame`ne au cas des carac-
te`res. En dimension un, le proble`me se traite par un calcul direct, voir [24], [34].

7.1.3. Corollaire. Supposons k fini. Alors les classes d’isomorphisme d’objets
de MCF (RK¯/K¯) forment un ensemble de´nombrable.
En effet, le groupe profini I est alors me´trisable : l’ensemble de ses sous-groupes
ouverts est de´nombrable, cf. [31, 1.3]. 
7.1.4. Exemple. Pour tout premier p, les ope´rateurs de Bessel Bν normalise´s a`
la Dwork forment une famille a` un parame`tre ν ∈ Zp d’ope´rateurs diffe´rentiels
solubles dans le disque ge´ne´rique. Vus comme ope´rateurs a` coefficients dans E†,
ils sont en fait tous isomorphes (et munis d’une structure de Frobenius), cf. [3, 7.5].
Dans loc. cit. , on de´termine en fait la repre´sentation galoisienne associe´e (le cas
inte´ressant est p = 2), ce qui s’ave`re nettement plus difficile que d’en prouver
l’existence.
Passons de la structure de la cate´gorie a` la structure des objets. Voici deux tra-
ductions du the´ore`me, ou` l’on redescend au corps de base K .
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7.1.5. Corollaire. Tout objet de MC(R/K) admettant une structure de Frobenius
a une base de solutions dans RK ′,z′[log z] , ou` RK ′,z′ est l’extension finie e´tale
de R = RK,z attache´e a` une extension finie se´parable convenable de k((z)).
(L’application directe du the´ore`me ne donne le re´sultat qu’apre`s une extension
finie L/K ′, mais la descente des constantes est standard, voir par exemple [20,
4.1.2])13. 
Nous dirons qu’un objet de MC(R/K) est absolument inde´composable (resp.
absolument irre´ductible) s’il le reste apre`s toute extension finie L/K des scalaires.
7.1.6. Corollaire. Tout objet absolument inde´composable M de MC(R/K) ad-
mettant une structure de Frobenius devient, apre`s une e´ventuelle extension finie du
corps de base K , isomorphe a` un objet de la forme
M ⊗ Um ,
ou` M provient d’une K-repre´sentation (finie) absolument irre´ductible de I , et
Um est l’objet de dimension m repre´sente´ par (z ddz )m (extension ite´re´e m-ie`me
de 1 par lui-meˆme et inde´composable). En particulier, M provient d’un objet de
MC(E†/K) admettant une structure de Frobenius. 
De la`, on tire aise´ment :
7.1.7. Corollaire. Tout objetM † deMC(E†/K) admettant une structure de Frobe-
nius et tel que M †⊗E†R soit absolument irre´ductible a une base de solutions dans
l’extension finie non ramifie´e de E† = E†K,z attache´e a` une extension finie se´parable
convenable de k((z)). 
Suivant [12], disons qu’un objetM deMCS(R/K) est comple`tement irre´ductible
si gr0(End(M)) = K.id .
7.1.8. Corollaire. Tout objet comple`tement irre´ductible de MC(R/K) admet-
tant une structure de Frobenius est absolument irre´ductible et de dimension une
puissance de p.
L’e´nonce´ sur la dimension avait e´te´ conjecture´ dans [12, 3.0.12] (en fait pour
tout objet comple`tement irre´ductible de pente > 0 de MCS(R/K) ).
De´monstration. Passons a` l’objet correspondant M de MCF (RK¯/K¯) , et a` la
repre´sentation V deG associe´e. On a dimM = dimK¯ V . L’hypothe`se de comple`te
irre´ductibilite´ se traduit par
(End(V ))G
>0
= K¯.id,
c’est-a`-dire par l’irre´ductibilite´ de End(ResG>0G (V )) d’apre`s Schur (noter que
puisque G>0 agit a` travers un groupe fini, cette repre´sentation est semisimple). A
13au moment de la re´vision (Oct.01) de cet article soumis, l’auteur a pris connaissance d’une
nouvelle pre´publication de K. Kedlaya, intitule´e ‘a p-adic local monodromy theorem’, qui donne une
autre de´monstration de l’e´nonce´ 7.1.5. base´e sur des ide´es comple`tement diffe´rentes des noˆtres ; il y
est fait un usage intensif des structures de Frobenius.
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fortiori, ResG>0G (V ) est irre´ductible (donc V aussi). Comme en vertu du the´ore`me
7.1.1, G>0 = P est un pro-p-groupe, la dimension de cette repre´sentation est une
puissance de p ([30, 6.5]). 
7.2. Sur une conjecture de Dwork. L’existence de structures de Frobenius n’est
que faiblement utilise´e dans le texte. Il serait inte´ressant de remplacerMCF (RK¯/K¯)
par la sous-cate´gorie tannakienne maximaleMCSZ(p)/Z(RK¯/K¯) deMCS(RK¯/K¯)
forme´e des objets d’exposants et re´sidus de´terminantiels non-Liouville et dans
Z(p)/Z, cf. [12, 7]. On obtiendrait ainsi la coı¨ncidence de MCF (RK¯/K¯) et
MCSZ(p)/Z(RK¯/K¯) conjecture´e dans loc. cit. (et ante´rieurement, sous une forme
le´ge`rement moins pre´cise, par Dwork, comme me l’a fait remarquer G. Chris-
tol). Le seul proble`me qu’on rencontre pour ce faire est celui de la stabilite´ de
MCSZ(p)/Z(RK¯/K¯) lorsqu’on passe a` une extension finie e´tale de RK¯ induite
par une extension finie se´parable de k¯((z)) du type Artin-Schreier. Certains mod-
ules diffe´rentiels peuvent acque´rir des pentes nulles lors d’une telle extension, et il
ne semble pas facile alors d’en controˆler les exposants.
Pour tourner (quelque peu artificiellement) cette difficulte´, on peut introduire la
sous-cate´gorie pleine MCSZ(p)/Zstable (RK¯/K¯) de MCS
Z(p)/Z(RK¯/K¯) forme´e des
objets M tels que pour tout sous-groupe normal ouvert U ⊳I , j∗UI(M) appartienne
a` MCSZ(p)/Z(RK¯,zU/K¯). Comme j
∗
UI est un ⊗-foncteur, MCS
Z(p)/Z
stable (RK¯/K¯)
est bien une sous-cate´gorie tannakienne deMC(RK¯/K¯). Elle contient MCF (RK¯/K¯).
On dispose de foncteurs
j∗UI : MCS
Z(p)/Z
stable (RK¯/K¯)→MCS
Z(p)/Z
stable (RK¯,zU/K¯).
On peut alors remplacer dans tout ce qui pre´ce`de la cate´gorie MCF (RK¯/K¯)
par MCSZ(p)/Zstable (RK¯/K¯)
14
, et G par le groupe tannakien correspondant. Au
bout du compte, on obtient la variante affaiblie suivante de la conjecture de Dwork :
7.2.1. Scolie. MCSZ(p)/Zstable (RK¯/K¯) = MCF (RK¯/K¯). 
En termes heuristiques : pour les modules diffe´rentiels solubles au bord d’une
mince couronne, imposer la rationalite´ des exposants p-adiques sous une forme
suffisamment forte entraıˆne l’existence d’une structure de Frobenius.
7.3. Extensions et foncteurs fibres canoniques. Katz [19] a introduit la notion
d’extension canonique d’une extension se´parable de k((z)) a` un reveˆtement fini
e´tale de Gm,k. Cela fournit une e´quivalence de cate´gories pourvu qu’on se limi-
te aux reveˆtements ‘spe´ciaux’ de Gm,k, c’est-a`-dire mode´re´s a` l’infini, et dont le
groupe de monodromie ge´ome´trique a un unique p-Sylow. Cette correspondance
a e´te´ transporte´e au cadre des modules diffe´rentiels quasi-unipotents par Matsuda
[25].
14pour prouver χ1), on dispose du the´ore`me de Chiarellotto-Christol [9] qui montre que les objets
de dimension 1 de MCSZ(p)/Zstable (RK¯/K¯) et de MCF (RK¯/K¯) coı¨ncident.
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En fait, le corollaire 7.1.1 permet de de´finir, plus directement, la notion d’ex-
tension canonique de tout objet de MCF (RK¯/K¯) en un K¯-isocristal surcon-
vergent sur Gm,k¯ (muni d’une structure de Frobenius) : on peut supposer l’objet
inde´composable, et avec les notations de loc. cit. , l’extension de Um est e´vidente,
et celle de M s’obtient a` partir de l’extension de Katz de la repre´sentation finie de
l’inertie correspondante (cf. [25], nous laissons les de´tails au lecteur).
En prenant la fibre de l’extension canonique au point 1 ∈ Gm,k¯, on obtient alors
un foncteur fibre canonique sur MCF (RK¯/K¯).
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APPENDICE A. SUR LES DIMENSIONS DE REPRE´SENTATIONS IRRE´DUCTIBLES
A.1. On suppose encore que E est un corps de caracte´ristique nulle.
A.1.1. Proposition. Soit G un groupe alge´brique line´aire sur E. On suppose que
toute repre´sentation irre´ductible de G l’est absolument. Alors les dimensions de
ses repre´sentations irre´ductibles non triviales sont premie`res entre elles dans leur
ensemble.
De´monstration. L’hypothe`se entraıˆne que toute repre´sentation irre´ductible de G
sur E¯ est de´finie sur E. On peut donc remplacer E par sa cloˆture alge´brique. On
distingue plusieurs cas :
a) si G est non connexe, le groupe (fini) des composantes connexes π0(G) admet
des repre´sentations irre´ductibles non triviales. Quitte a` remplacer G par π0(G), on
peut donc supposer G fini. Soient ni les dimensions des repre´sentations irre´ductibles
de G (avec n0 = 1 pour la repre´sentation triviale). On sait d’une part que ni divise
|G| ([30, 6.5]), et d’autre part que |G| = ∑n2i = 1 +
∑
i>0 n
2
i ([30, 2.4]). Ces
deux faits entraıˆnent imme´diatement que le pgcd des ni, i > 0 est e´gal a` 1 15.
Supposons a` pre´sent G connexe.
b) Si G est re´soluble, toute repre´sentation irre´ductible est de dimension 1.
c) Si G n’est pas re´soluble, le groupe semisimple quotient de G par son radical
admet des repre´sentations irre´ductibles non triviales. Quitte a` remplacer G par
ce quotient, on peut donc supposer G semisimple. On note comme d’habitude
ρ la demi-somme des racines positives. Soit V (2mρ), m > 0 la repre´sentation
irre´ductible de G de plus haut poids 2mρ (a priori c’est une repre´sentation de
LieG, mais elle s’inte`gre en une repre´sentation de G puisque 2mρ est dans le
re´seau des racines). La formule des caracte`res de Weyl montre que la dimension de
V (2mρ) est (2m+ 1)N , ou` N est le nombre de racines positives, cf. [7, §9, ex. 1].
Ces dimensions sont premie`res entre elles. 
A.1.2. Corollaire. Soit T une cate´gorie tannakienne sur E, munie d’une filtration
de Hasse-Arf. On suppose que T contient des objets qui ne sont pas extension
ite´re´e de 1. On suppose qu’il n’y a aucune pente entie`re non nulle (ce qui est en
particulier le cas si les pentes sont < 1). Alors T contient des objets irre´ductibles
6∼= 1 de pente nulle.
De´monstration. On peut supposer T alge´brique, i.e. ayant un ge´ne´rateur tensoriel.
Quitte a` remplacer F par une extension finie (cf. 1.2.1), on peut supposer T neu-
tralise´e, et que tout objet irre´ductible l’est absolument. On peut meˆme supposer,
en remplac¸ant le groupe tannakien associe´ G par un quotient (et T par la sous-
cate´gorie tannakienne correspondante) que G est simple. Supposons par l’absurde
que tout objet de pente nulle soit trivial, i.e. somme de copies de 1. Alors G n’a
qu’une pente, qui est non entie`re par hypothe`se. Toute repre´sentation irre´ductible
15signalons a` ce propos un re´sultat moins e´le´mentaire de Thompson [33] : si les dimensions
ni > 1 sont toutes divisibles par p, alorsG est p-nilpotent. De nombreux re´sultats dans cette direction
ont e´te´ obtenus depuis par l’e´cole de Mayence.
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non triviale a une dimension divisible par le de´nominateur de cette pente, ce qui
est absurde d’apre`s la proposition pre´ce´dente. 
A.1.3. Remarque. Ceci s’applique a` la cate´gorie tannakienne engendre´e par le
module diffe´rentiel de Bessel sur l’anneau de Robba R diadique, cf. [3]. Dans ce
cas, les pentes sont 0, 1/3, 1/2. On trouve des irre´ductibles non-triviaux de pente
nulle, mais trivialisables par ramification kummerienne z 7→ z3.
APPENDICE B. EXTENSIONS DE PICARD-VESSIOT INFINIES
B.1. Dans cet appendice, on e´tend, faute de re´fe´rence, une petite partie de la
the´orie de Picard-Vessiot au cas d’une cate´gorie tannakienne non ne´cessairement
alge´brique de modules diffe´rentiels.
Soit (L, ∂) un corps diffe´rentiel de corps de constantes alge´briquement closE =
L∂ . Par module diffe´rentiel sur L, on entend un L[∂]-module de dimension finie
en tant que L-espace. Si (L, ∂) est un corps diffe´rentiel extension de (L, ∂), on
dit qu’un module diffe´rentiel M sur L est soluble dans L si l’homomorphisme
canonique (M ⊗L L)∂ ⊗E L →M ⊗L L est un isomorphisme.
Soit T une cate´gorie tannakienne surE dont les objets sont des modules diffe´rentiels
sur L. Observons que T est essentiellement petite, et que le cardinal de l’ensemble
des classes d’isomorphisme d’objets est ≤ |L|.
B.1.1. De´finition. On dit que (L, ∂) est une extension de Picard-Vessiot (fraction-
naire) de (L, ∂) pour T si les conditions suivantes sont satisfaites :
i) L∂ = E,
ii) tout objet de T est soluble dans L,
iii) (L, ∂) est minimal pour ces proprie´te´s.
Lorsque T est alge´brique (i.e. si tout objet est sous-quotient d’une somme finie
de M⊗n ⊗ (M∨)⊗m pour un objet M convenable), l’existence - et l’unicite´ a`
isomorphisme non unique pre`s - d’une extension de Picard-Vessiot est connue, cf.
e.g. [37, 3, A.1], [2, 3.4.4.4].
Sous ii), il est facile de voir que la condition iii) e´quivaut a`
iv) L est engendre´, en tant que corps, par les sous-L-espaces16 < N∨, (N ⊗L
L)∂ >, ou` N de´crit un ensemble de repre´sentants des classes d’isomorphismes
d’objets de T , et < > est le crochet de dualite´.
B.1.2. De´finition. Nous dirons que (L, ∂) est une extension de Picard-Vessiot par-
tielle de (L, ∂) pour T si les conditions i) et iv) ci-dessus sont satisfaites.
En vertu de iv) et du fait que le cardinal de l’ensemble des classes d’isomor-
phisme d’objets de T est ≤ |L|, toute extension de Picard-Vessiot partielle ve´rifie
|L| = |L|.
B.1.3. Proposition. Il existe une extension de Picard-Vessiot (PV (T ), ∂) de (L, ∂)
pour T .
16ces sous-espaces sont aussi naturellement des modules diffe´rentiels.
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De´monstration. Fixons un ensemble Ω contenant L et de cardinal strictement
supe´rieur a` celui de L. Conside´rons l’ensemble P des quadruplets (L′,+, ., ∂) ou`
L′ est un sous-ensemble de Ω contenant L, ou` +, . sont des lois de composition
faisant de L′ un corps, et ou` ∂ est une de´rivation faisant de (L′, ∂) une extension
de Picard-Vessiot partielle de (L, ∂) pour T . On munit P d’un ordre partiel corres-
pondant a` la notion de sous-corps diffe´rentiel. Il est facile de voir que la re´union
d’une chaıˆne d’e´le´ments de P est encore un e´le´ment de P. Par Zorn, il existe un
e´le´ment maximal contenant (L,+, ., ∂). Notons (PV (T ), ∂) ce corps diffe´rentiel.
Il s’agit de montrer que tout objet M de T est soluble dans PV (T ). Pour cela
conside´rons une extension de Picard-Vessiot L de PV (T ) pour (la cate´gorie tan-
nakienne engendre´e par) le module diffe´rentiel M ⊗L PV (T ) sur PV (T ). On a
|L| = |L|, donc L est plongeable dans Ω.
Il suffit alors de montrer que L = PV (T ), ce qui, par maximalite´ de PV (T ),
revient a` montrer que L est une extension de Picard-Vessiot partielle de L pour T .
Ve´rifions i) : comme L est une extension de Picard-Vessiot pour M⊗LPV (T ),
on a L∂ = PV (T )∂ , donc L = E.
Ve´rifions iv) : soit L′ le sous-corps de L engendre´ par les < N∨, (N ⊗LL)∂ >,
ou` N de´crit un ensemble de repre´sentants des classes d’isomorphismes d’objets de
T . Il contient PV (T ), donc aussi les < N∨⊗LPV (T ), (N⊗LL)∂ > ou` N de´crit
un ensemble de repre´sentants des classes d’isomorphismes d’objets de la cate´gorie
tannakienne engendre´e par le module diffe´rentiel M⊗LPV (T ). CommeL est une
extension de Picard-Vessiot pour M ⊗L PV (T ), on conclut que L′ = L. 
B.1.4. Corollaire. La cate´gorie tannakienne T est neutre.
En effet, comme dans le cas usuel (ou` T est alge´brique), on a un foncteur fibre
T → V ecE “donne´ par” M 7→ (M ⊗L PV (T ))∂ . 
B.1.5. Remarque. Comme dans le cas usuel, on peut montrer que PV (T ) est
unique a` isomorphisme non unique pre`s.
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