The solution of the generalized two-stream approximation for radiative transfer in homogeneous multiple scattering atmospheres is extended to vertically inhomogeneous atmospheres in a manner which is numerically stable and computationally efficient. It is shown that solar energy deposition rates, photolysis rates, and infrared cooling rates all may be calculated with simple modifications of a single algorithm. The accuracy of the algorithm is generally better than 10% so that other uncertainties, such as in absorption coefficients, may often dominate the error in calculation of the quantities of interest to atmospheric studies.
INTRODUCTION
Radiative transfer schemes are currently available which can calculate the radiation fields in plane parallel, vertically inhomogeneous, multiple scattering atmospheres with an accuracy of much better than 1% [Lenoble, 1985] . However, their heavy computational demands have made their use impractical for many applications. In particular, threedimensional dynamical models require exceedingly rapid computation of net fluxes in order to calculate heating rates, and multidimensional photochemical models require fast computation of the mean intensity in order to find photolysis rates. Moreover, lack of knowledge of absorption coefficients, scattering properties, absorber concentrations, or atmospheric structure often limits the accuracy of the calculations independently of the numerical scheme used to calculate the radiation fields [Ronnholm et al., 1980] . In response to these computational needs and accuracy limitations, many researchers have developed numerically efficient, approximate radiative transfer schemes. However, we find that three aspects of these approximate schemes have not been discussed thoroughly in the literature. Little attention has been given to techniques for solving the equations in vertically inhomogeneous atmospheres, to schemes for calculating photolysis rates in anisotropic multiple scattering atmospheres, or to methods of treating scattering in the presence of thermal emission.
Numerous approximate techniques have been developed to calculate the transfer of solar energy through a single homogeneous layer. Most of them can be classified within a simple consistent framework as two-stream techniques [Meador and Weaver, 1980] . In the literature concerning solar energy deposition in the atmosphere, the words "two- Starting from the solution for the intensity at the boundaries of a single homogeneous layer, Shettle and Weinman [ 1970] showed that a matrix of equations could be derived for the intensities at the boundaries of multiple layers with different properties by matching the single-layer equations using the appropriate boundary conditions. Wiscombe [ 1977] discussed procedures for inverting the resulting pentadiagonal matrix and proposed solutions to several numerical problems that can occur, for example, when the optical depth is large or when the single scattering albedo is precisely equal to unity. Lacis and Hansen [1974] showed that when the solar forcing was treated as a boundary condition, the single-layer, two-stream solutions for reflectivity and transmissivity could be cast into an adding and doubling form for multiple layers, resulting in a tridiagonal matrix. The tridiagonal matrix equations can be solved without recourse to a complex matrix inversion, and the computational time needed for the solution is linear in the number of vertical levels. Later, Hansen et al. [1983] showed how these expressions could be extended for a quadrature form of the two-stream approximation when the solar zenith angle is included explicitly. Harshvardhan et al. [1987] presented a similar approach to treat the solar zenith angle.
In this work we derive a tridiagonal matrix solution for multiple layers valid for the entire class of two-stream equations [Meador and Weaver, 1980] . This scheme retains the simplicity, numerical stability, and computational speed of the Lacis and Hansen [1974] , Hansen et al. [1983] , and Harshvardhan et al. [1987] approaches without the restriction to a single type of two-stream approximation and in a somewhat more direct manner since we do not spend time calculating intermediate quantities such as reflection and transmission functions. We also build upon the work of Wiscombe [ 1977] in solving numerical problems by providing alternative solutions based upon the recent work by Stamnes et al. [1988] .
The techniques used to obtain exact solutions to radiative transfer problems apply equally well for calculation of solar heating rates and calculation of photolysis rates. However, the majority of approximate techniques that have been developed for calculating photolysis rates are significantly different than those developed to find solar heating rates. This difference has been obscured by indiscriminate use of the words "two-stream" in the photochemical literature. In the photochemical literature "two-stream" has come to mean any approximation in which only an upward and downward flux is concerned. Radically different techniques of treating these upward and downward streams generally have not been distinguished by having separate names. Indeed, most of the two-stream approximations described in the photochemical literature are not directly related to the schemes that have been found to be most successful by those studying solar energy deposition. Therefore one often encounters categorical statements such as "a two-stream model is in general not a good approximation..."
[Anderson and Meier, 1979 Meier, , p. 1959 , when in fact the author can mean only that the specific scheme he used did not perform well.
Most photochemical schemes were developed for studies of the stratosphere at ultraviolet wavelengths, where Rayleigh scattering dominates, and nearly all of the existing approximate schemes assume that the phase function is isotropic [Boughner, 1986; Augustsson and Levine, 1982; Meier et al., 1982] or that the light scattered by an entire layer is scattered isotropically [Luther, 1980; Thompson, 1984] . Such approximations do not apply in the presence of strongly forward scattering clouds or aerosols. Another common practice in the photochemical literature is to judge the accuracy of an approximation by comparing exact and approximate calculations of a photorate. Although this is a sensible approach for some purposes, the altitude and wavelength integrations involved average over many different values of optical depth and single scattering albedo. Therefore there is the possibility that large errors, which may occur for some optical properties, are compensated by other errors or are diluted by precise answers at wavelengths for which the direct solar beam, which can be found exactly, dominates.
In this paper we show that the mean intensity, which is the radiative quantity needed to find the monochromatic photolysis rate, may be easily calculated using the same basic expressions developed to calculate solar energy deposition. Hence we make a connection between two major radiative transfer applications for approximate schemes. We also show that the magnitude of the errors for calculation of the mean intensity are similar to those for finding fluxes or heating rates (usually of the order of 10% or less) and that the errors have similar dependence on fundamental optical properties. Therefore some of the specific two-stream approximations are as accurate as the existing approximate photochemical schemes in the isotropic limit and unlike most approximate photochemical techniques are also quite useful when anisotropic scattering is considered.
The final area which we thought needed further discussion in the literature concerns the approximate treatment of scattering in the infrared. Very little work on this subject appears in the terrestrial literature, probably because most substances in Earth's atmosphere are absorbing in the infrared. However, scattering can be important in clouds in the 8-13-/zm window region for Earth, and thermal scattering by dust is quite important in the atmosphere of Mars. We show that only a limited portion of the class of two-stream solutions is useful in the infrared, because many of them are prone to yield physically incorrect results, such as emissivities greater than unity. These improper results occur because the flux and intensity from an isotropic source are related in a specific manner and many two-stream schemes implicitly assume incorrect relations.
We develop a technique in which solar and infrared radiation can be treated using the same basic expressions. The only change required is modification of the source term to account for an external source in the case of solar radiation and an internal source in the case of thermal radiation. Consequently, most calculations can be performed with a single algorithm, simplifying the code and enhancing computational speed.
Although the two-stream results are often sufficiently accurate, they do not produce exact results in the limit of no scattering at infrared wavelengths, a limit which is commonly encountered. Therefore we have augmented them with a second technique which utilizes the two-stream results to approximate the source function in the integral solution of the radiative transfer equation [Toon et al., 1977] . The resulting algorithm has improved accuracy in the limit of small single scattering albedo and adds little to the computational cost. This scheme can also be useful for calculating approximate intensities.
We first derive a general two-stream solution for the upward and downward flux for a single homogeneous layer. Then we derive a matrix solution for multiple homogeneous layers which approximate a vertically inhomogeneous atmosphere. After that we introduce the two-stream source function approximation. Following that we demonstrate the accuracy of the numerical technique using specific twostream approximations for a number of idealized cases. Finally, we present timing tests and examples of calculations for realistic atmospheres.
DERIVATION OF THE TwO-STREAM EQUATIONS FOR A SINGLE LAYER
We use a two-stream solution of the radiative transfer equation to determine the upward and downward fluxes at the top and bottom of single homogeneous layers. The two-stream equations represent a class of solutions based upon varying approximations to the phase function and the angular integral of the intensity field. Meador and Weaver [1980] show that all of these solutions for incident solar radiation may be put into a general form. We expand upon their work by deriving solutions for other source functions, including the Planck function, and by deriving solutions in a form that is suitable for treating multiple layers.
The general equation of radiative transfer in a plane parallel scattering atmosphere is O Iu to Ou
Here/z is the cosine of the angle at which the intensity, Iv, is observed with the angle measured from the outward surface normal, r is the optical depth measured along the zenith direction beginning at the top of the atmosphere, to o is the Meador and Weaver [ 1980] . The hemispheric mean scheme is derived by assuming that the phase function is equal to 1 + g in the forward scattering hemisphere and to 1 -g in the backward scattering hemisphere. The asymmetry parameter is g.
•'3t4 = 1--3t3 . $Only needed for solar wavelengths. However, the hemispheric mean is only useful for infrared wavelengths.
single scattering albedo, P is the scattering phase function, and v is the frequency. For an emitting atmosphere,
while for a purely external source at solar wavelengths, 
where Y3 and Y4 are coefficients which depend on the two-stream equations used [Meador and Weaver, 1980] . Some examples are given in Table 1 . When multiple layers are used, rc is the cumulative optical depth of layers above layer n. Equations (11) Although the accuracy of a scheme can be judged by looking at the percentage errors from a wide variety of cases, we feel that certain limiting cases should be treated exactly for a scheme to be acceptable. For example, a scheme may be reasonably accurate and energy conserving but still produce unphysical results such as emissivities larger than unity. Clearly, it is desirable that the emissivity limit to unity. Table 2 lists the well-known limiting cases and indicates which schemes satisfy these exactly.
One of the most important limits at solar wavelengths is that when •o 0 equals unity the net flux should be conserved so that no energy is absorbed in the atmosphere. Using (11) and (12) Although the solutions to the two-stream equations (19) and ( (1 -F) . Hence the Eddington technique does not yield unit emissivity in this limit. Indeed, the Eddington technique can yield emissivity greater than unity even for the case when w 0 is not equal to zero.
The difficulty with the quadrature and Eddington schemes in the limit when w0 = 0 at infrared wavelengths may be traced to the isotropy of the Planck function. The flux corresponding to an isotropic intensity is not related numerically to the intensity in the manner assumed by the quadrature or Eddington schemes which leads to systematic errors. The hemispheric mean technique is preferable at infrared wavelengths since it does assume the correct relation between flux and intensity and yields the proper emissivity in the w0 = 0 limit for a semi-infinite atmosphere.
The final solution for F + and F-is now obtained by applying the appropriate boundary conditions. We indicate in the next section how this may be done efficiently for a vertically inhomogeneous atmosphere.
SOLUTION OF THE TwO-STREAM EQUATIONS FOR MULTIPLE LAYERS
Equations (19) and (20) for a single homogeneous layer can be extended to an inhomogeneous atmosphere by dividing the atmosphere into a series of homogeneous layers. Applying boundary conditions yields a matrix which can then be inverted to find the fluxes throughout the atmosphere. Shettle and Weinman [1970] and Wiscombe [1977] directly inverted the matrices. We prefer to reorganize the equations so that they form a tridiagonal matrix and then utilize the standard tridiagonal technique for solving the equations. Tridiagonal solutions are computationally faster and numerically more stable than other matrix inversion techniques.
A subtle problem in solving (19) and ( 
F•-(r) = Yln{Fn exp [--An(T n --T)] n c exp (--Ant)} + Y2n{Fn exp [-A n(T n --T)] --exp (-Ant)} + C•-(r) (32)
In these expressions the exponentials only contain negative arguments.
The boundary conditions are 
where e is the emissivity of the surface. The remaining boundaw conditions express the continuity of the upward and downward fluxes at the internal boundaries.
If we write out (33•(36) using (31) and (32), then it is found that they fo• a pentadiagonal matrix similar to the one studied by Wiscombe [1977] . However, it is also obvious by inspection that the equations contain some similar terms that may be eliminated. Linear combinations of (33) 
These expressions are used by picking an angle IX and working downward toward the surface finding the downward intensity, then applying the surface boundary condition and working back upward through the layers finding the upward intensity. Given the intensities in each layer at several angles, it is simple to compute the flux or mean intensity using quadrature.
The source function scheme just outlined has several advantages. It is computationally fast because no matrices need to be inverted. It yields accurate results for intensities in the infrared when w0 = 0 even when reflecting surfaces are present. This approach is superior to the two-stream approximation in the infrared since the infrared is often dominated by absorption and since the approach maintains good accuracy even when scattering occurs. It is simple to show analytically that the scheme is energy conserving. For example, the sum of the emissivity and reflectivity equals unity for a single isothermal slab overlying an emitting surface. The scheme is not as useful for solar radiation, and we have therefore not presented the coefficients needed to treat solar radiation. At solar wavelengths the two-stream results are exact when w 0 = 0 so long as no reflecting ground is present so increased accuracy in this limit often is not needed. Also, the scattering limit is more common at solar wavelengths. Unfortunately, when w0 = 1, the approach does not necessarily yield flux conservation at solar wavelengths (although flux is always conserved at infrared wavelengths). Moreover, the solar flux in the scattering limit is not calculated significantly more accurately with the source function technique than with the two-stream approach. We feel therefore that for the calculation of fluxes the source function technique is of value mainly in the infrared. In the infrared and solar the approach does yield a useful approximation to intensities and can be used to obtain quantities such as the geometric albedo that cannot be found with the two-stream approximation [Toon et al., 1977 , also unpublished manuscript, 1989]. Davies [1980] also explored a similar source function scheme at solar wavelengths and concluded it could be a useful approximation for intensities.
For cases in which solar and infrared emission overlap, two choices are possible. The standard two-stream technique could be used with the sum of the infrared and solar source functions. Or, since light waves do not interact in atmospheric situations, the two beams could be treated separately: the solar with the two-stream approach and the infrared with the source function technique.
ACCURACY REQUIREMENTS
Even if it were computationally feasible to employ exact radiative transfer schemes in complex dynamical or photochemical models, there would be little advantage in doing so because of other error sources. Our criteria for determining the accuracy required of the radiative code is that the radiative code should produce an error which is smaller than that produced by other error sources. These error sources include uncertainties in input parameters to the radiative transfer schemes and approximations to the structure of the atmosphere. It is also possible that so little energy may be available that photolysis or heating do not occur at a significant rate so that large fractional errors in the radiation field calculation are not important. Determining when the heating or photolysis is small enough so the the errors may be ignored is not always simple and may depend upon the time scale of the calculation. Several authors have attempted to treat this problem by evaluating the errors as a fraction of the incident energy. This error is referred to as the relative error. When either the absorption, reflection, or transmission is small, the maximum relative error in the small quantity is always small. Unfortunately, such definitions can produce very misleading error estimates. For example, if only 10% of the solar energy were absorbed, and the radiation calculation indicated that 20% were absorbed, then the fractional error calculated this way would be only 10%. If 10% of the solar energy incident were absorbed in a 100-mbar-thick layer it would result in an instantaneous heating rate of about 10 K per day. Clearly, if even 1% of the solar energy is absorbed, it is quite adequate to produce significant heating. Since small fractions of the incident energy can be important, we prefer to define errors normalized upon the exact result, not upon the incident flux. That is, if A e is the exact value and A c is the calculated value then we base our errors on (Ae -Ac)/Ae. We refer to this error as the fractional error. We expect such errors to be moderate even for relatively small values of A e.
Using the criteria outlined above, we estimate the accuracy required for calculating the mean intensity by noting that the photolysis rate is evaluated by multiplying together the cross section, the quantum yield, the species concentration, and the mean intensity. According to a recent compilation of cross sections and quantum yields [DeMore et al., 1985], the combined uncertainty of cross sections and quantum yields was at least 10%. The abundances of the species being photolyzed can rarely be measured to 10%. Given these two error sources, a radiative transfer scheme whose basic accuracy for mean intensities is about 10% should be sufficiently accurate for calculating photorates.
Ronnholm et al. [1980] compared the errors in solar energy deposition calculations due to using approximate radiative transfer schemes with the errors caused by uncertainties in the scattering properties (single scattering albedo, asymmetry parameter, and optical depth) and with the errors caused by using an average value of the property of interest.
Ronnholm et al. [1980] found that the largest errors were generated by replacing a horizontally variable cloud or aerosol field with a field having an average optical depth. Particularly for clouds having a few holes, the errors in using the average optical depth were very large, exceeding several hundred percent in some cases. Even for horizontal variation in the optical depth of a few percent, errors in the radiation field of 5% may occur for small optical depths, and errors of up to 30% or more may occur for large cloud optical Little work has been done on the errors arising from scattering at infrared wavelengths since terrestrial clouds are predominantly absorbers. Since scattering is completely ignored by most modelers, we believe that calculating the infrared fluxes and heating rates when scattering occurs to about 5% should be adequate.
Generally speaking, the error margins at infrared wavelengths are smaller than at solar wavelengths. In the lower atmosphere the infrared cooling rate is several times larger than the solar heating rate. Hence to maintain a comparable contribution to the error in net heating, the infrared cooling rate must be determined more precisely than the solar heating rate.
Although the accuracy of the radiation scheme can be judged by examining the errors from a variety of cases, it is also desirable that certain limiting cases be treated exactly so that results which are not physically possible do not occur. For example, no absorption should occur when •o0 = 1; when the optical depth is infinite and •o0 = 0, no reflection or transmission should occur. We have developed a radiative transfer scheme which satisfies exactly the well-known limiting cases (Table 2) .
TESTS OF ACCURACY
There are several ways to judge the accuracy of a radiative transfer technique. One popular method is to compare approximate and accurate calculations of the radiative pa- One property of the matrix solution for multiple layers is that the emergent flux from a set of layers, identical except for their optical depths, is the same as the emergent flux from a single layer having an optical depth which equals the sum of the optical depths of the layers. Therefore simulations for single-layer solutions give an indication of the errors in multiple-layer simulations of the emergent flux.
Wiscombe [1977] and Lenoble [1985] have performed simulations to look at the errors in the internal fields using multiple-layer solutions. Tables 4 and 5 
First value is exact, second value is &quadrature result, and percent error is in parentheses. Net flux is at optical depth indicated. Divergence is for layer between adjacent optical depth levels. Cases and r are defined in Table 4 . used the •-quadrature technique. Wiscombe [1977] presents the errors for the •-Eddington scheme which are of the same magnitude as those presented here. The errors in the internal heating rates and fluxes are similar to the errors for the emergent flux in single-layer cases. That is, the errors are typically less than 10% unless the flux or heating rate is 1% or less than the incident flux. For small heating rates or fluxes the fractional error can be large. Table 6 presents a series of intercomparisons of the mean intensity for a conservative Rayleigh scattering atmosphere calculated using the •-quadrature approach and calculated exactly. The error in the mean intensity is generally less than about 10%, although for high solar zenith angles and moderate optical depths the error rises to almost 20%. These tests were used by Yung [1976] for comparison with a technique he devised which could in principle be made exact for this limiting case. It should be noted that our approach as well as most approximations (other than Yung's) used in The largest fractional error expressed in percent at any value of /z 0 in the range 0.1-1.0 is presented. The surface is assumed to have no reflectivity. There is a downward solar component whose mean intensity is unity. The exact values were taken from Van de Hulst [ 1980] . The first value is the maximum error in the mean intensity at the top of the layer, and the second value is the maximum error in the mean intensity at the bottom of the layer. Hence 4/4 means 4% error at top and 4% error at bottom. photochemical models treat Rayleigh scattering as unpolarized isotropic scattering. Such an approximation can never be expected to be much better than about 10%. Table 7 illustrates comparisons of the mean intensity calculated using the •-quadrature technique and calculated exactly [Van de Hulst, 1980] for isotropic and for strong forward scattering. Table 7 presents the largest fractional error at any solar zenith angle for a range of optical depths and single scattering albedos. As in Table 6 , one occasionally finds errors for small optical depths that exceed 10%. These errors occur at large solar zenith angles. For large optical depths the transmitted mean intensity becomes small and again errors begin to grow. For example, for an optical depth of 1, w 0 = 0.6, isotropic scattering and/x 0 = 0.1, the transmitted mean intensity is 1.6% of the incident mean intensity, and a 20% error occurs in the approximate technique. However, when the zenith angle increases to 0.5, the transmitted mean intensity has increased to 25% of the incident mean intensity and the error is about 1%.
We conclude that the two-stream technique can be used for the calculation of mean intensities and that it has similar errors to those found in using the two-stream method for finding fluxes. That is, the error is generally less than 10% but may exceed 10% if the solar zenith angle is large or if the quantity being calculated is small. The two-stream technique can also be used to find fluxes in the infrared. Hunt [1973] examined a number of cases chosen to represent highly forward scattering isothermal water clouds. Figure 1 illustrates the emissivity of three of these cases which span a range of single scattering albedos. We illustrate the •-hemispheric mean, the •-Eddington, and the source function technique using a •-hemispheric mean two-stream scattering intensity. As we pointed out previously, the •-Eddington approach can result in physically unrealistic results such as emissivities larger than 1. However, the magnitude of its error is not large. Each application of our algorithms requires different absorption coefficients and other optical properties. The choices of these parameters and others, such as the vertical resolution, all impact the ultimate accuracy of the results. Here we shall not focus on the accuracy of the results, which we examined in a general way in the previous section, but rather on the numerical efficiency of the algorithm for performing the calculations.
In order to indicate the efficiency of the algorithm, we consider one sample application of the code to calculate the solar and infrared energy deposition in the Earth's atmosphere. In this calculation the model atmosphere was divided into 18 vertical levels. We used 26 wavelength intervals in the solar and 18 in the infrared. Within each wavelength interval an appropriate number of terms in an exponential sum formulation was used to represent the gaseous absorption and to treat overlap [Hansen et al., 1983] resulting in 77 solar intervals and 71 infrared intervals. Therefore in total we performed 148 spectral calculations for each vertical column in order to obtain the heating rate. In the infrared we used three Gauss quadrature points to find the fluxes from the intensities in the source function technique. Table 8 presents the timing of the calculations on a Cray-XMP computer for a variety of cases. A photochemical calculation involving 77 spectral intervals would require similar computational time to that used in the solar-only case in Table 8 . Since most dynamical models require several seconds of computer time per time step, one could afford to perform three-dimensional photorate calculations, even with this relatively large number of spectral intervals, on grids having 10 3 grid points before the computation time for the radiation became comparable to that for the dynamics. Most general circulation models run a radiation code involving solar radiation (usually without scattering) and infrared without scattering which is comparable to the second case described in Table 8 . Stephens [1984] states that the European Centre for Medium Range Weather Forecasts model with nine vertical levels and five spectral intervals, requires 2.5 ms per time step per grid point on a Cray 1 computer.
Our model with the same number of vertical levels would require about 4.2 ms but with much higher spectral resolution. We are not aware of timings of other such codes on the same computers. Accurate timing comparisons are difficult to make unless they are performed upon a single computer.
The important point is simply that our code is competitive in speed with existing, often less flexible, approximations that are used in three-dimensional models. Table 8 indicates that in general a significant portion of the total computation time is spent in computing the optical depths and scattering parameters such as single scattering albedo. Further, the time spent in the infrared portion of this code is comparable to that spent in the solar part. Treating scattering in the infrared doubles the amount of time needed to compute the infrared energy deposition.
We have run this radiation code in a 14 vertical level version of the Pennsylvania State University/National Center for Atmospheric Research three-dimensional regional scale model with a high-resolution boundary layer scheme in an application similar to that described by Westphal et al. [ 1988] . In these dynamical calculations we transported aerosols as well as calculating their optical properties and impact on the radiation field once each hour. During a 24-hour simulation the calculation of the radiation heating rates consumed about 10% of the total computational time, and the calculation of the optical properties consumed about 20% of the computational time. The optical properties calculation was time consuming since Mie scattering calculations over the aerosol size distribution were performed at each of the 44 wavelengths and 14 vertical levels. In this calculation the ratio of the number of calls to the radiation routines to the number of calls to the dynamical routines was about 1/22. Some dynamical simulations use a larger time step and may require a higher frequency of radiation calculations relative to dynamical calculations. We could have called the radiation code with a full recalculation of the optical properties every eighth dynamical time step or without a full recalculation of the optical properties every third dynamical time step and then spent $0% of the total computational time on radiation. Of course, we could also have reduced the amount of spectral resolution or simplified the calculation of the optical properties to have reduced the computational time. We show that the accuracy of the model for multiple layers is usually better than 10% for heating rates or photorates which is sufficient for most atmospheric applications. However, as has been pointed out many times by others for single homogeneous layers, there are cases, especially when the solar zenith angle is large or when the quantity being computed is of small magnitude, for which errors can rise above 10%. Numerous comments in the photochemical literature concerning the lack of accuracy of two-stream solutions seem to be biased by a failure to distinguish between the many different types of two-stream solutions. We show that the mean intensity (needed to find the photorate) may be found using the same standard techniques that are employed in computing solar energy deposition, such as the •i-Eddington approximation, with an accuracy that is competitive with other approximations used in the photochemical literature. However, the two-stream technique has the advantage of being able to treat anisotropic scattering while most of the photochemical approximations are limited to isotropic scattering.
Infrared radiation is not well treated by some two-stream techniques, such as •i Eddington or •i quadrature, because they can produce emissivities greater than unity. The hemispheric mean two-stream approach is preferable since it does not yield emissivities that exceed unity. Infrared radiation is best treated using the two-stream source function technique which we describe because that technique is exact in the often encountered limit of pure absorption yet can also produce results which are as accurate as those found using two-stream approximations when scattering occurs.
