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Abstract
Representing texts as fixed-length vec-
tors is central to many language pro-
cessing tasks. Most traditional methods
build text representations based on the
simple Bag-of-Words (BoW) representa-
tion, which loses the rich semantic rela-
tions between words. Recent advances in
natural language processing have shown
that semantically meaningful representa-
tions of words can be efficiently acquired
by distributed models, making it possible
to build text representations based on a
better foundation called the Bag-of-Word-
Embedding (BoWE) representation. How-
ever, existing text representation methods
using BoWE often lack sound probabil-
istic foundations or cannot well capture
the semantic relatedness encoded in word
vectors. To address these problems, we
introduce the Spherical Paragraph Model
(SPM), a probabilistic generative model
based on BoWE, for text representation.
SPM has good probabilistic interpretab-
ility and can fully leverage the rich se-
mantics of words, the word co-occurrence
information as well as the corpus-wide in-
formation to help the representation learn-
ing of texts. Experimental results on top-
ical classification and sentiment analysis
demonstrate that SPM can achieve new
state-of-the-art performances on several
benchmark datasets.
1 Introduction
A central question to many language understand-
ing problems is how to capture the essential mean-
ing of a text in a machine-understandable format
(e.g., fixed-length vector representation). Most
traditional methods either directly use the Bag-
of-Words (BoW) representation (Harris, 1954),
or built upon BoW using matrix factorization
(Deerwester et al., 1990; Lee and Seung, 1999)
or probabilistic topical models (Hofmann, 1999;
Blei et al., 2003). However, by using BoW as
the foundation, rich semantic relatedness between
words is lost. The text representation thus is ob-
tained/learned purely based on the word-by-text
co-occurrence information. However, humans un-
derstand a piece of text not solely based on its con-
tent (i.e., the word occurrences), but also her back-
ground knowledge (e.g., semantics of the words).
Recent advances in the Natural Language Pro-
cessing (NLP) community have shown that se-
mantics of the words or more formally the dis-
tances between the words can be effectively re-
vealed by distributed word representations (Miko-
lov et al., 2013a), also referred to as “word em-
beddings” or “word vectors”. Therefore, a nat-
ural idea is that one can build text representations
based on a better foundation, namely the Bag-of-
Word-Embeddings (BoWE) representation, by re-
placing distinct words with word vectors learned a
priori with rich semantic relatedness encoded.
There have been some recent attempts to use
BoWE for text representations. Perhaps the
simplest way is to represent the text as a weighted
average of all its word vectors (Vulic and Moens,
2013). Besides, Clinchant and Perronnin (2013)
aggregated the word vectors into a text-level rep-
resentation under the Fisher Kernel framework.
Another well-known approach is the Paragraph
Vector (PV) (Le and Mikolov, 2014), which
jointly learns the word and text representations
as a direct optimization problem. There are sev-
eral clear drawbacks with existing methods: (1)
Existing methods often lack sound probabilistic
foundations, making them heuristic or weak in
interpretability; (2) All the methods assume the
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independency between texts, limiting their abil-
ity to leverage the corpus-wide information to
help the representation learning of each piece of
text. This limitation is analogous to that of Prob-
abilistic Latent Semantic Indexing (PLSI) (Hof-
mann, 1999) in topic modeling, which has been
addressed by Latent Dirichlet Allocation (LDA)
(Blei et al., 2003); (3) Simple weighted sum or ag-
gregation using fisher kernel cannot well capture
the semantic relatedness encoded in word vectors,
which is typically revealed by the distance (or sim-
ilarity) between word vectors.
To address these problems, we introduce a novel
Spherical Paragraph Model (SPM), which learns
text representations through modeling the gener-
ation of the corpus based on BoWE representa-
tions. Specifically, each piece of text is first rep-
resented as a bag of `2-normalized word vectors.
Note that by normalization, the cosine similarity
between word vectors are equal to the dot product
between them, and all the word vectors lie on a
unit hypersphere. We then assume the following
generation process of the whole corpus. A text
vector is first sampled from a corpus-wide prior
distribution, and a word vector is then sampled
from a text-level distribution given the text vector.
The von Mises-Fisher (vMF) distribution (Baner-
jee et al., 2005) is employed for both corpus-wide
and text-level distributions, which arises naturally
for data distributed on the unit hypersphere and
model the directional relation (i.e., dot product)
between vectors. The text representations can then
be inferred by maximizing the likelihood of the
generation of the whole corpus. We develop a vari-
ational EM algorithm to learn the SPM efficiently.
Compared with previous methods, SPM en-
joys the following merits: (1) By modeling the
generation process of the whole corpus based on
BoWE, SPM can fully leverage the rich semantics
of words, the word-by-text co-occurrences inform-
ation as well as the corpus-wide information to
help the representation learning of texts; (2) By
employing the vMF distribution, SPM can well
capture the semantic relatedness encoded in words
vectors (i.e., cosine similarity between word vec-
tors); (3) SPM has good probabilistic interpretab-
ility as traditional topic models (e.g., LDA), while
allows unlimited hidden topics (i.e., word clusters)
as neural embedding models (e.g., PV) by elimin-
ating the topic layer.
We evaluated the effectiveness of our SPM by
comparing with existing text presentation methods
based on several benchmark datasets. The empir-
ical results demonstrate that our model can achieve
new state-of-the-art performances on several top-
ical classification and sentiment analysis tasks.
2 Related Work
In this section, we briefly review the existing text
representation methods, and text models using the
vMF distribution.
2.1 Existing models for Texts
The most common fixed-length representation is
Bag-of-Words (BoW) (Harris, 1954). For ex-
ample, in the popular TF-IDF scheme (Salton and
McGill, 1986), each text is represented by tfidf
values of a set of selected feature-words. How-
ever, the BoW representation often suffers from
data sparsity and high dimension. Meanwhile, by
viewing each word as a distinct feature dimension,
the BoW representation has very little sense about
the semantics of the words.
To address this shortcoming, several dimension-
ality reduction methods have been proposed based
on BoW, including matrix factorization methods
such as LSI (Deerwester et al., 1990) and NMF
(Lee and Seung, 1999), and probabilistic topical
models such as PLSI (Hofmann, 1999) and LDA
(Blei et al., 2003). The key idea of LSI is to
map texts to a vector space of reduced dimen-
sionality (i.e., the latent semantic space), based
on a Singular Value Decomposition (SVD) over
the term-document co-occurrence matrix. NMF
is distinguished from the other methods by its
non-negativity constraints, which leads to a parts-
based representation because they allow only ad-
ditive, not subtractive combinations. In PLSI, each
word is generated from a single topic, and differ-
ent words in a document may be generated from
different topics. LDA is proposed by introducing
a complete generative process over the documents,
and demonstrated as a state-of-the-art document
representation method. However, as built upon
the BoW representation, all these methods do not
leverage the rich semantics of the words, and learn
the text representations purely based on the word-
by-text co-occurrence information.
Recent developments in distributed word rep-
resentations have succeeded in capturing semantic
regularities in language. Specifically, neural em-
bedding models, e.g., Word2Vec model (Mikolov
et al., 2013a) and Glove model (Pennington et al.,
2014), learn word vectors (also called word em-
beddings) efficiently from very large text corpus.
The learned word vectors can reveal the semantic
relatedness between words and perform word ana-
logy tasks successfully.
With rich semantics encoded in word vectors,
a natural question is how to obtain the text rep-
resentation based on word vectors. A simple ap-
proach is to use a weighted average (Clinchant
and Perronnin, 2013) or sum of all the word
vectors. Besides, Fisher Vector (FV) (Clinchant
and Perronnin, 2013) transforms the variable-
cardinality word vectors into a fixed-length text
representation based on the Fisher kernel frame-
work (Jaakkola et al., 1999). However, these
methods often lack sound probabilistic founda-
tions. Meanwhile, simple weighted sum or ag-
gregation using fisher kernel cannot well capture
the semantic relatedness encoded in word vectors,
which is typically revealed by the distance (or sim-
ilarity) between word vectors. Later, Paragraph
Vector (PV) which has two different model ar-
chitectures (i.e., PV-DM and PV-DBOW) (Le and
Mikolov, 2014) is introduced to jointly learn the
word and text representations. Although these
models seem to work well in practice, there is a
strong independence assumption between texts in
these methods, limiting their ability to leverage the
corpus-wide information to help the representation
learning of each piece of text.
Besides these unsupervised representation
learning methods, there have been many su-
pervised deep models which directly learn text
representations for the prediction tasks. Recursive
Neural Network (Socher et al., 2013) has been
proven to be efficient in terms of constructing sen-
tence representations. Recurrent Neural Network
(Sutskever et al., 2011) can be viewed as an ex-
tremely deep neural network with weight sharing
across time. Convolution Neural Network (Kim,
2014) can fairly determine discriminative phrases
in a text with a max-pooling layer. However,
these deep models are usually task dependent and
time-consuming in training due to the complex
model structures.
2.2 vMF in Text Models
The von Mises-Fisher distribution is known in the
literature on directional statistics (Fisher, 1953;
Jupp and Mardia, 1989; Mardia and Jupp, 2009),
and suitable for data distributed on the unit hyper-
sphere. Here we first review the vMF distribution.
A d-dimensional unit random vector x (i.e., x ∈
RK and ||x|| = 1) is said to have K-variate von
Mises-Fisher distribution if its probability density
function is given by,
f(x|µ, κ)=cK(κ)eκµTx
where ||µ|| = 1, κ ≥ 0 and K ≥ 2. The normal-
izing constant cK(κ) is given by,
cK(κ)=
κK/2−1
(2pi)K/2IK/2−1(κ)
where Ir(·) represents the modified Bessel func-
tion of the first kind and order r. The density
f(x|µ, κ) is parameterized by the mean direction
µ, and the concentration parameter κ. The concen-
tration parameter κ characterizes how strongly the
unit vectors drawn from the distribution are con-
centrated on the mean direction µ.
The vMF distribution has properties analogous
to those of the multi-variate Gaussian distribution
for data in RK , parameterized by cosine similarity
rather than Euclidean distance. Evidence suggests
that this type of directional measure (i.e., cosine
similarity) is often superior to Euclidean distance
in high dimensions (Manning et al., 1999; Zhong
and Ghosh, 2005).
The vMF distribution has been applied in
text representations based on BoW in literat-
ure. For example, Banerjee et al. (2005) intro-
duced the mixture of von Mises-Fisher distribu-
tions (movMF) that serves as a generative model
for directional text data. The movMF model treats
each normalized text vector (i.e., normalized tf or
tf-idf vector) as drawn from one of the M vMF
distributions centered on one cluster mean, se-
lected by a mixing distribution. The cluster as-
signment variable for instance xi is denoted by
zi ∈ {1, 2, . . . ,M}. The probabilistic generative
process is given by,
zi ∼ Categorical(.|pi)
xi ∼ vMF(.|µzi , κ)
where parameters Θ = {pi,µ,κ} are treated as
fixed unknown constants and Z = {zi}Mi=1 are
treated as a latent variables.
Later, Reisinger et al. (2010) introduced the
Spherical Admixture Model (SAM), a Bayesian
admixture model of normalized vectors on SK−1.
The generative model is given by,
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Figure 1: A graphical model representation of
Spherical Paragraph Model (SPM). (The boxes are
“plates” representing replicates; a shaded node is
an observed variable; an unshaded node is a hid-
den variable.)
µ|κ0 ∼ vMF(m,κ0)
φt|µ, ξ ∼ vMF(µ, ξ)
θd|α ∼ Dirichlet(α)
φ¯d|φ, θd = Avg(φ, θd)
vd|φ¯d, κ ∼ vMF(φ¯d, κ)
where µ is the corpus mean direction, ξ controls
the concentration of topics around µ, the elements
of θd are mixing proportions for text d, and vd is
the observed vector for text d.
All these vMF-based methods treat the text as
a single object (i.e., a normalized feature vector),
and successfully integrate a directional measure of
similarity into a probabilistic setting for text mod-
eling. However, the foundations of these meth-
ods are still BoW, which means that they cannot
leverage the rich semantic relatedness between the
words for text representation. Unlike these meth-
ods, we use vMF to capture the semantic related-
ness encoded in word vectors revealed by cosine
similarity, and build text representations based on
a better BoWE foundation.
3 Spherical Paragraph Model
In this section, we describe our proposed SPM in
detail, including the notations, the model defin-
ition, the inference and parameter estimation al-
gorithms. Besides, we also provide some discus-
sions on SPM as compared with existing advanced
text representation methods.
3.1 Notation
Before presenting our model, we first intro-
duce the notations used in this paper. Let
D={d1, . . . , dN} denote a corpus of N texts,
where each text dn = (wn1 , w
n
2 , . . . , w
n
ln
), n ∈
1, 2, . . . , N is an ln-length word sequence over the
word vocabulary V of size M . Let cn denote all
the words in text dn. Each text d ∈ D and each
word w ∈ V is associated with a vector d ∈ RK
and w ∈ RK , respectively, where K denotes the
embedding dimensionality.
3.2 Model Definition
SPM is a probabilistic generative model over a text
corpus based on BoWE. Specifically, each piece of
text is first represented as a bag of `2-normalized
word vectors. Note that by normalization, the co-
sine similarity between word vectors is equal to
the dot product between them, and all the word
vectors lie on a unit hypersphere. SPM then as-
sumes the following generative process of the cor-
pus:
For each text dn ∈D, n = 1, 2, . . . , N :
(a) Draw paragraph vector dn ∼ vMF(µ0, κ0)
(b) For each word wni ∈ dn, i = 1, 2, . . . , ln :
Draw word vector wni ∼ vMF(dn, κn)
where µ0 is the corpus mean direction, κ0 controls
the concentration of text vectors around µ0, and κn
controls the concentration of word vectors around
the text vector dn. Figure 1 provides the graphical
model of the SPM.
As we can see from the above generative pro-
cess, in SPM the text vectors in a corpus are
determined by the corpus-wide prior distribution
over the unit hypersphere, as well as the word vec-
tors contained in the text. By using the vMF dis-
tribution, all the relations between these vectors
are modeled by the dot product, which is equal to
the cosine similarity measure between them (due
to the `2-normalization). As we known, cosine
similarity is widely adopted in revealing semantic
relatedness in previous neural word embedding
methods (Mikolov et al., 2013a,b).
Based on the above generative process, we can
obtain the joint probability of the whole corpus as
follows,
p(D)=
N∏
n=1
∫
p(dn|µ0, κ0)
∏
wni ∈dn
p(wni |dn, κn)ddn
where:
P (wni ; dn;κn) = e
κndn
Twni cK(κn)
3.3 Variational Inference
The key inferential problem that we need to solve
in order to use SPM is that of computing the pos-
terior distribution of the hidden text vector given
its word vectors and the corpus prior:
p(dn|cn, µ0, κ0, κn)=p(dn, cn|µ0, κ0, κn)
p(cn|µ0, κ0, κn)
Unfortunately, this distribution is intractable to
compute in general. Thus we develop an efficient
variational inference algorithm to perform approx-
imate inference in SPM.
The basic idea of convexity-based variational
inference is to make use of Jensen’s inequality
(Jordan et al., 1999) to obtain an adjustable lower
bound on the log likelihood. We approximate the
posterior by introducing an distinct vMF distribu-
tion for each document,
q(dn) ∼ vMF(.|µ′n, κ′n)
Here, µ′n, κ′n are the free variational parameters.
To approximate the posterior distribution of the
latent variables, the mean-field approach finds the
optimal parameters of the fully factorizable q (i.e.,
q(dn)) by maximizing the Evidence Lower Bound
(ELBO),
L=Eq[logP (D)]−H(q)
=Eq[logP (D,V |µ0, κ0, κn)]− Eq[log q(D)]
=Eq[logP (D|µ0, κ0)] + Eq[logP (V |D, κn)]
−Eq[log q(D)]
Note that the expectations in this expression are
taken over the variational distribution q. The pos-
terior expectation of text vector dn is given by,
Eq[dn] = µ
′
n(
Id/2(κ
′
n)
Id/2−1(κ′n)
)
where
Id/2(κ
′
n)
Id/2−1(κ′n)
is a ratio of Bessel functions
(Watson, 1995) that differ in their order by just
one.
Thus the optimizing values of the variational
parameters µ′n and κ′n are found by minimizing the
KL divergence between the variational distribu-
tion q and the true posterior p(dn|cn, µ0, κ0, κn).
Optimizing the ELBO with respect to µ′n and κ′n,
we have
κ′n = ||κ0µ0 +
ln∑
i=1
κnw
n
i ||
µ′n=
κ0µ0 +
∑ln
i=1 κnw
n
i
||κ0µ0 +
∑ln
i=1 κnw
n
i ||
=
κ0µ0 +
∑ln
i=1 κnw
n
i
κ′n
3.4 Parameter Estimation
We use an empirical Bayes method for parameter
estimation in our SPM model. As described
above, variational inference provides us with a
tractable lower bound on the log likelihood. We
can thus find approximate empirical Bayes estim-
ates via an alternating variational EM procedure
that maximizes the lower bound with respect to the
variational parameters µ′n and κ′n. Then, for fixed
values of the variational parameters, we maximize
the lower bound with respect to the model para-
meters µ0, κ0 and κn. The variational EM al-
gorithm is as follows:
• (E-step) For each text, find the optimizing val-
ues of the variational parameters µ′n, κ′n, as de-
scribed in the previous section 3.3.
• (M-step) Maximize the lower bound with re-
spect to the model parameters µ0, κ0 and κn.
These two steps are repeated until the lower bound
on the log likelihood converges. The M-step up-
date for µ0, κ0 are given by,
µ0 =
∑N
n=1Eq[dn]
||∑Nn=1Eq[dn]||
κ0 =
r¯K − r¯3
1− r¯2 where r¯ =
||∑Nn=1Eq[dn]||
N
The M-step update for κn is given by,
κn =
r¯K − r¯3
1− r¯2 where r¯ =
Eq[dn]
∑ln
i=1w
n
i
T
ln
3.5 Model Discussion
SPM is a probabilistic generative model based on
BoWE for text representation. As it bridges two
well-known branches in text representation meth-
ods, namely the probabilistic generative models
and neural embedding models, here we compare
SPM with these two types of methods to show its
benefits.
Probabilistic generative models, also called
probabilistic topic models (e.g., PLSI and LDA),
are advanced text modeling approaches. By as-
suming a generative process of the texts under
a probabilistic framework, these methods usu-
ally have sound theoretical foundation and good
model interpretability. However, there are two
major problems in traditional topic models: (1)
As built upon the BoW representation, traditional
topic methods do not leverage the rich semantic
relatedness of the words, and learn the text rep-
resentations purely based on the word-by-text co-
occurrence information; (2) There is an explicit
topic layer in these models to guide the word clus-
tering. The topic number is usually heuristically
defined a prior which may lead to non-optimal
word clustering. As we can see, SPM enjoys
the merits of good interpretability as a probab-
ilistic generative model. Meanwhile, SPM can
avoid the arbitrary definition of topic numbers by
eliminating the topic layer, while allows unlim-
ited hidden topics (i.e., word clusters) learned by
any prior neural word embedding models based on
very large corpus.
As compared with neural embedding models,
here we take the state-of-the-art PV model as an
example. The PV model can also be viewed as a
probabilistic model based on its prediction defin-
ition. However, from the probabilistic view, PV
is not a full Bayesian model and suffers a similar
problem as PLSI that it provides no model on text
vectors. Therefore, texts from the same corpus are
assumed to be independent from each other and no
corpus-wide constraint is employed in text model-
ing. Moreover, it is unclear how to infer the repres-
entations for texts outside of the training set with
the learned model. Although PV makes itself as an
optimization problem so that one can learn repres-
entations for new texts anyway, it loses the sound
probabilistic foundation in that way. In contrary,
SPM solves this problem by defining a complete
Bayesian model. In this way, it can not only lever-
age corpus-wide information to help constrain the
text vectors, but also infer the representations of
unseen texts based on the learned model, at the
expense of the usage of an approximate variational
method.
4 Experiments
In this section, we conduct experiments to verify
the effectiveness of SPM based on two text classi-
fication tasks.
4.1 Baselines
• Bag-of-Words. The Bag-of-Words model
(BoW) (Harris, 1954) represents each text as a
bag of words using tf as the weighting scheme.
We select top 5, 000 words according to tf
scores as discriminative features.
• LSI and LDA. LSI (Deerwester et al., 1990)
maps both texts and words to lower-dimensional
representations using SVD decomposition. In
LDA (Blei et al., 2003), each word within a text
is modeled as a finite mixture over an set of top-
ics. We use the vanilla LSI and LDA in the
gensim library1 with topic number set as 50.
• movMF and SAM. The movMF2 (Banerjee
et al., 2005) is the mixture of von-Mises Fisher
clustering with soft assignments. The SAM3
(Reisinger et al., 2010) is a class of topic mod-
els that represent data using directional distribu-
tions on the unit hypersphere. The topic num-
bers are both 50.
• cBow. We use average pooling to compose a
text vector from a set of word vectors (Mikolov
et al., 2013a), where the dimension of text vec-
tors is set as 50.
• PV. Paragraph Vector (Le and Mikolov, 2014)
is an unsupervised model to learn distributed
representations of words and texts. We imple-
ment PV-DBOW and PV-DM model initialized
with 50-dimension word embeddings due to the
original code has not been released.
• skip-thought and FastSent. skip-thought4
(Kiros et al., 2015) encodes a sentence to predict
sentences around it using 2400-dimension vec-
tor representation. FastSent5 (Hill et al., 2016)
is a simple additive sentence model designed to
exploit the same signal, but at much lower com-
putational expense under 100 dimension.
4.2 Setup
We perform experiments on two text classification
tasks: topical classification and sentiment ana-
lysis. We utilize 50-dimension word embeddings
trained on Wikipedia with word2vec6. The cor-
pus in total has 3, 035, 070 articles and about 1 bil-
lion tokens. The vocabulary size is about 400, 000.
The vectors are post-processed to have unit `2-
norm. In our model, text vectors are randomly
initialized with values uniformly distributed in the
range of [-0.5, +0.5] with 50-dimension and then
1http://radimrehurek.com/gensim/
2https://github.com/mrouvier/movMF
3https://github.com/austinwaters/
py-sam
4https://github.com/ryankiros/
skip-thoughts
5https://github.com/fh295/
SentenceRepresentation
6https://code.google.com/p/word2vec/
`2-normalized, κ0 is intialized as 1500 and κn are
randomly initialized with values uniformly dis-
tributed in the range of [1000, 1500]. Through
our experiments, we use support vector machines
(SVM)7 as the classifier. Preprocessing steps were
applied to all datasets: words were lowercased,
non-English characters and stop words occurrence
in the training set are removed. If explicit split
of train/test is not provided, we use 10-fold cross-
validation instead.
4.3 Topical Classification
We used two standard topical classification cor-
pora: the 20Newsgroups8 and the Reuters cor-
pus 9. The 20Newsgroups contains about
20, 000 newsgroup documents harvested from
20 different Usenet newsgroups, with about
1, 000 documents from each newsgroup. Fol-
lowing Banerjee and Basu (2007), three sub-
sets of 20News are used for evaluation: (1)
news-20-different consists of three newsgroups
that cover different topics (rec.sport.baseball,
sci.space and alt.atheism); (2) news-20-similar
consists of three newsgroups on the more sim-
ilar topics (rec.sport.baseball, talk.politics.guns
and talk.politics.misc); (3) news-20-same consists
of three newsgroups on the highly related topics
(comp.os.ms-windows.misc, comp.windows.x and
comp.graphics). The Reuters contains 10, 788
documents, where each document is assigned to
one or more categories. Documents appearing
in two or more categories were removed and we
selected the largest 10 categories, leaving 8, 025
documents in total.
Results Table 1 shows the evaluation results
on topical classification. We have the follow-
ing observations: (1) The BoW representation, al-
though simple, can achieve surprising accuracy
using much larger dimensionality (i.e., 5, 000 di-
mension). Meanwhile, our SPM, using only 50-
dimension text vector, can achieve slightly better
or comparable performance as BoW. (2) As com-
pared with the text representation methods built
upon BoW (i.e., LSI, LDA, movMF and SAM),
SPM can outperform these methods almost. The
results indicate that learning text representations
over BoWE can in general achieve better per-
formances than that over BoW by involving rich
7http://www.csie.ntu.edu.tw/˜cjlin/
libsvm/
8http://qwone.com/˜jason/20Newsgroups/
9http://www.nltk.org/book/ch02.html
Table 1: Classification accuracies (%) of different
models on topical classification.
Model different similar same Reuters
BoW 91.4 81.8 75.6 95.4
LSI 85.2 80.1 68.2 93.1
LDA 73.3 67.5 56.7 89.6
movMF 71.4 64.5 59.4 87.1
SAM 88.6 81.2 70.5 88.2
cBow 91.6 81.6 75.9 91.8
PV-DBOW 91.4 80.2 76.2 89.6
PV-DM 91.5 80.8 76.1 90.4
FastSent 89.6 80.1 61.5 89.4
uni-skip 86.4 77.8 59.2 77.4
SPM 91.8 82.0 70.0 93.2
semantics between words. (3) Comparing with
the three BoWE based representation methods,
namely cBow, PV-DBOW and PV-DM, we find
our SPM can outperform them on three out of four
datasets. Recall that in cBow, PV-DBOW and PV-
DM, texts in a corpus are actually assumed to be
independent from each other. These results indic-
ate that by modeling texts under a sound probab-
ilistic generative framework, SPM can well lever-
age the corpus-wide information to help improve
the text representation. (4) Compared with Fast-
Sent and uni-skip, SPM can outperform both of
them over the four datasets. It seems that FastSent
and uni-skip, which were proposed for short texts
(i.e., sentences) modeling originally, cannot work
well on long texts.
4.4 Sentiment Analysis
We run the sentiment classification experiments on
two publicly available datasets.
• Subj, Subjectivity dataset (Pang and Lee,
2004)10 which contains 5, 000 subjective in-
stances and 5, 000 objective instances. The task
is to classify a sentence as being subjective or
objective;
• MR, Movie reviews (Pang and Lee, 2005) with
one sentence per review. There are 5, 331
positive sentences and 5, 331 negative sen-
tences. Classification involves detecting posit-
ive/negative reviews.
Results Table 2 shows the evaluation results
10http://www.cs.cornell.edu/people/
pabo/movie-review-data/
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Figure 2: Classification accuracies on sentiment analysis tasks under different dimensionality.
on two datasets. We have the following obser-
vations: (1) SPM can outperform all the baseline
methods on the Subj dataset. This indicates that
SPM can capture better semantic representations
of texts using a probabilistic generative model
over BoWE. (2) SPM can also outperform all the
baseline methods except uni-skip on the MR data-
set. Note that skip-thought uses 2400-dimension
sentence representation while SPM only uses 50-
dimension vector. However, SPM can still achieve
similar performance as uni-skip on the MR dataset
even with much less model parameters.
Table 2: Classification accuracies (%) of different
models on sentiment analysis.
Model Subj MR
BoW 89.5 74.3
LSI 85.4 64.2
LDA 72.7 58.2
movMF 67.6 53.4
SAM 74.2 61.8
cBow 90.8 74.4
PV-DBOW 90.1 73.9
PV-DM 90.4 74.4
FastSent 88.7 70.8
uni-skip 92.1 75.5
SPM 92.5 75.0
We conduct evaluations over different dimen-
sions (i.e., 50, 100, 300) to see the impact of the
dimensionality on different models. For cBow,
PV and SPM, we utilize 50, 100 and 300 dimen-
sional word embeddings trained on Wikipedia us-
ing word2vec. For LSI and LDA, we set the topic
numbers as 50, 100 and 300 for comparison. Fig-
ure 2 shows the results on the two different data-
sets. As we can see, with the increase of the
dimensionality, all the models can improve their
performance while SPM can consistently outper-
form all the other baselines. Moreover, we can
find that the SPM model under dimensionality 100
can already beat the uni-skip under dimensionality
2400 (76.0% vs 75.5%) on the MR dataset.
5 Conclusion
In this paper, we propose the SPM, a novel gen-
erative model based on BoWE for text model-
ing. The SPM is a full Bayesian framework
which models the generation of both the text vec-
tors and word vectors, where the vMF distribu-
tion is employed to capture the directional rela-
tions between these vectors. SPM has good prob-
abilistic interpretability and can fully leverage the
rich semantics of words, the word co-occurrence
information as well as the corpus-wide informa-
tion to help the representation learning. The exper-
imental results demonstrate that SPM can achieve
new state-of-the-art performances on several top-
ical classification and sentiment analysis tasks.
For the future work, we would like to explore
the possibility to jointly learn word and text vec-
tors in SPM. One idea is to leverage the word vec-
tors learned from other large corpus as the initial-
ization, and fine-tune them on the training data
under SPM. Moreover, word order information is
often critical in capturing the meaning of texts.
We would also try to accommodate n-grams in the
generative process to enhance the model ability.
We may also test SPM on other text processing
tasks to verify its generalization ability.
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