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a b s t r a c t
Time-dependent ionization is important in astrophysical environments where the thermodynamical
time scale is shorter than the ionization or recombination time scales. In this work, we report a
FORTRANprogram that performs fast non-equilibrium ionization calculations in post-processing based on
hydrodynamics(HD) or magnetohydrodynamics(MHD) simulation results. Using HD or MHD simulation
results, we track the movement of plasma in a Lagrangian framework, and obtain the evolutionary
history of temperature and electron density. The time-dependent ionization equations are then solved
by the Eigenvalue method. For any complex temperature and electron density histories, we introduce an
adaptive time-step strategy to improve the computational efficiency. Our tests show that this program
has advantages of high numerical stability and high accuracy. In addition, it is also easy to extend this
solver to other HD and MHD simulations. This code is freely available for download from the Web.
© 2015 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Time-dependent ionization becomes important in astrophys-
ical phenomena when the thermodynamic state of a plasma
rapidly changes in comparison to ionization and recombination.
The changes of the population fraction of a particular ion are the
consequence of both ionization and recombination. The ioniza-
tion and recombination rate coefficients depend strongly on the
temperature of the plasma, and to a lesser extent, on density. In
the case where plasma temperature remains constant for a long
time or changes slowly, the plasma will be in ionization equilib-
rium, and ionic population fractions only depend on the temper-
ature. However, rapid changes in plasma temperature or electron
density appear in many astrophysical phenomena such as shocks,
magnetic reconnection outflows and the high-speed solar wind.
In these cases, the dynamical time-scale of plasma is significantly
shorter than the ionization or recombination time-scales. As a re-
sult, the ionization and recombinationprocesses donot have ample
time to drive the ionic populations to their equilibrium state. It is
then in a non-equilibrium ionization state, and the ionization frac-
tionsmust be obtained through solving time-dependent ionization
equations.
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0/).Recent studies show that time-dependent ionization is impor-
tant for interpreting both remote sensing and in situ measure-
ments (Rakowski et al., 2007; Ko et al., 2010; Gruesbeck et al.,
2011, 2012; Landi et al., 2012). Rakowski et al. (2007) examined
the charge states of ions of various elements in interplanetary coro-
nal mass ejections (CME). Employing an adaptation of the BLAS-
PHEMER (Blast Propagation in Highly Emitting Environment) code
(Laming, 2001; Laming and Grun, 2002; Laming and Hwang, 2003;
Laming, 2004),they solved the time-dependent ionization equa-
tions for a CME model and compared with in situ data from the
Advanced Composition Explorer (ACE), and found that the plasma
required continued heating in the CME core. By analyzing ACE and
Solar Terrestrial Relations Observatory data as well as MHD simu-
lation results, Reinard et al. (2012) reported that the flux rope cen-
ter is relatively cool, while charge state enhancements surround
and trail the flux ropes. Time-dependent ionization is also investi-
gated in several studies of the heating rates required during CMEs.
Akmal et al. (2001) and Lee et al. (2009) determined a range of
heating rates required to account for the ultraviolet (UV) emis-
sion lines using models of the temperature and time-dependent
ionization state of the expanding gas, and investigated the tem-
perature evolution of the CME material with a time-dependent
ionization with parameterized heating and radiative and adiabatic
cooling. They found that continuous heating is required. Murphy
et al. (2011) performed a time-dependent ionization analysis to
constrain plasma heating requirements during a fast partial halo
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comparable to the kinetic energy, must be injected to counter-
act the radiative and adiabatic expansion cooling. Time-dependent
ionization is important in studies of shock waves. For example,
coronal shock waves driven by CMEs are observed by the Atmo-
spheric Imaging Assembly (AIA) on the Solar Dynamics Observa-
tory (SDO). Ma et al. (2011) found that the shock wave appeared
in the AIA 193 and 211 channels as a dome-like enhancement
propagating ahead of its associated semi-spherical CME bubble,
with emissions from higher ionization states appearing at succes-
sively later times. They found good agreement between the ion-
ization time-scale of the shock according to the jump conditions
of a shock and time intensity ratio profiles of AIA observations.
Time-dependent ionization is also important for understanding
the emission of other impulsive heating events such as nanoflares
(Raymond, 1990; Bradshaw and Klimchuk, 2011).
The time-dependent ionization process is also reported in
studies of CME current sheets. Ko et al. (2010) modeled UV and
X-ray emissions by accounting for the time-dependent ionization
in a steady-state Petschek-type reconnection layer for a post-
CME current sheet. They found that the predicted emission
intensities are consistent with UVCS and Hinode/X-ray Telescope
observations of post-CME current sheets. They investigated the
effect of coronal parameters and suggested that the coronal
electrondensity profile is themost important factor in determining
the emission properties inside the current sheet. Simulations of
CME eruptions showed that the ionization structures of current
sheets are sensitive to the temperature and density histories of
the plasma flowing through the current sheet. Using the filter
responses from SDO/AIA, Shen et al. (2013) predicted intensities of
emission lines to compute the count rates for each of the AIA bands.
The results showed that the assumption of ionization equilibrium
would lead to a significant underestimation of the temperature at
lower heights in the current sheet and an overestimation at larger
heights. Thus time-dependent ionization calculations are required
for correct interpretation of the measurements, and they provide
powerful diagnostics for plasma density and temperature when
properly applied.
Detailed comparisons between MHD simulations and obser-
vations require extensive time-dependent ionization calculations.
First, in order to predict simulated images of ionization states in
2D planes or 3D volumes, the time-dependent ionization calcula-
tions are required in many pixels or sample points. The character-
istic number of sample points is more than 104 in 2D and 106 in
3D cases, respectively. At each sample point, chemical elements of
interest could be plentiful, for instance, H, He, O, Mg, Si, Ca, Fe, and
so on in many astrophysical environments. In our previous work,
in order to predict observations in SDO/AIA bands for the MHD
model, we included 14 chemical elements of high abundance in
the corona, and calculated all ionization states of these elements at
1.5×104 sample points (Shen et al., 2013). In this case, calculations
for all the elements at all the points are performed 2.1× 105 times
to get only one plane. Second, to obtain simulated spectral prop-
erties using temperature, electron density, plasma velocity and
ionization states, one needs to perform the time-dependent ion-
ization calculations in many pixels along the line of sight. There-
fore, it is necessary to set up a general program that is quick and
robust enough to calculate non-equilibrium ionization states based
on various MHD simulations to make observational predictions.
Quick calculations for solving time-dependent ionization equa-
tions are the key to performing the above investigations. The
charge state evolution for a moving parcel of plasma is given by:
dfi
dt
= ne[Ci−1fi−1 − (Ci + Ri)fi + Ri+1fi+1] (1)
where fi is the ionic fraction, ne is the electron density, and Ci and
Ri are the ionization and recombination rate coefficients for thision. This equation applies to a Lagrangian scheme where there
is no advection from neighboring cells. For each atom of atomic
number Z, there are Z + 1 ionization states and the same number
of equations. The ionization rate coefficient includes collisional
and auto-ionization rate coefficients, and the recombination rate
includes radiative and dielectronic recombination rate coefficients,
which strongly depend on the temperature but are not sensitive to
the electron density. Traditional integration methods for solving
these differential equations, such as explicit Runge–Kutta scheme,
two step (predictor–corrector) schemes or implicit scheme need
tiny time steps to insure the numerical stability and accuracy,
which requires a large amount of CPU time for a single element,
and are not suitable for our studies discussed above.
In early studies, Pert (1978) reported two algorithms including
an implicit scheme and two-step algorithms, which are suitable
for the ionization calculations in a plasma with rapidly changing
thermodynamic state. This study also summarized the conditions
for using these two algorithms. Important improvements for fast
time-dependent ionization calculations are reported by Masai
(1984), and by Hughes and Helfand (1985). By introducing the
ionization and recombination rate matrices, and storing the
eigenvector matrix, inverse eigenvector matrix and eigenvalues
in Random-Access Memory (RAM) of the computer, the time-
dependent ionization equations can be solved easily. Using this
method, the solution process reduces to matrix multiplication and
simple exponential calculations. Based on this eigenvalue method,
several previous works performed quick ionization calculations
(Kaastra and Jansen, 1993; Borkowski et al., 1994; Smith and
Hughes, 2010).
However, if the evolution of the true plasma includes complex
temperature and density changes, it is still more complicated to
get non-equilibrium ionization states. In most cases, a time step
governed only by temperature changes is not the best method
for efficient calculations. For example, in the environment where
the electron density becomes high, the ionization state is close to
the equilibrium ionization state, and tiny time steps determined
by temperature changes are unnecessary. Therefore, an adaptive
time step should be considered according to both temperature
and density histories. Especially in high resolution HD or MHD
simulations, any CPU time saving on each integration time step
can significantly affect the whole efficiency of the time-dependent
ionization calculation. It is necessary to develop a general time step
strategy for solving time-dependent ionization equations using HD
or MHD simulation results.
In this work, we implement the Eigenvalue method of Hughes
and Helfand (1985) to solve the time-dependent ionization
equations. The Eigenvalue method for calculating the ionization
state is implemented for a Lagrangian formulation, as indicated
by the lack of advection terms in Eq. (1). It can be used with
Eulerian HD or MHD simulations by tracing streamlines to follow
the evolution of density and temperature. That means that it is
not suitable for some problems, such as turbulent mixing layers in
which plasmas of different ionization states mix together below
the grid scale (e.g., Ko et al., 2010 and Slavin et al., 1993), but
we have used it for steady state MHD models of the solar wind
and for time-dependent models of solar flares (Shen et al., 2013).
The method is robust in cases such as shock waves, in which the
temperature changes suddenly, but of course the accuracy of the
predictions may be limited by the spatial and temporal resolution
of the simulation.
In other fields of astrophysics, the relevant non-equilibrium
ionization algorithmswith hydrodynamic calculations arewell de-
veloped (Anninos et al., 1997; Abel et al., 1997; Glover and Jappsen,
2007; Maio et al., 2009). For example, in multi-dimensional nu-
merical calculations for the investigate of primordial structure for-
mation, Abel et al. (1997) developed a time-dependent chemistry
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tion in primordial gas, Glover and Jappsen (2007) reported a sim-
plified chemical and thermal model for the thermal evolution of
metal-poor gas within large numerical simulations by neglecting
the molecular chemistry of the heavy elements. These works con-
sidered the reactions between a few of ions in metal-poor gas,
which is different from our calculations.
We have applied the method in post-processing, which means
that changes in the mean molecular weight due to ionization or
recombination are not fed back into the simulation. Moreover,
departures of the ionization state from equilibrium can affect
the radiative cooling rate. Therefore, the code described here is
designed to provide accurate ionization states for emission line
diagnostics or ionization state measurements from simulations
in which the temperature is above about 105 K (H and He are
ionized) and radiative cooling is relatively unimportant. Example
applications for this method therefore include predicting Extreme
Ultraviolet emission lines from solar flares, solar wind charge
states, and X-ray spectra from Supernova Remnants.
In this paper, we describe how to quickly perform time-
dependent ionization calculations using the results of simulations.
We introduce the Eigenvalue method to solve the time-dependent
ionization equations, and the strategy to choose suitable time steps
in the next section.We show test results and compare ourmethods
with others developed by previous work (Shen et al., 2013) in
Section 3. Finally, we summarize this work in Section 4.
2. Methods
Before we solve the time-dependent ionization equations,
we track streamlines to obtain the temperature and density
distribution in a Lagrangian scheme. As a example, we give a brief
summary of tracing the streamline as reported in our previous
work (Shen et al., 2013). In that case, a 2.5 dimensional MHD
simulation is performed on a regular grid, and the simulation gives
distributions of primary physical variables in a two-dimensional
plane at different times. We then use a PSI code named ADVECT to
trace streamlines using the time-dependent velocity field. ADVECT
code implements a predictor–corrector algorithm to solve the
equation of motion, and integrates velocities backward in time to
get trajectories. In the assumption of no mixing from neighboring
cells, for any given position, a streamline that is a function of
position and time, can be plotted in a Lagrangian framework. In this
way, the history of this cell is clear. Along each streamline, it is easy
to get the evolution of temperature and plasma density with time
by interpolation in space and time. For other simulations, every
user needs to develop a code to perform the streamline tracing.
For instance, a particular data structure for each simulation, the
accuracy of tracing algorithm and specific physical model should
be carefully considered.
2.1. Eigenvalue methods
Once the temperature and density evolution in a Lagrangian
scheme is obtained, we then follow the method described first
by Masai (1984) and Hughes and Helfand (1985) to calculate
the ion populations of each element. The Eigenvalue method is
fast and robust compared with popular numerical algorithms, for
instance, a two step (predictor–corrector) scheme or Runge–Kutta
algorithm, because it does not directly integrate the time-
dependent ionization equations and is not limited to tiny time
steps. This method is based on a representation of the ionization
and recombination rate matrix, and the corresponding matrix
containing eigenvalues and eigenvectors. The matrix form of the
time-dependent ionization equations can be written as:
dF
dt
= neA · F, (2)where F is a vector containing ion fractions composed with Z + 1
elements for the ion of atomic number Z, and A is the matrix
containing ionization and recombination rate coefficients in Eq.
(1). Using the eigenvalues and eigenvectors of the matrix A, the
solution of this equation could be presented in the following form:
dF′
dt
= neλ · F′, (3)
where λ is a diagonal matrix containing the eigenvalues. Using a
matrix of eigenvectors, named V, with eigenvalues λ, F′ is then
defined as V−1 · F. Assuming the plasma temperature is constant
and associated ionization and recombination rate coefficients
remain constantwith time, the solution of Eq. (3) can been reduced
to simple exponentiation: F′ = F0 exp(−neλt). Here F0 is the
initial ion fraction vector of this element. Hence, the ion fraction for
each ionization state at any time is easy to compute by the matrix
multiplication using F′ and the eigenvector matrix. Once we have
the eigenvalues and eigenvectors for all ions and temperatures, the
calculation process can load the eigenvalues and eigenvectors and
quickly perform the above calculations.
The ionization rate coefficients Ci and recombination rate
coefficients Ri are obtained from the CHIANTI atomic database
(Dere et al., 1997; Landi et al., 2013), and are saved as precomputed
tables. These ionization and recombination rates are based on Dere
(2007) and on Bryans et al. (2006), respectively. Here we assume
a constant electron density of 108 cm−3 because these coefficients
are not sensitive to the electron density. Therefore, this table lists
Ci and Ri versus temperature ranging from 104 to 109 K in discrete
temperature grids for the most abundant elements observed in
astrophysical environments, such as H, He, C, N, O, Ne, Na, Mg,
Al, Si, S, Ar, Ca, Fe and Ni. For any given temperature in following
calculations, we choose the closest temperature node in this table
and read the ionization and recombination rate coefficients to save
computation time. In our current work, the temperature grids are
uniform in log Te, and ∆ log Te is either 0.01 or 0.001. Therefore,
the ionization and recombination rate coefficients are separate
and are easy to update with any atomic database. One could
easily choose another atomic database to compute the ionization
and recombination rate coefficients, or modify the interval in the
temperature grids. For instance, the ionization and recombination
rates are easy to obtain using the APEC non-equilibrium ionization
library in AtomDB (Smith et al., 2001; Foster et al., 2014).
For each temperature node in these tables, the eigenvalue and
eigenvectors of the coefficient in Eq. (2) should be saved into tables
as well, which is needed for solving Eq. (2) as above discussions.
Because the ionization rate and recombination rate strongly
depend on the temperature, the eigenvalue and eigenvectors then
can be computed for a series of temperature in a temperature table.
In following calculations, the eigenvalue and eigenvectors are
obtained from these tables by choosing the values from the closest
temperature node. This process is efficient and receivable for time-
dependent ionization calculations if the interval of temperature
grids in tables is chosenwell, for example, the gridswith∆ log Te =
0.01. In principle, the ionization rate and recombination rate
could also be interpolated for any given temperature rather than
choosing the approximate values from these tables. However,
the real-time calculation of relevant eigenvalue and eigenvector
matrix is very expensive in the case where the temperature
significantly changes. Therefore, we use coefficients tables in our
program to perform quick time-dependent ionization calculations.
One basic question iswhether the above temperature gridswith
∆ log Te = 0.01 (or 0.001) can provide sufficient accuracy, or
which temperature interval is most suitable in our calculations.
In general, the accuracy of ionization and recombination rate
coefficients is around 10%–30%. Dere (2007) reported a complete
set of ionization rate coefficients for all atoms and ions of the
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plot two temperature grid intervals 0.01 and 0.001 for several elements (He, O, Mg, Si, Ca, and Fe).elements of H through Zn by using a combination of ionization
scaling laws and atomic calculations with Flexible Atomic Code
(Gu, 2002) and other codes (Arnaud and Rothenflug, 1985; Arnaud
and Raymond, 1992). They showed that the accuracy of measured
electron ionization cross section is of order 20% or better. We then
can estimate the temperature grids in our programaccording to the
accuracy of ionization rate coefficients. In Fig. 1, we plot relative
changes of ionization rate coefficients, (1Ci +1Ri)/(Ci + Ri), due
to any tiny changes of temperature ∆ log Te. Here we consider all
ions of this atom and show the maximum (1Ci + 1Ri)/(Ci + Ri)
among them. For the case with ∆ log Te = 0.01, the maximum
relative change is around 15% in the low temperature and less than
10% for most temperature ranges. This indicates that the change of
ionization rate corresponding to ∆ log Te = 0.01 is less than the
uncertainty of the ionization rate itself. Therefore, a temperature
grid with ∆ log Te = 0.01 is suitable for general time-dependent
ionization calculations. We also can choose ∆ log Te = 0.001,
in which the (1Ci + 1Ri)/(Ci + Ri) covers the best accuracy of
the ionization rate coefficients calculations. However, the total
accuracy does not change substantially by using a higher resolution
temperature grid.
We compute and save eigenvalues and corresponding eigen-
vectors into a table that contains eigenvalue and eigenvector ma-
trices for each temperature node and for each chemical element.
In this work, we employ the common mathematical library LA-
PACK (Linear Algebra PACKage) to obtain eigenvalues and relative
eigenvectors, then get inverse forms of eigenvectormatrices by us-
ing DEGTRF and DGETRI in the same package. The singularity of
the rate matrix causes a zero eigenvalue, corresponding to ion-
ization equilibrium states. Several calculations reported by previ-
ous works used the normalization conditions for the ion fractions,
ΣF = 1 to remove this singularity (Hughes and Helfand, 1985;
Smith and Hughes, 2010). In our program, we find that the real
singularity rate matrix does not appear because of the numerical
truncation error, and all eigenvalues can be directly computed fol-
lowing the form of Eq. (3). Then we save all eigenvector matrices
and their inverses into tables and load them only once before solv-
ing the time-dependent ionization equations. This does not greatly
increase the storage requirements but can significantly decrease
computation time.2.2. Time step strategy
One advantage of the Eigenvalue method is that it gives the
equilibrium charge states for very long time steps, but this method
provides less detail on how the plasma approaches ionization
equilibrium. The time step in the Eigenvalue calculations can
therefore be very large because the calculation is uncondition-
ally stable. However, the Eigenvalue method is based on the
assumption of constant ionization and recombination rate coeffi-
cients during each time step. Therefore, for any given temperature
and electron density history that contains complex changes, we
must perform the above time-dependent ionization calculations in
time steps short enough that the change of temperature is small
enough. The ionization and recombination rate coefficients can be
then considered as approximately constant. In this way, the evo-
lution history of plasma is split into a series of time steps, and the
above solving for the time-dependent ionization equations is per-
formed during two nearby time steps. In general, increasing the
number of segments certainly improves the accuracy of calcula-
tions inmost cases. However, limited numerical computational re-
sources require a more efficient discretization strategy. It is then
important to set an adaptive time step according to the dynamical
evolution history of plasma in models, in which we monitor both
the electron density and the temperature changes.
First, we consider the change of temperature with time. A
basic standard should be that more rapid increases or decreases
of temperature require shorter time steps, but a lower limit
of the time step could be defined according to the ionization
and recombination rate coefficients. Because the ionization and
recombination rate coefficient tables give a minimum interval
0.01 (or 0.001) in the logarithm of temperature, any changes
of temperature that is less than 0.01 (or 0.001) in logarithm
will be considered to have same ionization and recombination
rate coefficients, as well as eigenvalues and eigenvectors. Then
the minimum time step could be equal to the time range when
temperature changes 0.01 (or 0.001) in logarithm. On the other
hand, for a slow temperature evolution or constant temperature
history, a large time step is expected and it also could be defined
as above.
Second, we deal with the electron density history. According
to Eq. (1), the ionization or recombination time-scale is inversely
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a simple principle to estimate the time step: a higher electron
density requires shorter time steps and a lower electron density
allows larger time steps, respectively. In detail, we can estimate
the time step according to the eigenvalues and electron density
for a given temperature (Smith and Hughes, 2010). Because the
maximum value among eigenvalues is relative to the minimum
time-scale for any significant changes in ion fractions, the lower
limit of the time step can be estimated by dt ∼ 1/(λi,maxne) for a
given temperature. Here λi,max is the maximum eigenvalue for this
element and ne is the electron density at this time.
Including combinations of both temperature and electron
density changes, there are four basic cases for time steps
estimating. Case one, the temperature rapidly changes in a dense
plasma, so a short time step is necessary to distinguish these
changes. Case two, on the other hand, the electron density is
low. Though the temperature changes very rapidly, the time-scale
over which ion fractions significantly change is still long due to
the low electron density. Thus the time step depends on the low
density and it can be extended to a longer one than what is
governed by the temperature history. A similar situation appears
in Case three, where the density is highwhile temperature changes
slowly, so an adaptive time-step depends on the temperature
history. Case four, both temperature and density history allows
a very long time step. For most situations, a short time step is
required in the case of plasma with high electron density and
quick changes in temperature. However, the above discussion is
not true for observational requirements of shocks which require
more ionization state information to distinguish the shock.Wewill
discuss this kind of special case later.
In our program, we first estimate the lower limit of time-steps
according to the temperature history, and then consider if it could
be extended to a larger one or it should be interpolatedwith time to
a shorter one according to the estimationusing the electrondensity
and eigenvalue matrix. For convenience, we multiply an artificial
safety factor Ac with the estimated time step:
dt ∼ Ac/(λi,maxne). (4)
Here the value of Ac is normally less than 1. Using a smaller
Ac means we can distinguish slight changes in ion fraction. To
follow the evolution of ions in rapidly heated plasma, Ac may have
to be considerably smaller than 1. In this way, we can obtain a
series of estimated time steps along each ‘‘streamline’’. In order
to define actual time steps according to these estimated values,
a simple principle is that the actual time step is less than the
nearby estimated time steps. For example, in Fig. 2, the solidcurve shows the estimated time steps, which is a function of time
along a ‘‘streamline’’. Supposing the calculations start at ti and the
estimated time step is dti at this time, then the next chosen time
node is ti+1with actual time step1t . During this time from ti to ti+1,
the minimum estimated time step is dt1 which limits the actual
time step by1t ≤ dt1. The following time nodes ti+2, ti+3, ti+4 and
so on are easy to choose similarly. This process ensures that any
important changes of ion fractions can be covered by actual time
steps along each ‘‘streamline’’.
It is also necessary to set an artificial low limit on the time step
for some physical processes. As we discussed above, a suitable and
longer time step could save computational time. On the other hand,
for some extremely sharp changes in temperature and electron
density, the routine will require smaller time steps than the
interval of simulation output. For example, the temperature and
density are obtained fromHDorMHD simulations, and the interval
of outputs is normally a constant that is not equal to the adaptive
time step in most cases. Therefore, performing interpolation on
the temperature and density history is an accepted approximation,
and this ensures the stability of the solution of the time-
dependent ionization equations. However, for sharp changes in
the temperature and electron density such as shocks, the above
interpolation process is unable to access the actual physics. If
the HD or MHD simulation changes the flow on a fraction of
the ionization time scale, the results will be reliable regardless
of the interpolation method. If the resolution of the simulation
corresponds to a time scale larger than the ionization time scale, no
interpolation scheme can recover the temperature discontinuity.
In principle, a shock-finding algorithm combined with insertion of
points just upstream and downstream of the shock is required. A
more intelligent time step strategy for shock problems should be
developed in future work.
We then consider the electron density history during an
adaptive time step defined based on the above analysis. Because
the electron density could change significantly even in a short time
step and the electron density is different between two nearby time
steps, the value of electron density used in the time-dependent
ionization equations should be considered carefully. Therefore, we
introduce an average electron density ne defined as
ne =
 ti+1t
ti
nedt/1t. (5)
Here ti is the start time for the advance with one step, and 1t is
the time step. We use this average electron density in Eq. (3) to
replace ne.
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Since the time-dependent ionization equations deal with the
change of ion fractions with time in a Lagrangian framework, the
temperature and density evolution with time is required before
performing time-dependent ionization calculations. For each pixel
or sample point on simulation grids or cells, we can obtain this
information using post-processing calculations based on HD or
MHD simulations.
Based on the simulation mesh grids, we define a group of cells,
and trace the motion of each cell back to an early time during the
system evolution. Specifically, we trace the trajectory of any cell
according to the time-dependent velocity field from simulation
data. Using a predictor and corrector method, we solve the motion
equation and integrate the velocities backward in time to get the
plasma trajectories. In this way, for any given initial time and
position for a cell, a ‘‘streamline’’ is calculated in a Lagrangian
framework. The evolution of temperature and electron density
with time is obtained by interpolation in space and time.
We also use parallel computation to increase the efficiency
of calculations. An important feature of our program is that
there is no communication between any two ‘‘streamlines’’ during
the time-dependent ionization calculations. This means we can
easily execute pure parallel computations by simply arranging
calculations on all pixels to multiple parallel cores or clusters.
In detail, the routine automatically sends each ‘‘streamline’’ to a
different parallel core and gathers final ion fractions from these
cores using Message Passing Interface (MPI) libraries. In this way,
the routine executes high efficiency parallel computations.
We now summarize how the components of this program
are linked together. As shown in Fig. 3, this program includes
two parts: pre-computed tables and solvers. The pre-computed
tables contain ionization and recombination rate coefficients, and
associated eigenvalue and eigenvector matrices. In solvers, the
main loop goes through each ‘‘streamline’’ of temperature and
density evolution, and returns ion fractions for the particular
elements defined by initial parameters. The initial ion fractions
are generally defined according to the ionization equilibrium
conditions at some position with high density or constant
temperature in the MHD model, or it can be defined by any self-
consistent fractions. For each ion, the adaptive time step is chosen,
and the ion fractions are updated during each time step. Once the
run finishes the main loop, ion fractions for all elements and all
‘‘streamlines’’ are gathered through MPI messages and output into
data files.3. Results
In this section, we present a series of computational examples
to check stability and accuracy of this code. In these tests, we
first impose artificial extreme changes in temperature and electron
density. We then consider the case of a high speed magnetic
reconnection outflow region in a solar eruption model. As a
comparison, we also performed calculations using the second
order implicit scheme reported in our previous work (Shen et al.,
2013), and show differences between these two methods in the
following examples. For convenience of discussion in the following
paragraphs, we denote the Eigenvalue method as EV and implicit
scheme as IM.
3.1. Artificial evolution
In the following four test examples, we set artificial histories
for plasma temperature and electron density to check the accuracy
and speed of our program. These samples include extremely quick
changes of temperature and electron density. The ranges of tem-
perature and density in these tests are based on the characteristics
of solar coronal and interplanetary-space environments. We show
four assumed cases for different evolutions.
In case 1 and case 2, we suppose that plasma temperature
and density smoothly evolve as exponential functions of time.
As shown in Fig. 4(a), the plasma temperature monotonically
increases to 108 K, while the electron density increases and
decreases during a short time, 500 s. Fig. 4(b) shows the ion
fractions of several elements: He, O, Si, Ca, and Fe in different
colors at the final time. The solid lines show results using the EV
method and dashed lines are calculated using the IM method. The
relative difference between solid lines and dashed lines is shown
by triangles. A clear characteristic of this plot is that all relative
differences of ion fractions between the two calculations are less
than 10−2. For dominant ions, these differences are even smaller.
For instance, it is less than 8 × 10−4 for Fe XXVI and it is around
10−3 for Ca XXI.
A similar calculation is shown in Fig. 5 except that temperature
first increases to 108 K then decreases, and electron density
monotonically decreases from 5 × 1014 cm−3 to 5 × 105 cm−3.
The relative difference of ion fractions calculated by two methods
is around 10−3 for dominant ions, while for other ionization states
the relative differences could be larger than 10−2 and less than
10−1.
C. Shen et al. / Astronomy and Computing 12 (2015) 1–10 7Fig. 4. (a) The temperature and density history for sample 1. (b) The ionization states at the final time (t = 500 s) for element He, O, Si, Ca and Fe. The solid lines are for
results calculated by the second order implicit scheme and the dashed lines come from Eigenvalue methods. The triangle symbols show the relative difference between two
calculations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 5. (a) The temperature and density history for sample 2. (b) The ionization states at the final time (t = 500 s).Fig. 6. (a) The temperature and density history for sample 3. (b) The ionization states at the final time (t = 500 s).Examples 1 and 2 show that the EV method correctly performs
the time-dependent ionization calculations for smooth evolution
histories in temperature and electron density. The comparison
with the IM method shows that these two methods obtain similar
ion fractions in these cases, and the relative difference is small.
We consider discontinuous temperature or density evolution
in examples 3 and 4. As shown in Fig. 6(a), the evolution of
temperature includes two extreme changes at times 150 and
300 s. Fig. 7(a) shows two quick changes in electron density,
while temperature smoothly increases during this time. The results
of these two test are shown in Figs. 6(b) and 7(b), where the
maximum relative differences by two methods are still around
10−2.3.2. Examples in magnetic reconnection outflow
In the following two examples, we consider the plasma evolu-
tion in the magnetic reconnection outflow region in a solar erup-
tion model. Figs. 8(a) and 9(a) show the evolution of two sample
points in this model. These two points are located in the coronal
mass ejection current sheet, but they are at different heights at
the final time. One point (Fig. 8) is located at a high altitude and
the other one (Fig. 9) is at a lower height. During the current sheet
evolution, these two sample points enter the magnetic reconnec-
tion outflow region and move up in the current sheet. During this
period, plasma temperature and electron density change quickly,
and the dynamic time-scale is shorter than ionization and recom-
bination time-scales. The detailed physical characteristics of these
8 C. Shen et al. / Astronomy and Computing 12 (2015) 1–10Fig. 7. (a) The temperature and density history for sample 4. (b) The ionization states at the final time (t = 500 s).Fig. 8. (a) The temperature and density history for sample 5. (b) The ionization states at the final time.Fig. 9. (a) The temperature and density history for sample 2. (b) The ionization states at the final time.two sample points are reported in our previous paper (Shen et al.,
2013).
Figs. 8(b) and 9(b) show the ion fractions at the final time. The
triangles are still relative differences of ion fractions calculated
using the EV and IM method as in the above examples. For the
dominant ions, the relative differences are less than 10−2, while
the maximum relative difference is around 10−1 for the other
ions. Since most ion fractions are very tiny, and are therefore not
observed, the actual difference between the EV and IM methods is
very small.
3.3. Tests with different sampling points
In this section, we describe a series of tests to analyze the
computational cost and the efficiency of the adaptive time stepstrategy. In each test, we set different numbers of sampling points
along profiles of density and temperature history, and check the
number of time steps needed to perform the ionization calculation
using the Eigenvaluemethod. In a real calculation usingHDorMHD
simulation output, the number of sampling points depends on
the time interval between outputs from simulations. For example,
more sampling points can be obtained for cases with high time
resolution, and fewer sampling points for cases with coarse time
resolution. The number of time steps indicates how many times
our program calls the solver using the Eigenvalue method along a
temperature (or density) history. According to the adaptive time
step strategy, the number of time steps should only depend on
profiles of the temperature and density history in an ideal case,
regardless of the number of sampling points. For given smooth
C. Shen et al. / Astronomy and Computing 12 (2015) 1–10 9Fig. 10. The number of time steps versus the number of sampling points for above
four sample cases.
temperature and density history profiles, the number of time
steps should be roughly constant even with different numbers
of sampling points. In following tests, we artificially change the
number of sampling points and compare itwith the number of time
steps in Fig. 10. In this example, a temperature gridwith∆ log Te =
0.01 is used to create the ionization and recombination rates table.
Along each streamline, the number of sampling points ranges from
50 to 5 × 105. In Fig. 10, the horizontal axis indicates the number
of sampling points and line styles are for above four sample cases,
respectively. For highly sampled cases, due to the adaptive time
step strategy, the number of time steps is less than 2500 even
sampling points up to 5 × 105. This means that the program
skipped numerous sampling points which are unimportant to thetime-dependent ionization process. In cases with low numbers of
sample points (e.g., 50), however, the number of time steps is larger
than the sampling number. Because the solver can adaptively
refine the time step along the density and temperature profiles,
the number of time steps may increase in the low sampling tests.
As expected, the adaptive time step strategy successfully adjusts
the number of time steps in these tests.
The ionization states at the final time for the above tests are
shown in Fig. 11. The solid line shows the Fe ion fractions for
the case with the highest sampling points (up to 5 × 105), and
the other symbols indicate the absolute difference between the
low sampling cases and the highest sampling case. It is clear that
all black symbols are less than around 0.01, which indicates the
results from different sampling points are similar and acceptable.
Furthermore, the results from higher sampling points show less
difference. For example, the calculation from 5000 sample points
is more accurate than the calculation with 50 sample points.
We also show the results with 50 sampling points calculated
by our previous implicit method in Fig. 11. The red dashed line
plots the distribution of Fe fractions and the red triangles are for
the absolute difference from the solid black line, calculated by
the Eigenvalue method with 5 × 105 sampling points. Because
the solver of the implicit method needs to cover all sampling
points, the number of time steps then are equal to or more
than the number of sampling points in these cases. Therefore,
the implicit method is very inefficient in the highest sampling
cases. Comparing the results between the Eigenvalue method
and implicit method, the distribution of Fe fractions are similar.
However, the absolute difference between them is still larger
than 0.01 in Fig. 11(b). In the lowest sampling points end, the
implicit method also implement interpolation to obtain a shortFig. 11. The solid line shows ionic fractions of iron for the highest sampling case (5 × 105) using the Eigenvalue method. The other black symbols show the absolute
differences between these cases with low sampling points and the case with the highest sampling points. The red lines and red triangles are calculated by the implicit
method. The density and temperature history of four panels are similar as sample cases 1 to 4, respectively. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
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ionization could be significantly affected by the interpolation
algorithms in the extremely low sampling cases. This indicates that
an appropriate sampling should be used in real calculations.
4. Conclusions
We investigate the post-processing time-dependent ionization
calculations based on numerical simulations of astrophysical plas-
mas using the Eigenvalue method. In this method, eigenvalue and
eigenvectors for ionization and recombination rate matrices are
computed as a first step. Once the eigenquantities have been ob-
tained, ionization states can be calculated through simple expo-
nentiation and matrix multiplications. We therefore store tables
of eigenquantities rather than ionization and recombination rates.
This technique allows larger time steps than the explicit method
for fast non-equilibrium calculations for a large number of stream-
lines. Using the results of HD or MHD simulations, we obtain the
plasma evolution history in the Lagrangian frame by tracing mov-
ing plasma cells. Since there are complex evolution histories in
temperature and electron density from simulations, we introduce
an adaptive time step strategy to significantly improve the ef-
ficiency of the calculations. In detail, the program monitors the
evolution of temperature and electron density, and automatically
sets suitable time steps for a defined accuracy. In test examples
including extreme evolution and MHD models, our method per-
forms well, and the relative difference for dominant ion fractions
compared with our previous work is less than around one per-
cent. These routines have been made available to the public and
can be freely obtained from the Web, which are now collected in
an open source program (https://github.com/ionizationcalc/time_
dependent_fortran).
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