Abstract. In this note, we embed the set of all Fricke characters of a free group Fn -the set of all characters of representations of Fn into SL(C 2 ) -as an irreducible affine variety V Fn ∈ C 2 n −1 . Using the Horowitz generating set as the indeterminates, we show that the ideal In of all polynomials in these indeterminates which vanish on V Fn is generated by the Magnus relation for arbitrary octets of elements in SL(C 2 ). Using this relation, we produce a basis for In, and show that it is prime. We then show that the natural action of automorphisms of Fn on V Fn extends to polynomial automorphisms on all of C 2 n −1 . Furthermore, for ν a complex volume (a nonvanishing holomorphic 2 n − 1 form) on C 2 n −1 , automorphisms of Fn preserve |ν|. This construction provides an algebraic model for the analysis of the dynamics of the measure preserving action of Out(Fn) on V Fn .
Introduction
In this paper, we construct a working algebraic model of the set of all special linear characters of the free group on n-letters F n . This set arises as an affine variety V Fn ⊂ C 2 n −1 . Using the Horowitz generating set (the characters of the 2 n − 1 basic words in F n , described below) as the indeterminates for the polynomial ring with integer coefficients, we extend the work of Magnus to construct finite a set of polynomials that generate the ideal that defines V Fn . V Fn can also be interpreted as the algebro-geometric quotient of the set of all representation F n into SL(C 2 ), by the conjugacy map: two representations are identified if they are conjugate or if their conjugacy classes are inseparable as points of the usual quotient (the term "algebro-geometric" in this sense refers to the fact that the ring of functions on V Fn identifies with the ring of conjugation-invariant regular functions on the space of all representations). V Fn is then called the SL(C 2 )-character variety of F n . The geometry of V Fn has been extensively studied, and it is well known that automorphisms of F n act on V Fn , preserving much of this geometry. Here we show that under this Horowitz embedding, V Fn ⊂ C 2 n −1 , the Out(F n ) action on V Fn extends naturally to all of C 2 n −1 as polynomial automorphisms which leave invariant the modulus of the (complex) volume form formed by the exterior product of the differentials of the coordinates of C 2 n −1 given by the Horowitz generators.
We will refer to this form as the standard volume form. A special case arises if we restrict to the real points of V Fn , denoted V Fn,R . Here V Fn,R ⊂ R 2 n −1 is a real affine variety. Then the real standard 2 n − 1 form is a true volume form. If F n is a surface group -the fundamental group of a compact orientable surface S (necessarily with boundary since F n is free) -then SL(C 2 )-characters of F n in two real forms [9] : SL(R 2 )-characters, and SU (2)-characters (2-dimensional special unitary representations necessarily have real characters). Depending on the genus of S and the number of boundary components, V Fn,R possesses the additional structure of a Poisson space, with symplectic leaves corresponding to the characters of representations which agree on the boundary components (see Huebschmann [6] ). The mapping class group of the surface M CG(S) is in general a proper subset of Out(F n ) (it is the set of isotopy classes of orientation preserving homeomorphisms of S which pointwise fix the boundary of S. This condition imposes restrictions on the type of automorphisms of π 1 (S) = F n that correspond to mapping classes). In this case, σ ∈ M CG(S) ⊂ Out(F n ) preserves this Poisson structure, and acts symplectically on the leaves. Mapping classes are necessarily volume preserving on these leaves, and hence on all of V Fn,R . One can build a "Poisson" volume form on V Fn,R via the exterior product of the symplectic volume on the leaves with a pull back of a volume form on the leaf space. It would be interesting to know how the standard volume form on R It has also long been of interest to use V Fn or its associated ideal I n to study the properties of the automorphism group Out(F n ) (see, for instance [5] , [14] , [7] , [8] , or [2] ). A standard issue complicating this endeavor, however, has been to write a basis for I n when n > 3. Whittemore produced a set of 6 polynomials in I 4 , yet could not show that this set generated all of I 4 . Magnus (compare also [2] ) recognized the utility of a "general" identity (which we call the Magnus Relation in Section 3) for arbitrary octets of elements in SL(C 2 ). It turns out that all of the members of I n can be derived via appropriate substitutions of matrices into the Magnus Relation. However, Magnus' interest in finding an embedding of V Fn via a set of rational functions precluded him from actually forming a proper implicit representation of V Fn as an affine set. It should be noted here that González-Acuña and MontesinosAmilibia [2] found a finite generating set for I n using a particular subset of the Horowitz generators (see Remark 4.10). It turns out there that this subset does not lead to volume preserving polynomial automorphisms of the ambient affine space (see Example 7.4) . For the sake of completeness in announcing the results of this paper, we also offer the following: This note is organized as follows: In Section 2, we define the Horowitz generating set, and use it to show that V Fn is an algebraic subset of C 2 n −1 . Section 3 deals with the Magnus Relation, a general identity that we will use to create membership in the ideal which defines V Fn . In Section 4, we develop criteria for the construction of the generating polynomials for I n specified in Theorem 1.3, and show that I n is prime, thus establishing Theorem 1.3. Using a standard generating set for Out(F n ) by Nielsen transformations, we will show in Section 5 that these generators all act on C 2 n −1 as polynomial automorphisms that preserve |ν|, where ν is a complex volume form on C 2 n −1 , thus proving Theorem 1.1. Theorem 1.2 will then follow once the first result is interpreted correctly. In Section 6, we recount the three main Theorems to consolidate their proofs. The last section, Section 7, presents some examples for n = 2, 3, and 4.
Horowitz Generators
Fix an ordered generating set for F n . Call a word X ∈ F n basic if each letter of X is a generator of exponent one, and each letter of X is greater than the one after it. It is easy to see that there are exactly 2 n − 1 basic words in F n . Denote this basic set by
, and extend the ordering of the generating set of F n to
. Indeed, let wl : F n → Z + be the word-length function (typically defined on cyclically reduced words in F n . The basic set is, however, cyclically reduced). Extend the ordering to the basic set as follows:
• If wl(X i ) > wl(X j ), then X j > X i (shorter words are greater than longer words).
• If wl(X i ) = wl(X j ), then the ordering is determined by the ordering of the generating set at the first position where the letters of X i and X j disagree. For K a field, a special linear character of X (the Fricke character of X) is defined via a representation of F n into the Lie group SL(K 2 ). The character of a representation is the trace of the associated image of F n . By fixing the word X ∈ F n , and varying the assigned matrix it is associated to, one obtains the character of the word X. Thus the character of X is a K-valued, conjugation invariant map on the set of all SL(K 2 )-representations of F n . We will denote this map
Adopt the notation that for a word X ∈ F n , we will use an upper case letter, and for its associated character, we will use the lower case equivalent. Thus, x is the character of the word X ∈ F n (that is, x = tr X ). A result originally proposed by Fricke [1] was proved by Horowitz [4] :
Given an arbitrary word X ∈ F n , its character x = tr X can be expressed as a polynomial with integer coefficients in the 2 n − 1 characters of the basic words in F n .
In this sense, the 2 n − 1 characters of the basic words, {x i }
, generate the set of all characters of F n . We will call this set the Horowitz generating set. In Example 2.1, the Horowitz generating set of the characters of F 3 is
= {a, b, c, ab, ac, bc, abc} . Considering these generators as indeterminates, the set of all characters of F n is then a subset of the ring of polynomials with integer coefficients in these indeterminates P n , where
. In general, however, there are polynomials with integer coefficients in these indeterminates which are identically zero for any choice of representation. These relations form an ideal I n within this polynomial ring, such that the quotient ring R n = P n /I n is called the ring of Fricke characters (see [7] ). In P n,C = P n ⊗ C, the common zero locus of the elements in I n,C is our definition of
For n > 2, I n is not trivial. It was demonstrated by Fricke as well as many others, that for n = 3, the Fricke Relation generates a principal ideal I 3 in P 3 . To see this, consider the following:
Then abc + acb = P , abc · acb = Q, and abc and acb are the roots of the quadratic equation
Based on this result, it is straightforward to see that the identity abc 2 − P · abc + Q = 0 is a generator of the principal ideal I 3 ⊂ P 3 = Z [a, b, c, ab, ac, bc, abc]:
For n > 3, however, the number of generators of I n grows quickly, and a full generating set for I n has not been explicitly given. Partial results have been constructed by Horowitz [5] and Whittemore [14] for n = 4. Using a general relation for special linear matrices, Magnus [7] found a way to embed V Fn via a set of quadratic extensions (given by a modest set of relations) of the quotient field of the ring of polynomials with integer coefficients in a subset of the Horowitz generators (those corresponding to the 3n − 3 words of either length 1, or length 2 with large first letter). The remaining generators are then found via rational functions of this minimal generating subset. Below we will give a full implicit representation of V Fn by constructing a basis of I n .
The Magnus Decomposition
In [7] (compare also [2] ), Magnus presents a "general" identity, which holds for arbitrary octets of matrices in SL(C 2 ). This relation is a generalization of the Fricke Relation above, and provides a ready recipe for identifying new members of I n . Let M ν , N µ , ν, µ = 1, 2, 3, 4 be any eight elements of SL(C 2 ). Denote by tr(M ν N µ ) the 4 × 4-matrix, whose ijth element is the complex number tr(M i N j ).
is simply an assignment of the generators of F n to special linear matrices. Hence, the Magnus Relation is satisfied for any substitution of matrices assigned to a representation; any assignment of matrices to the Magnus relation results in a polynomial in I n . For this discussion and the construction of I n in the next section, we will adopt the following notation: For a group element X ∈ F n , we will also denote by X its arbitrary assignment via a representation as a special linear matrix. 
which, upon utilizing some of the fundamental trace relations governing special linear characters (see Fricke [1] )
Writing out these determinants, this equation reduces to
where P and Q are precisely as in Lemma 2.3.
Indeed, for any basic word X i ∈ F n = A 1 , . . . , A n of word-length n > 2, X i may be divided up into the concatenation of three other basic words in a number of ways in general:
, and M 4 = N 4 = W 3 into the Magnus Relation leads to an identity in the corresponding Horowitz generators given by
where
, and z = w 1 w 2 w 3 = a 1 · · · a n is one of the roots. It is worth noting that the other
Call this method of decomposing a basic word X i into a product of other basic words (of greater value in the ordering) for the purpose of creating an identity using the Magnus Relation a Magnus Decomposition of X i . Some remarks are in order here:
Decompositions of X i of the above fashion alone (there are others also, as we shall see). It turns out that none are canonical, although there are criteria one can establish so that the choice is always consistent.
Remark 3.4. The above decomposition of a basic word into three other basic words of higher value in the ordering is only one of many such types of decomposition. Indeed, another which we shall employ, is to decompose a basic word into two such pieces:
, and M 4 = N 4 = W 2 results in a polynomial which is either quadratic or linear, one of whose roots is x i , and whose coefficients lie in the polynomial ring generated by a 1 , a 2 , w 1 , w 2 , and the generators formed by the various pairings of these.
Remark 3.5. A Magnus Decomposition of a generator x i in the above fashion produces a polynomial in the Horowitz generators, where x i is the generator os least value in the ordering the monomials inherit from the ordering of the basic word set in F n . This fact will be central to the utility of the procedure we will employ to construct the variety V Fn .
The character variety V Fn
The following embedding of the ring of Fricke characters R n is given by Magnus [7] . It is an implicit representation of R n as the zero locus of a combination of polynomials and rational functions. Recall that in this context, the Fricke variety V Fn is simply the set of complex points of R n : V Fn = R n,C (See Section 2):
the quotient field of the ring of polynomials with integral coefficients in the indeterminates
formed from the basic words of F n with word-length 1 or 2 with initial generator X 1 or X 2 . Then R n is embeddable via a set of rational functions in an algebraic extension of Ω n which consists of at most n − 2 simultaneous quadratic extensions.
The theorem assumes that the dimension of the ambient space for the variety should be as small as possible. We prefer the following tack: Call the ideal consisting of all substitutions of characters of F n into the Magnus Relation I M . The construction of the ideal I n whose variety is V Fn will consist of building a finite basis for I M and showing that I n = I M . We will follow the tack of Magnus in using the 3n − 3 initial indeterminates (those with the largest values in the monomial ordering from Section 2) as the foundation set. Then for each Horowitz generator x j , j > 3n − 3, after this initial set, one can choose a particular set of characters for substitution into the Magnus relation to generate a polynomial whose monomial set includes x j and no generators lower in value than it. This technique will result in a set of 2 n − 1 − (3n − 3) distinct polynomials, whose ideal is precisely I n .
Indeed, for the following construction, consider the notation: For the indeterminates {x j } 2 n −1 j=3n−3 , denote y i = x 3n−3+i . Then P n = Z[x 1 , . . . , x 3n−3 , y 1 , . . . , y m ], where m = 2 n − 1 − (3n − 3). The latter set is distinguished from the former due to their constructive role of I n . For each Horowitz generator y i , denote the corresponding polynomial created p yi , and the corresponding basic word Y i ∈ F n . According to the previous section, there are many ways to decompose a basic word Y i . We will adopt the following convention for the construction of p yi :
With these substitutions, the Magnus Relation produces a polynomial p yi which is either irreducible quadratic or linear, one of whose roots is y i , and whose coefficients are elements of the ring
Note that the total degree of p yi will be 8 in this case. 
Then p yi will be an irreducible quadratic, one of whose roots is y i and whose coefficients are elements in the ring
The total degree of p yi here is 4.
4.1. The construction of I n . Denote by
. Define p y1 = z 2 − P z + Q according to the above construction involving the Magnus Relation. Note that p y1 ∈ P n,0 is a monic with no roots in P n,0 . However, one of the roots of p y1 is precisely the new indeterminate y 1 . Construct P n,1 = P n,0 [y 1 ] as an integral extension. Then p y1 (y 1 ) = y 2 1 − P y 1 + Q is a polynomial in P y,1 , whose value is identically 0 for all values of x 1 , . . . , x 3n−1 , y 1 that correspond to characters of representations of F n . Thus p y1 (y 1 ) generates an ideal in P n,1 , which we will denote I n,1 . Note that to avoid an excessive use of notation, we will refer to the defining element in I n,1 simply as p y1 (that is, I n,1 = p y1 ).
Inductively, suppose 1 ≤ i < m, and let I n,i = p y1 , . . . , p yi be an ideal in P n,i = Z[x 1 , . . . , x 3n−3 , y 1 , . . . , y i ]. Again, using the Magnus Relation construction above, define p yi+1 = z 2 − P z + Q, a monic in P n,i , one of whose roots is y i+1 . It is clear that p yi+1 ∈ I n,i . Extend P n,i+1 = P n,i [y i+1 ], and construct a new ideal I n,i+1 = I n,i + p yi+1 ∈ P n,i+1 .
When i = m, P n,m = P n , and define compatibly I n = I n,m = p y1 , . . . , p ym . For the following discussion, we will consider the ring P n to be the ring of polynomials with complex coefficients P n ⊗ C, and drop the subscript C. Proposition 4.4. I n is prime in P n .
Proof. Since p y1 = I n,1 , and p y1 is irreducible, I n,1 is prime in P n,1 . To proceed inductively, suppose I n,i is prime in P n,i , where
Construct p yi+1 ∈ P n,i+1 = P n,i [y i+1 ] in the above fashion, and note that p yi+1 is irreducible over C. It is sufficient to show that I n,i+1 = I n,i + p yi+1 is prime in P n,i+1 . To this end, note that since I n,i is prime, it is radical, and R n,i = P n,i /I n,i is an integral domain (so there are no nonzero divisors). In P n,i+1 , view I n,i ⊂ I n,i+1 , so that the mapping
is an isomorphism of rings. Note that
since by elimination of y i+1 , I n,i ∩ P n,i = I n,i . And I n,i+1 /I n,i ∼ = p yi+1 , so that
Let f, g ∈ P n,i+1 , such that f g ∈ I n,i+1 (we will use brackets around polynomials to denote their corresponding elements in
. But then either f ∈ I n,i+1 or g ∈ I n,i+1 . Hence I n,i+1 is prime.
Proof. As I n,m = I n by definition, and I n is prime, this is obvious.
To prove this theorem, we will make use of the following theorem: 
Since, a priori, these inclusions may be strict, it remains to show that V (I n,m ) ⊂ V Fn .
To this end, let x ∈ V (I n,m ). Then x = (x 1 , . . . , x 3n−3 , y 1 , . . . , y m ), where p yi (x) = 0, for i = 1, . . . , m. By Theorem 4.7, if the first three coordinates of x satisfy the two conditions of the theorem, then there will be a representation of F n in SL(C 2 ) whose character will assume the rest of the x i 's. The corresponding y i 's will then follow. Hence, x ∈ V Fn . Note here that V (I n,m ) is irreducible by Corollary 4.5.
The two conditions above in the theorem are open conditions on both SL(C 2 ) and F 2 n −1 , so that if they hold anywhere on V (I n,m ), they will hold on all of at least the nonsingular part of V (I n,m ). Since V Fn ⊂ V (I n,m ), consider any representation where
It is easy to check that tr [A1A2] ∼ = −0.5598 = 2 and that the discriminant of p y1 , namely P 2 − 4Q ∼ = 0.0239 = 0. Hence Nonsing(V (I n,m )) ⊂ V Fn . By irreducibility, then, and the fact that V Fn is closed,
Example 4.8. In general, dim H (V Fn ) = 3n − 3, and this agrees with the interpretation of V Fn as the SL(C 2 )-representation variety of F n . Indeed, the set of all representations of F n into SL(C 2 ) is simply the set of all n-tuples of matrices in SL(C 2 ). Hence
The complex dimension of Hom(F n , SL(C 2 )) is 3n. Under the categorical quotient of Hom(F n , SL(C 2 )) by diagonal conjugation (mod out by the closures of orbits to eliminate the pathologies associated to nonseparable orbits (see Goldman [3] for an example)), the dimension of the quotient Hom(F n , SL(C 2 ))/SL(C 2 ) is 3n − 3. For n = 4, the representation used in the above proof of Theorem 4.6, along with the corresponding assignment to A 4 , leads to a point in p ∈ C 2 4 −1 = C 15 which is nonsingular in V F4 . Indeed, it can be verified through direct calculation that the 6 × 15 matrix of partial derivatives of the generators of I 6,4 (that is, the Jacobian It is obvious that automorphisms of F n preserve I n (they simply take characters to characters), and in many cases either simply permute the Magnus generators of I n , or take a particular generator corresponding to one choice of a Magnus decomposition of a basic word, into that of another.
Remark 4.10. González-Acuña and Montesinos-Amilibia [2] also find a finite basis for the ideal of polynomials that vanish for all SL(C 2 )-characters of F n . In their construction, they choose the set of all Horowitz generators whose basic words are of length three or less. This is a set of p indeterminates, where p = n(n 2 +5) 6
. For n = 4, this set is the 14 elements {a, b, c, d, ab, ac, ad, bc, bd, abc, abd, acd, bcd}.
The Horowitz generators of higher word length are then found to be polynomials in the Horowitz generators of word length three or less. This, like the construction in Magnus [7] , provides an embedding of V Fn in a smaller ambient affine space. However, the ideal I n is not in P n , but rather P n ⊗ Q, and the natural extension of Out(F n ) to maps of C p is not necessarily by polynomial automorphisms (in particular, their determinants are not nonvanishing). See Example 7.4.
Polynomial automorphisms of C
Recall that P n,C = P n ⊗ C = C[x 1 , . . . , x 2 n −1 ] be the polynomial ring on 2 n − 1 indeterminates with complex coefficients. By considering the indeterminates of P n as the coordinates of C 2 n −1 , it is easy to see that σ ∈ Aut(P n,C ) induces a polynomial automorphism σ ∈ P olyAut(C 2 n −1 ) (It induces a polynomial map. It is an automorphism since the inverse automorphism of P n,C also exists and induces an inverse to σ which is also polynomial). Let σ ∈ Aut(P n ). By Whittemore [14] , Out(F n ) ⊂ Aut In (P n ) ⊂ Aut(P n ). Extend this to a group of automorphisms Aut(P n,C ). In this section, we will show that σ ∈ Out(F n ) induces a σ such that det(Jac( σ)) ≡ ±1:
For F n = A 1 , . . . , A n , Nielsen [10] presents a generating set for Out(F n ) given by the four elements below, named respectively, twist, two-element permutation, cyclic permutation, and inversion:
satisfies det (Jac( σ)) ∈ {+1, −1}.
Proof. The above generators of Out(F n ) are all of finite order except for Φ 1 . Hence, any σ ∈ Out(F n ) in the subgroup generated by Φ 2 , Φ 3 , and Φ 4 will necessarily induce a finite order element σ ∈ P olyAut(C 2 n −1 ). Thus some iterate of σ must be the identity, and hence the determinate of the Jacobian of this iterate of σ must be everywhere 1. Thus the determinate of the Jacobian of σ must be a constant root of 1. As Φ 2 and Φ 4 are involutions, their induced maps must be also, hence the proposition is satisfied for these two generators. Φ 3 is of order n. However, the induced map is simply a permutation of the Horowitz generators, and hence the Jacobian will be constant and an element of GL(Z 2 n −1 ). Hence, its determinate will either be a constant 1 or −1. The theorem will be proved once we establish the result for Φ 1 . This is the content of Lemma 5.4 below.
Remark 5.2. The finite order generators of Out(F n ), namely Φ 2 , Φ 3 , and Φ 4 , form an interesting subgroup. The subgroup Φ 2 , Φ 3 is simply the full symmetric group on n-letters (full permutation group of the generators of F n ). With Φ 4 , the group Φ 2 , Φ 3 , Φ 4 is just the group of signed permutations, or the hyperoctahedral group of order n (see McCool [8] ). This group has 2 n n! elements.
Remark 5.3. That the Out(F n ) action on C 2 n −1 is by polynomial maps is an easy consequence of Horowitz's Theorem 2.2. Showing the polynomial maps generated by the
are invertible is also straightforward, since the inverses are easily constructible and are polynomial. In fact, it is readily apparent that Φ 1 and Φ 4 are quadratic (the maximal degree of the component polynomials is 2), and Φ 3 is linear (it is a simple permutation of the coordinates). It is known, see Wang [12] , that the Jacobian Conjecture holds in degrees 1 and 2: A quadratic or linear polynomial map on C n with an everywhere nonvanishing Jacobian is necessarily an automorphism. Hence, except for Φ 2 , showing the Jacobian of each Φ i doesn't vanish is sufficient to establish that they are automorphisms. Φ 2 , however, is in general a cubic map, and the Jacobian Conjecture is still a conjecture in higher degree. Since Φ 2 is an involution, though, its square is the identity. Hence the inverse of Φ 2 is polynomial, and Φ 2 is an automorphism. Proof. abv corresponds to the basic word ABV ∈ F n . Thus V is basic, and A, B ∈ V . For n > 2, there are 2 n−2 − 1 such basic words V , which is odd. With V = e as another choice, the number is now even.
Let r i be the ith row of Jac( Φ 1 ). Then r i = ∂ ∂xj Φ 1 (x i ) . Denote by ⌊ Φ 1 (x i )⌋ the index of the last non-zero element in r i .
Proof. For any word W ∈ F n such that A ∈ W , Φ 1 (W ) = W . Hence Φ 1 (x i ) = x i for any Horowitz generator where a / ∈ x i . Thus in this case, ⌊Φ 1 (x i )⌋ = i. If x i is of the form abv, for some word v, which is either basic or e, then
Thus in this case also, ⌊ Φ 1 (x i )⌋ = i. This exhausts the supply of Horowitz generators stipulated in the lemma.
In fact, the lemma does not hold only in the cases where
proof of Lemma 5.4 above. By Lemma 5.6, for all x i not of the form av, ⌊ Φ 1 (x i )⌋ = i. Thus, Jac( Φ 1 ) is almost lower triangular. For each v a Horowitz generator, such that a, b ∈ v, there is a generator pair of the form {av, abv}. Under the action by Φ 1 , Φ 1 (av) = abv Φ 1 (abv) = abv · b − av. Let e v correspond to the elementary column operation on matrices which is the switch of the two columns corresponding to av and abv. Note after performing this switch,
This operation affects no other rows of Jac( Φ 1 ) other than the rows corresponding to av and abv. For each switch, det(e v Jac( Φ 1 )) = − det(Jac( Φ 1 )).
However, by Lemma 5.5, there are an even number of pairs. Hence after all of the switches, the determinants will be the same.
After all of these switches, the transformed Jacobian will indeed be lower triangular. Hence, its determinant can be found by simply multiplying all of the elements in the main diagonal. For all x i = abv, the element on the main diagonal is 1. For each x i = abv, the element on the main diagonal is −1. Since there are en even number of them, it follows that det(Jac( Φ 1 )) = 1.
Proofs of theorems
The three theorems mentioned in Section 1 are now consequences of the constructions of I n and V Fn . In this section, we consolidate the content of the previous sections and address the proofs of the three theorems on Section 1 directly. We start with Theorem 1.3: Proof. In Section 4, we establish that I n is precisely the ideal of all polynomials that vanish identically for all characters of SL(C 2 )-representations V Fn . By Proposition 4.4, I n is prime, and Theorem 4.6 shows that V (I n ) is precisely V Fn , when I n is generated by the 2 n − 1 − (3n − 3) polynomials constructed via substitutions into the Magnus Relation given by appropriate Magnus decompositions of the basic words in F n .
We are now in position to prove Theorem 1.1: Proof. The fact that V Fn is an affine variety is given by Theorem 4.6. It is irreducible since I n is prime. Any element of Aut(F n ) necessarily takes words to words, and since characters of words are conjugate invariant, σ ∈ Out(F n ) will take characters to characters. By Theorem 2.2,
so that σ induces an element of Aut In (P n ) (see Whittemore [14] or Horowitz [5] for a discussion on this). Thus σ determines a polynomial map σ on the coordinates of C 2 n −1 . In Section 5, it is shown that σ is an automorphism of C 2 n −1 . Furthermore, it is shown there that det (Jac( σ)) = ±1. Let ν be the holomorphic 2 n − 1 form on C 2 n −1 given by
This is the complex volume form formed by the differentials of the Horowitz generators. Any automorphism of C 2 n −1 will take ν to a functional multiple of itself (i.e., ν −→ det (Jac( σ))) · ν.
By Proposition 5.1, det (Jac( σ))) ∈ {−1, +1}. Thus, up to the sign of ν, ν is invariant under σ. If we restrict to the real points, then V Fn,R = V Fn ∩ R 2 n −1 is a real algebraic set.
The SL(C 2 )-characters of F n which are real valued come from one of the real forms of SL(C 2 ). Morgan and Shalen [9] show that the real forms of SL(C 2 ) come in two types: SL(R 2 ) and SU (2). Let F n = π 1 (S) for some compact orientable surface S. Then it follows that S is of genus-g with k = n − 2g + 1 > 0 boundary components. Here V Fn has the additional structure of a Poisson variety, whose symplectic leaves are the inverse images of points of the Casimir map: Let {C i } k i=1 ⊂ F n = π 1 (S) be the set of simple loops homotopic to each of the boundary components of S. Then the map F : Hom(S, SL(C)) −→ C k where F (φ) = (tr C1 (φ), . . . , tr C k (φ)) = (c 1 , . . . , c k ) is conjugation invariant and descends to a map on V Fn (Recall that c i = tr Ci ). The Poisson structure defines a symplectic structure on these leaves. It is known that the mapping class group of the surface M CG(S) ⊂ Out(pi 1 (S)) preserves this Poisson structure, and acts symplectically on each of the leaves. Hence, the symplectic volume ν s on each of these leaves is preserved under the action of mapping classes. One can define a volume form ν ℓ from the leaf space on which the mapping class group acts trivially (it preserves the leaf structure), Then, it is easy to see that for σ ∈ M CG(S), σ preserves the volume form on V Fn given by ν s ∧ F * ν ℓ .
To prove the theorem, for σ ∈ Out(π 1 (S)), let σ H ∈ Aut(H 1 (S; Z)) be its associated linear action on first homology. Lemma 6.1. For σ ∈ M CG(S), σ H is unimodular.
For any particular surface S with F n as its fundamental group, a presentation of M CG(S) would lead to a direct calculation of the corresponding action on the abelianization of F n , which is H 1 (S). Instead, to prove this assertion without regard to any particular choice of S, we will appeal via Poincaré duality to the effect of a mapping class on first cohomology. We thank Bill Goldman for this suggestion, and a discussion of the proof.
Proof. To start, let ∂S = ∅ (while π 1 (S) would not be free in this case, this case is instructive). H 1 (S) is Poincaré dual to H 1 (S). There is a nondegenerate, skewsymmetric, bilinear 2-form on H 1 (S) given by cup product.
ω :
This structure forms the basis for the construction of a symplectic structure on the G-character variety of S, for G a Lie group with an orthogonal structure (see Goldman [3] ). It is known that the induced map σ * preserves this cup product, and acts symplectically on the G-character variety of S. Hence the linear action on H 1 (S) and thus on H 1 (S) is by symplectic matrix, which is unimodular. For our case, where necessarily ∂S = ∅, H 2 (S) = 0, the above construction fails. There is a corresponding relative version of the cup product, given by the 2-form is nondegenerate. Note that parabolic cocycles relative to ∂S are relative cocycles of S which restrict to coboundaries on ∂S (see Weil [13] ). This is essentially the construction of Huebschmann [6] to establish the symplectic structure on the symplectic leaves of the Poisson character variety of a surface with boundary mentioned above. σ * preserves this cup product, and leaves invariant the short exact sequence
By definition, mapping classes fix pointwise the components of ∂S. Hence, the determinant of σ * on H 1 (S) must equal the product of the determinant of σ * on H 1 p (S, ∂S) and that of σ * on H 1 (∂S). As mapping classes of the surface act identically on the boundary cohomology, σ * on H 1 (S) must be unimodular.
Lemma 6.2. For σ ∈ Out(F n ), det(σ H ) = det(Jac( σ)).
The proof of this Lemma can be established via a direct calculation, given the four Nielsen generators of Out(F n ) and their associated actions of the relevant spaces. We leave this for the reader.
