Proposition 2.1. The following are equivalent:
(1) The 4-rank of C(E) is zero, and the norm of the fundamental unit of E is ?1. Proof. The rst three conditions were shown to be equivalent in 6, 3.3-3.5]. We now check that (3) and (4) Since (1) and (4) are equivalent, the next proposition completes the rst part of the proof. Proof. Let S be the set of in nite and dyadic primes of F. We will again make use of the maps = 1 2 : H F ! C S (F)=C S (F) 2 de ned in 3, 2.5-3.2]. The relevant key fact about is that 4-rk K 2 O F = 0 if and only if the kernel of has order 2 (see 3, 2.3]). As before, both 2 and d 0 represent classes in H F . Also as before, the class of 2 is in the kernel of (see 6, 3.1] ). If d 0 is neither 1 nor d, it will represent a nontrivial class in H F di erent from the class of 2. Since 2 (cl(p i )) = 1 for all i (see 6, 3 .1]), the class of d 0 is in the kernel of 2 . We will show that the class of d 0 is in the kernel of 1 , and hence in the kernel of . Thus, we will arrive at a contradiction. Let be the generator of Gal (F=Q). We can write d 0 = ( ) for some in F . Write out the factorization of the fractional ideal
into prime ideals of O F . If (Q) 6 = Q, then Q does not lie over one of the p i . For such a Q, ?n Q must be the exact power of Q appearing in the factorization of ( )O F . Now n Q is the exact power of (Q) dividing ( )O F , and so ?n Q is the exact power of (Q) dividing O F . Thus we can write 3. Graphs.
Let be a nite graph and let V be its set of vertices. For our purposes, a graph will consist of a set of vertices V , and a subset E of V V of edges such that (v; v) is not in E for any v of V . That is, each pair of vertices has one or zero edges between them, and no vertex is adjacent to itself.
De nition 3.1. An Eulerian vertex decomposition (EVD) of is an unordered pair of subsets fV 1 ; V 2 g of V such that (1) V 1 \ V 2 = ; and V 1 V 2 = V , and (2) every vertex in V i is adjacent to an even number of vertices in V j for i 6 = j, i; j = 1; 2.
Every graph has the trivial EVD, f;; V g. EVD's turned up in the proof of the We observe that the cardinality of V is twice the cardinality of W. Our goal is to relate the existence of nontrivial EVD's of ? to the existence of nontrivial EVD's of . We will show Theorem 3.3. has no nontrivial EVD's if and only if (1) ? has no nontrivial EVD's, and ( 2) The number of edges of E which are orbits of T is odd.
We will prove this through a sequence of lemmas. Proof. We will rst show that any EVD of which is stable under T projects to an EVD of ?, and then we will see that any nontrivial EVD gives rise to a nontrivial EVD of which is stable under T. Suppose 
We We observe that M is symmetric and the entries of each row (and hence column) sum to zero. This implies that M has rank at most r ? 1. Proposition 3.8. M has rank r ? 1 if and only if has no nontrivial EVD's. Proof. If M has rank less than r ? 1, then the rst r ? 1 rows are not linearly independent. Thus some subset of the rst r ? 1 rows sum to the zero vector. Let V 1 be the set of vertices corresponding to this set of rows. Let V 2 = V ? V 1 . Notice that since the sum of all of the rows is the zero vector, the set of rows corresponding to vertices in V 2 also sum to the zero vector. Pick v i from V 1 . The sum of the ith coordinates of rows corresponding to vertices in V 2 is zero. Hence v i is adjacent to an even number of vertices in V 2 . Similarly, every vertex in V 2 is adjacent to an even number of vertices in V 1 , and we have shown fV 1 ; V 2 g is an EVD.
On the other hand, suppose fV 1 ; V 2 g is a nontrivial EVD. We will show that the rows corresponding to vertices in V 1 sum to the zero vector. First, if v i is in V 2 , then we know that the sum of the ith entries of rows corresponding to vertices in V 1 is zero. If v i is in V 1 , then the sum of the ith entries of rows corresponding to vertices in V 2 is zero. Since the sum of the ith entry of all rows is zero, then the sum of the ith entries of rows corresponding to vertices in V 1 must also be zero. Therefore, these rows sum to the zero vector. 
Part 2 of the Proof
We now de ne the graphs to which we will apply the theory of section 3. Let For 1 i k, set P i+k = (P i ) and i+k = ( i ). We de ne to be the graph whose vertices are 1 ; :::; 2k , and such that for i 6 = j, i and j are adjacent if and only if ( i ; j ) P j = ?1. We need to check that this is well de ned. (4.5) h 
