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Abstract. A kinetic model based on the single-particle Boltzmann-like distribution
function is used to describe magneto gas dynamic phenomena. Along with the original
kinetic consistent gas dynamic model, a simplified version that is more convenient for
numerical implementation is considered and justified. Numerical results for a number of
problems are presented, especially for the incompressible conductive fluid.
1 INTRODUCTION
The magneto gas dynamics (MGD) and magneto hydro dynamic (MHD) equations
with allowance for dissipative effects (molecular and magnetic viscosity, heat conduc-
tion and others) are a mathematical models for describing technological processes and
processes in fundamental science [1, 2, 3]. The modelling of many important problems re-
quires computing technologies making use increasing capabilities of modern parallel high
performance computers. Unfortunately, the use of high and ultrahigh performance of com-
puting systems is hampered by difficulties associated with the adaptation of algorithms
and software to the architecture of computers with extra-massive parallelism [4].
The novel kinetic consistent model of magneto gas and magneto hydro dynamic pro-
cesses is proposed. The mathematical models are based on single-particle Maxwellian
distribution function [5]:
f0M =
ρ(t,x)
(2piRT )
3
2
e−
(ξ−u−iv2α)
2RT , (1)
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here t is time, x is the spatial coordinate, ξ is the molecular velocity, ρ is the density,
u is the macroscopic velocity, T is the temperature, R is the gas constant, and vα is the
Alfven velocity given by
vα =
B√
4piρ
, (2)
where B is the magnetic intensity and i is the imaginary unit.
In contrast to the classical locally Maxwellian statistical distribution function, the
exponent in function (1) has the term ivα, which describe the relation between the charged
particles in the electromagnetic field on the level of kinetic theory [6, 7].
The momentum of f j0M gives the macroscopic variables including the magnetic field:
ρ(t,x) =
∫
mf0Mdξ , (3)
u(t,x) =
1
ρ
∫
mξf0Mdξ , (4)
E =
∫
1
2
mξ2f0Mdξ , (5)
B =
1√
µρ
∫
mξ∗f0Mdξ , (6)
here E = ρu
2
2
+ + B
2
8pi
is the total energy,  is internal energy, ξ∗ is the complex conjugate
of the molecular velocity ξ and the magnetic intensity B is defined as integral with
conjugated velocity.
By using function (1) and a procedure similar for deriving the Euler equations from the
Boltzmann one, the ideal magneto gas dynamic equations can be obtained from the kinetic
equation. In view of these possibilities of describing magneto gas dynamic phenomena,
we construct a model of dissipative magneto gas dynamic processes by using approaches
developed for deriving the kinetic consistent gas dynamic system in [9].
2 MODEL OF MAGNETO GAS DYNAMIC PROCESSES
We can deriving the kinetic consistent magneto gas dynamic system of equations like
kinetic consistent gas dynamic equations, consider the balance equation [6]
f˜ j+1 − f j0M
τ ∗
+ ξk
∂f j0M
∂xk
=
∂
∂xk
τ ∗
2
ξkξp
∂f j0M
∂xp
, (7)
where f˜ j+1 is the distribution function describing the behavior of an ensemble of
charged particles and the magnetic intensity at the time t = tj+1.
In a similar manner, kinetic consistent magneto gas dynamic system of equations are
obtained by multiplying the balance equation (8) by the summation invariants and inte-
gration the results over all molecular velocities. However, there is a difference from the
2
459
B. Chetverushkin, A. Saveliev and V. Saveliev
procedure for deriving the quasi gas dynamic system. In multiplication by m, mξ,mξ2/2,
we specify τ as the time between molecular collisions as in the case of the quasi gas
dynamic system. When (7) is multiplied by mξ∗, τM is defined from magneto dynamic
processes τM , the value of τ
∗ will be discussed later.
As result of multiplication, whole technique is described in [6, 9], is derived the system
of equations:
∂ρ
∂t
+
τ
2
∂2ρ
∂t2
+
∂
∂xi
ρui =
∂
∂xi
(
τ
2
∂
∂xk
Πik
)
, (8)
∂ρui
∂t
+
τ
2
∂2
∂t2
ρui +
∂
∂xk
Πik =
∂
∂xk
ΠDik +
∂
∂xk
[(
τ
2
∂
∂xk
Πik
)
uk
]
, (9)
∂E
∂t
+
τ
2
∂2E
∂t2
+
∂Fi
∂xi
=
∂qi
∂xi
+
∂
∂xi
ΠDikuk +
∂
∂xi
[
1
ρ
(
E + p+
B2
8pi
)(
τ
2
∂
∂xk
Πik
)]
, (10)
∂Bi
∂t
+
τM
2
∂2Bi
∂t2
+
∂
∂xk
ΠBik =
∂
∂xk
ΠDBik , (11)
divB = 0 . (12)
The left hand side of this system, including (8)-(12), like the ideal magneto gas dynamic
equations. The dissipative terms on the right hand side of (8)-(12) are given by
Πik =
(
p+
B2
8pi
)
δik + ρuiuk − BiBk
4pi
, (13)
ΠDik =
τ
2
[
p
∂ui
∂xk
+ p
∂uk
∂xi
− 2
3
p
∂um
∂xm
δik
]
+
τ
2
[(
B2
8pi
δmk − BmBk
4pi
)
∂ui
∂xm
+
(
B2
8pi
δim − BiBm
4pi
)
∂uk
∂xm
−
(
B2
8pi
δik − BiBk
4pi
)
∂um
∂xm
]
+
τ
2
[
Bm
4pi
(
−Bk ∂ui
∂xm
− Bi ∂uk
∂xm
+ Bn
∂un
∂xm
δik
)]
+
τ
2
[
ρuium
∂uk
∂xm
+ ui
∂p
∂xk
+ ui
∂
∂xk
B2
8pi
− ui ∂
∂xm
BmBk
4pi
]
+
τ
2
[
um
∂p
∂xm
+ γp
∂um
∂xm
]
δik
+
τ
2
[
1
4pi
(
B2n
∂um
∂xm
− BnBm ∂un
∂xm
+ Bnum
∂Bn
∂xm
)]
δik
+
τ
2
[
1
4pi
(
−BiBk ∂um
∂xm
+ BiBm
∂uk
∂xm
− Bium ∂Bk
∂xm
)]
+
τ
2
[
1
4pi
(
−BkBi∂um
∂xm
+ BkBm
∂ui
∂xm
− Bkum ∂Bi
∂xm
)]
, (14)
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QDi =
τ
2
[
5
2
p
∂
∂xi
p
ρ
]
+
τ
2
[
5
2
(
B2
8pi
δik − BiBk
4pi
)
∂
∂xk
p
ρ
]
+
τ
2
[
3
2
(
pδik +
B2
8pi
δik − BiBk
4pi
)
∂
∂xk
B2
8piρ
−
(
p+
B2
8pi
)
∂
∂xk
BiBk
4piρ
−BiBk
4piρ
∂
∂xk
B2
8pi
]
+
τ
2
[
ρuiuk
∂
∂xk
3
2
p
ρ
]
+
τ
2
[
ρuiuk
(
p+
B2
8pi
)
∂
∂xk
1
ρ
− uiB2∂uk
∂xk
]
+
τ
2
[
ui
Bm
4pi
(
Bm
∂uk
∂xk
− Bk ∂um
∂xk
+ uk
∂Bm
∂xk
)]
+
τ
2
[
1
2
ρuiuk
(
B2
8pi
∂
∂xk
1
ρ
− 1
ρ
∂
∂xk
B2
8pi
)]
+
τ
2
[
BiBm
4pi
(
−uk ∂um
∂xk
− 1
ρ
∂p
∂xm
− 1
ρ
∂
∂xm
B2
8pi
+
1
ρ
∂
∂xk
BmBk
4pi
)]
, (15)
ΠDBik =
τM
2
[
1
ρ
(
p+
B2
8pi
)(
∂Bi
∂xk
− ∂Bk
∂xi
)]
+ΠDB
∗
ik , (16)
ΠDB
∗
ik =
τM
2
[(
p+
B2
8pi
)(
Bi
∂
∂xk
1
ρ
− Bk ∂
∂xi
1
ρ
)]
+
τM
2
[
ukBi
∂um
∂xm
− ukBm ∂ui
∂xm
+ ukum
∂Bi
∂xm
]
+
τM
2
[
Bium
∂uk
∂xm
+
Bi
ρ
∂p
∂xk
+
Bi
ρ
∂
∂xk
B2
8pi
− Bi
ρ
∂
∂xm
BkBm
4pi
]
+
τM
2
[
−uiBk ∂um
∂xm
+ uiBm
∂uk
∂xm
− uium ∂Bk
∂xm
]
+
τM
2
[
−Bkum ∂ui
∂xm
− Bk
ρ
∂p
∂xi
− Bk
ρ
∂
∂xi
B2
8pi
+
Bk
ρ
∂
∂xm
BiBm
4pi
]
. (17)
The full kinetic consistent gas dynamic system of equations and magneto gas dynamic
system of equations are represent more physical model, based on the relations to the
kinetic Boltzmann equation and have the representation of many real physical processes
which now under investigations. We can inphasise two substantial differences from their
classical counterparts:
• First, the kinetic consistent magneto gas dynamic system of equations are hyper-
bolic type, what ensured by presence of second order derivatives in time [7], despite
the presence of dissipation terms. By applying this approach, we can implement a
three level explicit scheme with a better stability conditions than that in explicit
schemes fore parabolic equations. This scheme has been successfully used to model-
ing magneto gas dynamic problem on high performance computing system [10, 11].
• Second, the continuity equation involves a dissipative term absent from the Euler
and Navier–Stokes equations. Recall that, in combination with the second order
derivative in time of density, the difference from the classical continuity equation
consists in terms of the second order of smallness in the Knudsen number [6, 13]
4
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However, for the practical purposes, the cumbersomeness of the kinetic consistent gas
dynamic system and even more of its magneto gas dynamic version (8)-(12) make them
complicated for the numerical analysis and computing. Let us describe how, relying on
the kinetic consistent gas dynamic system and (8)-(17), a more compact models of gas
dynamic and magneto gas dynamic processes can be obtained with the preservation of
the potentials of the kinetic consistent gas dynamic description for efficient calculations
on high performance computing systems.
3 COMPACT KINETIC CONSISTENTMAGNETO GAS DYNAMIC SYS-
TEM OF EQUATIONS
First, we note the relation between the kinetic consistent magneto gas dynamic sys-
tem (9)–(13) and the classical equations of dissipative magneto gas dynamic system. Due
to the cumbersomeness of system (9)–(17), this relation has not yet been analysed com-
pletely and continued. For this reason, we use an analogy with the kinetic consistent gas
dynamic system, which differs from the Navier–Stokes equations in terms of the second
order of smallness in the Kn number. Schematically, this relation can be expressed as
QGS = NS +O(Kn2) . (18)
The closeness of the solutions to two systems has been confirmed by numerous numerical
experiments and a theoretical analysis [6, 11] This analysis is based on the fact that the
solution of the balance equation
f j+1 − f j0
τ
+ ξk
∂f0
xk
=
∂
∂xk
τ
2
ξkξp
∂f j0
∂xp
, (19)
where f0 is given by (1), differs by terms of order Kn
2 from the solution of the Bhatna-
gar–Gross–Krook equation [6]
∂f
∂t
+ ξi
∂f
∂xi
=
1
τ
(f0 − f) . (20)
First, we consider a compact version of the kinetic consistent gas dynamic system with
dissipative terms, physically this terms appears due to smoothing the solution over the
mean free path, which follows from the method of deriving the balance equation [6, 13].
It is appear as the contribution made by the additional velocity w, which appears on the
right-hand sides of the continuity, momentum, and energy equations
wk =
τ
ρ
∂
∂xi
(ρukui + pδik) . (21)
For this purpose, we follow a method similar to that used in continuum mechanics
to derive similar equations, taking into account the gas dynamic velocity and molecular
transport:
5
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∂ρ
∂t
+
τ
2
∂2ρ
∂t2
+ divρ (u−w) = 0 , (22)
∂ρu
∂t
+
τ
2
∂2ρu
∂t2
+ div [(u−w)× uρ] + divp = divPNS , (23)
∂E
∂t
+
τ
2
∂2E
∂t2
+ div [(E + p) (u−w)] = divq+ div (PNSu) , (24)
where PNS is the Navier-Stokes viscous stress tensor and q is the heat flux with com-
ponents qi = κ
∂T
∂xi
.
System (22)-(24) differs from the Navier–Stokes equations in that its left-hand side in-
volves the generalized velocity u−w rather than u. Recall that this system of equations
is derived by applying the phenomenological approach used in continuum mechanics for
obtaining corresponding equations. Specifically, the original kinetic consistent gas dy-
namic system of equations (obtained from the balance equation (19) can be represented
in the form
∂ρ
∂t
+
τ
2
∂2ρ
∂t2
+ divρ (u−w) = 0 , (25)
∂ρu
∂t
+
τ
2
∂2ρu
∂t2
+ div [ρ (u−w)× u] + divp = divP ∗ , (26)
∂E
∂t
+
τ
2
∂2E
∂t2
+ div [(E + p) (u−w)] = divq∗ + div (P ∗u) , (27)
where the tensor P is given by the expression
P ∗ = PNS + ρu×
[
w − τ
ρ
udiv (ρu)
]
+ τ [udivp+ γpdivu] , (28)
q∗ = q+ τ
[
ρ
(
udiv− p
ρ2
udivρ
)]
u , (29)
here γ is the ratio of specific heat.
Let us estimate the values of the additional terms involved in P ∗ and q∗ in the two-
dimensional case. The components of the tensor P ∗ (for the equation describing the
momentum along the OX axis) are
Pxx =
[(
4
3
u+ ζ
)
+ τγp+ τρu2x
]
∂ux
∂x
+ 2τux
∂p
∂x
+
(
−2
3
u+ ζ + τγp
)
∂uy
∂y
+ τuy
∂p
∂y
+ τpuxuy
∂ux
∂y
, (30)
Pyx =
(
µ+ τpu2y
) ∂ux
∂y
+ µ
∂ux
∂x
+ τρuxuy
∂ux
∂x
, (31)
6
463
B. Chetverushkin, A. Saveliev and V. Saveliev
where
PNSxx =
(
4
3
u+ ζ
)
∂ux
∂x
+
(
−2
3
u+ ζ
)
∂uy
∂y
, PNSyx = µ
∂ux
∂y
+ µ
∂ux
∂x
. (32)
and ζ is the bulk viscosity.
Consider two typical cases where the dissipative terms of order O(Kn) involved in
components P (28)-(29) of the tensor P ∗, which can determine the flow structure. First,
we consider the case of a boundary layer on a surface perpendicular to the OY direction.
The viscous terms become comparable with the convective ones only if they contain the
derivatives ∂ux
∂y
[14]. Since uy in the boundary layer is much smaller than ux in order of
magnitude the convective terms can be comparable only with the viscous ones involved
in P ∗yx , i.e. with the components PNS (28). Similarly, in the boundary layer, the work of
the dissipative terms div (Pu) in the energy equation is determined by the work of the
viscous forces. In turn, the additional terms involved in q∗ (29) are small as compared
with q. This is associated with the fact that the gradients of  and ρ in the OY direction
are multiplied by small values of uy.
Consider the case of flow with small Re number, when the viscous terms have the same
order of magnitude as the convective terms. As a rule, such flows correspond to low Mach
numbersM, so the gas, let alone the fluid, is nearly incompressible.
In this case, the value of divu involved in (28) is close to zero. Let us estimate the
other terms in (28) in order of magnitude:[
−ρu× τ
ρ
udiv (ρu) + τudivp
]
=
τρV 3
L
, (33)
where V is the characteristic velocity and L is the characteristic length of the problem.
The term ρu×w has the same order of magnitude. Taking into account the relation
between µ, τ and the speed of sound, a similar estimate for the components of PNS is
given by
[PNS] =
τρc2V
L
. (34)
Thus, in the case under consideration, the value of P ∗ is determined nearly completely
by the components of PNS.
Now, we will analyse the relation between the energy equation (24), which was obtained
using phenomenological definition, and the complete kinetic consistent gas dynamic energy
equation (27), which was derived from the balance equation. From (24), the work of P ∗ is
determined by PNS. Let us estimate the order of magnitude of the PNS terms involved in
q∗ (27), q = κ gradT , and τu
[
ρ
(
udiv− p
ρ2
udivρ
)]
u between the thermal conductivity
κ and viscosity ν , and between T and the speed of sound c:
the first term has the order of magnitude
[q] =
τρc4
L
, (35)
7
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the second term is given by[
τρ
(
u∇− p
ρ2
u∇ρ
)]
=
τρc2V 2
L
. (36)
Taking into account [c] [u], we conclude that the value of q∗ is then determined by the
heat flux q.
In contrast to the analysis of the relation between the kinetic consistent gas dynamic
system (25)-(27) and the Navier–Stokes equations, which differ by terms of the second
order of smallness in the Kn number, the difference between the kinetic consistent gas
dynamic system and its simplified version (22)-(24) is analysed by studying the situation
when the viscosity and thermal conductivity have a large effect on the gas dynamic flows.
This conclusion is confirmed by computations, some of which are presented in the next
section.
Next let’s consider the induction equation in term of compact version of the kinetic
consistent magneto gas dynamic system of equations. The first dissipative term in the
right hand side of (16) has a main contribution[
τm
2
1
ρ
(
p+
B2
8pi
)(
∂Bi
∂xk
− ∂Bk
∂xi
)]
 [ΠDB∗ik ] . (37)
Since
rotB =
∂Bi
∂xk
− ∂Bk
∂xi
, νm =
τm
2ρ
(
p+
B2
8pi
)
. (38)
where νm has the meaning of magnetic viscosity.
Remark about definition of τm. By using (38) we can determine τm in terms of the
magnetic viscosity νm:
τm =
2ρνm
p+ B
2
8pi
, (39)
taking to account
νm =
c2
4piσ(T, ρ)
, (40)
where c is the speed of light and σ is the conductivity.
Finally the induction equation can be represented in the form
∂B
∂t
− rot (u×B) = νmrotB+ ∂
∂xi
ΠDB
∗
ik . (41)
In view of (41) we can say that the induction equation of kinetic consistent magneto gas
dynamic equations differs from the corresponding classical magneto gas dynamic equations
8
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by a small quantity. It has been shown previously that the numerical results based on
system (8)-(17) nearly do not differ from those obtained with classical models [12].
The construction of a system for describing magneto gas dynamic processes is based
on physical factors that, along with molecular transport and the magnetic field have the
influence of the additional velocity w associated with smoothing the solution over the
mean free path. According to (32), w is given by
wk =
1
ρ
∂
∂xi
[(
p+
B2
8pi
)
δik + ρuiuk − BiBk
]
. (42)
This velocity, together with u, affects the all magneto gas dynamic parameters and
finally the compact system can be represented:
∂ρ
∂t
+
τ
2
∂2ρ
∂t2
+ divρ (u−w) = 0 , (43)
∂ρu
∂t
+
τ
2
∂2ρu
∂t2
+ div [ρ (u−w)× u+ BkBp] + div
(
p+
B2
8pi
)
= divPNS , (44)
∂E
∂t
+
τ
2
∂2E
∂t2
+ div
[(
E + p+
B2
8pi
)
(u−w)
]
= divq+ div (PNSu) , (45)
∂B
∂t
+
τm
2
∂2B
∂t2
= rot (u−w)×B+ rotνmrotB (46)
divB = 0 . (47)
where PNS is the viscous stress tensor, q is the flux vector, νm is the magnetic viscosity
and τm is determined in terms of νm given by (40)
4 MODELING RESULTS WITH COMPACTMAGNETO GAS DYNAMIC
SYSTEM
Below, we present results obtained using compact systems (43)-(47). All computations
relied on three-level explicit schemes with new values of the gas dynamic variables and the
magnetic field at the time t = tj+1 determined from known values at t = tj and t = tj−1.
All spatial derivatives were approximated at the central time level t = tj up to O(n2).
Figure 1 presents the results obtained for the Orszag–Tang test, i.e., for the evolution
of a vortex in a magnetic field [17].The initial data and the grid for the two-dimensional
problem were the same as in [18]. The figure displays the density, pressure, magnetic
pressure, and kinetic at the time t = 0.5. The numerical results agree with those obtained
earlier for this problem.
Second we consider solutions of hydro dynamic problems based on system (43)-(47)
without magnetic field. The results of the incompressible flow in a 3D cavity with a
moving upper lid [16]. To simulate an isotropic incompressible (liquid), we used the
equation of state
p = p0 + β (ρ− ρ0) , (48)
9
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Figure 1: Orszang-Tang magnetic vortex: (a) dencity, (b) magnetic pressure at t = 0.5.
Figure 2: Result of modeling of the incompressible flow with Re =1000, (a) stream, (b) density
where p0 and ρ0 are the reference values of the pressure and density and β is a sufficiently
large coefficient ensuring a large variation in pressure under minor variations in density.
Figure 2 shows streamlines at Re = 1000, including detailed representations in the cavity
corners, where vortex regions are formed. The plots do not exhibit any differences between
the reference results of [16] and the results obtained on the basis of system (43)-(47).
The results of magneto hydro dynamic drive simulation is shown on Fig. 3. The
representative results of magneto hydro dynamic flow in magneto hydro dynamic drive
with caverna for the liquid Sodium flow. Liquid Sodium at temperature 600 K is placed
in a vessel with dimensions 0.3 × 0.3 m2. A stream of liquid Sodium is initiated by the
magneto hydro dynamic drive on top of the vessel with a tube with dimension 0.02×0.02
m2. The velocity provided by the magneto hydro dynamics drive is 36 m/s. The analysis
of the results shows the possibility of modeling of liquid flow with the kinetic consistent
magneto hydro dynamic models.
5 CONCLUSIONS
The compact models (25)-(27) and ((43)-(47) for describing gas dynamic and magneto
gas dynamic flows, respectively, are based on kinetic models, which lead to the kinetic
consistent gas dynamic system, and on phenomenological ideas. The use of phenomeno-
10
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Figure 3: The flow of Sodium Liquid in the magneto hydro dynamic drive with caverna: (a) initial
conditions of stream of liquid, (b) stream of liquid at steady state
logical approaches, which are visual from the point of view of physical concepts, makes
the systems not only more compact in comparison with their pure kinetic consistent gas
dynamic versions, but also better justified in terms of macroscopic views. Their validity
was confirmed not only by theoretical estimates, but also by test computations.
The compact models preserve all positive properties intrinsic to previously proposed
pure kinetic consistent gas dynamic models. Additionally, they provide a visual and
simple description, which is an important factor in numerical simulation.
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