This paper deals with using the MultiObjective Particle Swarm Optimization (MOPSO) [5] metaheuristic for optimally thresholding medical images. Two criteria are optimized: the interclass variance) and the Shannon entropy. The process generates a Pareto front with various segmentations, leaving the final choice to the user. The paper will, first, describe MOPSO algorithm and then, focus on obtained results.
Introduction
Image segmentation is an essential step in many computer vision applications. If man can naturally separate objects in an image, the development of segmentation algorithms for the automation of this task is still an important axe of research in image processing. Many segmentation criteria exist according to the domain of application or the type of image. Criteria may be based, for example, on edge detection or even on light intensity. From an algorithmic view, the segmentation consists in assigning each pixel in the image a label belonging to a given region. This classification can be achieved in two ways: the supervised mode, where the number of regions and their characteristics are provided by the user, and the unsupervised mode, where information on the classification process is determined completely automatically. There are various methods of segmentation that can be divided in two groups: methods based on regions [5] : the image is decomposed into a set of related regions according to homogeneity. These methods are used especially when the image histogram is multimodal. And methods based on contours [4, 6] : the shape is a high variation region of light intensity. The idea is to detect the shape of objects in order to estimate light intensity variation for each pixel. In this paper, we only focus on the region based methods.
For both classes of methods, two approaches are possible: parametric and non-parametric segmentation. Parametric segmentation [7] : the histogram of the image is approximated by a probability distribution such as a Gaussian model. Thresholds are then fixed to separate histogram into classes. Non parametric segmentation [4, 6, 11] : the optimal level of segmentation is found without any parameter estimation. Two reference methods are used in this survey: the interclass variance [2] and the Shannon entropy [3] . The objective here is rather to optimize statistical criteria. Segmentation by thresholding is the most common technique to extract objects. Segmentation is based on the assumption that objects can be separated by the variations of gray levels. Thresholds are positioned on the histogram to classify pixels per grayscale class. Then, the pixels are classified according to their brightness, obtained from the histogram. For supervised classification, the number of classes is fixed before the process and for unsupervised classification, the number of classes is calculated automatically.
In this work, we propose to perform segmentation with a non parametric method. Two statistical criteria will be optimized simultaneously. Segmentation becomes an optimization problem, resolved by using a metaheuristic.
Metaheuristic algorithms try to solve difficult optimization problems from engineering for which conventional methods are not effective. They are known to be generic and optimize a broad range of problems without necessarily changing the algorithm in depth. To overcome the obstacle of local minima, they try to mimic natural systems. Inspired by natural phenomena such as simulated annealing or ethology, these algorithms tolerate a temporary degradation of the solution. It then becomes possible to escape from a "sink" and explore other more promising "valleys". This paper proposes to use an algorithm inspired from social behavior of animal swarms called PSO [8] , modified in view of a multi-objective optimization.
MOPSO algorithm
Two types of methods are available for segmentation by thresholding: parametric and non parametric techniques. In this study, a second type method will be used. No parameter is estimated, the histogram is not approximated. The objective is to optimize two statistical criteria. Multi-objective optimization will be first treated, followed by the presentation of the pseudo-code and of our criteria. Metaheuristics are originally designed for mono-objective problems. Some problems require modeling several criteria. Consequently, the resolution does not lead to a single solution but to a set of compromises between different criteria. The particle swarm optimization (PSO) algorithm [8] has been adapted to handle multiple objectives optimization problems. The well known algorithm is MOPSO (Multi-Objective Particle Swarm Optimization) [5] . Solving a multiobjective problem consists in selecting non-dominated solutions found by the algorithm during the execution. Solutions obtained at the end of the execution must be non-dominated compared to all positions reached by particles during successive iterations. Consequently, it seems to be necessary to establish a list of non-dominated solutions found during all the process. Then, a potential solution is accepted only if it is not dominated compared to the contents of the archive. The diversity of non-dominated solutions stored in the archive is maintained using a criterion based on the crowding distance: for an element i of the Pareto front, the crowding distance is the volume of the largest hypercube separating it from its neighbors. The aim is, thus, to obtain a uniform front, as wide as possible. More details about MOPSO and multiobjective optimization can be found in [5, 9, 10, 11] .
Segmentation criteria
The purpose of this paper is to achieve an automatic thresholding using a non parametric method. Two statistical criteria are optimized: the interclass variance based method [2] and the Shannon entropy based method [3] . One can use other criteria, our goal here, is to show the efficiency of the MO approach for image segmentation.
Results and discussions
The algorithm was tested using several kinds of images, in this paper, we present two main results: the first one is that obtained on the well known Lena and the second one results from a real world application in the case of brain MRI image segmentation.
For our experimentations, we used the following fitting of MOPSO: we set the number of particles to 20. The maximum number of iterations was set to 10000. At the end of the algorithm, a Pareto front is available, where each particle of this front proposes its segmentation result (a set of thresholds).
In first we check if the proposed set of solutions at the end of the process corresponds to the exact Pareto optimal front. To do so, the obtained result is compared to an exhaustive search. Both statistical criteria are evaluated by an exhaustive search and compared to optimal results obtained by non exhaustive search. Figure 1 shows the test realized on image "Lena". The exhaustive search optimizes criteria for a 4 classes segmentation. It shows the values of all particles during all the process, they reach at the end the Pareto front, highlighted in bold. We also show the non-exhaustive process, the position of the Pareto front is still the same. This result demonstrates that particles can reach an optimal solution by a non-exhaustive search using MOPSO.
We consider the MRI image of the brain with a ventricle atrophy (Figure 2 ). In this application, our goal is to segment the ventricle in order to estimate its volume. The histogram presented in Figure 2 (b) presents three peaks. The first is high and fine, followed by a second, smaller. Only a very small distance is available to possibly place a threshold between these two modes. There is also a last peak, wide and flat. Figure 9 shows different Pareto fronts for 7, 5 or 3 classes segmentation.
For a 7 classes segmentation, the optimal Pareto front is excellent (Figure 2(c) ). It is wide and uniform. The crowding distance between particles is high, even for 3 classes segmentation. A large front, well distributed, is interesting for the user. The range of proposed solutions is large; the user can either select solutions that optimize better the first criterion (inter-class variance) or choose to focus on the second criterion (entropy of Shannon). He can also choose solutions which are a compromise between these two criteria. Figure 2(d) shows three segmented images obtained by three particles A, B and C for a 5 classes segmentation. The particle A gives a set of thresholds almost similar to that of a single objective optimization (with inter-class variance). The set of thresholds given by particle B is a compromise between both criteria. Finally, the particle C provides a thresholding similar to a single objective optimization with the entropy of Shannon. The best segmentation is done by particle C, the gray matter is more homogeneous in this case compared to the others.
Conclusion
In this paper, a new application of MO approach was presented. Indeed, this approach allows to mix several segmentation approaches and takes profit from the advantage of each one depending on the input images. As it was shown, the obtained Pareto fronts are large and well distributed with an interesting compromise zone. A future objective will be to evaluate this algorithm through other methods currently in use for automatic thresholding. In this work, the algorithm provides a set of solutions with a good quality and leaves the final choice to the user. In work under progress, we will assist the user in his choice and during the first uses, the program will learn the behavior of the user. Then, the system will anticipate preferences and propose only few solutions to the user (one or two for instance). 
