Perceptually based computer graphics techniques attempt to take advantage of limitations in the human visual system to improve system performance. This paper investigates the distortions caused by the implementation of a technique known as region warping from the human visual perception perspective. Region warping was devised in conjunction with other techniques to facilitate priority rendering for a virtual reality Address Recalculation Pipeline (ARP) system. The ARP is a graphics display architecture designed to reduce user head rotational latency in immersive Head Mounted Display (HMD) virtual reality. Priority rendering was developed for use with the ARP system to reduce the overall rendering load. Large object segmentation, region priority rendering and region warping are techniques that have been introduced to assist priority rendering and to further reduce the overall rendering load. Region warping however causes slight distortions to appear in the graphics. While this technique might improve system performance, the human experience and perception of the system cannot be neglected. This paper presents results of two experiments that address issues raised by our previous studies. In particular, these experiments investigate whether anti-aliasing and virtual environments with different scene complexities might affect a user's visual perception of region warping distortions.
Introduction
The fundamental objective of immersive virtual reality systems is to present the user with an illusion of reality within a virtual environment. The generation and display of 3D computer graphics to the user, is one of the key elements involved in the portrayal of a believable virtual environment. In order to maintain an illusion of this alternate reality as well as to create a sense of presence within the virtual environment, virtual reality systems must continually present the user with images from his/her vantage point in realtime.
Latency is an acknowledged shortcoming of virtual reality and teleoperation technology [Adelstein et al. 2003; Ellis et al. 2004] . Latency refers to the time delay or lag between when a user performs an action, and when the system responds to that action. System latency is particularly problematic in head-tracked virtual reality. A particular issue in immersive Head Mounted Display (HMD) virtual reality systems is that of the latency between a user moving his/her head, thus changing the user's viewpoint, and that change being reflected in updated images before the user's eyes.
A common misconception is to attribute latency to frame rate. However, a high frame rate does not guarantee low system latency. A high frame rate ensures smooth motion in that the images presented to the user are updated very often, but this does not necessarily mean that the presented visual direction is accurate. In this respect, even with the fast graphics accelerators available today that can render over 100 frames per second, latency still remains a factor that has to be addressed [Meehan et al. 2003 ].
Excessive latency in virtual reality systems can affect the usability of the system, and prolonged use of such systems can result in the user suffering from adverse side effects known as simulator sickness [LaViola 2000] . The effects and consequences of virtual reality system latency with regard to user task performance have been the topic of much research [Ellis et al. 1997; Ellis et al. 1999; Ware and Balakrishnan 1994; Watson et al. 2003 ].
The Address Recalculation Pipeline (ARP) is a graphics display architecture that was designed to reduce the latency perceived by the user during user head rotations in immersive HMD virtual reality [Regan and Pose 1993] . A specialized rendering technique, known as priority rendering, was developed for use in conjunction with the ARP system. Priority rendering has been shown to successfully reduce the overall rendering load of the ARP virtual reality system [Regan and Pose 1994] . This rendering technique potentially allows for the rendering of more complex and realistic scenes by concentrating rendering power on sections of the scene that appear to change the most.
Large object segmentation, region priority rendering and region warping are techniques that have been introduced to facilitate priority rendering and to further reduce the overall rendering load [Chow et al. 2005a] . The use of region warping however causes slight distortions to appear in the computer generated graphics. While the quality of the derived frames has previously been examined by employing image processing metrics [Chow et al. 2005b ], nonetheless it is important to investigate distortions caused by the region warping technique from a human visual perception perspective.
Virtual reality systems have humans as integral parts of the system. Often researchers thoroughly test and measure the performance of the hardware and software while ignoring the underlying issue of how humans might perceive and react to the system. This paper addresses this important issue by presenting the experimental methodology and results of experiments investigating the human visual perception of region warping distortions in virtual environments with different display and scene characteristics.
Previous Work
This section provides some background of the ARP system and priority rendering. The basis for the region warping technique is also described here.
The Address Recalculation Pipeline and Priority Rendering
The Address Recalculation Pipeline (ARP) is a graphics display architecture that was designed to reduce the end-to-end latency perceived by a user during user head rotations in immersive HMD virtual reality. The ARP is the implementation of a concept known as delayed viewport mapping [Regan and Pose 1993] . In delayed viewport mapping, the scene that encapsulates the user's head has to be pre-rendered into display memory. Viewport orientation mapping is then performed by mapping relevant sections of the scene already residing in display memory, based on the latest user head orientation information.
In this manner, the ARP effectively decouples user head orientation information from the rendering process. This is unlike conventional systems where user head orientation information is required before rendering can commence. By implementing delayed viewport mapping, latency is no longer tightly tied to the usually lengthy rendering process, and is thus fairly independent of scene complexity.
In light of the fact that the ARP system requires the scene that surrounds the user's head to be rendered to display memory, a specialized rendering technique known as priority rendering was developed for use in conjunction with the ARP. Priority rendering is demand driven rendering and is based on the notion that an object's image does not have to be updated until its image in display memory has changed above a tolerable amount [Regan and Pose 1994] .
In a scene that surrounds the user's head, only dynamically animated objects might constantly be changing, when the user rotates his/her head. Most other objects in the scene will remain the same. Furthermore, when a user translates through the scene, sections of the scene that are closer to the user will appear to change faster than sections that are further away from the user. This difference in the speed of movement for near and far objects is a phenomenon known as motion parallax [Goldstein 1999 ].
Priority rendering takes advantage of this by using multiple display memories and multiple renderers. Hence, different sections of the scene can be rendered onto separate display memories that can be updated independently at different rates. The contents of the different display memories can then be composited to form an image of the whole scene. Experiments have shown that priority rendering successfully reduces the overall rendering load for the ARP system, and potentially allows the rendering of more realistic and complex scenes [Regan and Pose 1994] .
Region Priority Rendering and Large Object Segmentation
In order to prioritize the rendering of objects for priority rendering, it was necessary to calculate individual object validity periods for all the objects in the virtual world. Object validity periods were estimates regarding how long an object's image in display memory would remain valid for before requiring an update. Objects then had to be sorted based on these validity periods and assigned to be rendered by different renderers onto different display memories.
Region priority rendering was introduced as a method to avoid these object validity period computations, as well as the sorting and assigning of individual objects to different renderers and display memories [Chow et al. 2005a] . In region priority rendering, objects in the virtual environment are spatially divided and clustered into different regions. Entire regions of objects can then be assigned to the separate display memories based on the region where the user is located in. Large object segmentation was devised to further reduce the overall rendering load for priority rendering. By segmenting large objects in the virtual environment into smaller segments, individual segments can be updated independently at different rates. In this manner, if the image of a section of a large object became invalid in display memory and required an update, only this section of the object would have to be updated instead of having to re-render the whole object.
Tearing and Region Warping
The implementation of large object segmentation with region priority rendering however causes an adverse visual artefact, a form of scene tearing. These tearing artefacts occur along the shared
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Slow User vertices of objects' segments. User head rotations will not cause the scene surrounding the user's head to appear to change much. The problem occurs when the user translates through the scene. Tearing artefacts emerge as a result of discrepancies between the shared vertices of an object's segments that are updated on separate display memories at different rates, whilst the user is translating through the scene. Figure 2 shows an example of scene tearing artefacts (the white lines in the scene). Region warping was devised to alleviate the scene tearing problem. Region warping involves the perturbation of shared object vertices in order to force these vertices to align, thereby eliminating any discrepancy between the vertices during user translations. This technique is based on a suggestion in the future works section of Milliron et al. [2002] . Mark et al. [1997] have also suggested that the ARP system and priority rendering would benefit from the use of 3D warping.
Human Visual Perception Experiments
While trying to improve the system's performance, region warping introduces slight distortions to the graphics. It is therefore important to understand and characterize the extent to which a human user is able to perceive these distortions. Results from previous experiments on human visual perception of region warping distortions have indicated that HMD attributes, such as field-of-view and display resolution, have a bearing on a user's perception of these distortions. Previous experiments have also shown that participants who often played computer games seemed to be able to perceive the distortions better than non-gamers, possibly because they were more familiar with interactive graphics [Chow et al. 2005c; .
These earlier experiments have posed the question of whether different display and virtual environment scene characteristics, in particular anti-aliasing and scene complexity, might affect a user's perception of region warping distortions. We hypothesize that the use of anti-aliasing might potentially make region warping distortions more difficult to perceive. Scenes that contain animated objects and additional details might draw the user's visual attention away from the distortions. The experiments presented in this paper attempt to address these issues.
Related Work
Several perceptually based computer graphics techniques have also been developed to optimize a system's performance by taking advantage of the limitations in the human visual system. Much research has focused on the development of visual models and perceptual metrics, which have been used to selectively concentrate computational effort on important sections of scenes or images [Bolin and Meyer 1998; Dumont et al. 2003; Itti et al. 1998; Sundstedt et al. 2005; Yee et al. 2001] . A description of a number of other perceptually based techniques is provided as follows.
Selective Quality Rendering
This is a perceptually based graphics technique that uses visual attention and saliency models to predict where the user will be looking in the scene, and then selectively render different sections of a scene using different rendering qualities. The use of selective quality rendering allows complex scenes to be rendered at much reduced computational times. Visual perception experiments have shown that users performing visual tasks within the scene consistently fail to notice the difference in rendering quality between scenes rendered in high quality and scenes using selective quality rendering [Chalmers et al. 2003 ].
Cater et al. [2002] have also shown that it is possible to implement selective quality rendering by exploiting a feature of the human visual system known as inattention blindness. Their human factors studies have shown the principle of inattention blindness in that portions of a scene unrelated to a specific task tend to go unnoticed by the observers.
Level-of-Detail (LOD) Management
3D graphics systems often generate more detail than users can perceive. In this manner, Level-of-Detail (LOD) management techniques attempt to optimize system performance by removing or reducing less perceptible details from the computer graphics [Reddy 2001 ]. LOD methods have been used to display geometric objects at different resolutions, for example, by varying the number of polygons constituting an object. The implementation of these different levels of complexity such as using simpler object meshes, can significantly improve a system's rendering performance. The challenge however is to be able to switch between the various LOD without the user being aware of any visual alterations. Numerous selection criteria have been proposed and implemented in object LOD management techniques, these include the use of objects' distance, size, velocity and eccentricity. Advanced LOD schemes implement perceptually based threshold conditions to remove nonperceptible details [Reddy 1998 ].
Visual attention models have also been used in LOD management methods. Brown et al. [2003] have developed a theoretical framework for an attention based LOD management system. This system is designed to use the attentive features of a scene such as size, position, motion and luminance, in order to predict a viewer's eye movements. In this way, the system can adaptively select the complexity level for an object to be rendered based on the object's visual importance. Howlett et al. [2004] have also attempted to simplify object polygonal LOD based on saliency features.
Peripheral Detail
Researchers have also experimented on balancing the tradeoff between level of visual detail in the periphery and system performance. Watson et al. [1997] have evaluated the effectiveness of LOD management through peripheral detail degradation in virtual reality HMDs. This was done by using high-detailed resolution insets and degrading the HMD's peripheral in terms of resolution and colour. In their user studies, subjects were required to perform visual search tasks using several different display devices with varying amounts of detail. Results of their experiments have shown that reducing the visual complexity of the peripheral had no adverse effects on the subjects' visual search task performances.
These experiments were in line with the findings that there are limitations in the human visual system, and that it is then possible for computer graphics systems to take advantage of these human visual perception limitations in order to improve computational efficiency and performance.
Psychophysical Experiments
Psychophysical methods are used to establish a quantitative relationship between stimulus and perception [Goldstein 1999 ]. Hence, these methods were employed for the experiments. The concept of sensory threshold measurement is central to psychophysics and is useful for quantifying the sensitivity of sensory systems [Gescheider 1985 ]. The threshold is defined as the smallest amount of stimulus intensity necessary for an observer to detect a stimulus. Presenting a stimulus to observers and asking them to report whether or not they perceive it, is a basic procedure for measuring threshold.
Method
A variation of the method of limits, known as an adaptive staircase 2-Alternative Forced-Choice (2AFC) method was used for the experiments. In an adaptive procedure, the stimulus intensity of a trial is based on the preceding stimuli and responses. In a 2AFC trial, two alternatives are presented to the subject. The subject is then forced to choose which of the alternatives contained (or did not contain) the stimulus. This method attempts to overcome response bias present in other methods of testing [Farell and Pelli 1999] .
Subjects are presented with a series of trials with varying stimulus intensities. The staircase 2AFC method that was used followed a 2-down 1-up approach. This meant that 2 correct responses would decrease the stimulus intensity of the following trial, whereas an incorrect response would augment the stimulus intensity. This approach gives a 70.7% correct response threshold [Levitt 1971 ].
Design
For each 2AFC trial of the experiments, two 3 second scenes were presented to the subject sequentially. One scene was rendered using normal rendering while the other (the one containing the stimulus) was rendered using the region warping technique. 7 different stimulus intensities were used, corresponding to the 7 levels of distortions for region warping obtained by varying t (refer to t in the translational validity period equation shown in figure 3 ), in ½ pixels step sizes. For further details refer to Chow et al. [2006] . The order in which the scenes were presented was pair-wise randomized to avoid bias. In order to cover the full range of distortion levels, a pair of staircases (ascending and descending) was used. An ascending staircase is one that starts off at a low stimulus intensity and typically increases in stimulus intensity based on a subject's responses, whereas the opposite is true for a descending staircase. All staircases were randomly interleaved to prevent subjects from anticipating the stimulus intensity of the next trial. Each staircase would end after 6 reversals or a maximum of 25 trials, which ever came first. A reversal refers to the change in direction of the staircase [Levitt 1971] . In experiments involving humans, it is important not to exhaust the participants. Two experiments were performed. Figure 4 gives an overview of the experimental design for both experiments. The first experiment was conducted to examine whether anti-aliasing in a scene would affect a user's perception of region warping distortions. Figure 5 shows a screenshot of the virtual environment that was used for experiment 1. As shown in figure 4 , the virtual environment for experiment 1 was rendered with and without the use of antialiasing.
The aim of the second experiment was to test whether animations and additional details in a scene would distract the user from noticing the region warping distortions. Experiment 2 consisted of 2 parts, with each part using a different virtual environment.
Participants took approximately 15 minutes to complete each part of the experiment. Screenshots of the two virtual environments are shown in figures 6 and 7. The virtual environments approximately the same size and were rendered using different scene complexities. Figures 6a and 7a show the plain scene, whereas figures 6b and 7b show the scene with additional objects. These will henceforth be respectively referred to as the simple and complex scenes. To counterbalance any order effects, half the subjects did the experiment with virtual environment 1 first and vice versa. The complex scenes contained some objects with an animation component. In virtual environment 1, the left and right trains were moving, the boards announcing the train departures were scrolling and some of the lights were flickering. In virtual environment 2, the elevators and the airplane were moving, while the ornaments above the water were rotating. Note that the animations in virtual environment 1 were more significant as opposed to the animations in virtual environment 2, whereas virtual environment 2 contained more objects.
The scenes were rendered using a simulation of what the display would look like on the ARP system with region priority rendering and large object segmentation. Each scene in the experiment had the camera or viewport translating along a fixed trajectory. This was to ensure that all participants would view the exact same sequence of frames. While it is possible that user initiated movement might affect user visual perception of region warping distortions, this is left as a topic for further studies. The worst case scenario was chosen for the trajectory. In other words, the path chosen would give the maximum distortions with the viewport looking in the direction where the distortions would be most apparent. The subjects performed the experiments using a Virtual Research V8 HMD.
Procedure
12 volunteers (9-male and 3-female) aged between 21 and 35 participated in both experiments. Participants were self reported experienced computer users and had normal vision or corrected normal vision. They were informed as to the intention of the experiment and were provided with an explanation of the experimental task. Participants were told that the two scenes presented for each trial were different and that they were required to choose which of the 2 alternatives they believed looked better. They were instructed to guess if they could not tell the difference. All participants had previously taken part in one or both of the earlier experiments [Chow et al. 2005c; , hence were already familiar and practiced with the experimental procedure.
Participants were allowed and encouraged to take rest breaks throughout the experiments to avoid fatigue and ensure attentiveness. After the experiments, participants had to fill in a questionnaire regarding the experiments as well as some personal computer usage information.
Results
From the experimental data, graphs of the ascending and descending staircases were plotted for all the different cases. This gave two graphs for each individual participant in experiment 1, whereas each part of experiment 2 had two graphs respectively. Figure 8 shows an example of this. The mid-run estimation method was used to determine the perception thresholds for the participants. Mid-run estimations are the average of the midpoints of staircase runs. A staircase run is an ascending or descending sequence in the staircase. This means that a staircase reversal would mark the end of a staircase run and the start of another run. The mid-run method of threshold estimation is an efficient way of estimating threshold and the precision of the midrun estimates has been found to be excellent for small experiments of less than 30 trials [Levitt 1971 ]. In the analysis, the first staircase run for each staircase was ignored in order to give the staircases a chance to stabilize. Table 1 shows the mean and standard deviation results of the participants' thresholds for the experiment. Note that a higher threshold meant that the participant was less likely to correctly perceive a difference in the scenes presented during each trial of the experiment, whereas a lower threshold indicates that the participant was more likely to correctly differentiate between the scenes. A t-test was performed comparing the participants' perception thresholds between the cases with and without the use of anti-aliasing. Results of the t-test showed a statistical significance: t = -2.13, df = 22, p two-tailed = 0.045. This supports the hypothesis that the participants were less likely to correctly perceive region warping distortions when anti-aliasing was used to render the scene.
Experiment 1 -Anti-Aliasing

Mean Standard Deviation
Not Anti-Aliased 3.121 0.9707 Anti-Aliased 3.841 0.6559 Table 1 : Means and standard deviations for experiment 1.
As previously mentioned, results of prior experiments seemed to indicate that gamers were able to perceive region warping distortions better than non-gamers. We examined whether this was the case in these experiments. From the questionnaires, 6 of the participants answered that they frequently played computer/electronic games (this includes console gaming platforms like the X-Box, Play Station, etc.) Figure 9 depicts the mean threshold differences between gamers and non-gamers for the cases with and without anti-aliasing. The graph shows that on average, the non-gamers perception of region warping distortions when anti-aliasing was used was only slightly better than without anti-aliasing. The results of the gamers however showed a clear difference. A t-test of the gamers' results showed that this difference was statistical significant: t = -4.493, df = 10, p two-tailed = 0.001. Studies by other researchers have also found that gamers have a perceptually different visual attention compared to nongamers [Castel et al. 2005; Green and Bavalier 2003 ]. Yan and El- Graph showing the mean anti-aliasing threshold differences between gamers and non-gamers. Table 2 shows the mean and standard deviation results of the participants' thresholds for both parts of the experiment. It can be seen from the table that the mean participants' thresholds were higher when the virtual environments contained more details. These results imply that the participants were less likely to notice region warping distortions when there were additional objects and moving objects in the scene. This advocates the possibility that the participants were distracted by the additional details and that their visual attention was drawn away from the distortions. t-tests only revealed a statistical significance for the virtual environment 1 results: t = -2.168, df = 22, p two-tailed = 0.041. This could possibly be due to the fact that the animations in virtual environment 1 were more significant than the animations in virtual environment 2. However, this observation is by no means definitive nor is it conclusive.
Experiment 2 -Different
It was interesting to note that on the questionnaire, when asked whether the animations and additional details in the scene distracted them from noticing the distortions, half of the participants answered that it did not. However, while these participants believed that they could detect the distortions and were not distracted from the experimental task by the conspicuous animations and additional details, the results seem to indicate otherwise. This suggests that while some of the participants might not have been consciously distracted by the additional details in the scene, their visual attention might have sub-consciously been averted from noticing the distortions. Several perceptual studies by other researchers have also found that large changes in natural or artificial scenes tend to go undetected when the observer's visual attention is focused elsewhere in a scene, despite the fact that the subjects believed that they would be able to detect these changes [Levin et al. 2000; Simons and Chabris 1999] . Sundstedt et al. [2005] assert that perception of a virtual environment depends on both the user and any tasks the user is currently performing within that environment, and that the human visual system focuses its attention on certain objects at the expense of other details in the scene.
In comparing the results of gamers and non-gamers, t-tests revealed no statistical significance. Nevertheless, figure 10 shows that the gamers' thresholds were generally lower than nongamers. To further investigate the threshold differences between gamers and non-gamers, group thresholds for the gamers and nongamers were calculated. Note that mid-run estimations could not be performed for group thresholds, as the staircases could only be plotted for individual participants. Therefore group thresholds were obtained by first calculating the probability of correct responses at each distortion level for the group, and then fitting a cumulative normal ogive to the groups' experimental results. As the cumulative normal ogive is an exponential function, a log transform was first applied to the average probability of correct responses for the two group (to 2 minus the average probability of correct responses). A linear regression was then performed to obtain a fitted psychophysical function. This was performed for all cases involving the different virtual environments and the different scene complexities. From fitted psychophysical functions the 0.75 probability was used to obtain the group threshold. For the 2AFC method, a probability of 0.5 signifies random guessing while a probability of 1.0 would mean 100% correct responses. 0.75 is typically used to obtain the threshold in 2AFC experiments. Table 3 : Group thresholds between gamers and non-gamers for both virtual environments.
Conclusion
In this paper we address the issue of whether different display and scene characteristics might affect the human visual perception of distortions caused by the region warping technique. We have presented the results of two of our experiments. The first human factors study examined whether anti-aliasing made a difference to the user's perception of region warping distortions, while the second investigated whether animation and scene complexity might distract the user visual attention from the distortions.
The results suggest that users found it harder to correctly perceive region warping distortions when anti-aliasing was used to render the scene. The results also indicate that by adding animated objects as well as additional detail to the scene, participants were visually distracted from the distortions. This gives rise to the possibility that if the user were given a task to perform in the scene and allowed to interact with the virtual environment, their focus of attention might be drawn away from other details in the virtual environment. Analysis of the experimental data showed that participants who were more attuned to interactive graphics were able to perceive region warping distortions more accurately. This agrees with the findings of our previous experiments.
The relevance of the perceptual studies presented in this paper is important in designing computer graphics applications and architectures like layered rendering for the Talisman system [Torburg and Kajiya 1996] , in evaluating warping techniques like post-rendering 3D warping [Mark et al. 1997] , as well as various other perceptually based rendering techniques. Future experiments will examine what impact stereoscopic display devices might have on a user's perception. Further considerations also include the use of different image display resolutions as well as userinitiated interaction. A discussion of several other factors that have to be taken into account when designing experiments on the human visual perception of region warping distortions, has previously been outlined in Chow et al. [2005d] .
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Figure 1: An example of an enhancement of LDR video. The used video represents a daylight animation around the Kalabsha temple, we generated a LDR video at the exposure stop -2. The first row shows the tonemapped frames of the video, and in the second row the VDP results of comparison of these frames between the original HDR video and the one generated using the naive technique. Finally, in the third row the VDP results of the three frames between HDR video and the one generated using the presented algorithm are shown.
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