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Abstract
We show a result of maximal regularity in spaces of Ho¨lder continuous function, concerning linear
parabolic systems, with dynamic or Wentzell boundary conditions, with an elliptic diffusion term on
the boundary.
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1 Introduction
In this paper we want to study second order parabolic systems in the forms


Dtu(t, x) = A(t, x,Dx)u(t, x) + f(t, x), (t, x) ∈ [0, T ]× Ω,
Dtu(t, x
′) +B(t, x′, Dx)u(t, x
′)− L(t)(u(t, ·)|Γ)(x
′) = h(t, x′), (t, x′) ∈ [0, T ]× ∂Ω,
u(0, x) = u0(x), x ∈ Ω.
(1.1)
and

Dtu(t, x) = A(t, x,Dx)u(t, x) + f(t, x), (t, x) ∈ [0, T ]× Ω,
A(t, x′, Dx)u(t, x
′) +B(t, x′, Dx)u(t, x
′)− L(t)(u(t, ·)|Γ)(x
′) = h(t, x′), (t, x′) ∈ [0, T ]× ∂Ω,
u(0, x) = u0(x), x ∈ Ω.
(1.2)
Here for every t ∈ [0, T ], A(t, x,Dx) is a second order linear strongly elliptic operator in the open, bounded
subset Ω of Rn, L(t) is a second order linear strongly elliptic tangential operator in ∂Ω, B(t, x′, Dx) is a
first order (not necessarily tangential) operator in ∂Ω. It is clear that, at least formally, (1.1) and (1.2)
are strictly related.
A large amount of papers has been devoted to parabolic problems with dynamic and Wentzell bound-
ary conditions in the form (1.1)-(1.2) in the case that the summand L(t)(u(t, ·)|Γ) does not appear. We
refer to the bibliographies in [6] and [8]. In our knowledge, a problem in the form (1.1) was introduced
for the first time in [10], in the particular case that A(t, x,Dx) = α(x)∆x, with α positively valued,
B(t, x′, Dx) = b(x
′)Dν , with ν unit normal vector to ∂Ω, pointing outside Ω, L(t) = a(x)∆LBu, where
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we indicate with ∆LB the Laplace-Beltrami operator. [10] contains a physical interpretation of the prob-
lem: briefly, a heat equation with a heat source on the boundary, that depends on the heat flow along
the boundary, the heat flux across the boundary and the temperature at the boundary.
The first paper where a problem in the form (1.2) is really studied seems to be [3]. In it it was
considered the system

Dtu(t, x) = Au(t, x) = ∇ · (a(x)∇u)(t, x), (t, x) ∈ (0, T )× Ω,
Au(t, x′) + β(x′)DνAu(t, x
′) + γ(x′)− q∆LBu(t, x
′) = 0, (t, x′) ∈ (0, T )× ∂Ω,
u(0, x) = u0(x),
(1.3)
with , A strongly elliptic, β(x′) > 0 in ∂Ω, DνA conormal derivative, q ∈ [0,∞). It is proved that, if
1 ≤ p ≤ ∞ the closure a suitable realisation of the problem in the space Lp(Ω× ∂Ω) (1 ≤ p ≤ ∞), gives
rise to an analytic semigroup (not strongly continuous if p = ∞). The continuous dependence on the
coefficients had already been considered in [2].
In [1] the authors generalised some of the results in [3], considered also the case that the first equation
in (1.3) is the telegraph equation (with two initial conditions) and studied the asymptotic behaviour of
solutions.
In [12] the author considered the case of a domain Ω with merely Lipschitz boundary, with a strongly
elliptic operator A (independent of t). It was shown that a realisation of A with the general boundary
condition (Au)|∂Ω − γ∆LBu+DνAu+ βu = g in ∂Ω generates a strongly continuous compact semigroup
in C(Ω). Semilinear problems were studied in [13] and [14].
Finally, in the paper [11] the authors treated (1.1) in the particular case A(t, x,Dx) = ∆x, f ≡ 0,
h ≡ 0, L(t) = l∆LB with l > 0 and B(t, x
′, Dx) = kDν, with k which may be negative (in contrast with the
previously quoted literature). They showed that, if the initial datum u0 is in H
1(Ω) and u0|∂Ω ∈ H
1(Γ),
(1.1) has a unique solution u in C([0,∞);H1(Ω)) ∩ C1((0,∞);H1(Ω)) ∩ C((0,∞);H3(Ω)), with u|Γ in
C([0,∞);H1(Γ)) ∩ C1((0,∞);H1(Γ)) ∩ C((0,∞);H3(Γ)).
The main aim of this paper is to show that, in a suitable functional setting, the role of the operator
B(t, x′, Dx) in (1.1) and (1.2) is minor, in the sense that these equations can be treated as perturbations
of the corresponding problems with B(t, x′, Dx) ≡ 0. In fact, we shall see that B(t, x
′, Dx) may be, apart
some limitations on the regularity of its coefficients, an arbitrary first order linear differential operator.
Moreover we shall consider problems with coefficients depending on t and we shall obtain results of
maximal regularity, that is, results establishing the existence of linear and topological isomorphisms
between classes of data and classes of solutions. Following the lines of [7] and [8], we shall work in spaces
of Ho¨lder continuous functions.
Now we are going to state our main results. We begin by introducing the following assumptions:
(A1) Ω is an open, bounded subset of Rn (n ∈ N, n ≥ 3), lying on one side of its topological boundary
Γ, which is a compact submanifold of Rn of class C2+β, for some β ∈ (0, 1).
(A2) A(t, x,Dx) =
∑
|α|≤2 aα(t, x)D
α
x , with aα ∈ C
β/2,β((0, T )×Ω); in case |α| = 2, aα is real valued
and there exists ν > 0 such that, ∀(t, x) ∈ [0, T ]×Ω, ∀ξ ∈ Rn,
∑
|α|=2 aα(t, x)ξ
α ≥ ν|ξ|2 (we shall briefly
say that A(x,Dx) is strongly elliptic).
(A3) B(t, x′, Dx) =
∑
|α|≤1 bα(t, x
′)Dαx , with bα ∈ C
β/2,β((0, T )× Γ).
(A4) ∀t ∈ [0, T ] L(t) is a second order, partial differential operator in Γ. More precisely: for every
local chart (U,Φ), with U open in Γ and Φ C2+β− diffeomorphism between U and Φ(U), with Φ(U) open
in Rn−1, ∀v ∈ C2+β0 (Γ) with compact support in U ,
L(t)v(x′) =
∑
|α|≤2
lα,Φ(t, x
′)Dαy (v ◦ Φ
−1)(Φ(x′));
we suppose, moreover, that, if |α| = 2, lα,Φ is real valued, for every open subset V of U , with V ⊂⊂
U , lα,Φ|V ∈ C
β/2,β((0, T ) × V ), and there exists ν(V ) positive such that, ∀(t, x′) ∈ V , ∀η ∈ Rn−1,∑
|α|=2 lα,Φ(t, x
′)ηα ≥ ν(V )|η|2.
We want to prove the following
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Theorem 1.1. Suppose that (A1)-(A4) are fulfilled. Then the following conditions are necessary and
sufficient in order that (1.1) have a unique solution u belonging to C1+β/2,2+β((0, T )× Ω):
(a) f ∈ Cβ/2,β((0, T )× Ω);
(b) h ∈ Cβ/2,β((0, T )× Γ);
(c) u0 ∈ C
2+β(Ω);
(d) A(0, x′, Dx)u0(x
′) + f(0, x′) = −B(0, x′, Dx)u0(x
′) + L(0)(u0|Γ)(x
′) + h(0, x′), ∀x′ ∈ Γ.
Theorem 1.2. Suppose that (A1)-(A4) are fulfilled. Then the following conditions are necessary and
sufficient in order that (1.2) have a unique solution in C1+β/2,2+β((0, T )× Ω):
(a) f ∈ Cβ/2,β((0, T )× Ω);
(b) h ∈ Cβ/2,β((0, T )× Γ);
(c) u0 ∈ C
2+β(Ω);
(d) A(0, x′, Dx)u0(x
′) +B(0, x′, Dx)− L(0)(u0|Γ)(x
′) = h(0, x′), ∀x′ ∈ Γ.
Now we are going to describe the organisation of the paper. We begin by considering in Section 2 the
parabolic problem 

Dtg(t, x
′) = Lg(t, x′) + h(t, x′), (t, x′) ∈ (0, T )× Γ,
g(0, x′) = g0(x
′), x′ ∈ Γ,
(1.4)
with L strongly elliptic in Γ. We do not impose the variational form of L. We show that the operator L,
defined as 

D(L) = {g ∈ ∩1≤p<∞W
2,p(Γ) : Lg ∈ C(Γ)},
Lg = Lg.
(1.5)
is the infinitesimal generator of an analytic semigroup in C(Γ). This can be easily obtained, by local
charts methods, employing well known analogous results in Rn (see [9], Chapter 3). Employing maximal
regularity techniques in spaces of continuous and Ho¨lder continuous functions (see again [9]), we determine
in Proposition 2.3 necessary and sufficient conditions (analogous to well known conditions in Rn−1), in
order that (1.4) have a unique solution in C1+β/2,2+β((0, T )× Γ) (we shall recall the definition of these
classes in the following). This first step is admittedly simply, but we were not able to find it in literature.
In Section 3 we study systems (1.1) and (1.2). Employing the results of Section 2 we begin by
determining in Theorem 3.1 necessary and sufficient conditions such that system (1.1) have a unique
solution in C1+β/2,2+β((0, T )×Ω) in the particular case A(t, x,Dx) = A(x,Dx), B(t, x
′, Dx) = 0, L(t) = L
(independent of t). Finally, we obtain Theorem 1.1 from this particular case, by perturbation arguments.
Theorem 1.2 is a simple consequence of Theorem 1.1.
We conclude this preliminary section by specifying some notations and by recalling some facts that
we shall use.
C, C0, C1, . . . will indicate positive constants that we are not interested to precise and may be different
from time to time. We shall write C(α, β, . . . ) to indicate that the constant depends on α, β, . . . .
If L is a tangential differential operator in the boundary Γ and u is defined in [0, T ] × Ω, we shall
write Lu(t, x′) (x′ ∈ Γ), instead of L(u(t, ·)|Γ)(x
′). If X and Y are Banach spaces, we shall indicate with
L(X,Y ) the Banach space of linear, bounded operator from X to Y . In case X = Y , we shall write
L(X).
Let X0, X.X1 be Banach spaces, with X1 →֒ X →֒ X0, and let θ ∈ (0, 1). We shall write X ∈
Jθ(X0, X1) if there exists C positive, such that, ∀x ∈ X1,
‖x‖X ≤ C‖x‖
1−θ
X0
‖x‖θX1 .
If X0 and X1 are complex, compatible Banach spaces, θ ∈ (0, 1), p ∈ [1,∞], we shall use the standard
notation (X0, X1)θ,p to indicate the corresponding real interpolation space.
Let Ω be an open subset of Rn. We shall indicate with B(Ω) and C(Ω) the spaces of (respectively)
complex valued, bounded and complex valued, uniformly continuous and bounded functions with domain
Ω. If f ∈ C(Ω), it is continuously extensible to its topological closure Ω. We shall identify f with this
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extension. If m ∈ N, we indicate with Cm(Ω) the class of functions f in C(Ω), whose derivatives Dαf ,
with order |α| ≤ m, belong to C(Ω). We shall equip these spaces with their natural norms:
‖f‖Cm(Ω) = max{‖D
αf‖C(Ω) : |α| ≤ m},
with ‖f‖C(Ω) := supx∈Ω |f(x)|. If β ∈ (0, 1), we set
[f ]Cβ(Ω) := sup
x,y∈Ω,x 6=y
|x− y|−β |f(x)− f(y)|}
and, if m ∈ N0,
‖f‖Cm+β(Ω) := max{‖f‖Cm(Ω),max{[D
αf ]Cβ(Ω) : |α| = m}}; (1.6)
of course, Cm+β(Ω) = {f ∈ Cm(Ω) : ‖f‖Cm+β(Ω) < ∞}. The previous definition can be extended in an
obvious way to functions f : Ω→ X , with X Banach space.
Let 0 ≤ β0 < β < β1. If there exists a common bounded extension operator from C
ξ(Ω) to Cξ(Rn)
∀ξ ∈ [β0, β1], then C
β(Ω) ∈ J β−β0
β1−β0
(Cβ0(Ω), Cβ1(Ω)). This is a consequence of the embedding
(Cβ0(Ω), Cβ1(Ω)) β−β0
β1−β0
= Bβ∞,1(Ω) →֒ C
β(Ω).
(se Theorem 4 in [7] and the indicated references).
If I is an open interval in R, Ω is an open subset of Rn and α, β are nonnegative, we set
Cα,β(I × Ω) := Cα(I;C(Ω)) ∩Cβ(Ω;C(I)). (1.7)
This is a Banach space, with the norm
‖f‖Cα,β(I×Ω) := max{‖f‖Cα(I;Ω), ‖f‖Cβ(Ω;C(I))}. (1.8)
The following facts hold (see [7]), Lemma 1:
Lemma 1.3. (I) Cβ(Ω;C(I)) ⊆ B(I;Cβ(Ω)).
(II) Suppose α, β ≥ 0 with β 6∈ Z and Ω such that there exists a common linear bounded extension
operator, mapping C(Ω) into C(Rn) and Cβ(Ω) into Cβ(Rn). Then,
Cα,β(I × Ω) = Cα(I;C(Ω)) ∩B(I;Cβ(Ω)).
Let β ∈ (0, 1) and suppose that there exists a common linear bounded extension operator mapping Cγ(Ω)
into Cγ(Rn), ∀γ ∈ [0, 2 + β]. Then
(III) C1+β/2,2+β(I × Ω) = C1+β/2(I;C(Ω)) ∩B(I;C2+β(Ω));
(IV) if f ∈ C1+β/2,2+β(I × Ω), Dtf ∈ B(I;C
β(Ω));
(V) C1+β/2,2+β(I × Ω) ⊆ C
1+β
2 (I;C1(Ω)) ∩ Cβ/2(I;C2(Ω)).
The previous definitions and results can be extended (by local charts) to functions f : Γ → X , with
Γ suitably smooth differentiable manifold. In Section refse2 we shall also deal with the Besov space
B2∞,∞(Γ). This space can be defined by local charts, employing the following definition of the space
B2∞,∞(R
n−1):
B2∞,∞(R
n−1) := {f ∈ C1(Rn−1) : suph 6=0|h|
−1|∇f(x+ h)− 2∇f(x) +∇f(x− h)| <∞}.
It is known (see COMPLETARE ) that B2∞,∞(R
n−1) properly contains the space W 2,∞(Rn) of elements
of C1(Rn) with Lipschitz continuous first order derivatives. On the other hand, B2∞,∞(R
n−1) ⊆ C2−ǫ(Rn)
∀ǫ ∈ (0, 2]. We shall consider also spacesW 2,p(Γ), just in the case of Γ compact and of class C2+β (β > 0),
which can be again defined by local charts. In Section 2 we shall employ Besov spaces Bα∞,∞(Γ), with
α ∈ [0, 2]. We shall need the following facts, which can be easily deduced from analogous statements in
R
n−1 (see [5]):
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Lemma 1.4. Let Γ be a compact submanifold of Rn, of class C2+β, for some β > 0. Then
(I) if θ ∈ [0, 2], Cθ(Γ) ⊆ Bθ∞,∞(Γ);
(II) in case θ 6∈ Z, Cθ(Γ) = Bθ∞,∞(Γ);
(III) ∀θ ∈ (0, 1) \ { 12},
(C(Γ), C2(Γ))θ,∞ = (B
0
∞,∞(Γ), B
2
∞,∞(Γ))θ,∞ = B
2θ
∞,∞(Γ) = C
2θ(Γ).
(a)
(b) in any case,
We shall employ the following version of the continuation principle:
Proposition 1.5. Let X,Y be Banach spaces and L ∈ C([0, 1];L(X,Y )). Assume the following:
(a) there exists M ∈ R+, such that, ∀x ∈ X, ∀ǫ ∈ [0, 1],
‖x‖X ≤M‖L(ǫ)x‖Y ;
(b) L(0) is onto Y .
Then, ∀ǫ ∈ [0, 1] L(ǫ) is a linear and topological isomorphism between X and Y .
2 Parabolic problems in Γ
In this section, we study the parabolic system (1.4). We introduce the following as
(A4’). L is a second order, partial differential operator in Γ. More precisely: for every local chart
(U,Φ), with U open in Γ, ∀v ∈ C2+β0 (Γ) with compact support in U ,
Lv(x′) =
∑
|α|≤2
lα,Φ(x
′)Dαy (v ◦ Φ
−1)(Φ(x′));
we suppose, moreover, if |α| = 2, lα,Φ is real valued, for every open subset V of U , with V ⊂⊂ U , lα,Φ|V ∈
Cβ/2,β((0, T )× V ), and, there exists ν(V ) positive such that, ∀x′ ∈ V , ∀η ∈ Rn−1,
∑
|α|=2 lα,Φ(x
′)ηα ≥
ν(V )|η2.
We begin by considering the elliptic system depending on the parameter λ
λg(x′)− Lg(x′) = h(x′), x′ ∈ Γ. (2.1)
We shall prove the following
Theorem 2.1. Suppose that (A1) and (A4) hold. Then:
(I) for every φ0 ∈ [0, π) there exists R(φ0) > 0 such that, if |Arg(λ)| ≤ φ0 and |λ| ≥ R(φ0), (1.4) has
a unique solution g in
⋂
1≤p<∞W
2,p(Γ);
(II) g belongs also to the Besov space B2∞,∞(Γ); moreover, for every γ ∈ [0, 2) there exists C > 0,
depending on φ0 and γ, such that
‖g‖Cγ(Γ) ≤ C|λ|
−1+γ/2‖h‖C(Γ);
(III) if h ∈ Cβ(Γ), g ∈ C2+β(Γ).
Proof. We take an arbitrary x0 ∈ Γ and consider a local chart (U,Φ) around x0, with U open subset of
Γ and Φ diffeomorphism between U and Φ(U), open subset in Rn−1. We introduce in Φ(U) the strongly
elliptic operator B♯,
L♯v(y) := L(v ◦ Φ)(Φ−1(y)), y ∈ Φ(U).
By shrinking U (if necessary), we may assume that the coefficients of L♯ are in Cβ(Φ(U)) and are
extensible to elements lβ in C
β(Rn), in such a way that the operator which we continue to call L♯ =∑
|α|≤2 lβ(y)D
β
y is strongly elliptic in R
n. Now we consider the problem
λv(y)− L♯v(y) = k(y), y ∈ Rn−1. (2.2)
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Then, (see Chapter 3 in [9]), for every φ0 ∈ [0, π) there exist R1(φ0) > 0 such that, if |Arg(λ)| ≤ φ0
and |λ| ≥ R1(φ0), (2.2) has a unique solution v in
⋂
1≤p<∞W
2,p
loc (R
n−1); v belongs also to the Besov
space B2∞,∞(R
n−1) (see [4], Proposition 2.5, on account of the embedding C(Rn−1) →֒ B0∞,∞(R
n−1)) ;
moreover, for every γ ∈ [0, 2) there exists C > 0, depending on φ0 and γ, such that
‖v‖Cγ(Rn−1) ≤ C1(φ0, γ)|λ|
−1+γ/2‖k‖C(Rn−1);
finally, if k ∈ Cβ(Rn−1), v ∈ C2+β(Rn−1). Now we fix U1 open subset of U , with U1 contained in U ,
x0 ∈ U1 and φ ∈ C
2+β(Γ), with compact support in U , φ(x) = 1 ∀x ∈ U1. For every h ∈ C(Γ), we
indicate with k the trivial extension of (φh) ◦ Φ−1 to Rn−1. If λ is such that (2.2) is uniquely solvable
for every k in C(Rn−1), we set
[S(x0, λ)h](x) := φ(x)v(Φ(x)), x ∈ Γ, (2.3)
with v solving (2.2). We observe that
(α1) : S(x
0, λ)h ∈ ∩1≤p<∞W
2,p(Γ) ∩B2∞,∞(Γ);
(α2): for every φ0 ∈ [0, π), ∀γ ∈ [0, 2), there exists C2(φ0, γ) such that, if |Arg(λ)| ≤ φ0 and
|λ| ≥ R1(φ0),
‖S(x0, λ)h‖Cγ(Γ) ≤ C2(φ0, γ)|λ|
−1+γ/2‖h‖C(Γ);
(α3): (λ − L)S(x
0, λ)h = h in U1;
(α4): if (2.1) is satisfied, for some g ∈ ∩1≤p<∞W
2,p(Γ), h ∈ C(Γ) and g vanishes outside U1, then
g = S(x0, λ)h.
In fact, the trivial extension of g ◦ Φ−1 solves (2.2), with k trivial extension of h ◦ Φ−1.
(α5): If h ∈ C
β(Γ), S(x0, λ)h ∈ C2+β(Γ).
Now we fix, for every x ∈ Γ, neighbourhoods U(x), U1(x) of x as before. As Γ is compact, there exist
x1, . . . , xN in Γ such that Γ = ∪
N
j=1U1(xj).
Let φ0 ∈ [0, π), λ 6= 0, |Arg(λ)| ≤ φ0. We show that, if g ∈ ∩1≤p<∞W
2,p(Γ), it solves (2.1) with
h ≡ 0 and |λ| is sufficiently large, then g ≡ 0. In fact, let (φj)
N
j=1 be a C
2+β− partition of unity in Γ,
with supp(φj) ⊆ U1(xj), for each j ∈ {1, . . . , N}. Observe that
(λ− L)(φjg) = [φj ;L]g,
where we have indicated with [φj ;L] the commutator φjL − L(φj ·), which is a differential operator of
order one. As (φjg)(x) = 0 outside U1(xj), we deduce from (α4), if |λ| is sufficiently large,
φjg = S(xj , λ)([φj ;L]g).
So, from (α2),
‖g‖C1(Γ) ≤
N∑
j=1
‖φjg‖C1(Γ) ≤ C1|λ|
−1/2‖[φj ;L]g‖C(Γ) ≤ C2|λ|
−1/2‖g‖C1(Γ),
implying g ≡ 0 if |λ| is sufficiently large.
Next, we show that, if |λ| is large enough,(2.1) is solvable for every h ∈ C(Γ). This time we fix, for
each j ∈ {1, . . . , N}, ψj ∈ C
2+β(Γ), vanishing outside U1(xj) and such that
∑N
j=1 ψj(x)
2 = 1 ∀x ∈ Γ.
We look for g in the form
g =
N∑
j=1
ψjS(xj , λ)(ψj h˜),
for some h˜ ∈ C(Γ). Again observing that ψjS(xj , λ)(ψj h˜) vanishes outside U1(xj) and that
(λ− L)[ψjS(xj , λ)(ψj h˜)] = ψ
2
j h˜+ [ψj ;L][S(xj , λ)(ψj h˜)],
we deduce
(λ − L)g = h˜+
N∑
j=1
[ψj ;L][S(xj , λ)(ψj h˜)].
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So, we have to choose h˜ in such a way that
h˜+
N∑
j=1
[ψj ;L][S(xj , λ)(ψj h˜)] = h. (2.4)
This is uniquely possible if |λ| is sufficiently large, because
‖
N∑
j=1
[ψj ;L][S(xj , λ)(ψj h˜)]‖C(Γ) ≤ C0
N∑
j=1
‖S(xj , λ)(ψj h˜)]‖C1(Γ) ≤ C1|λ|
−1/2‖h˜‖C(Γ).
So, if C1|λ|
−1/2 ≤ 12 , we deduce from (2.4)
‖h˜‖C(Γ) ≤ 2‖h‖C(Γ),
which, together with (α2), implies (I)-(II).
Finally, if h ∈ Cβ(Γ), as
∑N
j=1[ψj ;L][S(xj , λ)(ψj h˜) ∈ ∩γ<1C
γ(Γ), h˜ ∈ Cβ(Γ), so that g ∈ C2+β(Γ)
by (α5).
As a simple consequence of Theorem 2.1, we deduce the following
Proposition 2.2. Suppose that (A1) and (A4) hold. Define the following operator L:


D(L) = {g ∈ ∩1≤p<∞W
2,p(Γ) : Lg ∈ C(Γ)},
Lg = Lg.
Then:
(I) D(L) ⊆ B2∞,∞(Γ);
(II) L is the infinitesimal generator of an analytic semigroup in C(Γ);
(III) ∀θ ∈ (0, 1) \ { 12} the real interpolation space (C(Γ), D(L))θ,∞ coincides with the space C
2θ(Γ),
with equivalent norms.
Proof. (I) and (II) immediately follow from Theorem 2.1. We observe also that D(L) contains C2(Γ)
and so it is dense in C(Γ).
Concerning (III), we have, on account of Lemma 1.4,
C2θ(Γ) = (C(Γ), C2(Γ))θ,∞ ⊆ (C(Γ), D(L))θ,∞ ⊆ (B
0
∞,∞(Γ), B
2
∞,∞(Γ))θ,∞ = B
2θ
∞,∞(Γ) ⊆ C
2θ(Γ).
Now we are able to study the parabolic system (1.4):
Proposition 2.3. Suppose that (A1) and (A4) hold. Then the following conditions are necessary and
sufficient, in order that (1.4) have a unique solution g in C1+β/2,2+β((0, T )× Γ):
(a) h ∈ Cβ/2,β((0, T )× Γ);
(b) g0 ∈ C
2+β(Γ).
Proof. If g ∈ C1+β/2,2+β((0, T )×Γ), g ∈ Cβ/2((0, T );C2(Γ)) and Dtg ∈ B([0, T ];C
β(Γ)), by Lemma 1.3.
So (a) is necessary. (b) is obviously necessary.
On the other hand, assume that (a) and (b) hold. By Proposition 2.2 and Proposition 4.1.2 in [9],
the only possible solution is the mild solution
g(t, ·) := etLg0 +
∫ t
0
e(t−s)Lh(s, ·)ds,
indicating with (etL)t≥0 the semigroup generated by L in C(Γ). By Theorem 4.3.1 in [9], the fol-
lowing conditions are necessary and sufficient, in order that g ∈ C1+β/2((0, T );C(Γ)): g0 ∈ D(L),
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h ∈ Cβ/2((0, T );C(Γ)), Lg0 + h(0, ·) ∈ (C(Γ), D(L))β/2,∞. The two first conditions clearly follow
from (a)-(b). The third follows from the identity (C(Γ), D(L))β/2,∞ = C
β(Γ), by Proposition 2.2
(III). Finally, , by Corollary 4.3.9 in [9], g is bounded with values in D(L) and Lg is bounded with
values in (C(Γ), D(L))β/2,∞ = C
β(Γ) if and only if g0 ∈ D(L), Lg0 ∈ (C(Γ), D(L))β/2,∞ = C
β(Γ),
h ∈ C((0, T );C(Γ)) ∩ B([0, T ]; (C(Γ), D(L))β/2,∞ and this follows again from Proposition 2.2 (III). As
Lg is bounded with values in Cβ(Γ), we conclude, by Theorem 2.1 (III), that g is bounded with values
in C2+β(Γ).
3 The problem
We introduce for future reference the following conditions (A2′), which is nothing but (A2) in the par-
ticular case that A(t, x,Dx) does not depend on t:
(A2’) A(x,Dx) =
∑
|α|≤2 aα(x)D
α
x , with aα ∈ C
β(Ω); in case |α| = 2, aα is real valued and there
exists ν > 0 such that, ∀x ∈ Ω, ∀ξ ∈ Rn,
∑
|α|=2 aα(x)ξ
α ≥ ν|ξ|2.
We recall the following classical result (see [9], Theorem 5.1.15):
Theorem 3.1. Suppose that (A1) and (A2’) hold. Then the following conditions are necessary and
sufficient, in order that the system


Dtu(t, x) = A(x,Dx)u(t, x) + f(t, x), (t, x) ∈ [0, T ]× Ω,
u(t, x′) = g(t, x′), (t, x′) ∈ [0, T ]× Γ,
u(0, x) = u0(x), x ∈ Ω.
(3.1)
have a unique solution u in C1+β/2,2+β((0, T )× Ω):
(a) f ∈ Cβ/2,β((0, T )× Ω);
(b) g ∈ C1+β/2,2+β((0, T )× Γ);
(c) u0 ∈ C
2+β(Ω);
(d) u0|Γ = g(0, ·), A(x
′, Dx)u0(x
′) + f(0, x′) = Dtg(0, x
′) ∀x′ ∈ Γ.
As a consequence, we have the following simple
Theorem 3.2. Suppose that (A1), (A2’), (A4’) hold. Consider the system


Dtu(t, x) = A(x,Dx)u(t, x) + f(t, x), (t, x) ∈ [0, T ]× Ω,
Dtu(t, x
′)− Lu(t, x′) = h(t, x′), (t, x′) ∈ [0, T ]× Γ,
u(0, x) = u0(x), x ∈ Ω.
(3.2)
Then the following conditions are necessary and sufficient, in order that (3.2) have a unique solution u
in C1+β/2,2+β((0, T )× Ω):
(a) f ∈ Cβ/2,β((0, T )× Ω);
(b) h ∈ Cβ/2,β((0, T )× Γ);
(c) u0 ∈ C
2+β(Ω);
(d) A(x′, Dx)u0(x
′) + f(0, x′) = L(u0|Γ)(x
′) + h(0, x′) ∀x′ ∈ Γ.
Proof. We begin by showing that (a)-(d) are necessary. In fact, (a) and (c) are necessary by Theorem
3.1. Moreover, g := u(0,T )×Γ) should belong to C
1+β/2,2+β((0, T )× Γ) and satisfy the equation
Dtg(t, x
′)− Lg(t, x′) = h(t, x′), (t, x′) ∈ [0, T ]× Γ,
so that, by Proposition 2.3, (b) is necessary. Finally, ∀x′ ∈ Γ,
A(x′, Dx)u0(x
′) + f(0, x′) = Dtu(0, x
′) = L(u0|Γ)(x
′) + h(0, x′).
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Next, we show that (a)-(d) are sufficient. If a solution u with the declared regularity exists, g :=
u|(0,T )×Γ belongs to C
1+β/2,2+β((0, T ) × Γ) and satisfies the system (1.4), with g0 = u0|Γ ∈ C
2+β(Γ).
By Proposition 2.3, there is a unique solution g in C1+β/2,2+β((0, T )× Γ). So u must be the solution to
(3.1). The conditions (a)-(d) in Theorem 3.1 are all satisfied. In fact, for example, ∀x′ ∈ Γ,
A(x′, Dx)u0(x
′) + f(0, x′) = L(u0|Γ)(x
′) + h(0, x′) = Dtg(0, x
′).
We conclude that there exists a unique solution u in C1+β/2,2+β((0, T ) × Ω) and this completes the
proof.
Now we need some estimates of the solution u to (3.2) in different functional settings. They are very
similar to those contained in [8], Lemma 2.2. We shall indicate A(x,Dx) with A.
Lemma 3.3. Assume that (A1), (A2’), (A4’) hold, T0 ∈ R
+ and T ≤ T0. Suppose that f , h, u0 satisfy
conditions (a)-(d) in the statement of Theorem 3.2. Let u be the solution in C1+β/2,2+β((0, T ) × Ω) of
(3.2). Then:
(I) there exists C(A,L, T0) in R
+, such that
‖u‖C1+β/2,2+β((0,T )×Ω)) + ‖u‖Cβ/2((0,T );C2(Ω)) + ‖u‖
C
1+β
2 ((0,T );C1(Ω))
≤ C(A,L, T0)(‖f‖Cβ/2,β((0,T )×Ω) + ‖u0‖C2+β(Ω) + ‖h‖Cβ/2,β((0,T )×Γ)).
(II) Suppose that u0 = 0. Then, if 0 ≤ θ ≤ 1, there exists C(A,L, T0, θ) in R
+ such that
‖u‖Cθ((0,T );C(Ω)) ≤ C(A,L, T0, θ)T
1−θ(‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ)), (3.3)
if 0 ≤ ξ ≤ 2 + β, there exists C(A,L, T0, ξ) in R
+ such that
‖u‖B((0,T );Cξ(Ω)) ≤ C(A,L, T0, ξ)T
2+β−ξ
2+ξ (‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ)). (3.4)
(III) Again supposing u0 = 0, there exists C(A,L, T0) in R
+ such that
‖u‖Cβ/2((0,T );C1(Ω)) ≤ C(A,L, T0)T
1/2(‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×∂Ω)).
Proof. We extend f and h to elements f˜ and h˜ in (respectively) Cβ/2,β((0, T0)×Ω) and C
β/2,β ((0, T0)×
∂Ω): we set
f˜(t, x) =


f(t, x) if 0 ≤ t ≤ T, x ∈ Ω,
f(T, x) if 0 ≤ T ≤ t ≤ T0, x ∈ Ω,
h˜(t, x′) =


h(t, x′) if 0 ≤ t ≤ T, x′ ∈ Γ,
h(T, x′) if 0 ≤ T ≤ t ≤ T0, x
′ ∈ Γ.
We denote with u˜ the solution to

Dtu˜(t, ξ) = A(x,Dx)u˜(t, x) + f˜(t, x), t ∈ [0, T0], x ∈ Ω,
u˜(0, x) = u0(x), x ∈ Ω,
Dtu˜(t, x
′)− Lu˜(t, x′) = h˜(t, x′), t ∈ [0, T0], x
′ ∈ Γ.
Clearly, u˜ is an extension of u. So
‖u‖C1+β/2,2+β((0,T )×Ω) + ‖u‖Cβ/2((0,T );C2(Ω)) + ‖u‖
C
1+β
2 ((0,T );C1(Ω))
≤ ‖u˜‖C1+β/2,2+β((0,T0)×Ω) + ‖u˜‖Cβ/2((0,T0);C2(Ω)) + ‖u˜‖C
1+β
2 ((0,T0);C1(Ω))
≤ C(A,L, T0)(‖f˜‖Cβ/2,β((0,T0)×Ω) + ‖u0‖C2+β(Ω) + ‖h˜‖Cβ/2,β((0,T0)×Γ))
= C(A,L, T0)(‖f‖Cβ/2,β((0,T )×Ω) + ‖u0‖C2+β(Ω) + ‖h‖Cβ/2,β((0,T )×Γ)).
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So (I) is proved.
Concerning (II), we begin by considering the case θ = 0. If 0 ≤ t ≤ T , we have
u(t, ·) =
∫ t
0
Dsu(s, ·)ds,
so that
‖u(t, ·)‖C(Ω) ≤
∫ t
0
‖Dsu(s, ·)‖C(Ω)ds ≤ t‖u‖C1+β/2((0,T );C(Ω))
≤ C(A,L, T0)T (‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ)),
employing (I). The cases 0 < θ ≤ 1 follow from the foregoing with θ = 0 and the fact that Cθ((0, T );C(Ω)) ∈
Jθ(C((0, T );C(Ω)), C
1((0, T );C(Ω)). So (3.3) is proved. (3.4) follows from (3.3) with θ = 0, (I) and the
fact that Cθ(Ω) ∈ Jθ/(2+β)(C(Ω), C
2+β(Ω)).
It remains to consider (III). We have
‖u‖Cβ/2((0,T );C1(Ω)) = max{‖u‖C((0,T );C1(Ω)), [u]Cβ/2((0,T );C1(Ω))}
≤ ‖u‖C((0,T );C1(Ω)) + T
1/2[u]C(1+β)/2((0,T );C1(Ω)),
and the conclusion follows from (I) and (II).
Remark 3.4. A revision of the proof of (II)-(III) in Lemma 3.3 shows that the dependence of the
constants C(A,L, T0, θ) in (3.3), C(A,L, T0, ξ) in (3.4) and C(A,L, T0) in (III) on A and L is through
the constant C(A,L, T0) in (I). In other words, if we consider all operators A and L such that (I) holds
with the same constant C(T0), the constants in (3.3), (3.4) and (IV) can be chosen independently of A
and L.
Lemma 3.5. We consider a system in the form


Dtu(t, x) = A(x,Dx)u(t, x) +A(t)u(t, ·) + f(t, x), (t, x) ∈ [0, T ]× Ω,
Dtu(t, x
′) + B(t)u(t, x′)− Lu(t, x′) = h(t, x′), (t, x′) ∈ [0, T ]× ∂Ω,
u(0, x) = u0(x), x ∈ Ω.
(3.5)
with the following assumptions:
(a) (A1), (A2’) and (A4’) are satisfied;
(b) ∀t ∈ [0, T ] A(t) ∈ L(C2(Ω);C(Ω)) ∩ L(C2+β(Ω);Cβ(Ω)) and, for certain δ, M in R+, ∀u ∈
C2+β(Ω),
‖A(t)u‖C(Ω) ≤ δ‖u‖C2(Ω) +M‖u‖C1(Ω), (3.6)
‖A‖Cβ/2([0,T ];L(C2(Ω);C(Ω)) ≤M, (3.7)
‖A(t)u‖Cβ(Ω) ≤ δ‖u‖C2+β(Ω) +M‖u‖C2(Ω); (3.8)
(c) ∀t ∈ [0, T ] B(t) ∈ L(C2(Ω);C(Γ)) ∩ L(C2+β(Ω);Cβ(Γ)) and, for certain δ, M in R+, ∀u ∈
C2+β(Ω),
‖B(t)u‖C(Γ) ≤ δ‖u‖C2(Ω) +M‖u‖C1(Ω), (3.9)
‖B‖Cβ/2([0,T ];L(C2(Ω);C(Γ)) ≤M, (3.10)
‖B(t)u‖Cβ(Γ) ≤ δ‖u‖C2+β(Ω) +M‖u‖C2(Ω). (3.11)
Then:
(I) there exists δ0 in R
+, depending only on A and L, such that, if δ ≤ δ0, f ∈ C
β/2,β((0, T ) × Ω),
h ∈ Cβ/2,β((0, T )× Γ), u0 ∈ C
2+β(Ω), and
A(x′, Dx)u0(x
′) +A(0)u0(x
′) + f(0, x′) = −B(0)u0(x
′) + L(u0|Γ)(x
′) + h(0, x′), ∀x′ ∈ Γ, (3.12)
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(3.5) has a unique solution u in C1+β/2,2+β((0, T )× Ω).
(II) Suppose that T0 ∈ R
+, (b) and (c) are satisfied, replacing T with T0, δ ≤ δ0, with δ0 as in (I).
Take T ∈ (0, T0]. Then:
(II) there exists C(T0, A, L, δ,M) in R
+, such that
‖u‖C1+β/2,2+β((0,T )×Ω) + ‖u‖Cβ/2((0,T );C2(Ω)) + ‖u‖
C
1+β
2 ((0,T );C1(Ω))
≤ C(T0, A, L, δ,M)(‖f‖Cβ/2,β((0,T )×Ω) + ‖u0‖C2+β(Ω) + ‖h‖Cβ/2,β((0,T )×Γ)).
(III) Suppose that u0 = 0. Then, if 0 ≤ θ ≤ 1,
‖u‖Cθ((0,T );C(Ω)) ≤ C(T0, A, L, δ,M, θ)T
1−θ(‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ)),
if 0 ≤ θ ≤ 2 + β,
‖u‖B((0,T );Cβ(Ω)) ≤ C(T0, A, L, δ,M, β)T
2+β−θ
2+β (‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ));
‖u‖Cβ/2((0,T );C1(Ω)) ≤ C(T0, A, L, δ,M)T
1/2(‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ));
Proof. We prove the result in several steps.
(α) We consider the case u0 = 0 and prove an a priori estimate of u, if T is sufficiently small.
In this case, (3.12) becomes
f(0, x′) = h(0, x′), ∀x′ ∈ Γ.
So suppose that u ∈ C1+β/2,2+β((0, T )× Ω) solves (3.5), in case u0 = 0. We set
Au(t) := A(t)u(t), Bu(t) := B(t)u(t).
It is easily seen that Au ∈ Cβ/2,β((0, T )× Ω) and Bu ∈ Cβ/2,β((0, T )× Γ). Moreover, if 0 ≤ s < t ≤ T ,
‖A(t)u(t)−A(s)u(s)‖C(Ω) ≤ ‖A(t)−A(s))u(t)‖C(Ω) + ‖A(s)(u(t)− u(s))‖C(Ω)
≤ (t− s)β/2[M‖u‖C((0,T );C2(Ω)) + δ‖u‖Cβ/2((0,T );C2(Ω)) +M‖u‖Cβ/2((0,T );C1(Ω))],
‖Au‖B((0,T );Cβ(Ω)) ≤ δ‖u‖B((0,T );C2+β(Ω)) +M‖u‖B((0,T );C2(Ω)).
Analogously, one can show that
‖B(t)u(t)− B(s)u(s)‖C(Γ)
≤ (t− s)β/2[M‖u‖C((0,T );C2(Ω)) + δ‖u‖Cβ/2((0,T );C2(Ω)) +M‖u‖Cβ/2((0,T );C1(Ω))],
‖Bu‖B((0,T );Cβ(Γ)) ≤ δ‖u‖B((0,T );C2+β(Ω)) +M‖u‖B((0,T );C2(Ω)).
So, from Lemma 3.3, if (say) T ≤ 1, we deduce
‖u‖C1+β/2,2+β((0,T )×Ω) + ‖u‖Cβ/2((0,T );C2(Ω)) + T
− β2+β ‖u‖C((0,T );C2(Ω)) + T
− 12 ‖u‖Cβ/2((0,T );C1(Ω))
≤ C(A,L)[‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ) +M(‖u‖C((0,T );C2(Ω)) + ‖u‖Cβ/2((0,T );C1(Ω)))
+δ(‖u‖C1+β/2,2+β((0,T )×Ω) + ‖u‖Cβ/2((0,T );C2(Ω)))].
So, if we assume that δ ≤ δ0 and T is so small that
C(A,B)δ0 ≤
1
2
, C(A,L)M ≤ min{
1
2T
β
2+β
,
1
2T 1/2
}, (3.13)
we obtain the estimate
‖u‖C1+β/2,2+β((0,T )×Ω) ≤ 2C(A,L)(‖f‖Cβ/2,β((0,T )×Ω) + ‖h‖Cβ/2,β((0,T )×Γ)). (3.14)
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(β) We show that, in case u0 = 0, if T is sufficiently small in such a way that (3.14) holds, again in
case u0 = 0, (3.5) has a unique solution u ∈ C
1+β/2,2+β((0, T )× Ω).
This is a consequence of the continuation principle (see Proposition 1.5): define
Xτ := {u ∈ C
1+β/2,2+β((0, τ) × Ω) : u(0, ·) = 0}
which is a closed subspace of C1+β/2,2+β((0, τ) × Ω),
Yτ := {(f, h) ∈ C
β/2,β((0, τ) × Ω)× Cβ/2,β((0, τ)× Γ) : f(0, ·)|Γ = h(0, ·)},
which is a closed subspace of Cβ/2,β((0, τ) × Ω) × Cβ/2,β((0, τ) × Γ). If ρ ∈ [0, 1], consider the operator
Tρ : Xτ → Yτ ,
Tρu := (Dtu−Au− ρAu,Dtu|(0,T )×Γ − L(u|(0,T )×Γ)− ρBu).
T0 is a linear and topological isomorphism between Xτ and Yτ , by Theorem 3.2. So (β) follows from the
a priori estimates (α).
(γ) We show that, if T is sufficiently small in such a way that (3.14) holds, if f ∈ Cβ/2,β((0, T )×Ω),
h ∈ Cβ/2,β((0, T )×Γ), u0 ∈ C
2+β(Ω) and (3.12) holds, 3.5) has a unique solution u ∈ C1+β/2,2+β((0, T )×
Ω).
We take v(t, x) := u(t, x)− u0 as new unknown. v should solve the system

Dtv(t, x) = A(x,Dx)v(t, x) +A(t)v(t, ·) + f(t, x) +A(x,Dx)u0(x) +A(t)u0, (t, x) ∈ [0, T ]× Ω,
Dtv(t, x
′) + B(t)v(t, x′)− Lv(t, x′) = h(t, x′)− B(t)u0 + L(u0|Γ), (t, x
′) ∈ [0, T ]× ∂Ω,
v(0, x) = 0, x ∈ Ω.
to which the conclusion in (β) is applicable.
(δ) Proof of (I).
We begin by showing the uniqueness of a solution. So suppose that u ∈ C1+β/2,2+β((0, T )×Ω) solves
(3.5) in case f ≡ 0, h ≡ 0 and u0 = 0. Of course we want to show that u ≡ 0. Suppose the contrary and
set
τ := inf{t ∈ [0, T ] : u(t, ·) 6= 0}.
Then 0 ≤ τ < T and, by continuity, u(τ, ·) = 0. Define u1(t, ·) := u(τ + t, ·). Then u1 is a solution to the
system 

Dtu1(t, x) = A(x,Dx)u1(t, x) +A(τ + t)u1(t, ·), (t, x) ∈ [0, T − τ ]× Ω,
Dtu1(t, x
′) + B(τ + t)u1(t, x
′)− Lu1(t, x
′) = 0, (t, x′) ∈ [0, T − τ ] × ∂Ω,
u1(0, x) = 0, x ∈ Ω.
Clearly, the families of operators {A(τ + t) : t ∈ [0, T − τ ]} and {B(τ + t) : t ∈ [0, T − τ ]} satisfy the
conditions (b) and (c) with the same constants δ andM . We deduce from (β) that, for some T1 ∈ (0, T−τ ],
u1|(0,T1)×Ω = 0, so that u|(0,τ+T1)×Ω = 0, which is in contradiction with the definition of τ .
We show the existence of a solution. We suppose that T does not satisfy one of the majorities in
(3.13) and replace it with τ ∈ (0, T ), satisfying them. So we can apply (γ), and get a solution u1 in
[0, τ ]× Ω. We observe that, ∀x′ ∈ Γ,
A(x′, Dx)u1(τ, x
′) +A(τ)u1(τ, x
′) + f(τ, x′) = Dtu(τ, x
′) = −B(τ)u1(τ, x
′) + Lu1(τ, x
′) + h(τ, x′),
and consider the system

Dtu2(t, x) = A(x,Dx)u2(t, x) +A(τ + t)u2(t, x) + f(τ + t, x), (t, x) ∈ [0, τ ∧ (T − τ)] × Ω,
Dtu2(τ, x
′) + B(τ + t)u2(t, x
′)− Lu2(t, x
′) = h(τ + t, x′), (t, x′) ∈ [0, τ ∧ (T − τ)] × Γ,
u2(0, x) = u1(τ, x), x ∈ Ω.
(3.15)
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By (γ), (3.15) has a unique solution u2 in [0, τ ∧ (T − τ)]× Ω. If we set
u(t, x) =


u1(t, x) if (t, x) ∈ [0, τ ]× Ω,
u2(t− τ, x) if (t, x) ∈ [τ, (2τ) ∧ T ]× Ω,
we can easily check that u ∈ C1+β/2,2+β((0, ((2τ) ∧ T ) × Ω) and is a solution to (3.5). In case 2τ < T ,
we can extend u to a solution in [0, (3τ) ∧ T ]×Ω and in a finite number of steps we construct a solution
in [0, T ]× Ω.
(ǫ) Proof of (II)-(III)
It can be obtained with the same arguments in the proof of Lemma 3.3.
Remark 3.6. A revision of the proof of Lemma 3.5 shows that the dependence of the positive number
δ0 and the constants C(T0, A, L, δ,M, θ) and C(T0, A, L, δ,M, β) appearing in (I)-(III) on A and L is
through the constants appearing in (I)-(III) of the statement of Lemma 3.3. So, by Remark 3.4, it is
through the only constant C(A,L, T0) appearing in (I) of Lemma 3.3.
Remark 3.7. Lemma 3.5 is applicable in case
A(t)v(x) =
∑
|α|≤2
rα(t, x)D
α
x v(x), (t, x) ∈ [0, T ]× Ω, (3.16)
B(t)v(x) =
∑
|α|≤1
bα(t, x
′)Dαxv(x
′) + L(t)v(x′), (3.17)
Here L(t) is a differential operator in Γ of order not exceeding two, which, for some finite subatlas
(Uj ,Φj)
N
j=1 of Γ, can be locally represented in the form
L(t)v(x′) =
∑
|α|≤2
ljα(t, x
′)Dαy (v ◦ Φ
−1
j )(Φj(x
′)), t ∈ [0, T ], x′ ∈ Uj . (3.18)
We suppose that rα ∈ C
β/2,β((0, T )×Ω) (|α| ≤ 2), bα ∈ C
β/2,β((0, T )×Γ) (|α| ≤ 1), ljα ∈ C
β/2,β((0, T )×
Uj) (1 ≤ j ≤ N , |α| ≤ 2),
∑
|α|=2
‖rα‖C((0,T )×Ω) +
N∑
j=1
∑
|α|=2
‖ljα‖C((0,T )×Uj) ≤ d, (3.19)
∑
|α|≤2
‖rα‖Cβ/2,β((0,T )×Ω) +
∑
|α|≤1
‖bα‖Cβ/2,β((0,T )×Γ) +
N∑
j=1
∑
|α|≤2
‖ljα‖Cβ/2,β((0,T )×Uj) ≤ P. (3.20)
Then there is a positive constant C, independent of the coefficients rα, bα, ljα and of v, such that
‖A(t)v‖C(Ω) ≤ C(d‖v‖C2(Ω) + P‖v‖C1(Ω)), (3.21)
‖A‖Cβ/2((0,T );L(C2(Ω),C(Ω)) ≤ CP, (3.22)
‖A(t)v‖Cβ(Ω) ≤ C(d‖v‖C2+β(Ω) + P‖v‖C2(Ω)), (3.23)
‖B(t)v‖C(Γ) ≤ C(d‖v‖C2(Ω) + P‖v‖C1(Ω)), (3.24)
‖B‖Cβ/2((0,T );L(C2(Ω),C(Γ)) ≤ CP, (3.25)
‖B(t)v‖Cβ(Γ) ≤ C(d‖v‖C2+β(Ω) + P‖v‖C2(Ω)). (3.26)
So we can take δ = Cd and M = CP .
Observe that the possibility of applying Lemma 3.5 depends only on δ and so only on d. P has a role
only in estimates envolving the solution u.
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Lemma 3.8. Suppose that (A1), (A2) and (A4) hold. For each t0 ∈ [0, T ], we consider the con-
stants δ(t0), C(T0, A(t0), L(t0), δ,M), C(T0, A(t0), L(t0), δ,M, θ), C(T0, A(t0), L(t0), δ,M, β) in (I)-(III)
of Lemma 3.5, taking A = A(t0) and L = L(t0). Then each of them can be chosen independently of t0 in
[0, T ].
Proof. We take t0, t1 in [0, T ]. We set A(x,Dx) := A(t0, x,Dx), L := L(t0), A(t) := A(t1, x,Dx) −
A(t0, x,Dx), B(t) := L(t1)− L(t0). We observe that A(t) and B(t) are, in fact, independent of t. Then,
∀u ∈ C2+β(Ω),
‖A(t)u‖C(Ω) ≤ ω(|t1 − t0|)‖u‖C2(Ω)),
‖A‖Cβ/2([0,T ];L(C2(Ω);C(Ω)) ≤ ω(|t1 − t0|),
‖A(t)u‖Cβ(Ω) ≤ ω(|t1 − t0|)‖u‖C2+β(Ω) +M‖u‖C2(Ω),
‖B(t)u‖C(Γ) ≤ ω(|t1 − t0|)‖u‖C2(Ω)),
‖B‖Cβ/2([0,T ];L(C2(Ω);C(Γ)) ≤ ω(|t1 − t0|),
‖B(t)u‖Cβ(Γ) ≤ ω(|t1 − t0|)‖u‖C2+β(Ω) +M‖u‖C2(Ω),
with M ∈ R+ independent of t0 and t1 and lim
r→0
ω(r) = 0. We deduce from Lemma 3.5 that there exists
r(t0) > 0, such that, if |t1−t0| < r(t0), the constants can be chosen independently of t1. So the conclusion
follows from the compactness of [0, T ].
Now we are able to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Let t0 ∈ [0, T ). We consider the system


Dtv(t, x) = A(t0 + t, x,Dx)v(t, x) + φ(t, x), (t, x) ∈ [0, τ ]× Ω,
Dtv(t, x
′) +B(t0 + t, x
′, Dx)v(t, x
′)− L(t0 + t)[v(t, ·)Γ](x
′) = ψ(t, x′), (t, x′) ∈ [0, τ ]× ∂Ω,
v(0, x) = v0(x), x ∈ Ω,
(3.27)
with τ ∈ (0, T − t0]. We have
A(t0 + t, ·, Dx) = A(t0, ·, Dx) +A(t),
with A(t) = A(t0 + t, ·, Dx)−A(t0, ·, Dx),
B(t0 + t, ·, Dx)v(t, ·) − L(t0 + t)[v(t, ·)Γ] = B(t)v(t, ·)− L(t0)[v(t, ·)Γ],
with
B(t)v(t, ·) = B(t0 + t, ·, Dx)v(t, ·)− [L(t0 + t)− L(t0)][v(t, ·)Γ].
By Remark 3.7, there exists M ∈ R+ such that, ∀t0 ∈ [0, T ), ∀δ ∈ R
+, there exists ǫ(δ) ∈ R+ such that,
if |t − t0| ≤ ǫ(δ), ∀u ∈ C
2+β(Ω), (3.6)- (3.11) are fulfilled. We deduce from Lemmata 3.5 and 3.8 and
Remark 3.6 that there exists τ0 ∈ R
+, independent of t0, such that, if τ ≤ τ0 ∧ (T − t0), if v0 ∈ C
2+β(Ω),
φ ∈ Cβ/2,β((0, τ) × Ω), ψ ∈ Cβ/2,β((0, τ)× Γ) and
A(t0, x
′, Dx)v0(x
′) + φ(0, x′) = −B(t0, x
′, Dx)v0(x
′)− L(t0)[v0|Γ](x
′) + ψ(0, x′),
then (3.27) has a unique solution v in C1+β/2,2+β((0, τ)×Ω). So the proof of the existence and uniqueness
of a solution u to (1.1) in C1+β/2,2+β((0, T )×Ω) can be performed with the same arguments in (δ)− (ǫ)
in the proof of Lemma 3.5.

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Proof of Theorem 1.2. Clearly, (1.2) is equivalent to


Dtu(t, x) = A(t, x,Dx)u(t, x) + f(t, x), (t, x) ∈ [0, T ]× Ω,
Dtu(t, x
′) + B(t, x′, Dx)u(t, x
′)− L(t)(u(t, ·)|Γ)(x
′) = h(t, x′) + f(t, x′), (t, x′) ∈ [0, T ]× ∂Ω,
u(0, x) = u0(x), x ∈ Ω.
(3.28)
So the conclusion follows immediately from Theorem 1.1.

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