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(UMR 6074) Université de Rennes 1 – Insa de Rennes et en Automatique – unité de recherche de Rennes
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Résumé
De nombreuses approches permettant de construire un réseau reposant sur le paradigme pair-
à-pair ont récemment émergé, formant des systèmes distribués de grande taille et améliorant
la performance de ces réseaux à grande échelle. Une grande partie de ces réseaux logiques sont
optimisés en fonction de la localité géographique des nœuds dans le réseau physique.
La prise en compte d’aspects sémantiques dans les systèmes pair-à-pair est actuellement un axe
de recherche très actif. Cependant, la localisation de celle-ci au sein d’un système pair-à-pair
se situe la plupart du temps dans une couche supérieure au réseau logique recouvrant le réseau
physique. L’objectif de ce stage est d’optimiser la construction de ce réseau logique pair-à-pair
en y intégrant directement les centres d’intérêts des utilisateurs. Pour cela, nous devons exploi-
ter les liens existants relatifs à la sémantique d’une application lors de la construction ou la
réorganisation du réseau recouvrant.
Dans ce rapport, nous introduisons les différents mécanismes de construction existants ainsi
que nos travaux de recherche sur une mesure adequate de proximité sémantique permettant de
capturer plusieurs facteurs. Nous présentons également les résultats de simulations obtenus par
l’exploitation de celle-ci dans un système de partage de fichiers.
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un honneur et un avantage que je ne saurai lui communiquer.
Je remercie également vivement Thierry Priol pour m’avoir accepté au sein de son équipe afin
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Introduction
Introduction
Les systèmes pair-à-pair (Peer-to-peer ou P2P) constituent une plate-forme récente pour
exécuter des applications réparties dans des environnements à large échelle. Contrairement aux
approches client-serveur, les nœuds sont connectés entre eux directement au dessus du réseau
physique (cf. figure 1). Ces systèmes permettent de partager les ressources et les services entre
les différents nœuds du système qui peuvent se comporter à la fois comme client et serveur. En
restant autonome, chaque ordinateur prend part au réseau global, indépendamment de son type
de connectivité.
Les systèmes pair-à-pair se sont popularisés ces dernières années avec les systèmes de partage
de fichiers sur Internet. Par exemple, les systèmes populaires comme Gnutella [3] et KaZaA [4]
supportent des millions d’utilisateurs partageant des pétaoctets de données sur Internet. Ces
systèmes sont dits non-structurés car les applications n’imposent pas de structure au réseau
sous-jacent. Ils sont simples, offrent des fonctions limitées (recherche par mot-clé), et mettent en
œuvre des techniques simples de recherche reposant principalement sur l’inondation du réseau.
Cependant, ceci conduit à des problèmes de performance. Il existe également des systèmes P2P,
dit hiérarchiques, assurant les même services mais dépendant beaucoup plus de la structure du
réseau sous-jacenttels que eMule [2], eDonkey [1] ou Napster [5]. Nous nommerons ces réseaux
logiques recouvrant par la suite (overlay network) .
Cependant, les applications sur les systèmes P2P ne se limitent pas au partage de fichiers.
Plusieurs domaines de recherche sont en cours d’exploration tels que la gestion de données ou
le monitoring par exemple. De nombreuses fonctionnalités doivent être étudiées dans ce cadre
telles que l’organisation des nœuds, la sécurité, le système de cache, la cohérence de données
modifiables, la tolérance aux fautes, les algorithmes de routage et de recherche. La plupart de
ces applications optimisent le réseau pair-à-pair recouvrant de manière à ce que chaque nœud
choisisse ses voisins en fonction de leur proximité géographique ou de leur temps de latence par
Fig. 1 – Exemple de réseau pair-à-pair au dessus d’un réseau physique
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exemple.
Dans le cadre des applications de partage de ressources, derrière chaque machine se trouve
un utilisateur. Les préférences des utilisateurs peuvent aussi être exploitées pour optimiser l’ef-
ficacité de l’application sur laquelle il se trouve. Dans le contexte de cette étude, nous étudions
comment prendre en compte ces aspects que nous qualifierons de sémantiques. En effet, dans ce
stage, nous cherchons à intégrer une proximité sémantique dans les systèmes pair-à-pair, avec
une approche générique permettant une adaptation pour une utilisation dans différentes applica-
tions. Nous considérons dans cette approche à la fois l’optimisation des algorithmes de recherche
et de l’équilibrage de charge tout en assurant la connectivité du réseau. ainsi que les algorithmes
de routage et de recherche. Nous ne traitons pas des aspects de sécurité et de tolérance aux
défaillances.
De nombreuses mises en œuvre existent d’ores et déjà. Cependant, pour la plupart, un choix
de conception est fait du point de vue de leur localisation au au sein du système. Se situant
dans une couche supérieure au réseau recouvrant, elles n’interviennent pas, ou très peu, dans
la construction de celui-ci. Nous proposons une alternative : remplacer les liens existants par
des liens sémantiques. L’objectif de ce stage est d’intégrer les aspects de proximité d’intérêt
directement dans la construction tout en maintenant la connectivité.
Afin de mieux cerner le cadre de notre étude, nous présentons dans le chapitre 1 un état
de l’art étendu du domaine de notre étude. Nous développons ensuite dans le chapitre 2 les
solutions choisies afin d’atteindre notre objectif et les motivations de ces choix. Dans ce même
chapitre, nous introduisons la mesure de proximité sémantique développée durant ce stage. Nous
présentons les résultats des expérimentations dans le chapitre 3, avant de conclure dans le dernier
chapitre sur les perspectives et les problèmes restants ouverts.
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Chapitre 1
Étude bibliographique
Nous développons cette étude bibliographique comme suit : la partie 1.1 présente plus
en détail les différents réseaux pair-à-pair existants. Ensuite, la prise en compte de la loca-
lité géographique dans ces systèmes est traitée en section 1.2. La partie suivante introduit les
différentes techniques de prise en compte de l’aspect sémantique dans ces réseaux et la partie 1.4
conclue ce chapitre par une synthèse et une présentation des objectifs de ce stage.
1.1 Réseaux pair-à-pair
Les réseaux pair-à-pair (P2P) génériques possèdent des capacités d’auto-organisation et de
disponibilité des données. La symétrie entre les nœuds, l’équilibrage de charge et la connaissance
uniquement locale du système fournissent aux réseaux P2P une capacité inhérente de passage à
l’échelle.
Une analyse de ces réseaux à grande échelle sur la toile de l’Internet (World Wide Web
ou WWW) est proposée dans [7]. Elle présente notamment un comparatif de divers systèmes
concernant la tolérance aux fautes et l’auto-organisation. Dans cet article, parmi les systèmes
introduits, on découvre le modèle théorique, dit de « petit monde » (small-world). Ce modèle,
présenté par la suite (section 1.1.1), se révèle un modèle élégant et idéal, mais, très difficile
à mettre en œuvre. A l’opposé, nous connaissons le modèle pratique dit de réseau pair-à-pair
hiérarchique. Issu de l’idée de réseau à grande échelle basée sur des super-pairs contrôlant un
groupe restreint de nœuds, ce modèle est effectivement plus facile à mettre en œuvre mais limite
le passage à l’échelle, dû en particulier à la découverte de ressources semi-centralisée. Nous ne
considérerons pas ces systèmes (eDonkey [1], eMule [2], Napster [5], etc.). Cependant, beaucoup
de mécanismes étudiés par la suite s’appliquent également à cette classe intermédiaire.
Les réseaux pair-à-pair se répartissent au sein de deux grandes familles : les réseaux struc-
turés et non structurés, présentés respectivement dans les section 1.1.2 et 1.1.3. La plupart des
systèmes P2P entrent dans l’une de ces deux grandes classes, même si certains se situent à la
frontière de celles-ci en définissant des systèmes hybrides [26].
1.1.1 L’approche small-world
Une étude sur les relations sociales a montré l’existence du phénomène de small-world, illustré
par l’expression connue de tous : « Ah que le monde est petit ! ». En effet, Stanley Milgram et
ses collègues ont présenté dans les années 60 les résultats de l’expérience décrite ci-dessous [29].
Le but était de trouver de courtes châınes de connaissances entre deux individus aux États-
Unis qui ne se connaissaient absolument pas. Dans un exemple typique de mise en œuvre de
cette expérience, une personne source au Nebraska devait envoyer une lettre à une personne cible
dans le Massachusetts. La source, informée uniquement du nom, de l’adresse et du métier de
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Régulier Small-world Aléatoire
p = 0 0 < p < 1 p = 1
Fig. 1.1 – Procédure aléatoire de réorganisation de liens entre nœuds pour l’in-
terpolation entre un anneau régulier et un réseau aléatoire (n = 20 et k = 4)
la cible, devait envoyer cette missive à une de ses connaissances proche (famille ou ami intime)
dans l’optique d’une transmission efficace et rapide jusqu’à la cible. Quiconque recevait la lettre,
obtenait les mêmes informations sur la cible, et la châıne de transfert se poursuivait jusqu’à ce que
la cible ait reçu le courrier. Après de nombreux essais, le nombre moyen d’étapes intermédiaires
dans une châıne réussie s’est avéré se situer entre cinq et six. Depuis lors, le principe des « six
degrés de séparation » a connu un grand succès.
De récents travaux ont suggéré que ce phénomène serait dominant dans l’efficacité des nou-
veaux réseaux. En effet, un article de Watts et Strogatz dans le magasine Science [42] introduit
une procédure aléatoire de réorganisation des liens entre chacun des nœuds (Random rewiring
procedure). Le réseau de base est un anneau possédant n nœuds, chacun relié aux k nœuds
les plus proches. Pour chacun des nœuds du réseau, pris dans le sens horaire de l’anneau, la
procédure reconnecte ce nœud à un autre nœud choisi aléatoirement, avec une probabilité p. Ce
principe est appliqué sur les n nœuds k/2 fois (une fois pour chacun des degrés de liaison de
l’anneau). La figure 1.1 présente l’aspect du réseau après réorganisation pour trois valeurs de p
différentes.
Cependant, ce modèle théorique est très difficile à mettre en œuvre de manière décentralisée
en raison de sa construction et de son coût de maintenance (initialisation, dynamisme difficile-
ment applicable dû à sa méthode de construction, etc.). De plus, malgré les excellents résultats
en terme d’efficacité dans le routage des messages au sein du réseau comparativement aux struc-
tures aléatoires, ce modèle possède ses propres limites. Celles-ci sont présentées et démontrées
dans [23]. Ce dernier article introduit les limitations théoriques du phénomène dit de small-
world et donc celles du réseau proposé par [42]. En effet, Jon Kleinberg montre l’existence d’une
borne inférieure et d’une borne supérieure du temps de livraison d’un message par un algorithme
décentralisé, basé sur le principe des « six degrés de séparation ».
De nombreuses déclinaisons existent dans les réseaux pair-à-pair. Mais beaucoup d’autres
systèmes reposant sur des modèles différents sont également apparus ces dernières années. Par
la suite, nous présentons les deux grandes familles de réseaux pair-à-pair existants à ce jour ainsi
que certains systèmes représentatifs de chaque famille.
1.1.2 Réseaux structurés
La première grande classe de systèmes est celle des réseaux P2P structurés. Ils sont dits
structurés car au dessus du réseau physique sous-jacent, les nœuds sont reliés par un réseau
recouvrant (cf. fig 1) construit sous certaines contraintes, répondant à plusieurs propriétés et
connectant les pairs selon une structure particulière donnée (par exemple : un anneau, un espace
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Étude bibliographique 1
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Fig. 1.2 – Table de routage dans Pastry
cartésien, etc.).
Les réseaux P2P structurés permettent, pour la plupart, d’implémenter facilement une table
de hachage distribuée décentralisée (Distributed Hash Table ou DHT). Nous verrons par la suite
qu’ils permettent également un routage de proximité (cf. section 1.2). Nous illustrons la structure
de ces réseaux dans le cadre de Pastry [34].
Pastry est un réseau recouvrant auto-organisant en anneau comme le montre la figure 1.3.
Il introduit un système de routage pouvant mettre en œuvre une table de hachage totalement
décentralisée, tolérante aux fautes, permettant aisément de passer à l’échelle. Ce routage assure
la livraison d’un message vers n’importe quelle clé de la table. send(n,clé) correspond en effet
à l’opération de base de ce système. Le protocole de routage est décrit ci-dessous.
Dans Pastry, chaque nœud possède un identifiant unique choisi aléatoirement dans l’espace
de nommage des clés de la table de hachage, représentant sa localisation sur l’anneau. Ainsi,
chaque clé est associée au nœud possédant l’identifiant le plus proche selon la relation d’ordre de
l’ensemble de nommage (le plus souvent, l’ordre sur les entiers). Ce noeud est alors responsable
de la valeur associée à cette clé. De plus, il maintient une table de routage ainsi qu’un ensemble
de nœuds dit voisins. La table de routage possède typiquement log16N lignes contenant 15
valeurs (si on représente les identifiants en base 16). Ces valeurs sont des identifiants de nœuds
qui possèdent un préfixe de taille x avec l’identifiant du nœud considéré pour le rang x. Par
exemple, le tableau de la figure 1.2 présente les trois premières lignes de la table de routage du
nœud 4f35c1.
Nous pouvons remarquer que dans chaque ligne de rang n, il n’existe pas de pointeur vers
un nœud ayant un préfixe commun de taille n + 1. Effectivement, dans ce cas, c’est le nœud
considéré qui sera son propre représentant (par exemple, pour les requêtes concernant les nœuds
4f3x, 4f35c1 – représenté ici par / – apparâıt à la troisième ligne).
Ainsi, pour chaque message, le nœud compare l’identifiant de la destination avec son propre
identifiant, calcule la taille k du plus grand préfixe commun et transmet le message au nœud
dont l’identifiant possède un préfixe commun de taille k + 1 avec celui de la destination. Dans
l’exemple de la figure 1.3, 4f35c1 veut atteindre d64fea. Il transmet donc son message vers le
nœud commençant par dx se trouvant dans sa table de routage, soit d3841b. Ce dernier fait de
même mais avec une taille de préfixe supérieure ou égale à deux et transmet ainsi le message
à d61e92. Ce processus se répète jusqu’au nœud responsable de l’identifiant correspondant à la
requête (ici, d64fe3 car plus proche de d64fea que d6592b avec la distance euclidienne).
Il peut arriver qu’une des valeurs de la table de routage soit vide, ceci étant dû au départ
ou à la défaillance d’un nœud. Dans ce cas, du fait que chaque nœud connâıt ses plus proches
voisins, il transmet le message au nœud possédant l’identifiant le plus proche dans sa liste de
voisins.
Pastry est devenu un des standards dans les systèmes pair-à-pair structurés. De nombreuses
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Fig. 1.3 – Pastry : exemple de routage
sur l’anneau unidimensionnel de l’es-
pace de nommage
Fig. 1.4 – CAN : exemple de routage sur
l’espace de nommage bidimensionnel
autres infrastructures existent telles Tapestry [43] et Chord [37] qui utilisent également une
forme de routage hypercube généralisée par correspondance de préfixe. Le réseau CAN [32] est
représentatif d’une autre approche utilisant un routage par progression dans un espace cartésien
multidimensionnel.
Dans CAN, chaque nœud possède une localisation dans un espace cartésien multidimension-
nel. Cet espace est également l’espace de nommage des clés. Pour router un message, un nœud
le transmet à un de ses voisins de sorte que la distance séparant le message de sa destination
soit réduite strictement. La figure 1.4 présente un exemple de routage dans CAN. Le nœud N0
désire contacter la clé C. Pour cela, il transmet le message au noeud responsable de l’espace plus
proche de sa destination. Le message transite de cette manière sur le réseau jusqu’au nœud N1
responsable de l’espace contenant l‘identifiant (xC , yC) de la clé C.
D’autres approches sont apparues ensuite qui prennent en compte des relations sociales afin
de limiter l’action de nœuds malicieux [27, 41].
1.1.3 Réseaux non-structurés
La seconde grande famille regroupe tous les systèmes P2P non-structurés. Ceux-ci reposent
sur une construction pseudo-aléatoire du graphe de connexions. Il n’existe pas d’organisation des
nœuds dans un espace de nommage. Un nœud se joint au réseau par l’intermédiaire d’un autre
nœud déjà connecté. Une fois inséré, le nœud sonde de manière périodique son voisinage afin de
maintenir et découvrir un certain nombre de connections. La recherche de ressources dans un
tel réseau se fait selon une technique d’inondation : un nœud désirant localiser une ressource r
demande à ses voisins si ils connaissent cette ressource. À leur tour, ces voisins demandent à
leurs voisins si ils ont connaissance de cette ressource r et ce, jusqu’à une profondeur fixée par
le système. Un nœud possédant la ressource r averti l’auteur de la requête en lui envoyant une
réponse directe ou qui parcourt le chemin initial de la requête en sens inverse.
Ces réseaux permettent de développer des systèmes de partage de fichiers tels que Gnu-
tella [3], des protocoles d’agrégation tels que des protocoles pro-actifs efficaces [30], ainsi que
des protocoles de diffusion [15]. Certains protocoles permettent de construire ou de maintenir le
réseau recouvrant tels que les protocoles SCAMP [16], LPBCAST [15], ou encore des protocoles
de réorganisation des nœuds selon une heuristique particulière que nous détaillons par la suite.
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A titre d’exemple, nous avons choisi une classe de protocoles permettant la construction
de réseaux non-structurés. Cette classe regroupe les protocoles épidémiques (gossip-based proto-
col [15, 20, 21]) qui peuvent être décrits par un modèle généraliste [21]. Chaque nœud périodiquement
met à jour sa liste de voisins en échangeant de l’information avec l’un d’entre eux choisi selon
une méthode particulière. Ces protocoles épidémiques possèdent tous la même structure. Trois
appels de fonctions, spécifiées dans [21] et brievement présentés ci-dessous, permettent de les
différencier.
Sélection du voisin Le choix du nœud participant à l’échange peut se faire soit aléatoirement,
soit en prenant le nœud en tête de sa liste de voisins, soit en prenant le nœud en queue de
celle-ci (choix effectué par la fonction sélectionPair).
Propagation de sa vue (ou liste de voisins) Elle peut se propager de trois façons différentes :
l’envoi de sa vue au nœud sélectionné (push), la demande de la vue du nœud sélectionné
(pull) ou l’échange des vues entre ces deux nœuds (push/pull).
Sélection de sa vue Le choix des nœuds qui composeront la liste des voisins peut se faire soit
aléatoirement (sélection de c éléments de la vue), soit en prenant les c premiers nœuds
apparaissant en tête de sa liste de voisins, soit en prenant les c derniers nœuds apparaissant
en queue de celle-ci (choix effectué par la fonction sélectionVoisins).
L’étude [21] présente l’évaluation pour chaque sous-classe de la longueur moyenne d’un che-
min (average path length), du coefficient d’agrégation (clustering coefficient) et du degré de
connectivité moyen d’un nœud, ceci dans de nombreux cas de figure (arrivée de nœuds, stabilité
du système, départ de nœuds). Nous pouvons ainsi nous rendre compte de l’efficacité de chacune
des sous-classes dans telles ou telles conditions. Elle permet également de mettre en lumière leur
grande tolérance aux défaillances grace à une actualisation constante permettant de prendre en
compte la dynamique des réseaux.
1.2 Localité géographique
La plupart des systèmes pair-à-pair construisent un réseau logique au dessus du réseau phy-
sique, basé sur le protocole TCP/IP, un standard dans la communication réseau. Il n’y a ce-
pendant, à priori, pas de corrélation entre les liens logiques et le réseau sous-jacent au système
P2P.
Il s’avère que si le système ne prend pas en compte la topologie réseau, l’efficacité peut s’en
retrouver considérablement amoindrie. En effet, cela risque d’induire un large surcoût sur les
communications entre deux nœuds, une surcharge importante du réseau et une augmentation
substantielle de la latence entre deux points du réseau logique. Par exemple, imaginons que A
veuille communiquer avec C et que pour se faire, le réseau logique induit un passage par B. S’il
n’existe pas de corrélation entre le réseau recouvrant et le réseau physique, on risque de faire
transférer le message par B très éloigné de A alors que C est proche de A.
Afin d’éviter cette perte d’efficacité, il est préférable de prendre en compte la topologie réseau
dans le choix des liens entre les nœuds du système. Dans les réseaux P2P non-structurés, l’absence
de structure sous-jacente impose moins de contraintes concernant le choix des voisins et ainsi
permet la mise en œuvre de protocoles simples, élégants et efficaces. Par exemple, il est possible
de construire le réseau en prenant pour voisins, les nœuds les plus proches géographiquement, ou
d’utiliser un protocole de réorganisation dans lequel la fonction sélectionVoisins ne conserve que
les nœuds situés localement (cf. protocole de gossip, section 1.1.3). Nous pouvons trouver dans
la communauté des articles concernant l’optimisation des réseaux recouvrants non-structurés à
grand échelle comme Localiser [28] qui propose une solution de restructuration, d’équilibrage de
charge et de tolérance aux fautes dans ce contexte.
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Après 3 cycles Après 5 cycles Après 8 cycles Après 15 cycles
Fig. 1.5 – T-Man : exemple illustrant la construction d’un tore sur 50 * 50 =
2500 nœuds reliés à 4 voisins
Nous allons illustrer ces mises en œuvre autour de T-Man [20], un protocole de réorganisation
épidémique. Ce dernier permet de construire, à partir d’un réseau recouvrant aléatoire, une classe
générale de topologie réseau. T-Man utilise deux processus, l’un passif et l’autre actif, respectant
la structure d’un protocole dit de gossip (cf. section 1.1.3).
À chaque cycle, chaque nœud échange l’identité de ses voisins ainsi que la sienne avec le nœud
le plus proche géographiquement. Il fusionne ensuite les deux listes et ne conserve que la moitié de
la liste résultante en utilisant la fonction sélectionVoisins. Dans T-Man, sélectionVoisins choisit
les nœuds les plus proches géographiquement. La figure 1.5 illustre l’efficacité et la rapidité de
convergence de ce protocole par la construction d’un tore de 2500 nœuds. Après 5 cycles, on
devine déjà la forme définitive, et après seulement 15 cycles, 99% de la topologie finale est en
place.
Prendre en compte la topologie réseau dans les systèmes P2P structurés comme Pastry [34]
ou CAN [32] est plus difficile, ces derniers étant contraints par la structure sous-jacente. De nom-
breuses études ont été faites dans ce domaine telles que [12] qui présente une sélection de voisins
suivant leur proximité, et introduit deux heuristiques d’approximation pour les réseaux struc-
turés. Nous illustrons ces études avec le cas de Pastry. Dans ce système, la localité géographique
est prise en compte lors de la mise à jour de la table de routage. La probabilité de trouver un
nœud proche répondant aux contraintes est plus élevée dans les lignes hautes de la table de
routage, les candidats potentiels étant beaucoup plus nombreux. En représentant les noeuds sur
un plan géographique et non sur l’espace de nommage comme à la figure 1.3, les routes ont
la physionomie présentée dans la figure 1.6. Ainsi dans le cas de notre exemple, d3841b qui
apparâıt loin de 4f35c1 dans l’espace de nommage (cf. figure 1.3) est en réalité très proche
géographiquement, et inversement pour d64fe3 par rapport à d643ad.
Une évaluation [11] permet de faire le point sur toutes les études menées jusqu’à lors sur
la prise en compte de la topologie dans les réseaux P2P structurés. Cet article compare les
quatre grands systèmes cités précédemment [32, 34, 37, 43]. Il oriente la discussion autour des
trois grandes familles de routage : par proximité (où à chaque étape de routage, le nœud le
plus proche est choisi dynamiquement), par assignation des identifiants basée sur la topologie
(en faisant en sorte que l’espace de nommage reflète la topologie du réseau, ce qui est difficile
à assurer) et par sélection des voisins selon leur proximité (mise en œuvre en amont lors de la
construction des tables de routage).
Ainsi, de nombreuses infrastructures se sont développées autour d’applications prenant en
compte la localité géographique. Récemment, nous avons vu apparâıtre une tendance à prendre
en compte un autre type de localité caractéristique aux applications utilisant de tels réseaux :
la localité dite d’intérêt. La partie suivante est consacrée à ces systèmes.
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Fig. 1.6 – Pastry : Prise en compte de la proximité géographique
1.3 Sémantique dans les réseaux pair-à-pair
De nombreux travaux se penchent aujourd’hui sur des techniques similaires pour capturer
non plus la localité géographique mais la localité d’intérêt ou sémantique dans les réseaux pair-
à-pair. Ces systèmes exploitent des similitudes d’intérêts entre les utilisateurs d’une application
donnée. De manière générale, une couche additionnelle est développée au dessus du réseau re-
couvrant prenant en compte ce type de localité. Des évaluations sont conduites sur ces systèmes
notamment celle [17] sur différentes traces du logiciel de partage de données eDonkey2000 [1].
Les résultats de cette étude offrent une comparaison entre l’efficacité de la recherche avec une
liste de voisins aléatoires et celle au sein d’un groupement de nœuds (Clustering) basé sur des
intérêts communs.
Dans ce type de groupement thématique, l’aspect sémantique peut être exposé ou non. Les
méthodes permettant de gérer la localité sémantique peuvent être classées en deux grandes
familles présentées ci-dessous.
1.3.1 Détection implicite de la sémantique
La première classe regroupe les méthodes permettant de prendre en compte les aspects
sémantiques des nœuds de manière implicite ou non-intrusive. Dans ce cas, les systèmes cherchent
à deviner les intérêts et les préférences de chacun des utilisateurs. Le plus souvent, ces systèmes
se basent sur l’utilisation d’un historique récent afin de catégoriser les nœuds du réseau P2P.
En effet, différentes techniques implicites de groupement de nœuds centrées sur la similarité
des intérêts de chacun des participants ont été proposées [39]. Ainsi, une recherche orientée
sémantique permet d’améliorer les chances de succès d’une requête dans les systèmes de partage
de fichiers. Effectivement, les nœuds du système émettent leurs requêtes en priorité vers un
ensemble de voisins privilégiés.
Cet article introduit notamment trois heuristiques de sélection de voisins décrits ci-dessous.
LRU (Last Recently Used) Chaque nœud possède une liste ordonnée de voisins. Pour chaque
voisin répondant correctement à une requête, celui-ci est placé en tête de la liste (et le voisin
en queue de liste sera éliminé si besoin est). Ainsi, par la suite, chaque requête est d’abord
envoyée au voisin en tête de la liste, puis au suivant, etc.
Historique Cette méthode capitalise les nœuds sémantiquement proches sur une période plus
longue. Tandis que LRU choisit les x nœuds les plus récemment utiles, la méthode histo-
rique sélectionne les x nœuds les plus utiles durant une plage de temps déterminée. Par
exemple, chaque nœud depuis lequel nous avons téléchargé précédemment est associé à un
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compteur. Chaque téléchargement à partir du nœud i sur le nœud j entrâıne l’incrémenta-
tion du compteur du nœud j. La liste des voisins correspond alors à l’ensemble des x nœuds
possédant les x plus grandes valeurs de compteurs. Malheureusement, malgré l’efficacité
de cette méthode dans le cas général, elle ne convient pas à un utilisateur versatile (ie.
changeant de profil sémantique relativement souvent). En effet, cette méthode a un effet
mémoire plus important et elle est plus longue à prendre en compte la modification du
profil sémantique de l’utilisateur (le temps que les valeurs des compteurs se compensent).
Popularité Cette solution est une méthode hybride des deux précédentes. Elle permet d’ob-
tenir des listes sémantiques contenant la plupart du temps des nœuds de même type, en
conservant la simplicité de LRU. Le principe est basé sur le fait que la popularité d’un
document peut influencer les résultats d’une recherche. Considérons un fichier très popu-
laire, beaucoup de nœuds possédent ce dernier, même s’il ne correspond pas toujours pas
à leur profil sémantique. Ainsi, la popularité croissante de certains fichiers peut biaiser la
proximité sémantique, en rapprochant deux nœuds n’ayant en commun que des fichiers
populaires. Cette méthode permet de limiter l’effet de bord dû à la popularité.
Toutes ces méthodes permettent de capturer et d’exploiter les relations sémantiques observées
dans les systèmes de partage de fichiers [1, 2, 3, 4] de manière implicite. Une évaluation des
deux premières stratégies a été développée [18]. Celle-ci compare le taux de succès d’une requête
pour chacune d’entre elles. En guise de point de comparaison, l’article se fonde sur une stratégie
aléatoire pour le choix de voisins.
L’évaluation utilisée est la mesure de taux de succès en cas de recherche : chaque nœud de la
liste est consulté en premier lieu. Puis, si le fichier n’est pas trouvé chez les voisins sémantiques,
le mécanisme de base (inondation) est utilisé.
Le taux de succès de chacune des trois méthodes (aléatoire, LRU et historique) dans la
recherche d’un fichier sur le réseau est très différent. En effet, pour une recherche avec une liste
de voisins sémantiques de 20 nœuds, la stratégie aléatoire possède un taux de succès de 1%, alors
que les méthodes LRU et historique obtiennent des taux de l’ordre de 45% (respectivement 44%
et 47%).
Cette étude se penche également sur l’intérêt de la recherche à travers plusieurs niveaux
de voisins. Le principe de cette méthode est simple : chaque nœud possède une liste de voisins
sémantiques directs ainsi que la liste de chacun de ses voisins. Ceci permet d’illustrer le fait que
« les amis de mes amis sont susceptibles d’être eux-même mes amis ! ». Cette reflexion se fonde
sur la présence d’un coefficient d’agrégation non négligeable. Cela permet d’augmenter le taux
de succès de 47% à 62% pour une taille de liste identique, mais il est nécessaire de pondérer ce
résultat par le nombre de nœuds contactés. En effet, pour une liste contenant 5 voisins, dans la
stratégie à deux niveaux, 25 nœuds sont contactés. Les résultats obtenus en contactant le même
nombre de voisins sont en réalité similaires pour les deux stratégies.
D’autres études ont été développées dans le contexte de la prise en compte implicite de
la localité sémantique. Par exemple, l’article [35] propose une technique de raccourci dans les
réseaux pair-à-pair construit sur Chord [37]. Cette méthode ajoute quelques liens transversaux
de la structure en anneau de Chord, permettant ainsi d’améliorer l’efficacité de la recherche
dans le système. De même, d’autres cadres d’études ont été présentés. Par exemple, certains
systèmes pair-à-pair utilisent les relations sociales de leurs utilisateurs afin de faire crôıtre la
confiance en un chemin et ainsi de réduire le problème de faux-routage dû à la présence de
nœuds malicieux [27] ou de permettre aux utilisateurs de vérifier la bonne configuration de leurs
machines par comparaison avec celles de leurs amis [41].
Cette classe de méthode est fondée sur l’idée que l’introduction implicite de la sémantique
permet d’obtenir une meilleure efficacité, avec une transparence totale pour l’utilisateur. Mais
ces techniques restent encore difficiles à mettre en œuvre car il n’est pas trivial de détecter cette
localité sémantique de manière non intrusive.
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Fig. 1.7 – Semantic Overlay Network : Réseau recouvrant basé sur les aspects
sémantiques
1.3.2 Détection explicite de la sémantique
La seconde grande classe de méthode permettant de prendre en compte la localité d’intérêt est
la classe des systèmes pair-à-pair utilisant explicitement l’aspect sémantique. Dans ces réseaux,
chaque nœud doit se placer lui-même, ou donner des éléments permettant de le placer, dans
une catégorie. Une telle approche, plus statique, induit une contrainte de maintenance pour
l’utilisateur. Afin d’illustrer cette classe de méthode, nous allons présenter deux approches de
cette catégorie.
La première d’entre elles propose un regroupement explicite de nœuds au sein du système
pair-à-pair afin d’améliorer l’efficacité [13]. Celle-ci introduit le concept de réseau recouvrant
sémantique (Semantic Overlay Network ou SON). La figure 1.7 présente le principe de ce système.
Au dessus d’un réseau recouvrant existant, les nœuds sont regroupés en plusieurs SON en fonc-
tion de leurs intérêts communs. Par exemple, A, B et C font partie d’un même SON car chacun
d’entre eux aime le Rock. Un nœud peut faire partie de plusieurs SON permettant ainsi à un
utilisateur de ne pas se limiter à un seul thème. La partie droite de la figure 1.7 illustre le
fonctionnement du réseau. Un nœud désirant rejoindre le réseau se connecte au classificateur
de nœuds en fournissant son profil sémantique généré par le classificateur de documents. Les
SON sont répertoriés dans le classificateur de SON qui gère la hiérarchie et la distribution des
données. Une requête est fournie au classificateur de requête, avant d’être acheminée dans les
différents SON correspondants. Cette méthode impose une classification statique (en ontologie
par exemple) que tous sont censés connâıtre.
Une évolution de ce système est proposée dans [25]. En effet, tous les systèmes pair-à-pair
existants traitent les aspects sémantiques dans une couche de plus haut niveau que le réseau
recouvrant. Ce système propose d’intégrer la sémantique dans la construction du réseau pair-à-
pair. Chaque nœud est placé selon son profil sémantique dans un modèle multidimensionnel tel
que CAN [32]. Il introduit également la notion de réseau small-world sémantique (Semantic small
world ou SSW) dans le but d’augmenter l’efficacité de la recherche basée sur l’intérêt. De plus,
afin d’améliorer l’efficacité du routage dans leur système, les auteurs proposent une méthode de
projection dans un domaine unidimensionnel afin de traiter le routage de la même façon que dans
les systèmes de type Chord [37]. Cette projection est présentée dans la figure 1.8. Un ordre de
parcours des domaines sémantiques (C2, C4, . . .) est créé et permet la gestion unidimensionnelle
du routage. Nous pouvons observer également la présence de raccourcis (entre C4 et C10 selon
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Fig. 1.8 – Semantic Small-World : Une amélioration des SON par l’introduction
du modèle de small-world
le principe introduit dans la section 1.3.1) qui permettent d’obtenir une structure de type small-
world (présence de liens longue distance en plus des liens de voisinage).
D’autres solutions existent dans l’approche explicite. Notamment, une extension d’un al-
gorithme de localisation sous-jacente permet à celui-ci de fonctionner dans un environnement
décentralisé [38]. Ce système utilise un algorithme spécialisé pour retrouver l’information sur le
réseau, des méthodes d’index rotatif (rolling-index) et d’amorçage (bootstrapping) pour équilibrer
la charge du réseau ainsi qu’une technique d’indexation pour améliorer l’efficacité de la recherche.
Ces deux grandes classes divisent le domaine de la prise en compte des aspects sémantiques.
Mais, afin de se rendre compte de la localité d’intérêt entre les nœuds, nous devons être en
mesure d’évaluer les distances entre deux profils sémantiques. C’est l’un des défis de ce stage.
1.4 Récapitulatif
Cette étude bibliographique présente un aperçu du domaine dans lequel se déroule ce stage
de fin d’année de Master de recherche en informatique. Nous avons introduit le concept de
réseau pair-à-pair, en classifiant les différents systèmes existants en deux grandes familles : les
réseaux structurés et non-structurés. Puis, nous avons présenté les différentes techniques de
prise en compte des aspects sémantiques dans les réseaux pair-à-pair. Encore une fois, nous
avons classifié ces méthodes en deux grandes familles : prise en compte explicite ou implicite.
Alors que la prise en compte géographique influe directement sur la structure du réseau
recouvrant, les différentes approches de la prise en compte sémantique se situent pour la plupart
au-dessus de celui-ci. L’un des objectifs de ce stage est l’intégration de l’aspect sémantique dans
la construction et la maintenance du réseau recouvrant pair-à-pair, et non dans une couche
supérieure.
Effectivement, nous nous interressons à la problématique de recherche et de localisation de
ressources et non aux aspects de transferts de données. La conception de ce système aura pour
optique l’optimisation thématique du réseau ainsi que la prise en compte du dynamisme et
des profils sémantiques. Pour cela, nous devons être en mesure d’évaluer la distance entre deux
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profils par exemple. Pour cela, nous devons être en mesure d’évaluer la distance entre deux profils
par exemple. L’objectif principal de ce stage est donc la proposition et l’étude d’une mesure de
distance sémantique générique. Enfin, l’évaluation du système s’effectue dans le cadre du partage
de fichiers, le projet d’accueil disposant d’une trace très importante du logiciel eDonkey2000 [1]
(plusieurs gigaoctects représentant quelques semaines d’observation du réseau).
En d’autre termes, à l’image de l’aspect géographique développé actuellement, nous cherche-
rons à appliquer l’aspect sémantique à la structure du réseau. Un des autres buts de ce stage est
donc la proposition et l’étude d’une mesure de distance sémantique générique. Enfin, l’évaluation
du système s’effectue dans le cadre du partage de fichiers, le projet d’accueil disposant d’une
trace très importante du logiciel eDonkey2000 [1] (plusieurs gigaoctects représentant quelques
semaines d’observation du réseau).
Le chapitre suivant présente nos motivations et objectifs ainsi que mes différentes contribu-
tions dans la résolution de ceux-ci.
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Contribution 2
Chapitre 2
Contribution
Ce chapitre est développé comme suit : la section 2.1 introduit nos motivations. Nous y
expliquons notament nos choix quand au modèle de protocole utilisé et aux priorités de notre
étude. Cette partie introduit également les divers effets de bords et problèmes ouverts auxquels
nous avons été confrontés. La présentation de nos solutions est développée dans la section 2.2.
2.1 Motivation
Comme nous l’avons introduit dans le chapitre 1, notre objectif est de prendre en compte une
localité d’intérêt dans la construction du réseau recouvrant. De plus, nous avons fixé le critère
de détection de la sémantique de manière non-intrusive pour les diverses raisons évoquées dans
la section 1.3.1.
2.1.1 Protocole épidémique
Choix du système
Parmis les différents systèmes introduits dans le chapitre 1, il faut faire un choix permettant
de réaliser notre objectif tout en conservant les caractéristiques de simplicité et d’efficacité
propres aux réseaux P2P. Afin de pouvoir évaluer notre modèle sur une application existante,
nous nous plaçons dans le cadre des systèmes de partage de fichiers. Nous disposons également
de plusieurs traces réelles que nous présentons dans la partie 3.1.
Désireux d’obtenir un modèle simple et non contraignant, nous devons donc étudier l’inter-
section entre deux classes de systèmes pair-à-pair précédemment introduites : l’ensemble des
réseaux pair-à-pair non-structurés dans lequel nous introduisons une détection implicite de la
sémantique.
Parmi les différents systèmes de construction et de restructuration du réseau recouvrant,
nous choisissons le modèle de protocole de restructuration épidémique, utilisé par exemple dans
T-Man [20] et dans Vicinity/Cyclon [40]. Les raisons de ce choix sont les suivantes :
Simple Le modèle est constitué uniquement de deux processus courts et échangeant peu de
données (explicités dans la partie suivante).
Efficace La figure 1.5 illustre l’efficacité de ce protocole dans la réorganisation de nœuds. L’ob-
servation de cet exemple permet de se rendre compte de la rapidité de convergence pour
une heuristique donnée (dans ce cas, la localité géographique).
Décentralisé Tous les nœuds du système jouent le même rôle dans ce protocole permettant un
passage à l’échelle aisé.
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Processus Actif Processus Passif
voisins ← initAléatoire Faire pour toujours
Faire à un temps x aléatoirement choisi (q, voisinsq) ← AttendreMessage (← push)
dans chaque intervalle de temps T monDesc ← (monAdresse, monProfil)
p ← sélectionPair() buffer ← voisins ∪ {monDesc}
monDesc ← (monAdresse, monProfil) envoi de buffer à q (← pull)
buffer ← voisins ∪ {monDesc} buffer ← voisins ∪ voisinsq
envoi de buffer à p (← push) voisins ← sélectionVoisins(buffer)
réception de voisinsp de p (← pull)
buffer ← voisins ∪ voisinsp
voisins ← sélectionVoisins(buffer)
Fig. 2.1 – Protocole de réorganisation épidémique des liens entre nœuds
Les mots clés en italique indiquent l’appel à l’une des fonctions paramètrable des protocoles
épidémiques. La présence de (← push) ou (← pull) sur une ligne précise la nécessité de
celle-ci en fonction de la propagation choisie. Ici, nous avons représenté le schéma total dit
de push/pull.
Non-structuré Ce protocole permet d’éviter d’imposer une structure au réseau recouvrant.
Ceci est un choix d’implementation, étant donnée qu’il n’est pas prouvé que les aspects
structurés soit un desavantage.
Localisé directement au dessus du réseau physique Ce protocole permet de réorganiser
les liens entre les nœuds du réseau recouvrant, correspondant à l’un de nos objectifs.
La suite de cette partie présente de manière plus précise une modélisation des protocoles
épidémiques.
Présentation du modèle
Une étude [21] citée dans la section 1.1.3, propose une modélisation des protocoles épidémiques.
Celle-ci introduit une structure de base des deux processus acteurs du système. Cette structure
est présentée en figure 2.1.
Le squelette du protocole peut être paramétré à l’aide des trois fonctions décrite dans cette
même section 1.1.3 :
– Sélection du voisin participant à l’échange : sélectionPair
– Propagation de la vue : push, pull ou push/pull
– Sélection de la vue : sélectionVoisins
Dans le cas de T-Man [20] par exemple, la vue a une taille c donnée et les nœuds au sein
de celle-ci sont ordonnés selon une proximité géographique décroissante. Les paramètres du
protocole sont les suivants :
– Sélection du voisin : Choix d’un nœud aléatoire dans la première moitié de la vue.
– Propagation de la vue : Méthode push/pull permettant une propagation plus rapide de
l’information utile.
– Sélection de la vue : Choix des c nœuds les plus proches selon une mesure de distance d
choisis dans l’union des vues des deux nœuds participant à l’échange.
Cet exemple de protocole de réorganisation épidémique est à l’origine de nos motivations.
Afin de pouvoir l’appliquer dans un contexte sémantique, nous devons déterminer une mesure
de proximité d’intérêt entre deux nœuds du système. Celle-ci nous est indispensable compte
tenu de l’ordonnancement des voisins au sein de la vue et le choix de ceux-ci en fonction de leur
proximité.
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2.1.2 Mesure de proximité sémantique
Nous présentons l’évolution de notre mesure de proximité sémantique chronologiquement en
développant les différentes étapes pas à pas. Dans cette section, nous introduisons une mesure
largement utilisée dans la prise en compte d’intérêts dans les réseaux pair-à-pair : l’intersection
de cache, qui correspond au nombre de fichiers en commun dans le cache de chacun des deux
nœuds dont la distance est évaluée.
Avant de poursuivre, force est de remarquer que le contexte de la localité géographique uti-
lisée dans T-Man diffère de celui nécessaire à la localité d’intérêt. En effet, les deux observations
suivantes illustrent cette différence :
Symétrie vs. asymétrie Dans le contexte géographique, la mesure de localité d est une mesure
de distance : elle respecte les propriétés de
– réflexivité : ∀x; d(x, x) = 0
– symétrie : ∀x, y; d(x, y) = d(y, x)
– inégalité triangulaire ∀x, y, z; d(x, z) ≤ d(x, y) + d(y, z).
Or, dans le contexte sémantique, il est usuel de trouver deux nœuds tel que l’un soit proche
sémantiquement de l’autre, mais pour lesquels la réciproque est fausse. Par exemple, pre-
nons un utilisateur α appréciant les musiques de la communauté Rock, Jazz et Java, ainsi
qu’un utilisateur β n’étant attiré que par le Jazz. Notons ξ(a, b) la distance sémantique
entre a et b par rapport à a. Nous choisissons de normaliser notre mesure (ie. ∀a, b; ξ(a, b) ∈
[0; 1]). Il est trivial de conclure : ξ(α, β) > ξ(β, α). Cette mesure ne possèdent donc pas la
propriété de symétrie et a fortiori, d’inégalité triangulaire.
Graphe non-orienté vs. graphe orienté Une conséquence directe de l’observation précé-
dente est l’orientation du graphe de connections du réseau recouvrant. En effet, dans
une mesure symétrique, si le nœud α choisi le nœud β comme voisin proche en fonction
de cette mesure, β prendra également α pour voisin. Cette propriété n’est plus vraie avec
une mesure de distance asymétrique.
Dans le cas d’une mesure de distance symétrique, les arcs du graphe de connections ne
sont pas orientés. Dans notre cas, un nœud α peut être voisin d’un nœud β sans pour
autant avoir β comme voisin. Nous reviendrons sur cette nécessité dans la partie 2.2.
Dans le reste de ce rapport, la terminologie de mesure de proximité sémantique est utilisé.
Cette mesure n’étant pas symétique, la notation ξA(B) est adoptée pour représenter la proximité
de B par rapport à A.
Intersection de cache
Dans un système de partage de fichiers, chaque nœud propose un ensemble de fichiers aux
autres utilisateurs de l’application. Cet ensemble est appelé le cache d’un nœud. Afin de capturer
la localité d’intérêt, le calcul du cardinal de l’intersection des caches de deux nœuds est une
mesure de proximité sémantique très courante [40].
La figure 2.2 illustre l’échelle de valeurs possibles de la mesure de proximité à partir de la
relation d’ordre représentée. En effet, plus le nœud B a de fichiers en commun avec le nœud A,
plus son profil est proche de celui de A dans le contexte présent, et donc, plus ξA(B) est proche
de 0.
Malheureusement, cette mesure ne prends pas en compte certaines caractéristiques des
systèmes de partage de fichiers pouvant induire des effets de bords tels que la générosité des
nœuds et la popularité des fichiers partagés [18].
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ξA(B) = 0 −→ ξA(B) = x −→ ξA(B) = 1
Fig. 2.2 – Représentation de la relation d’ordre sémantique par mesure d’inter-
section des caches
Le nœud local A est représenté en bleu par des hachures orientées SO-NE (///) et le nœud
distant B est représenté en beige par des hachures orientées NO-SE (\\\). L’intersection
est représentée par l’addition des deux représentations.
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Fig. 2.3 – Distribution des nœuds en fonction de leur générosité
Impact de la générosité des nœuds
Dans un système de partage de fichiers, chaque nœud propose un nombre plus ou moins im-
portant de fichiers aux autres utilisateurs du système. Nous nommons cette quantité la générosité
d’un nœud. Celle-ci peut biaiser l’évaluation de la distance sémantique [18].
Comme cité plus haut, au sein du projet, nous disposons de plusieurs traces réelles de
systèmes de partage de fichiers. Nous porterons notre attention sur une trace du logiciel eDonkey
datant d’octobre 2003 et présenté dans le chapitre 3. Grâce à celle-ci, nous avons pu évaluer
l’impact des nœuds généreux au sein de ces derniers. La figure 2.3 présente la distribution des
nœuds en fonction de leur générosité. Nous pouvons observer la présence d’une quantité non-
négligeable de nœuds très généreux. En effet, sur une trace contenant plus de 11 000 nœuds
actifs (en dehors des nœuds consommateurs appelés aussi free-riders), près de 3 % de ceux-ci
proposent au moins 1000 fichiers à la communauté, et plus de 33 % en proposent au moins 100.
Le biais induit par les généreux est le suivant : dans la mesure de proximité s’appuyant sur
la taille de l’intersection des caches, la générosité n’est pas prise en compte. Prenons un exemple
simple : Soit A, B et C trois nœuds ayant respectivement un cache de taille 15, 100 et 15.
Supposons que l’intersection des caches de A et B soit de même taille que celle de A et C :
24 Rapport pour l’obtention du Master de Recherche en Informatique
Contribution 2
Popularité 1 2 3 4 5 6 7 8 9
Nb de fichiers 934 413 216 271 56 949 24 106 11 672 6 956 4 421 2 837 2 062
10 11 12 13 14 15 16 17 18 19 20
1 505 1 125 1 008 816 562 457 341 318 266 244 197
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Fig. 2.4 – Distribution des fichiers en fonction de leur popularité
Le tableau ci-dessus fait correspondre la distribution des fichiers en fonction du nombre de
réplicats qu’ils possèdent au sein du système pour les petites valeurs de popularité. Le graphe
illustre la distribution des fichiers pour les grandes valeurs de popularité.
posons 10 fichiers en commun par exemple. Dans le contexte défini précédemment, le nœud B
a la même probabilité que le nœud C d’être sélectionné comme voisin de A. Or, comme A et
C possèdent 66% de leur cache respectif en commun et que pour le nœud B, cela représente
seulement 10 % de son cache, il est alors évident que A et C sont plus proches sémantiquement.
De plus, plus un nœud est généreux, plus la probabilité de posséder des fichiers en commun
avec n’importe quel autre nœud est grande. Ainsi, un nœud très généreux a une forte probabilité
d’être choisi comme voisin sémantique, cela ne reflétant pas une localité d’intérêt authentique
mais opportuniste. Surtout, la charge de ce nœud sera nettement plus importante que la moyenne
etant donnée cette probabilité. Ainsi, les nœuds généreux risquent d’avoir un degré entrant
(nombre de nœuds l’ayant choisi comme voisin) très important et d’être surchargés par les
requêtes.
Il s’avère donc nécessaire de prendre en compte la générosité des nœuds afin d’améliorer
l’équilibrage de charge du système ainsi que d’affiner la mesure de proximité sémantique.
Impact de la popularité des fichiers
La popularité des fichiers partagés peut également biaiser la prise en compte de la proximité
sémantique. En effet, chaque nœud possède un certain nombre de fichiers dans son cache, et il
n’est pas rare qu’un même fichier se retrouve dans de nombreux caches. La valeur de la popularité
correspond au nombre de réplicats existant dans le système. Comme l’illustre la figure 2.4, la
majorité des fichiers possède une popularité inférieure à 10 (réplicats), mais il subsiste un nombre
important de fichiers possédant de nombreux réplicats [18].
Une grande popularité induit un effet de bord au même titre qu’une grande générosité. Le
biais induit par les fichiers populaires n’influe pas sur l’équilibrage de charge du système mais sur
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le grain de la mesure de proximité. En effet, il est intéressant de remarquer que les fichiers rares
définissent plus précisement le profil sémantique d’un utilisateur. Deux nœuds ayant un certain
nombre de fichiers rares en commun seront plus proches sémantiquement que deux nœuds ayant
le même nombre de fichiers populaires en commun.
Par exemple, soit A, B et C trois nœuds tels que l’intersection des caches de A et B est de
même taille que celle de A et C, soit 15 fichiers en communs. Nous noterons par la suite κX le
cache du nœud X. Supposons que Card({f |f ∈ κA ∩ κB ∧ f est rare}) = 10 et que Card({f |f ∈
κA ∩ κC ∧ f est rare}) = 1, il est trivial de conclure que A est plus proche sémantiquement de
B qu’il ne l’est de C.
Un de nos objectifs est donc de prendre en compte la popularité des fichiers dans notre
mesure de proximité sémantique, afin d’éviter au maximum les voisins non authentiques.
2.2 Prise en compte des biais
Dans cette partie, nous modélisons la mesure de proximité introduite intuitivement précédemment.
Nous posons, pour tout le reste de ce rapport, les notations suivantes :
Soit A et B deux nœuds du système.
|γ| : le cardinal d’un ensemble γ quelconque ;
ξA(B) : la mesure de proximité sémantique de B par rapport à A ;
κA : le cache du nœud A ;
σA,B : l’intersection des caches des nœuds A et B
ie. σA,B = κA ∩ κB ;
τ : le nombre de fichiers populaires présents dans σA,B
ie. τ = |{f |f ∈ σA,B ∧ f est populaire}|.
Dans la suite, A représente le nœud local , et nous cherchons à évaluer de façon optimale la
distance sémantique le séparant d’un nœud B distant.
Par la suite, nous cherchons à maximiser la mesure de proximité ξA(B). Plus A et B sont
proches sémantiquement, plus ξA(B) tend vers 1. Inversement, plus les profils sémantiques de
A et B sont éloigné, plus ξA(B) tend vers 0. La mesure de proximité fondé sur la taille de
l’intersection des caches présenté dans la section 2.1.2 est défini de la manière suivante :
ξA(B) =
|σA,B|
|κA|
2.2.1 Générosité des nœuds
Afin de déterminer une mesure de proximité sémantique prenant en compte la générosité des
nœuds, il est nécessaire d’introduire une relation d’ordre entre les différents cas de figure qui ne
sont pas déterminés initialement par la valeur de |σA,B |. Ceux-ci correspondent aux cas dans
lesquels σA,B a une taille constante mais κA et κB sont plus ou moins fournis.
La figure 2.5 représente les différents cas de figure possibles pour une valeur de |σA,B | fixée.
Il est nécessaire de les ordonner selon leurs impacts sur la localité d’intérêt. Certains ordres sont
triviaux. En effet, sur chaque ligne et chaque colonne de la figure, l’ordre se défini directement
(représenté par des symboles ”>”). Si |σA,B| = |κA| = |κB |, alors ξA(B) = 1. Puis, plus la taille
d’un des deux caches grandit, plus leurs profils s’éloignent, et plus la valeur de ξA(B) diminue.
Nous cherchons donc ξ telle que :
Pour |σA,B| fixé, lim
|κA|→∞
ξA(B) = 0 et lim
|κB |→∞
ξA(B) = 0
Il est possible de modéliser cette mesure de proximité de la manière suivante :
ξA(B) = α ·
|σA,B |
|κA|
+ β ·
|σA,B|
|κB |
où α + β = 1
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Fig. 2.5 – Représentation de la relation d’ordre sémantique prenant en compte
la générosité des nœuds
Le nœud local A est représenté en bleu par des hachures orientées SO-NE (///) et le nœud
distant B est représenté en beige par des hachures orientées NO-SE (\\\). L’intersection
est représentée par l’addition des deux représentations.
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2 Contribution
Nous devons à présent choisir un ordre entre les cas transversaux. Par exemple, sur la fi-
gure 2.5, quelle est la relation entre le cas 2 et le cas 4 ? ou entre le cas 3, le cas 5 et le cas 7 ?
Avons-nous :



ξA(B)cas 2 > ξA(B)cas 4
ξA(B)cas 2 = ξA(B)cas 4
ξA(B)cas 2 < ξA(B)cas 4
?
Nous décidons de favoriser l’ordre tel que ξA(B)cas 2 > ξA(B)cas 4. En effet, les profils sont
proches dans chacun de ces cas. La seule différence notable est le potentiel d’obtention de
nouveaux fichiers. En effet, il parait évident que A dans le cas 4 ne pourra obtenir de nouveaux
fichiers de la part de B dans l’état actuel des choses. Or, dans le cas 2, il ne possède pas de
fichiers que B ne possède pas lui-même, mais le reste du cache de B (κB\σA,B) contient des
fichiers susceptibles d’intéresser A par la suite.
Ainsi, il faut fixer les valeurs de α et β tels que la mesure de proximité prenne en compte
l’ordre ainsi fixé (représenté par des  rouges sur la figure 2.5). Nous obtenons alors la mesure
de proximité suivante :
ξA(B) = α ·
|σA,B |
|κA|
+ β ·
|σA,B|
|κB |
où α + β = 1 et α < β
2.2.2 Popularité des fichiers
Comme nous l’avons vu précédemment, cette mesure doit également prendre en compte
la popularité des fichiers. Supposons qu’à chaque fichier du système soit associé sa valeur de
popularité au sein de celui-ci. Ainsi, en fixant un seuil de popularité à une certaine valeur, nous
pouvons déterminer si un fichier est populaire ou non, et le nombre de fichiers populaires présents
dans un ensemble de fichiers. Ainsi, nous pouvons déterminer la valeur de τ , introduit dans la
section 2.2.
Afin de prendre en compte la popularité des fichiers, nous devons réduire la valeur de ξA(B)
en fonction de la proportion de fichiers populaires présents au sein de σA,B. Pour cela, nous avons
fait le choix d’adjoindre un facteur multiplicatif à notre mesure afin d’en conserver l’homogénéité.
Ce facteur, noté λ, doit suivre les propriétés suivantes :
{
limτ→0 λ = 1
limτ→|σA,B | λ = 0
Ainsi, nous obtenons :
λ =
|κB | − τ
|κB |
= 1−
τ
|κB |
Il est également nécessaire de pouvoir modifier le poids de ce facteur multiplicatif sur la
mesure de proximité sémantique. Nous choisissons d’y adjoindre également un paramètre de
puissance γ qui permet d’optimiser la mesure selon l’heuristique désirée. En effet, la figure 2.6
permet de se rendre compte de l’impact de λγ sur la mesure de proximité, en fonction de
différentes valeurs de γ.
– Si γ > 1 alors le facteur permet de favoriser très fortement les nœuds possédant une grande
majorité de fichiers rares.
– Si γ < 1, alors le facteur permet d’exclure les nœuds possédant un grand nombre de fichiers
populaires.
– Si γ = 1, alors la limitation est proportionnelle au nombre de fichiers populaires dans le
cache.
Nous obtenons alors la mesure resultante suivante :
ξA(B) =
(
α ·
|σA,B|
|κA|
+ β ·
|σA,B|
|κB |
)
·
(
|κB | − τ
|κB |
)γ
où



α + β = 1
α < β
γ ≥ 0
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Fig. 2.6 – Poids de λ en fonction de la valeur de γ
Cette courbe représente l’influence du facteur de puissance γ sur le facteur multiplicatif
λγ . L’axe des abscisses représente les différentes valeurs de τ|κ| possible. Les valeurs sont
calculées pour |κ| = 50 et γ ∈ {0.1, 0.2, 0.5, 1, 2, 5, 10}.
Le chapitre suivant présente la mise en œuvre et l’évaluation de cette mesure de proximité, le
banc de tests utilisé pour l’évaluation ainsi que les résultats des expérimentations et une analyse
de ceux-ci.
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Chapitre 3
Expérimentation
L’expérimentation en environnement réel est très difficile dans le cadre des systèmes dis-
tribués à large échelle. En effet, il est nécessaire de disposer d’un nombre de machine suffisam-
ment important pour vérifier l’efficacité dans un environnement à grande échelle. De plus, cette
mesure de proximité sémantique entre dans le cadre des systèmes de partage de fichiers, qu’il est
d’autant plus difficile d’émuler. Nous choisissons donc de tester notre mesure dans un environ-
nement de simulation de réseau large échelle en utilisant un trace réelle de système de partage
de fichiers eDonkey [18].
3.1 Traces disponibles
Pour cela, nous devons simuler un environnement réel de système de partage de fichiers.
Nous disposons d’une collection de traces issue du système de partage de fichier eDonkey [1].
Celles-ci sont constituées d’un ensemble de captures de caches sur quelques milliers de nœuds.
Ainsi, nous avons un aperçu d’un sous-ensemble du système et de la distribution des différents
fichiers mis en partage. Nous pouvons ainsi connâıtre le degré de générosité de chaque nœud
ainsi que la popularité de chaque fichier.
La trace utilisée pour les expérimentations à été capturée en octobre 2003 et analysée
dans [19]. Elle contient le cache de 11 291 nœuds partageant un ensemble de 1 268 536 fichiers.
La figure 3.1 est extraite de ces captures. Nous disposons ainsi de nombreux renseignements :
TIME la date de capture du cache ;
ID l’identifiant unique du nœud considéré ;
NFILES le nombre de fichiers composant son cache.
Et pour chaque fichier :
FID l’identifiant unique du fichier ;
FNAME le nom le plus courant du fichier (Plusieurs fichiers identiques peuvent avoir des
noms différents, ils sont référencés par un unique identifiant et par le nom de fichier le plus
courant) ;
FSIZE la taille du fichier ;
FTAG & FTAGS les caractéristiques du fichier. Le champs FTAG introduit l’information
située dans le champs FTAGS suivant.
Malheureusement, nous ne disposons pas de l’information chronologique de la composition
des caches. Nous devons donc la simuler au même titre que nous simulons le système. Elle a du
reste été utilisé de la sorte dans [18, 40]. La section suivante présente le simulateur utilisé et les
choix d’implémentations des structures de données et de la dynamicité du système.
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TIME 317 :02 :00
ID 1
NFILES 159
FID 11679038
FNAME 06 - Nancy Sinatra - These Boots Are Made for Walking.mp3
FSIZE 3883594
FTAG format
FTAGS mp3
FTAG type
FTAGS Audio
FID 10088
FNAME setiathome-3.08.i686-pc-linux-gnu.tar
FSIZE 247808
FTAG format
FTAGS tar
Fig. 3.1 – Structure de donnée type de la trace eDonkey
3.2 Développement d’un simulateur
Afin de tester notre mesure de proximité dans un environnement réaliste, il est nécessaire
d’utiliser un simulateur en sus de la trace disponible. De nombreux simulateurs de réseaux
existent actuellement. Un certain nombre proposent des simulations de réseaux pair-à-pair à
large échelle. Pour chacun d’entre eux, il faut soit fournir une succession d’évènements discrets
(impliquant la génération de ceux-ci a partir de la trace), soit apporter des modules additionels
permettant de charger la trace, de créer à partir de celle-ci un réseau recouvrant et d’exécuter
un protocole épidémique au sein de celui-ci.
L’investissement en temps et en implémentation s’avère, à peu de choses près, équivalent à
l’implémentation d’un simulateur ad-hoc. Cette dernière correspond à la solution retenue pour
expérimenter notre mesure de proximité sémantique. Ci-dessous, nous présentons succinctement
la mise en œuvre de SimGossip, le simulateur développé durant ce stage.
La figure 3.2 présente le diagramme de classes du simulateur. SimGossip est implémenté en
Java et simule un réseau pair-à-pair de la manière suivante :
La méthode main() crée un objet Network. Ce dernier contient la liste de tous les nœuds du
système ainsi que la liste de tous les fichiers partagés. Au chargement de la trace, pour chaque
fichier contenu dans le cache d’un nœud, un lien est créé entre cet objet File et les objets Node
correspondants aux nœuds partageant ce fichier. Puis, nous initialisons le réseau recouvrant
arbitrairement. Chaque nœud possède une liste de voisins en plus d’un cache. Il est alors relié à
c voisins choisis aléatoirement sur le réseau, c étant la taille de la vue définie en section 1.1.3.
Puis, la procédure de réorganisation épidémique est lancée à l’appel de la méthode gossip().
Celle-ci exécute n cycles du protocole, où n est un paramètre du simulateur. À chaque cycle,
le processus actif est choisi aléatoirement parmi les participants. À la fin de chaque cycle, le
simulateur mesure une estimation du taux de succès d’une recherche de fichier à un saut, c’est-
à-dire en consultant uniquement les voisins sémantiques.
Cette estimation est effectué de la manière suivante : chaque nœud émet une requête à chacun
de ses voisins concernant un fichier rare choisi aléatoirement dans son cache. Si au moins un de
ses voisins directs le possède dans son cache, alors le taux de succès est incrémenté. Puis, cette
valeur est normalisée par le nombre de nœuds présents dans le système. Cette méthode bien que
peu réaliste (un utilisateur ne va pas émettre une requête concernant un fichier qu’il possède
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b roa d ca s t : St rin g
d e ta ils : Ob je c t
from : St rin g
t im e : in t
typ e : in t
 Me s s a g e ()
 toSt rin g ()
M essage
IPRe q : St rin g
SUID: in t
file : File
 Se a rch Forwa rd De ta ils ()
 toSt rin g ()
SearchForw ardDet a ils
SUID: in t
file : File
m a x_re s u lt : in t
 Se a rch De ta ils ()
 toSt rin g ()
SearchDet a ils
lis t : Arra yLis t
 Ne ig h b ors Lis t ()
 Ne ig h b ors Lis t ()
 a d d Nod e ()
 a d d Nod e ()
 a d d Se ve ra lNod e ()
 a d d Se ve ra lNod e ()
 c le a r()
 con ta in s ()
 con ta in s All()
 e q u a ls ()
 g e tNod e ()
 g e tRa n d om Nod e ()
 in d e xOf()
 is Em p ty()
 re m ove Nod e ()
 re m ove Nod e ()
 s e tLis t ()
 s ize ()
 toSt rin g ()
NeighborsList
ca ch e : Ha s h Se t
 Ca ch e Lis t ()
 Ca ch e Lis t ()
 a d d File ()
 a d d Se ve ra lFile s ()
 ca lcPop u la rity()
 c le a rCa ch e ()
 con ta in s ()
 e q u a ls ()
 g e tRa n d om File ()
 g e tUn p op u la rFile ()
 is Em p ty()
 ove rla p ()
 re m ove File ()
 s ize ()
 toSt rin g ()
CacheList
ID: in t
h a s h : St rin g
h it : in t
p op u la rity: in t
re q : in t
s ize : in t
 File ()
 File ()
 File ()
 File ()
 File ()
 File ()
 con te n tEq u a ls ()
 d e cPop u la rity()
 e q u a ls ()
 in cPop u la rity()
 toSt rin g ()
File
file Lis t : Ha s h Ma p
n od e Lis t : Ha s h Ma p
s ta t : Ha s h Ma p
vie wSize : in t
 Ne twork()
 Ne twork()
 Ne twork()
 g e tFile ()
 g e tNb Me s s ()
 g e tRa n d om Nod e ()
 h itRa t io()
 is File Exis t ()
 ra n d om In it ()
 toSt rin g ()
Net w ork
 g os s ip ()
 m a in ()
Sim Gossip
ID: St rin g
ca ch e : Ca ch e Lis t
g e n e rou s : b oole a n
rn d Lis t : Ne ig h b ors Lis t
s e m Lis t In : Ne ig h b ors Lis t
s e m Lis tOu t : Ne ig h b ors Lis t
 Nod e ()
 Nod e ()
 Nod e ()
 a d d Nod e Se m ()
 a d d Se ve ra lNod e Se m ()
 g e tSe m Lis t ()
 is Se m Ne ig h b ors Con ta in s ()
 p roxim ity()
 re m ove Nod e Se m ()
 s e le c tPe e r()
 s e le c tVie w()
 s e n d Vie w()
 s e tGe n e ros ity()
 s e tSe m Lis t ()
 toSt rin g ()
Node
GENEROSITY_BOUND: in t
 o ld Pa rs e AllTra ce ()
 p a rs e AllTra ce ()
 p a rs e File s ()
ParserTraceEdonkey
´«u s e ´»
´«u s e ´»
´«u s e ´»
´«a cce s s ´»
´«u s e ´» ´«u s e ´»
´«u s e , in s ta n t ia te ´»
´«u s e ´»
´«u s e ´»
´«a cce s s , u s e ´»
´«u s e ´»
´«u s e , in s ta n t ia te ´»
´«u s e ´»
´«u s e ´»
´«u s e ´»
´«u s e ´»
´«u s e , in s ta n t ia te ´»
Fig. 3.2 – Diagramme de classe du simulateur SimGossip
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Fig. 3.3 – Taux de succès à un saut en fonction de l’avancement de la procédure
épidémique
déjà), reflèterai tout de même correctement le profil sémantique d’un utilisateur et permet de
comparer avec l’existant [40].
La partie suivante présente les résultats obtenus avec de nombreuses simulations et fournit
une évaluation de ceux-ci en fonction des différents points de vue cités dans le chapitre 2.
3.3 Évaluation
Afin de correctement illustrer chacun des points étudiés ci-avant dans la recherche d’une
mesure de proximité sémantique, nous présentons tout d’abord des résultats globaux, avant de
préciser pour chacun des biais, l’apport de notre mesure.
Afin d’homogenéiser les résultats, le simulateur est paramètré identiquement quelque soit la
simulation :
– Taille de la vue : c = 20.
– Nombre de cycle : n = 50.
– Limite de générosité : 300 fichiers ;
Les nœuds possédant plus de 300 fichiers seront considérés comme généreux par le système.
– Limite de popularité : 10 réplicats ;
Les fichiers possédant plus de 10 réplicats seront considérés comme populaires par le
système.
– Nombre de fichiers minimums dans le cache : 20 ;
Ce choix permet de ne pas prendre en compte les nœuds consommateurs ou free-riders.
3.3.1 Taux de succès
Une estimation correcte de l’efficacité de notre mesure dans un système de partage de fichiers
correspond à la mesure du taux de succès de requêtes sur des fichiers peu populaires, à un saut
seulement (ie. en ne contactant que ses voisins directs).
La figure 3.3 présente les résultats obtenus pour chacune des mesure de proximité suivante :
– Aléatoire (ie. non sémantique) en rouge
– Intersection de cache en vert
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– ξA(B) avec α = 1/3, β = 2/3 et γ = 0 (inhibe la prise en compte de la popularité) en bleu
marine
– ξA(B) avec α = 1, β = 0 et γ = 1 (inhibe la prise en compte de la générosité) en rose
– ξA(B) avec α = 1/3, β = 2/3 et γ = 1 en bleu ciel
Nous pouvons observer que si la sémantique n’est pas prise en compte, le taux de succès est
très faible. Nous basons donc nos comparaisons sur les résultats obtenus par le calcul du cardinal
de l’intersection des caches.
Au sein des sections suivantes, nous revenons sur chacun des effets de bords introduits dans
le chapitre 2. Nous analysons la figure 3.3 pour chacun d’entre eux afin d’expliciter les différents
comportements du système.
3.3.2 Prise en compte de la générosité
Nous présentons ici les conséquences de la prise en compte de la générosité dans la mesure
de proximité. Pour tous les résultats présentés ici, la valeur de γ est fixée à 0 afin d’inhiber les
effets du facteur multiplicatif prenant en compte la popularité des fichiers.
Taux de succès
Nous observons sur la figure 3.3 une diminution non négligeable du taux de succès dans le
cas titré « Générosité ». Cette diminution s’explique logiquement. En effet, la prise en compte
de la générosité permet d’obtenir un meilleur équilibrage de charge des nœuds du réseau en
diminuant la probabilité de choisir un nœud généreux. Le taux de succès est donc logiquement
limité, étant donnée que les sources riches, ie. les nœuds possédant de très nombreux fichiers,
seront moins souvent choisis comme voisins sémantiques et que la mesure du taux de succès
s’effectue à un saut.
En revanche, l’étude suivante concernant l’équilibrage de charge illustre l’effet positif de la
prise en compte de la générosité des nœuds.
Équilibrage de charge
La figure 3.4 illustre la répartition de la charge entrante des nœuds du système ie. le nombre
de nœuds l’ayant choisi comme voisin sémantique. Cette courbe possède la même allure quelle
que soit la valeur de α, β et γ.
Au cycle 0, le réseau recouvrant est initialisé aléatoirement. Nous observons donc logiquement
une gaussienne, centrée autour de la taille de la vue des nœuds (ici, 20). Après seulement dix
cycles, nous observons que la majorité des nœuds du système possède un degré entrant inférieur
à 10. Puis, plus la procédure progresse, plus l’équilibrage de charge s’affine.
En revanche, la figure 3.5 permet de comparer l’avantage de la prise en compte de la générosité
des nœuds par rapport à la méthode d’intersection des caches. Les valeurs représentées sur
cette courbe sont cumulatives. Nous avons choisi ce mode de représentation car il permet de
mieux observer les points de grands degrés. Nous pouvons remarquer que les deux courbes
représentées possèdent effectivement la même allure, mais le nœud le plus chargé avec la méthode
d’intersection des caches possède un degré presque deux fois plus élevé que celui avec la méthode
prenant en compte la générosité (1702 liens contre 990 dans notre méthode).
Nous pouvons à présent discuter de l’impact de α et β sur l’équilibrage de charge.
Influence de α et β
La figure 3.6 représente la même courbe que la figure 3.5 mais pour des valeurs de α et β
différentes.
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Fig. 3.4 – Distribution des nœuds du système en fonction de la taille de leur
degré entrant et de l’avancement de la procédure
Cette courbe présente la distribution des degrés entrants du graphe de connections du réseau
recouvrant tous les 10 cycles de la procédure de réorganisation épidémique.
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Fig. 3.5 – Distribution cumulative (CDF) pour l’intersection de cache et la
générosité
Cette courbe présente la distribution des degrés entrant du graphe de connections du réseau
recouvrant de manière cumulative. Les valeurs correspondantes aux degrés ne sont pas égales
au nombre de nœuds possédant ce degré entrant mais à la somme des nœuds possédant un
degré entrant inférieur ou égal à celui-ci.
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Fig. 3.6 – Influence de α et β sur la distribution cumulative
Cette courbe présente la distribution des degrés entrant du graphe de connections du réseau
recouvrant de manière cumulative. Les valeurs correspondantes aux degrés ne sont pas égales
au nombre de nœuds possédant ce degré entrant mais à la somme des nœuds possédant un
degré entrant inférieur ou égal à celui-ci.
Nous pouvons observer que plus α et β sont proches, plus l’équilibrage de charge des nœuds
s’améliore. L’impact de ces derniers sur le taux de succès moyen n’est pas flagrant. Cepen-
dant, nous ne représentons pas la courbe comparative mais préférons plutôt résumer les valeurs
importantes. Ci-dessous, le tableau récapitulatif pour différentes valeurs de α et β :
α β Degré maximum Taux de succès moyen au cycle 50
1
2.1
1.1
2.1
898 14, 53%
1
3
2
3
990 13, 80%
1
51
50
51
1210 12, 23%
3.3.3 Prise en compte de la popularité
Nous présentons ici les conséquences de la prise en compte de la popularité dans la mesure de
proximité. Pour tous les résultats présentés ici, les valeurs de α et β sont fixées respectivement
à 1 et 0 afin d’inhiber les effets du membre de ξ prenant en compte la générosité des fichiers.
Taux de succès
Nous pouvons observer sur la figure 3.3 une nette amélioration du taux de succès. Compara-
tivement à une moyenne de 17,28 % de taux de succès moyen pour la méthode d’intersection des
caches, au 50ème cycle de la procédure, la mesure de proximité prenant en compte la popularité
des fichiers permet d’atteindre une moyenne de 20,82 % avec γ = 1/3.
Cette augmentation non négligeable s’explique par le fait que nous cherchons à optimiser
la recherche de fichiers rares. En limitant l’influence des nœuds possédant beaucoup de fichiers
populaires, la recherche sur fichiers rares est plus efficace, et présente un meilleur taux de succès.
Taux de succès en fonction de la popularité des fichiers
La courbe 3.7 permet d’évaluer précisement le taux de succès en fonction de la popularité.
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Fig. 3.7 – Taux de succès en fonction de la popularité des fichiers
Cette courbe permet de mettre en valeur l’efficacité de la recherche à un saut avec une
méthode de prise en compte de la sémantique par rapport à une méthode aléatoire
Cette courbe est issue d’un test effectué à la fin de la procédure de réorganisation épidémique.
Le cache de chaque nœud est parcouru et pour chaque fichier, une requête est envoyée aux voisins
sémantiques. Un taux de succès est alors associé à chaque fichier, normalisé par sa popularité.
Nous obtenons donc la courbe de la figure 3.7 qui représente le taux de succès en fonction de la
popularité des fichiers.
Cette courbe permet de se rendre compte de l’amélioration de l’efficacité de la recherche
de fichiers rares sur ce système de partage de fichiers. En effet, pour les fichiers peu populaires
(moins de 20 réplicats sur le réseau), le taux de succès atteint 80 % contre 4 % avec la méthode
aléatoire.
La figure 3.8 illustre la différence du taux de succès sur les fichiers rares (moins de 20 réplicats)
entre la méthode d’intersection de caches et notre mesure prenant en compte la popularité des
fichiers. Par comparaison, nous représentons également la méthode de réorganisation aléatoire.
Nous pouvons observer une nette amélioration pour les fichiers rares. En effet, la méthode
prenant en compte la popularité des fichiers permet une amélioration comprise entre 1,5 et 7 %
pour les tests effectués.
Influence de γ
La valeur du paramètre γ influe peu sur le taux de succès moyen et l’équilibrage de charge
tant qu’il reste supérieur à 1/10. Pour des valeurs de γ ∈ [0; 0, 1], le système tend vers la méthode
d’intersection des caches.
Le tableau récapitulatif ci-dessous illustre les influences limitées du paramètre γ :
γ Degré maximum Taux de succès moyen au cycle 50
1/3 1200 20, 82%
1 1244 20, 44%
3 1228 20, 32%
10 1214 20, 55%
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Fig. 3.8 – Taux de succès en fonction de la rareté des fichiers
Cette courbe permet de mettre en valeur l’efficacité de la recherche à un saut avec ou sans
prise en compte de la popularité des fichiers.
3.3.4 Évaluation de ξA(B)
Nous pouvons observer que lorsque la générosité des nœuds et la popularité des fichiers sont
pris en compte séparément, le biais associé s’en retrouve diminué.
Dans les expériences menées au cours de ce stage, nous avons cherché à intégrer la popularité
et la générosité. Nous avons mesuré les performances en combinant les deux approches. Nos
expériences ont montré que la prise en compte de la popularité n’arrive pas à compenser la
perte d’efficacité du taux de succès induit par la prise en compte de la générosité, dans le
cadre des traces disponibles. Comme l’illustre la figure 3.3, la courbe « Total » côtoie la courbe
« Générosité » sans être supérieure. Combiner efficacement ces deux approches représente une
perspective à ce travail.
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Conclusion et perspectives
Ce rapport présente les travaux que j’ai effectués dans le cadre de mon stage de Master de
Recherche en Informatique sous la direction d’Anne-Marie Kermarrec, au sein du projet PARIS
à l’IRISA durant la période de février à juin 2005. Nous avons introduit celui-ci par un aperçu
élargi du domaine de recherche dans lequel ce stage s’est déroulé. Puis, nous avons présenté
mes contributions, notament la conception d’une mesure de proximité sémantique permettant
de prendre en compte deux biais principaux de la mesure usitée jusqu’à présent par la commu-
nauté. Nous avons conclut ce rapport par une présentation succincte de la mise en œuvre d’un
simulateur de réseau pair-à-pair large échelle et une analyse des différents résultats issus des
expérimentations effectuées sur une trace du logiciel eDonkey datant d’octobre 2003.
Nous avons observé que la prise en compte d’une proximité sémantique améliorait notable-
ment le taux de succès des recherches dans un système pair-à-pair de partage de fichiers. La
prise en compte de la générosité des nœuds permet d’obtenir un meilleur équilibrage de charge,
mais diminue ostensiblement le taux de succès des requêtes sur les voisins immédiats. La prise
en compte de la popularité des fichiers partagés au sein de l’application permet au contraire
d’augmenter de manière non négligeable ce taux de succès, adjoint d’un équilibrage de charge
très acceptable.
Malheureusement, l’espoir de compenser la diminution du taux de succès de la prise en
compte de la générosité des nœuds en intégrant les deux limitations des biais dans la mesure de
proximité sémantique n’est pas encore réalisé. En effet, dans les expériences menées au cours de
ce stage, la prise en compte de la popularité n’arrive pas à compenser la perte d’efficacité du
taux de succès induit par la prise en compte de la générosité.
Plusieurs perspectives de travaux de recherches sont en cours. D’une part, la prise en compte
de la popularité analysée dans la section 3.3.3 s’est effectuée de manière omnisciente. Or, la
popularité réelle d’un fichier dans un système de partage de fichiers est une information globale.
Il faut connâıtre la localisation de tous les réplicats afin de quantifier cette valeur. Or, dans un
système pair-à-pair, un des facteurs clé au passage à l’échelle est la vision uniquement locale des
nœuds. Un problème encore ouvert est donc de déterminer une approximation de la popularité
d’un fichier de manière locale. Plusieurs pistes sont déjà en cours d’évaluation.
De plus, durant mon stage, nous avons engagé un partenariat international avec l’université
libre d’Amsterdam (Vrije Universiteit). Nous collaborons avec Elizabeth Ogston afin d’étudier
l’impact du groupement de nœuds (clustering) sémantique dans les systèmes de partage de
fichiers et l’efficacité de notre mesure de proximité sémantique au sein de leur algorithme de
création et de détection de groupements.
Enfin, j’ai commencé à travailler avec Étienne Rivière sur une mesure de pertinence des mots-
clés dans les requêtes de ces systèmes. L’observation des traces disponibles met en évidence une
différence entre le profil sémantique reflété par l’étude du cache d’un nœud et celui reflété par
l’étude des requêtes vers les autres nœuds. De manière générale, ce comportement est assez
difficile à prendre en compte directement dans la mesure de proximité. Il pourra donc faire
l’objet de prochaines études.
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Annexe A
Glossaire
Ci-dessous, un récapitulatif non-exhaustif des termes anglophones usités dans la communauté
ainsi que leur traduction utilisée dans ce rapport.
Average path length Longueur moyenne d’un chemin
Bootstrapping Amorçage
Clustering Groupement de nœuds
Clustering coefficient Coefficient de groupement de nœuds
Distributed Hash Table Table de hachage distribuée
Fault-tolerant Tolérance aux fautes
Free-riders Nœuds consommateurs
Gossip-based protocol Protocole de diffusion épidémique
Last Recent Used Utilisé le plus récemment
Membership Appartenance
Overlay network Réseau recouvrant
Pattern analysis Analyse de modèle
Pattern discovery Découverte de modèle
Peer-to-peer Pair-à-pair
Pull Demande d’informations à un nœud
Push Envoi d’informations à un nœud
Push/Pull Échange d’informations avec un nœud
Random rewiring procedure Procédure aléatoire de réorganisation des liens entre les nœuds
Rolling-index Index rotatif
Self-organising Auto-organisation
Semantic Overlay Network Réseau recouvrant sémantique
Semantic Small World Réseau « Petit monde » sémantique
Web Usage Mining Exploitation de l’utilisation du WWW
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[22] A.-M. Kermarrec. Diffusion fiable large-échelle. Technical Report Documents d’habilitation
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