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Abstract This paper proposes a novel framework for image and video completion that
removes and restores unwanted regions inside them. Most existing works fail to carry out
the completion processing when similar regions do not exist in undamaged regions. To
overcome this, our approach creates similar regions by projecting a low dimensional space
from the original space. The approach comprises three stages. First, input images/videos
are converted to a lower dimensional feature space. Second, a damaged region is restored
in the converted feature space. Finally, inverse conversion is performed from the lower
dimensional space to the original space. This generates two advantages: (1) it enhances
the possibility of applying patches dissimilar to those in the original color space and (2)
it enables the use of many existing restoration methods, each having various advantages,
because the feature space for retrieving the similar patches is the only extension. The frame-
work’s effectiveness was verified in experiments using various methods, the feature space
for restoration in the second stage, and inverse conversion methods.
Keywords Completion · Inpainting · Restoration · Low-dimensional feature space ·
Image transfer
1 Introduction
Photos and videos sometimes include unwanted objects such as a person walking in
front of a filming target or a trash can on a beautiful beach. In this paper we call areas
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containing such unwanted objects “damaged regions”. Completion, also known as inpaint-
ing, is a method that deletes such areas1. It is acknowledged as one of the most important
topics in many research fields, including augmented reality (AR), mixed reality (MR), and
image processing [6, 11].
The most primitive solution for this problem restores damaged regions on a pixel-by-
pixel basis with neighboring pixels. Bertalmio et al. restore damaged regions by propagating
pixel values from surrounding pixels along with the brightness gradient [1], assuming that
the smooth changes in pixel values within the border area enable natural image restoration.
Though the method keeps luminance continuity with neighboring pixels, it still has diffi-
culty in maintaining temporal and structural consistency. They also proposed an interesting
extension [2]. It divides a target image to be restored into high and low frequency images;
the low frequency image is filled by [1], while the high frequency image is restored by tex-
ture synthesis. The two restored images are then combined to make a final restored image.
Although this extension is effective for restoring images with occasional or uniform tex-
ture, it has difficulties in restoring images with a complicated structure or a large damaged
region.
The patch-based method, which aims at maintaining consistency well even for large dam-
aged regions, is acknowledged as a promising approach. The method first selects a target
patch to be restored that includes both source and damaged regions. Then it retrieves a sim-
ilar patch to the target patch from the source region. Finally, the damaged region within
the target patch is filled by using the obtained similar patch. The way similar patches are
retrieved is one of the most important aspects for restoration quality.
Since the color-based patch retrieval [3] was proposed, edges [15] or motions [17] have
been added to obtain more appropriate patches. With restrictive constraints, restoration
works well if there are patches that have satisfactory matches for all features. In other words,
these approaches implicitly assume that the target image includes such patches. However,
this assumption does not hold when the region to be filled in contains complex structures
or color distribution. Therefore, obtaining good results becomes difficult when the target
patches include complicated shapes and/or have vast possible value spaces due to the lack
of an appropriate patch for completion.
To overcome such insufficiency of patches, some previous methods used geometric
deformations and changes in illumination [4, 7, 11]. The concept of these methods can
be summarized as enhancing the availability of patches by transforming patches that are
unsuitable in their original condition. However, these methods require huge computational
cost for patch retrieval. Another method was developed by Shiratori et al., who proposed a
technique for restoring video in a motion feature space [16]. Since this method uses motion
features only for patch retrieval, it can be considered that it relaxes patch retrieval criteria.
We think this method is quite important because it enables the restoration to be carried out
not in the original feature space but in the converted feature space. This method is discussed
in more detail in Section 2.1.
We propose a general framework for completing image and video (we use “content” to
represent “image and video” when we do not need to distinguish them) via restoration in a
different feature space from the original. The feature space for restoration we use is a lower
dimensional feature space. This enables dissimilar patches in the original feature space to
become similar in the lower dimensional space. For example, different colors in RGB space
1Although it is not a unified definition, the word “completion” tends to be used in cases where a missing
region to be filled in becomes large [14].
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(R1,G1, B1) = (200, 90, 126) and (R2,G2, B2) = (75, 156, 114) become the same gray
scale value (127) when they are projected to gray scale. That is, conversion to a lower
dimensional space relaxes “similarity” of patches. The framework consists of three stages
(Fig. 1b): (1) converting input content to a lower dimensional feature space, (2) restoring
the content in the converted lower dimensional feature space, and (3) inversely converting
the restored content from the lower dimensional feature space to the original feature space.
The remainder of this paper is organized as follows. In Section 2 we briefly review related
work. We describe the new framework we propose in Section 3 and in Section 4 show how
it works by observing image and video completion results. In Section 5 we show that it also
works well with various feature spaces, and with some state-of-the-art completion methods.
In Section 6, we discuss the framework’s current limitations and further studies. Finally, we
conclude in Section 7 with a brief summary.
2 Related work
This section reviews previous studies for content restoration and feature creation. In
Section 2.1 we describe restoration methods that increase patch availability. In Section 2.2
we review methods to create and add features to the content.
2.1 Approaches for increasing the availability of patches
The process most patch-based methods use is as follows: (1) choose a target patch Pt to be
restored, (2) retrieve a similar patch Ps that maximizes S(Pt , Ps), where S is a similarity
function, (3) use Ps as a basis for restoring the damaged region within Pt . In patch-
based completion studies, various methods to increase the availability of patches have been
proposed. Here, we briefly introduce existing studies in two concept categories.
The first one is to increase the patch availability by transforming patches that are unsuit-
able in their original condition. Darabi et al. [4] introduce scaling and location while Huang
et al. [7] allow projective transformation; both have reported good results. Kawai et al. use
patches under different illumination [11]. These methods can be implemented by allow-
ing patch deformations or illumination changes in process step (2). However, because
(b)(a)
Fig. 1 Completion process of previous methods (a) and proposed framework (b). Most previous methods
complete contents in the original feature space, while the proposed framework completes them in a lower
dimensional feature space. Damaged contents are converted to the lower dimensional feature space in Stage
1, restored in Stage 2, and inversely converted to the original space in Stage 3
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these methods take such deformations or illumination changes into account, patch retrieval
requires huge computational cost.
The second one is to increase the patch availability by retrieving patches with relaxed
constraints. Shiratori et al. proposed a method for restoring video in a motion field [16].
It retrieves patches on the basis of motion vectors, which makes it possible to fill in a
damaged region if a motion pattern similar to that of the damaged region is contained
in the reference video. Once the motion vector is restored, the missing pixel values can
be obtained from the temporally neighbouring video frames. This can be done regardless
of the color of the patches; i.e., the applicability of patches is extended with respect to
color. However, it requires manual selection of a reference video that includes a motion
pattern similar to that of the damaged region. The necessity of such intervention deterio-
rates the efficacy of the method in practice. In addition, when the duration of damage gets
longer, small differences between the selected motion vectors and the desired ones make
color propagation more difficult. We think that Shiratori et al.’s method can be considered
a reasonably effective one as it restores damaged regions via a different feature space in
process step (2). However, a motion vector is not always the optimal feature and in some
cases another feature space is more suitable. Also, this method can be applied to video
restoration only.
We propose a general framework for completion via a different feature space, which
allows us to use various feature spaces. In particular, we use a lower dimensional feature
space because we assume that patches in a lower dimensional feature space enhance patch
availability.
2.2 Content transportation to different feature space
Studies have been made on generative approaches to content restoration, in which features
are created and added to a content. Levin et al. proposed a colorization method [12] that adds
color information to monochrome contents. It works under the following simple assump-
tion: “neighboring pixels in space-time that have similar intensities should have similar
colors”. Therefore, color information can be estimated by solving an optimization problem
formalized on the basis of this assumption and using sparsely designated color information.
Hertzmann et al. proposed a method called “image analogies”. It estimates an image
filter applied to a reference image and then applies it to another image to add effects similar
to those of the reference to the other image [8].
Our proposed method omits some content features and completes the content using the
others. It then compensates for the missing features within the completed content by using
generative approaches.
3 Proposed method
We propose a novel content completion framework that consists of three stages: converting
a target image to a lower dimensional feature space, restoring damaged regions in the space,
and inversely converting them to the original feature space. The motivation for converting
an image to a lower dimension is “to make dissimilar patches similar” by projecting to
a lower dimensional feature space. Hereafter, we distinguish the words “restoration” and
“completion” as follows: “restoration” is used for the second stage, restoring an image in a
low dimensional feature space, while “completion” is used for all three stages including the
restoration stage. In this section we first overview the framework in Section 3.1 and then in
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Section 3.2 describe how to inversely convert the restored image from the lower dimensional
feature space to the original feature space in Stage 3.
3.1 Proposed framework
Unlike existing methods, which restore damaged regions in an original feature space such
as an RGB space (Fig. 1a) or a higher dimensional space by adding edges or motion vec-
tors, the proposed framework uses a lower dimensional feature space. Even if there are no
similar patches in the original feature space, the lower dimensional feature space in which
some information is lost makes dissimilar patches become similar. The framework outline
is shown in Fig. 1b. The details of each stage follow.
Stage 1. Converting input contents Input contents including damaged region Iin are
converted from the original feature space to Iin′ , which is in a lower dimensional feature
space. This can be written by
Iin = f (Iin′) (1)
where f is the projection function. Ideally, this conversion should excludes features that
are less important for restoration or that can be compensated for by post processing. How-
ever, such features depend not only on the human vision system but on a target content.
Thus, we can try making use of various lower dimensional feature space simultaneously.
Here we show two examples for dimension reduction. To convert to gray scale space (one
dimensional space) or RG space (two dimensional space), f can be write as following
(2) and (3). Note that Iin′R , Iin′G , and Iin′B represent each RGB channels.



























Stage 2. Restoration in lower dimensional space Iin′ is restored to generate Ic in the
lower dimensional space.
Ic −→ Iin′ (4)
We expect that the restoration is easier in a lower dimension feature space because some
patches that are not similar and cannot be used for restoration in the original feature space
become similar and become available by projecting to lower dimensional feature space.
Any exemplar-based restoration methods are acceptable for our framework. This is true
even for video as the restoration target.
Stage 3. Inverse conversion of restored content Inverse conversion (see Section 3.2
below) is performed to obtain final output in the original feature space. Restored con-
tents in lower feature space Ic are inversely converted to those in original feature space
Iout as follows.
Iout = f −1(Ic) (5)
where f −1 is inverse projection function. This inverse conversion is necessary to com-
pensate for the features that were omitted in Stage 1. More details for f −1 are explained
in Section 3.2.
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This three-step solution generates two advantages. First, it enhances the possibility of
applying patches dissimilar to those in the original color space. Second, it enables the use
of many existing methods for restoration because the feature space for retrieving the similar
patches is the only extension.
Figure 2 explains how our framework works well. Here, Fig. 2a is an example of a dam-
aged image that has no appropriate patches for restoration. For the damaged yellow button,
there are no similar patches having the same structure and same color. Thus, if the original
feature space is used, the blue box, which contains an orange button, is retrieved as the most
similar one as in Fig. 2b. However, as shown in Fig. 2c, because yellow and pink buttons
are converted to similar levels in gray scale, dissimilar patches consisting of pink buttons in
RGB space become similar. This enables a region whose original color is pink to become
applicable for restoration as shown in Fig. 2d.
3.2 Inverse conversion of restored content
Because Stage 1 excludes certain features, Ic (the restored result in the lower dimensional
space) and Iout (the completed result in the original space) have a one-to-many relation-
ship. Therefore, inverse conversion and compensation f −1 for missing information are
required. We perform inverse transformation by using two different approaches, described in
Sections 3.2.1 and 3.2.2 below.
3.2.1 Inverse conversion based on correspondence between two contents
This section describes a versatile approach utilizing data gotten from content pairs, i.e.,
the original content Iin and the converted content Iin′ . Note that getting such data is easy
because they exist in non-damaged areas in content pairs. By using such pairs, Stage 3 infers
the inverse conversion from the non-damaged areas of content pairs. Because this approach
can be used regardless of the converted lower dimensional feature space, it becomes a
versatile approach.
We use Image Analogies [8] to implement the idea described above because it works
well regardless of the number of samples and distribution of the data. A more detailed
process, which has four steps, is as follows (See Fig. 3). First, multi-scale representations
of Iin and Iin′ , before and after Stage 1, and the restored result in lower dimensional space
(a) (b) (c) (d)
Fig. 2 An example of how our framework contributes to a completed result, where (a) shows a damaged
original image (damaged region is masked in white). In the original RGB space, an inappropriate similar
patch (shown as a blue box) is retrieved for a damaged patch (shown as a red box), which results in completion
failure as shown in (b). However, as shown in (c), yellow and pink buttons are converted to similar levels in
gray scale, which enables a region whose original color is pink to become applicable for restoration as in (d)







Fig. 3 Inverse conversion from the lower dimensional feature space to the original space via Versatile. Data
vectors based on Pa(p) and Pa′ (p), as well as patches centered at every pixel p in Iin and Iin′ are stocked
as a database for conversion. Pixel q in restored content Ic is converted using a similar data vector to V (q),
a data vector based on P̂b′ (q) and P̂b(q) and patches centered at q in Ic and Iout
Ic are constructed. Data vector V (p) including information of Iin and Iin′ is then stocked
for every non-damaged pixel p. V (p) consists of Pa(p) and Pa′(p), which correspond
to patches centered at p in Iin and Iin′ . After that, Ic is inversely converted to Iout on a
pixel-by-pixel basis. To convert pixel q in Ic, data vector V (q) including information of
P̂b(q) and P̂b′(q) is calculated, where P̂b(q) and P̂b′(q) are patches centered at q in Iout and
Ic. Finally, similar data vector V (p) of V (q) is retrieved from the database and q is updated
by p.
For video content, this algorithm also works well by processing frame-by-frame or by
extending V (p) consisting of spatially neighboring pixels to spatio-temporal neighboring
ones.
3.2.2 Dedicated inverse conversion
This section describes a dedicated method for each feature space. It is not a general-
use method but a specialized one for feature spaces that is expected to enable better
transformation.
One example method of this type is colorization [12], which is effective in generating lost
color. It can be used when gray scale feature space is used for restoration. Let us examine
colorization-based inverse conversion in more detail. Colorization needs color information
seeds within a gray image to be colorized and many previous studies, including [12], set




Fig. 4 Initialization for colorization process. Initial content (c) is generated by seeding color information
from non-damaged regions in Iin shown in (a), to restored content Ic shown in (b)
such seeds manually. However, in our case seeding can be automated because color infor-
mation of non-damaged regions exists in Iin. As shown in Fig. 4, initial color values for
colorization are set by using the color values of the original image (Fig. 4a) as follows,
where  represents the damaged region in the image:
Ic(x) =
{
Ic(x) (x ∈ )
Iin(x) (otherwise)
(6)
Consequently, in our implementation we consider there are patches P(p) centered at every
damaged pixel p. Color information of p is estimated by solving an optimization problem
so that p and its neighboring pixels in P(p) keep luminance consistency. This process is
also effective for setting P(p) as a 3D patch including spatio-temporal neighbor pixels.
Another example method of this type is super resolution-based inverse conversion. This
method is effective when a low resolution space is used as the restoration space. There are
many possible implementations with the existing algorithm.
4 Experiment
This section demonstrates how the proposed method works, i.e., how it improves com-
pletion while maintaining the advantages of previous restoration methods. To simplify the
discussion, this section only focuses on one simple implementation, i.e., applying gray scale
conversion in Stage 1, performing restoration in gray space in Stage 2, and colorizing in
Stage 3. We apply this implementation with the expectation that unsuitable patches that have
an appropriate structure but inappropriate color can be used for restoration in gray scale
feature space.
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In Section 4.1 we describe the restoration methods applied in Stage 2 and in Section 4.2
we describe in detail how our method works and show completed results with calculation
times and an objective evaluation.
4.1 Restoration methods
For the content restoration in Stage 2 we used two methods for image [3, 5], and one method
for video [13]. All of them restore a damaged region on the basis of the similar patches
retrieved. However, they use the retrieved patches in different ways and thus derive different
advantages. In this subsection, we introduce these three techniques in more detail.
Criminisi et al.’s method [3] is based on the idea of copying and pasting of small patches
from a source area into the damaged region . These patches are useful as they provide a
practical way of encoding local texture and structure. The method does not guarantee global
coherence, but it includes a way to propagate both linear structure and texture into the hole
region from patches with highest priority. The priority computation is biased toward patches
that are (i) on the continuation of strong edges and (ii) are surrounded by high-confidence
pixels. Given a patch p centered at point p for multiple p included in the contour of the
damaged region, they define priority P(p) as below.
P(p) = C(p)D(p) (7)








where n(p) is a vector orthogonal to the contour of the damaged region, and I⊥p is computed
as the maximum value of the image gradient in p ∩ ¯. α is a normalized factor, to be set
as 255 for a typical image.
Efros et al.’s method [5] efficiently restores holes included in periodic texture content.
With this method, the damaged region to be filled is synthesized one pixel at a time. To
synthesize a pixel p, the algorithm first finds patches w(p) from the neighboring area in
the sample image that are similar to P(p), i.e., patches including p. It then chooses one
neighborhood patch wbest (p) from w(p) to minimize a difference between P(p) and w(p)
as follows.
wbest (p) = argmin distance(P (p),w(p)) (9)
Positions of p within wbest (p) are represented as xp. Finally, p is newly synthesized using
xp as a basis.
Newson et al.’s method [13] is effective for video content. This method restores the dam-
aged region on a pixel-by-pixel basis. First, several patches w(p) including damaged pixel
p are set as target patches. Positions of p within these patches are represented as x. Similar
patches ŵ for each w are then retrieved. Finally, p is updated on the basis of the weighted





, q = {x ∈ ŵ} (10)
where  is the damaged region, up and uq represented the RGB values of p and q, and sq
is a weighted value for q.
In this paper, using the previous algorithms as a basis, we represent the proposed
method as Prop.Method(Feature). For example, we represent the proposed method whose
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lower feature space is RG feature space and which is based on Criminisi et al.’s work as
Prop.Criminisi(RG).
4.2 Completion and evaluation results
In this section we demonstrate completed image results in Section 4.2.1 and video results
in Section 4.2.2. In Section 4.2.3 we show objective evaluations of the methods used in the
study in terms of calculation time and similarities.
4.2.1 Image completion result
Here we show the completion results obtained with the proposed methods and compare
them to results obtained with their restoration methods, Criminisi et al. [3] and Efros et
al. [5]. Two completed target images including a complex structure and color changes were
used for this comparison. The first one, shown in Fig. 5I, has a rather large damaged region.
Therefore, we consider that Criminisi et al.’s method is suitable for restoring it. The other
one, shown in Fig. 5II, has a smaller damaged region but a unique cyclic structure. We
considered that for this kind of cyclic structure, Efros et al.’s method would be better. Note
that both target images include a complex structure and would be difficult to restore with
methods using spatial consistency.
Additional experimental settings are as follows. The damaged region is manually set
(Fig. 5a masked in white), the image resolutions are (I) 210×223 and (II) 200×150 pixels,
the ratios of damaged pixels in each image are (I) 1.77 % and (II) 2.91 % and the patch
sizes we used are (I) 21×21 pixels and (II)13×13 pixels. To perform the experiments we
used a desktop PC of Intel Core i7 3.40GHz CPU, 32GB memory, and a Matlab R2014. The
results obtained with the proposed methods Prop.Crimiminisi(gray) and Prop.Efros(gray)
are shown in Fig. 5d and e. Those obtained with the previous methods (Criminisi et al.’s and
Efros et al.’s) are shown in Fig. 5b and c.
(a) (b) (c) (d) (e)
Fig. 5 Input and result of image completion experiment; (a) Input image with damaged region masked in
white. The close-up area is shown as a red frame. (b), (c) Results obtained by Criminisi et al. [3] and Efros
et al. [5]. (d), (e) Results obtained with the proposed method: Prop.Criminisi(gray) and Prop.Efros(gray)
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In Fig. 5a the top row (I) shows the completed results obtained with the methods used. As
can readily be seen, Prop.Criminisi(gray) showed the most efficient completion. Compar-
ing the Prop.Criminisi(gray) and Prop.Efros(gray) results makes it clear that the proposed
framework well maintains the advantages of a base restoration method. Because this com-
pletion target (Fig. 5a) includes a rather large damaged region, it is intrinsically suitable for
Criminisi et al.’s method.
From Fig. 5II it is clear that Efros et al. in (c) shows better performance than Cri-
minisi et al. in (b), indicating Efros et al.’s method is advantageous for dealing with
periodic structured content. Some unnatural shadows are observed, however, especially
on the yellow-green warp at the center and on the yellow warp next to that. In contrast,
Prop.Efros(gray) did not show any such defects (e). These results well verify that the
proposed framework retains the advantages of a base restoration method and improves
completion quality.
Although for explanatory purposes we used unnatural images for the completion target,
rather primitive restoration methods, and gray scale space for restoration, we will show
more comprehensive completion results in Section 5.
4.2.2 Video completion results
For obtaining video completion results, we implemented Prop.Newson(gray) as the pro-
posed method, using Newson et al.’s [13] algorithm as a basis, via gray scale feature space.
Figure 6 shows a comparison between Prop.Newson(gray) and Newson et al.’s method. The
target sequence has 104 frames with 960 × 540 pixel resolution. The damaged region is
automatically designated and its average percentage is 6.5 % of the original video.
Completed results obtained with Newson et al. are shown in the second row of Fig. 6.
The result for Prop.Newson(gray) is shown as a restored sequence in gray scale feature
space in the third row. The final result in the original color space, inversely converted by
colorization, is shown in the bottom row. With Newson et al’s method, an easily distin-
guished red colored area appeared in the bottom area in the enlarged images. For the same
area, Prop.Newson(gray) achieved completing with natural water color.
Fig. 6 Original frames and video completion results. Original frames including an unwanted area are shown
in the top row and completed results obtained with Newson et al. are shown in the second row. In our
implementation, we first obtained the restored results in low-dimensional gray space (third row) and then
generated the final results by colorizing them as shown in the bottom row
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Table 1 Evaluation by SSIM with default parameters of [18]
Size Criminisi et al. Efros et al. Prop.Criminisi(gray) Prop.Efros(gray)
(I) original 0.9824 0.9826 0.9894 0.9828
close-up 0.6451 0.6463 0.7857 0.6500
(II) original 0.9780 0.9834 0.9828 0.9937
close-up 0.9368 0.9528 0.9517 0.9817
The highest scores are underlined
4.2.3 Objective evaluation
Objective evaluations were made among the methods in terms of similarities and compu-
tational cost. For evaluation purposes, we calculated SSIM (Structure SIMilarity) [18] and
PSNR2(Peak Signal-to-Noise Ratio) for the (I) (II) results in Fig. 5. SSIM is a metric for
using structure information to calculate image similarity. It is a decimal value between -
1 and 1, with 1 being the highest score. The comparative results for the methods used
are shown in Tables 1 and 2. We calculated these values for original size images and also
for the close-up view in Fig. 5. As the tables show, in terms of (I) Prop.Criminisi(gray)
recorded the highest value and Prop.Efros(gray) recorded the next highest score for both
SSIM and PSNR. With respect to (II), Prop.Efros(gray) showed the highest value and
Prop.Criminisi(gray) scored the second highest for both SSIM and PSNR.
Also, although our implementation, so far, does not focus on reduction of calculation
cost, we briefly examined elapsed time for processing. Table 3 shows a comparison of
elapsed time between Criminisi et al.’s method and Prop.Criminisi(gray), and Table 4 shows
the same between Efros et al.’s method and Prop.Efros(gray). There was no significant dif-
ference between the elapsed time of Criminisi et al.’s method and Prop.Criminisi(gray),
despite the fact that Prop.Criminisi(gray) requires an additional process, i.e., coloriza-
tion. The comparison between Efros et al’s method and Prop.Efros(gray) (Table 4) shows
that the calculation time was much less for the latter. The calculation cost of the for-
mer is high because of the pixel-by-pixel restoration it performs. The calculation time for
Prop.Efros(gray) is lower because the completion was done in a lower dimensional space.
Of course the calculation cost will change depending on hole size or the initialization
required for colorization, but this evaluation confirmed that performing inverse conversion
does not significantly affect the total calculation time for smaller images such as those
shown in Fig. 5. To further elaborate on this point, Section 6.2 describes how we analyzed
computational cost in more detail.
5 Results in various settings
In this section, we show that our framework is also effective with current state-of-the-art
algorithms and other feature spaces. The restoration method and feature space we used are
shown in Table 5. Their details are as follows.
2Target PSNR for general purpose lossy image compression ranges from 30 dB to 50 dB, where the higher
is the better.
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Table 2 Evaluation by PSNR1 [dB]
Size Criminisi et al. Efros et al. Prop.Criminisi(gray) Prop.Efros(gray)
(I) original 28.75 27.36 32.46 29.38
close-up 16.94 15.55 20.65 17.57
(II) original 29.72 30.01 33.82 38.55
close-up 25.30 27.62 29.41 34.14
The highest scores are underlined
5.1 Restoration method
First, we introduce He et al.’s and Huang et al.’s algorithm [7, 9] for Stage2, the image
restoration part.
He et al.’s method [9] works well for filling in missing regions through patch offset
statistics. If similar patches in the image are matched and their relative positions obtained,
the statistics of these offset areas are sparsely distributed. With these offsets the missing
regions are filled by combining a stack of shifted images via photomontage, a method for
image composite by using optimization.
Huang et al.’s method [7] is also a current state-of-the-art method and works especially
well with images including complex structures. It first estimates perspective and regular-
ity in the source image and roughly segments the known region into planes, then discovers
translational regularity within these planes. The information is then converted into soft
constraints for the low-level restoration algorithm by defining prior probabilities for patch
offsets and transformations.
5.2 Feature space
We use three types of feature space: RG, GB, and gray scale space. An RG feature space is a
color space that has red and green channels only. A GB space has green and blue channels.
RG and GB spaces are represented as two dimensions while original the RGB space has
three dimensions. We expect that the availability of patches will be increased by using these
feature spaces because of the decrease in dimensions. We also expect that visually important
features will remain in RG and GB spaces more than in gray scale, which is represented
as one dimension. Many feature spaces are represented as two dimensional spaces, but the
green channel is well known as visually important information. It is for this reason that we
use RG and GB spaces, which include green information. As an inverse conversion process
Table 3 Elapsed time comparison between Criminisi et al.’s method [3] and Prop.Criminisi(gray) [sec]
Criminisi et al. Prop.Criminisi(gray)
Completion Colorization Total
(I) 1.64 0.87 1.11 1.98
(II) 2.19 1.31 0.40 1.71
For more detail, please see Section 6.2
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Table 4 Elapsed time comparison between Efros et al.’s method [5] and Prop.Efros(gray) [sec]
Efros et al. Prop.Efros(gray)
Completion Colorization Total
(I) 297.00 147.19 0.48 147.67
(II) 77.47 46.97 0.28 47.25
For more detail, please see Section 6.2
for gray scale space, we used colorization [12] in the same way as mentioned in Section 4.2.
For RG space and GB space the versatile method described in Section 3.2.1 was used.
5.3 Results
Completed results for the natural scenes we used are shown in Fig. 7. Original images
with damaged regions (masked in red) are shown in column (a), while (c) shows the com-
pleted results obtained with the proposed method. We show the most effective results that
were obtained with various feature spaces. The restored results obtained with the base
restoration method used to get the results in (c) are shown in (b). The proposed completion
method shows better performance than the other methods because of its utilizing a lower
dimensional feature space for restoration.
6 Limitation and future work
6.1 Feature space selection
So far, we have showed the results obtained in using a specific lower dimensional feature
space for restoration without explanation. Figure 8 shows completion results obtained using
the same restoration method but a different feature space; original images with the damaged
region masked in red are shown in column (a). Effective and ineffective results obtained
by using different feature spaces are shown in (b) and (c). Note that the only difference
between them is the feature space used for restoration; the same restoration method was used
for both.
Table 5 Variations of restoration methods and feature spaces
Restoration methods Feature spaces
Gray scale RG GB
He et al [9] Prop.He(gray) Prop.He(RG) Prop.He(GB)
Huang et al [7] Prop.Huang(gray) Prop.Huang(RG) Prop.Huang(GB)
Note that all of the patterns with “Prop.” were obtained with our proposed methods
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(a) (b) (c) (a) (b) (c)
Fig. 7 Completed results obtained with current state-of-the-art restoration methods and various feature
spaces (gray, RG, and GB). (a) Target images with damaged regions (masked in red). (b) Results obtained
with the original restoration method without dimension reduction. (c) Results obtained with the proposed
method with dimension reduction. Note that all of the image results annotated “Prop.” were obtained with
our proposed methods
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(a) (b) (c) (a) (b) (c)
Fig. 8 Comparison between completed results obtained using different feature spaces for restoration. Note
that the same restoration method was used to obtain the two results. (a) Target images with damaged region
masked in red. (b), (c) Completed results obtained with effective/ineffective feature space
As the results show, completion performance depends on the feature space used for
restoration. It was already mentioned in Section 4 that different restoration methods
produce different completion results even if the same feature space is used for restora-
tion. Thus, completion performance is affected not only by the feature space used for
restoration but by the restoration method. Currently, however, we have not established
any criteria for selecting an appropriate feature space and restoration method before
observing the completion results. One possible solution is to show the completion results
obtained using various setups, i.e., combinations of different restoration methods and fea-
ture spaces, and to have users perform the task of selecting from among the completion
results.
However, this is likely to make things difficult for the users because of the large num-
ber of possible combinations. Aiming to provide the best inpainting result automatically,
we have already started developing an automatic ranking method for inpainted results
reflecting subjective preference of them [10]. This enables to provide the best result from
a set of images inpainted by various methods and feature spaces. Our next step will be
to reveal the optimal combination of method and feature only by a completion target
image.
6.2 Calculation cost
In Section 4.2.3, we show an example of elapsed time. However, introducing our proposed
framework produced no significant changes in elapsed time (in that setting, we used the ded-
icated method version of inverse conversion for Stage 3, as given in Section 3.2.2). Although
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Table 6 Elapsed time comparison between He et al.’s method [9] and Prop.He(gray) with two inverse
conversion method explained in Sections 3.2.1 and 3.2.2 [sec]
He et al. Prop.He(gray)
Completion inverse conversion via Section 3.2.1 inverse conversion via Section 3.2.2
inverse conversion total inverse conversion total
19.1 14.4 1513.6 1528.0 31.6 46.0
we do not focus on the issue of calculation cost in this paper, we think the proposed
framework has potential for accelerating the processing time of completion. Therefore, we
analyze the computational cost to further elaborate on this point.
In general patch-based completion methods like that in [3], the patch retrieval process
occupies most of the total calculation time. Its calculation order is O(NMZ), where N and
M are respectively the number of missing pixels and the number of total pixels in the image.
The parameter Z is a feature vector dimension for retrieving. This dimension affects the
total calculation order with the power of Z, and thus the proposed method, which uses a
lower dimensional space for restoration, may reduce the total calculation cost.
At the same time, the method needs to perform additional processing subsequent to
restoration, i.e., inverse conversion of feature space from a lower dimension to the orig-
inal one, as shown in Section 3.2. For this we introduced two approaches, a generalized
approach in Section 3.2.1, and dedicated approach in Section 3.2.2. The former requires
considerable computational cost. Table 6 shows an example of elapsed time for (b) and (c)
in Fig. 7 A with the inverse conversion method presented in Sections 3.2.1 and 3.2.2. The
completion time for Prop.He(gray) is lower than that for the original method because the
restoration was done in a lower dimensional space. However, because of the larger resolu-
tion of Fig. 7 A (1280 × 720)[pixels], the inverse conversion methods in Sections 3.2.1 and
3.2.2 (particularly the former) entail quite high calculation cost.
We think that these inverse conversion methods can be made much faster by imple-
menting parallel computation (e.g. with GPU), because these algorithms enable parallel
computing to be performed relatively easily. The time required for users to mask unwanted
regions by users should also be taken into account. Therefore, a subject for future
work will be to consider how to reduce the time required for inverse conversion and
masking.
7 Conclusion
In this paper, we introduced a new framework for image/video completion. Our framework
involves three stages: (1) converting input content to a lower dimensional feature space, (2)
restoring the content in the converted lower dimensional space, and (3) inversely converting
the restored content from the lower dimensional space to the original feature space. We
consider the framework to be an effective approach, first because it enhances the possibility
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of applying patches dissimilar to those in the original color space, and second because it
makes it possible to use a variety of restoration methods and feature spaces. Experiment
results have verified its effectiveness.
Currently we have not established any criteria for selecting an appropriate feature space
and restoration method before observing completion results. Thus, subjects for future
work will include developing a method that will enable the most appropriate results to be
selected automatically, with which we are currently working, and developing criteria that
will allow restoration methods and features to be selected before the completion process is
carried out.
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