ABSTRACT. We prove that every compact Lie group can be realized as the (full) automorphism group of a strictly pseudoconvex domain and as the (full) isometry group of a compact, connected, smooth Riemannian manifold.
Introduction.
Given an instance of a mathematical structure, we are led to ask for its group of symmetries; i.e., the group of structure-preserving selftransformations. The inverse problem is to ask which groups can occur as the group of symmetries of a given kind of structure.
In this paper, we consider two such inverse problems: (a) Which groups occur as the (full) group of isometries of a compact, connected Riemannian manifold?
(b) Which groups occur as the (full) group of (biholomorphic) automorphisms of a strictly pseudoconvex domain?
Definitions will be given below. We recall that Myers and Steenrod [22] have shown that the isometry group of a Riemannian manifold is a Lie group. This group is compact if the manifold is compact. Cartan [7] has shown that the automorphism group of a bounded domain (i.e., a connected, open subset of en) is a (real) Lie group. If the domain is strictly pseudoconvex and not biholomorphically equivalent to the ball, Wong [26] and Rosay [24] have shown that its automorphism group is compact. (The automorphism group of the ball in en is the special unitary group associated with a certain indefinite inner product on e n +!, see [18] .) Thus our questions are completely answered by the following results. THEOREM 
Every compact Lie group can be realized as the (full) group of isometries of a compact Riemannian manifold.

THEOREM 2. Ever compact Lie group can be realized as the (full) group of automorphisms of a strictly pseudoconvex domain.
(We stress that we are interested in the full group of isometries or automorphisms. It is quite easy to realize a compact Lie group as a subgroup of such groups.)
These two results, which on the face of it seem unrelated, are in fact connected. This may not seem surprising; after all, the use of techniques from Riemannian geometry to study problems in complex analysis is by now well established. In particular, Bedford [lJ and Greene and Krantz [13, 14J have studied automorphism groups of domains by passing to appropriate Riemannian manifolds. This suggests trying to solve the Riemannian problem first. A natural attempt runs as follows. First construct a compact Riemannian manifold M, with metric /, on which the compact Lie group G acts by isometries; then perturb / in such a way that the isometries in G are preserved and all the other ones are eliminated. To do this, one is led to construct a G-invariant metric /' on M with the following property:
If x, y E M and y does not belong to the G-orbit of x, then the curvature of /' is different at x and at y.
This can always be accomplished (by combining methods of Ebin [10J with a transversality argument) provided the dimension of M is sufficiently large (compared with the dimension of G). Unfortunately, this property only guarantees that every isometry of /' respects the orbit structure of G; it does not guarantee that the isometries of /' actually belong to G.
However, similar ideas do work in the complex-analytic case. We use the local holomorphic curvature invariants of the boundary of a domain, a la Burns, Shnider, and Wells [6J (instead of the curvature of a Riemannian metric) to construct a strictly pseudoconvex domain D with the property that all the automorphisms of D leave G-orbits invariant. In the complex analytic case, this rigidity turns out to be enough to guarantee that all the automorphisms of D actually belong to G; i.e., G is realized as the full automorphism group of D. The solution to the Riemannian problem is obtained from the solution to the complex-analytic one. To do so, we construct-following an idea of Greene and Krantz [13J-a special metric on the double M of D. The construction guarantees that the isometry group of M is a finite extension of G and that every isometry of M which is not in G moves an orbit of G. We can then slightly perturb the metric on M to eliminate the unwanted isometries, and realize the group G as the full isometry group.
The remainder of the paper is organized in the following way. In §2, we collect the information we need about strictly pseudoconvex domains, boundary behavior of biholomorphic mappings and Chern-Moser invariants. The proof of Theorem 2 is given in §3. In §4, we collect some information about Riemannian geometry and the Bergman metric. The proof of Theorem 1 is given in §5.
After this paper was written, we received preprints of two papers by Bedford and Dadok [2, 3J who have obtained the same results by different methods.
Complex-analytic background.
In this section we collect the information we shall need from the theory of several complex variables. In the interest of brevity, we shall give it in the form most suited to our context. For further information, see the book of Krantz [18] , the survey paper by Burns and Shnider [5] , and the papers cited below. Fefferman's theorem reduces many questions about biholomorphic mappings between strictly pseudoconvex domains D1 and D2 to corresponding questions about CR-diffeomorphisms between their boundaries bD1 and bD2. (A CR-mapping f: bD1 ~ bD2 is a smooth mapping such that the restriction of (df)x to the maximal complex tangent space of bD1 at x is complex-linear for each x E bD1 (see [6] ). This is equivalent to requiring f to satisfy the tangential Cauchy-Riemann equations.) The study of the existence of CR-diffeomorphisms goes back to Poincare [23] . Obstructions to the existence of such mappings have been found by Cartan [7] and Chern and Moser [8] . These obstructions are invariants of the local holomorphic curvature of the boundary hypersurfaces. Using Moser's normal form, Burns, Shnider and Wells [6] constructed scalar curvature invariants in a form which is convenient for our use.
Let
To describe these invariants, it is convenient to work in e n + 1 , with n 2: 2. We write e n + 1 = en x e, where Z1, ... , Zn are the variables in en and w = u + iv is the last variable. We consider the hypersurface {cp = O} near the origin (assuming that cp(O) = 0). After a formal power series transformation, the defining function cp may be written in normal form, i.e.,
where ( ,) is the standard inner product on en, and Np,q is a polynomial of type (p, q) in Z whose coefficients are formal power series in u; i.e., Three remarks need to be made. The first is that these curvature invariants are only defined at nonumbilic points. However, when n :::=: 3 the set of umbilic points is generically empty (see [6, p. 246] ). In the dimensions in which we work, this means that we shall be able to avoid umbilic points entirely. The second remark is that the property of being nonumbilic depends only on the jet of the function tp of order 4 The plan of the proof is to first construct a domain on which G acts by automorphisms, and then to find a strictly pseudoconvex subdomain Do which is G-invariant. By using a transversality argument, we then find a perturbation D of Do with the property that points of bD which belong to distinct orbits of G have different Burns-Shnider-Wells curvature invariants. We then show that this boundary rigidity is enough to guarantee that Aut(D) = G. PROOF. To construct a domain on which G acts by automorphisms, we first use the Peter-Weyl Theorem to imbed G in the complex unitary group U(n) (for some n). We view U(n) as a subgroup of the general linear group GL(n), which may be identified with a domain in e n2 . We then view G as acting on the domain GL(n) X em in e n2 + m by multiplication in the first factor. (For the moment we leave the integer m unspecified, but it will be chosen later to be very large.) Since matrix multiplication is holomorphic, G acts on GL(n) X em by automorphisms.
It will be convenient to denote points in GL(n) X em as (z,w) with z = (Zij) and w = (Wk)' This completes the first step.
To construct a G-invariant strictly pseudo convex domain Do in GL(n) X em which contains U(n) X {O}, we consider the real-valued function tp defined on GL(n) X em by
It is easily checked that tp is strictly plurisubharmonic and is an exhaustion function for GL(n) X em in the sense that the sublevel sets {tp :::; t} are compact for each t. We now average tp over the group G to obtain tpo,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (where dg is the Haar measure on the compact group G). The function 'Po is also a strictly plurisubharmonic exhaustion function for GL(n) X em, and is G-invariant.
Sard's theorem guarantees that most real numbers are regular values of 'Po; since 'Po is an exhaustion function, we may find a T such that d'Po is nonvanishing on {'Po = T} and U(n) X {O} C {'Po < T}. Let Do be the connected component of {'Po < T} which contains U (n) X {O}. Since U (n) x {O} and {'Po < T} are invariant under the action of G, so is Do. Since T is a regular value of 'Po and 'Po is a strictly plurisubharmonic function, Do is a strictly pseudoconvex domain. This completes the second step.
The third step is to construct a small, G-invariant perturbation D of Do which has the property that points of bD belonging to distinct orbits of G are distinguished by the Burns-Shnider-Wells local holomorphic curvature invariants of bD. We will use a transversality argument to construct D as a sublevel set of a Ginvariant strictly plurisubharmonic function. Note that a G-invariant function on a subset of GL(n) X em is essentially the same thing as a function on a subset of (GL(n) X em)IG; it is convenient to work in the latter space. Let So denote the set of umbilic jets in Jo(U) (recall the comment of §2). We will say that a jet J; ( It will help to recall two facts from real-analytic geometry: (A) every realanalytic variety is the union of count ably many real-analytic manifolds; (B) the image of a real-analytic variety under a real-analytic mapping is the union of countably many real-analytic manifolds. (Fact (A) is due to Whitney; see [19] for example. Fact (B) is well known, but since there seems to be no convenient reference, we give a sketch. Note that the assertion is local and that by fact (A) it is enough to consider real-analytic manifolds, so let f: R 8 --+ Rt be real-analytic
The set R 8 -X is a real-analytic variety and hence is the union of manifolds; let X' be any of these manifolds and choose a point x E X' where (d(llx/))x has maximal rank-say r < t. In a neighborhood Y of x in X', flxl may be written as a function of r of the coordinates, so the image f(Y) will be an r-dimensional submanifold of Rt. Continuing downward in this fashion yields the result.)
We now look at Eo; we want to show that it is contained in the countable union of real-analytic submanifolds of high codimension, provided that m and r are chosen appropriately. Since Eo is contained in 7f~(S(j), we need only prove that 7f:(So) is contained in the countable union of submanifolds of high codimension. Since a jet in Jo(UIG) lies in 7f:(So) if and only if its truncation in J~(UIG) lies in 7f!(S~) (because the property of being umbilic depends only on jets of order 4), it suffices to consider 7f!(S~). Now, it is shown in [6] that S~ is a real-analytic subvariety of J~(U); by fact (B) above, 7f~(S~) is a countable union of submanifolds of J~(U IG). Moreover in [6] the codimension of S~ in J~(U) is shown to be ~(t-l)2t2 -(t-l)2, where t = n 2 + m = dimc(U). Thus the codimension of 7f!(S~) in J~(UIG) (i.e., the minimal codimension of a submanifold of 7f! (S~)) is at least For our purposes it is enough to note that (since t = n 2 + m) this codimension is of the form ~m4 -Ao where Ao is an expression in n, m and dim G which involves, no terms in m of higher order than m 3 . Since n and dim G are fixed and we are free to choose m as large as we like, we can guarantee that the codimension of 7f!(S~) in J~(uIG) is at least m 3 . In view of our previous remark this means that the codimension of 7f: (So) in Jo(UIG) is at least m 3 (if m is large enough), and this estimate is independent of r.
We now use the same trick on E;,q (for p > q 2: 3 and p + q ::; r). Since E;,q is the zero set of a real-analytic function, it is a real-analytic subvariety of J[(U IG).
Moreover, S;,q is a smooth real-analytic subvariety of
J[(U) = Jo(U) -So of co dimension
2(t+P-2) (t+ q -2) t-2 t-2
(see [6] ), and 7r~(S;,q) ::::J E~,q. As before, we may calculate the co dimension of 
has maximal rank (since some K = (Kl, ... , K2t+d has maximal rank in each fiber when only the em-variables are considered; see [6] ). Let ~ be the diagonal of
Mather's multijet transversality theorem then implies that there is a dense G8-set E' in J(UIG) such that for each 1 EE', the jet jm(f) misses E, and
Define the function 10 E J(U IG) by 10 07r = ipo; by the above, we can find a function 1 E J(U IG) arbitrarily close to 10 such that jm(f) misses E and
Set ip = 1 07r and let Xo E bDo; then the level set {x E U: ip(x) = ip(xo)} is a hypersurface close to bDo, so this level set bounds a domain D in GL(n) X em. Since ip is close to ipo, this domain D is strictly pseudoconvex. Since ip = 10 7r is a G-invariant function, D is a G-invariant set. Moreover, for each pair of points x, y E bD with y 1:. G . x, our construction guarantees that the scalar curvature invariants K1"'" K2t+l do not all agree at x and y. This completes the third step.
The fourth step is simply to observe that if h is a holomorphic automorphism of D then the extension h of h to D preserves the holomorphic curvature invariants.
Hence if x, y E bD and y 1:. G· x, it cannot be the case that h(x) = y. Equivalently, Because the maps z --+ z-I and z --+ (zO', T) are holomorphic on GL(n), we conclude in either case there is a holomorphic function F on GL(n) such that F(zo) > 1, while IF(z)1 :::; 1 for each z E U(n). It now follows from a result of Bjork [4, Theorem 6 .1J that every continuous complex-valued function on U(n) can be uniformly approximated by restrictions to U(n) ofholomorphic functions on GL(n).
As a consequence, it follows that for each Zo E GL(n) which does not belong to G, there is a holomorphic function F on GL(n) such that Before turning our attention to isometries, it seems appropriate to point out that the holomorphic nature of the automorphisms is crucial in the last step, where the fact that an automorphism h leaves invariant all orbits of G in D guarantees that h actually belongs to G. As noted in the introduction, we cannot a priori draw the same conclusion for isometries of a Riemannian manifold. In effect, the way we use Theorem 2 in the proof of Theorem 1 will be to construct a setting in which isometries not belonging to G actually do move some G-orbit.
The Bergman metric, antiholomorphic automorphisms, and perturbations of Riemannian metrics.
In order to apply Theorem 2 to the problem of isometry groups of Riemannian manifolds, we need some detailed information about the Bergman metric of a strictly pseudoconvex domain. We also need a result of Ebin about the behavior of isometry groups under perturbations of a metric. This section collects the information we need. We will make use of the following facts about the Bergman metric (3 D of a strictly pseudoconvex domain D with smooth boundary.
(3D is a complete metric and is invariant under biholomorphic mappings of D [25] . For any strictly pseudoconvex domain D, the scalar curvature ",((3D,X) approaches ",((30,0) uniformly as x approaches bD [16, 13] . [14] .
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Finally we need some information about perturbations of metrics. Let M be a compact, smooth Riemannian manifold (without boundary) and let 10 D by p,(p) = 'ljJ (3 + (1 -'ljJ ) a". Notice that since K is defined by curvature inequalities for (3, and since Dp is defined by distance inequalities for (3, and Auto(D) = Isom(D, (3), both K and Dp are Auto(D)-invariant. Hence we may choose 'ljJ to be supported in a neighborhood of D p which is so small that volJL(p) (D\Dp) is nearly vola II (D\Dp). In particular, we can arrange that Since isometries preserve volume and volJL(p) (K) > 2 volJL(p) (D\D p), it is also the case that f(K) is not contained in D\Dp. Since Dp is a neighborhood of K on which p,(p) = (3, it is also the case that dJL(p)(y,K) ~ p ~ Po for all y E D\Dp.
Since isometries preserve distances, and hence diameters of sets, we see (recalling that the diameter of K for the distance function dj3 is less than Po) that f(K) cannot meet both K and D\Dp . Putting all this information together yields that
, K is invariant for Isom(D, p,(p)).
If we restrict to the invariant set K, we obtain the following inclusions: (1) Q is G-tubular; i.e., Q = G x (-8, 8 )N and G acts in the first factor (where , a(g;81, ... ,8N-1 ,8N ) = (g;81, ... ,8N-1,-8N ) . In particular,
(4) On Q, the metric 10 is the product of the metric 0::1 on Auto(D), restricted to G, with the (flat) Euclidean metric on (-8,8) 
It is evident that / is G-invariant, so that G c Isom (M, I) ; we show that the reverse inequality holds if v is sufficiently close to the Euclidean metric (in the sense of Coo-closeness of metrics).
If v is very close to the Euclidean metric then / is very close to /0, so Ebin's theorem implies that there is a diffeomorphism F of M which is close to the identity and has the property that F-1 0 h 0 F E Isom(M, /0) for every h E Isom (M, g) . we want to make sure that F is so close to the identity that We can arrange for F to have all these properties by choosing v sufficiently close to the Euclidean metric, so that / is sufficiently close to /0. To see that these properties of F are adequate, suppose first that hi E Isom(M, /0) is of the form hi = £ with 1 E Aut * (D). Just as before, there is an element 9 E G such that £ (x) = fo (g . x) for each x EM. Since h is a G-invariant function, its support is a G-invariant set so £(support(",)) = fo(support(",)). Since F-1 (y) E support(",) and F 0 £0 (support(",)) c £o(Q), we conclude that F 0 f 0 F-1 (y) E £o(Q). Now, since £o(Q) n Q = 0, the metrics / and /0 agree on £o(Q). Because fo is an isometry of /0 and the restriction of /0 to Q is the product of a1 on G with the flat Euclidean metric on (-8, 8 )L, we conclude that at each point of £o( Q) the metric / is of the same form. Our construction, however, guarantees that at y the metric / is the product of a1 with a metric v whose curvature is nonconstant on every open set. In the case Aut*(D) = 0, the argument is even simpler since then we need only be sure that F-1(y) E support(",) and that FoO" (support(",)) is contained in Q n D-; we omit the details.
In either case, we conclude that Isom(M, /) = G. This completes the proof of Theorem 1. 0
It is worth noting that we could arrange for M to be a real-analytic manifold, for the action of G to be real-analytic, and for the metric , to be real-analytic. To achieve this we note, as at the end of §3, that the domain D could be chosen to have real-analytic boundary; then the manifold M and the action of G will be real-analytic. The metric , constructed above need not be real-analytic, but we can replace it by a nearby G-invariant real-analytic metric 1; Ebin's theorem will guarantee that Isom(M,1) = Isom(M, ,) = G.
It is of interest to know the diffeomorphism type of the manifold M. With a little more care, we could insure that the domain D is a regular neighborhood of U(n) X {O} in GL(n) x em, whence M will be diffeomorphic to U(n) X 8 2m . Alternatively, following the comments at the end of §3, we can arrange that the manifold M we obtain will be diffeomorphic to 8 2 (n2+m) . Note that the construction we have actually used produces an action of G on M which is free; if we follow the alternate procedure suggested above, we will obtain an action with a fixed point.
Finally, we should point out the crucial role played by Theorem 2 in this argument: it guarantees that all the isometries in Isom(M, ,0) which do not belong to G actually move some orbit of G, and can thus be eliminated by a small perturbation of ,0,
