We study positive solutions to the fractional Lane-Emden system
Introduction and main results
In this article we consider elliptic system of the type
where Ω is a C bounded domain in R N , s ∈ ( , ) has been studied extensively in the literature (see [4, 13, 17, 20, 21, 23, 28, 37, 38] and the references therein). Bidaut-Véron and Yarur [4] provided various necessary and su cient conditions in terms of estimates on the Green kernel for the existence of solutions of (1.3). When µ = ν = , the structure of solution of (1.3) has been better understood according to the relation between p, q and N. More precisely, if p+ + q+ ≤ N− N then (1.3) admits some positive (radial, bounded) classical solutions in R N (see Serrin and Zou [38] ). On the other hand, the so-called Lane-Emden conjecture states that if
then there is no nontrivial classical solution of (1.3) in R N . The conjecture is known to be true for radial solutions in all dimensions (see Mitidieri [23] ). In the nonradial case, partial results have been achieved. Nonexistence was proved by Figueiredo and Felmer in [17] and by Reichel and Zou in [37] for (p, q) in certain subregions of (1.4) . Recently, Bidaut-Véron, Nguyen and Véron [5] provided necessary and su cient conditions for the existence expressed in terms of Riesz or Bessel capacities for quasilinear system of equations. For nonlocal case, i.e. s ∈ ( , ), Quaas and Xia [31] showed the existence of at least one positive viscosity solution for the system of the type
in Ω,
(1.5)
It has been proved by Quaas and Xia [29] that under some conditions on the exponents p and q, system (1.5) does not admit any positive bounded viscosity solution. We also refer [14, 30] for further results in this directions.
Nonlocal equations with measure data have been investigated in [2, 9, 10, 12, 27] and the references therein. More precisely, fractional elliptic equations with interior measure data were studied by Chen and Véron [12] and by Chen and Quaas [10] , while the equations with measure boundary data were carried out by Nguyen and Véron [27] (for absorption nonlinearity) and by Bhakta and Nguyen [2] (for source nonlinearity).
. Main results
Before stating the main results, we introduce necessary notations. and L κ (Ω, δ s ). Let Gs = G Ω s be the Green kernel of (−∆) s in Ω. We denote the associated Green operator Gs as follows:
Important estimates concerning the Green kernel are presented Section 2.
where Xs(Ω) ⊂ C(R N ) denotes the space of test functions ξ satisfying De ne
Our rst result is the existence of the minimal weak solutions of (1.1). 
The existence of the second solution is stated in the following theorem. .
Methodology and novelty
It is worth mentioning that the existence results in Theorem 1.3 and Theorem 1.4 rely on completely di erent methods. More precisely, the proof of Theorem 1.3 is in spirit of Bidaut-Véron and Yarur [4] , based on a delicate construction of a supersolution. The main ingredient is a series of estimates concerning the Green kernel (see Lemmas 2.9, 2.10, 2.11 and 2.12). Theorem 1.4 is obtained by using a variational approach. Because of the interplay of the two components u and v, the analysis of the associated energy functional (see (5.9)) becomes complicated and consequently the Mountain-pass theorem is inapplicable. Therefore, we employ the Linking theorem instead. We would like to point out that though Linking theorem is a classical theorem in variational methods (due to Rabinowitz [32] ) which had been used previously in many papers, see for e.g. Bonheure, dos Santos and Tavares [7] , Figueiredo et al. [18, 19] , Lam and Lu [22] in the local cases (also see Ferrero and Saccon [16] where Linking theorem was used for single equation with measure data in the local case) and Servadei and Valdinoci [39, 40] , Molica Bisci, Radulescu and Servadei [24] , Mosconi, Perera, Squassinaa and Yang [25] in the nonlocal cases, it cannot be applied in a straightforward way in our framework due to the structure of the system (1.1). In order to construct the second solution of (1.1), we reduce (1.1) to a new system which has variational structure. Moreover, we require the data µ and ν to be su ciently regular, namely µ, ν ∈ L r (Ω) for some r > N s . This enables us to deduce the boundedness of the minimal solution constructed in Theorem 1.3, which in turn allows to establish the geometry of the Linking theorem. As a consequence, we are able to prove the existence of a variational solution which is in fact a weak solution due to a result of Abatangelo [1] and greater than the minimal solution. The idea to construct second solution for nonlocal system of equations is relatively new and di erent from the path of the papers mentioned above. The proof also involves the minimal solution that was constructed in Theorem 1.3.
Organization of the paper. In Section 2, we collect some known estimates on the Green kernel from di erent papers and prove important estimates regarding the Green operator (see Lemmas 2.10, 2.11, 2.12). These estimates are the main ingredient in the proof of Theorem 1.3 which is presented in Section 3. In Section 4, we discuss a priori estimates, as well as regularity properties, of weak solutions. Section 5 deals with the proof of Theorem 1.4 which is based on the Linking theorem.
Notations. Throughout the present paper, we denote by c, c , c , c , C, ... positive constants that may vary from line to line. If necessary, the dependence of these constants will be made precise.
Estimates on Green kernel
We denote by Gs the Green kernel of (−∆) s in Ω respectively. More precisely, for every y ∈ Ω,
where δy is the Dirac mass at y. Following are some useful estimates on the Green kernel. in Ω for some constant c = c (N, s, Ω). This, combined with Remark 2.3, leads to the desired estimate.
We recall below the de nition of Marcinkiewicz space (or weak L p space). See the paper of Benilan, Brezis and Crandall [6] or the hanbook of Véron [43] for more details.
De nition 2.5. (Marcinkiewicz space)
Let Ω ⊂ R N be a domain and λ be a positive Borel measure in Ω. For
The next lemma establishes a relation between Lebesgue space norm and Marcinkiewicz quasi-norm.
We set
Estimates of Green operator are presented below.
Lemma 2.7. ([12, Proposition 2.2]) Let α, γ ∈ [ , s] and kα,γ be as in (2.5). There exists c = c(N, s, α, γ, Ω) > such that
Gs[λ] M kα,γ (Ω,δ α ) ≤ c λ M(Ω,δ γ ) ∀ λ ∈ M(Ω, δ γ ). (2.6) Lemma 2.8. ([35, Proposition 1.4]) (i) If t > N s
then there exists c = c(N, s, t, Ω) such that
The following estimate was prove by Chen and Song [11, Theorem 1.6]).
Lemma 2.9. ( G-estimate) There exists a positive constant C = C(Ω, s) such that
Next, in the spirit of [4] , we will prove some important estimates concerning the Green operator which will be used in Section 3.
Lemma 2.10. Let < p < Ns and λ
Then there exists a constant
Proof. First, we consider the case p > . From Lemma 2.7 and the embedding M
. We write
Therefore, using Hölder inequality, we obtain
Consequently,
Now applying Lemma 2.9 and (2.3) to the right-hand side of the above expression, we obtain
12)
. Here in the second estimate, we have used the inequality |x − z| ≤ |x − y| + |y − z| and in the last estimate we have used the fact that p < Ns. Hence combining (2.11) and (2.12), we derive that
where C = C(N, s, p, Ω). Note that the above argument is still valid for the case p = .
Next we consider the case < p < . Then we have
This yields Proof. First we assume that p > . In view of the proof of Lemma 2.10, we have
By (2.9) and the inequality |x − z| ≤ |x − y| + |y − z|, we have
Combining (2.15) and (2.16) yields
where
Applying (2.2) and (2.3), we obtain
Here in the last inequlaity we have used the fact that θ > p − Ns + . Thus 19) where in the last line we have used Hölder inequality with exponent θ . Note that the above approach is still valid for the case p = .
If < p < then
Then (2.14) follows by a similar argument as in the proof of Lemma 2.10 by using Remark 2.4 with θ ≤ .
In the sequel, without loss of generality, we may assume that This completes the proof.
Construction of the minimal solution
This section is devoted to the construction of the minimal solution of (1.1). We borrow some idea from [4] .
Then there exists a positive minimal weak solution (u µ , v ν ) of (1.1) satisfying Clearly u ≤ U and v ≤ V . Therefore,
By induction, it follows that un ≤ U and vn ≤ V for every n ≥ . Also, it is easy to see that {un} and {vn} are increasing sequences.
3), we deduce that
This means that (u µ , v ν ) is a weak solution of (1.1). Next, let (u, v) be any positive weak solution (1.1). Then
By induction it follows that u ≥ un and v ≥ vn for all n ≥ . Hence u ≥ u µ and v ≥ v ν . This completes the lemma.
Remark 3.2.
In stead of studing system (1.1), in the sequel, we will work on the following system and require only the smallness of the parameters ρ and τ, which improves considerably the exposition.
We recall that in the sequel, we assume that < p ≤ q and hence if pq ≥ then (2.21) holds. 
Proof. Fix numbers ϑ i > , (i = , ) and set
and consider system (3.4) with ρ and τ as in (3.7) . From the assumptions, 
where C = C(N, s, p, q, Ω). Combining the de nition of Ψ in (3.6), Lemma 2.12, Lemma 2.7 and the assumption that µ M(Ω,δ s ) = ν M(Ω,δ s ) = , we can estimate C − ≤ Ψ M(Ω,δ s ) ≤ C for some positive constant C independent of A and κ. This, combined with (3.8) and (3.9) implies
for some positive constant C independent of A and κ. We will choose A and κ such that
For that, it is su cient to choose A and κ such that
This holds if C(A pq κ pq− + ) ≤ A. (3.12)
If pq > then we can choose A > large enough and then choose κ > small enough (depending on A) such that (3.12) holds. If pq < then for any κ > there exists A large enough such that (3.12) holds. For such A and κ > , we obtain (3.11). Consequently, (U, V) satis es (3.1). By Lemma 3.1, there exists a weak solution (u ρµ , v τν ) of (3.4) for ρ > and τ > small if pq > , for any ρ > and τ > if pq < . Moreover, (u ρµ , v τν ) satis es (3.2). Next, assuming in addition that p ≤ q < Ns, we will demonstrate (3.5). From the de nition of V and Lemma 2.11, we see that
(3.14)
Combining (3.14) and (3.13) along with (3.2) leads to (3.5). 
A priori estimates and regularity
In this section, we provide a priori estimates, as well as regularity properties, of weak solutionsof (1.1).
. A priori estimates 
Proof. We prove this lemma in the spirit of [2, Lemma 4.1]. Let (λ , φ ) be the rst eigenvalue and corresponding positive eigenfunction of (−∆) s in X (Ω) (see the de nition of X in (5.3) ). By [12, Lemma 2.1(ii)], φ ∈ Xs(Ω), and hence by taking ζ = φ in (1.6), we obtain
By Young's inequality, we get 
Since the second term on the left-hand side of above expression is nonnegative, taking into account that
Next, combining (1.7), Lemma 2.6 and Lemma 2.7 with γ = s, α = we obtain
Hence rst expression of (4.1) holds by combining (4.5) and (4.7). Similarly, the second expression of (4.1) follows.
. Regularity 
Theorem 4.2. Let p, q ∈ ( , Ns). (i)
Observe that, for x ∈ B j+ , by (2.2),
Therefore,
Similarly,
by Lemma 2.8 (i), we deduce
(Ω) and therefore, applying Lemma 2.7 and Lemma 2.6 we have 
. This and (4.8) -
respectively, where 
, applying Schauder estimate [34] , we have u, v ∈ C α loc (Ω), for some α ∈ ( , s).
Construction of a second solution
In this section we assume < p ≤ q < Ns. Then it follows that q p+ q+ < Ns. Using Linking theorem, we will construct a second weak solution of (3.4) 
By Theorem 3.3, if ρ > and τ > are small then there exists the minimal positive week solution, denoted by (u ρµ , v τν ), of (3.4). We would like to apply Linking theorem to nd a variational weak solution of
where u + := max(u, ) and u − := − min( , u).
From Remark 3.4, we observe that there exists a constant M > such that
De ne
where H s (R N ) is the standard fractional Sobolev space on R N . It is well-known that
, is a norm on X and (X , ||.|| X ) is a Hilbert space, with the inner product
It is easy to check that (see [36] )
It is also well known that the embedding X → L r (R N ) is compact, for any r ∈ [ ,
De nition 5.1. We say that a solution (u, v) of (1.1) is stable (resp. semistable) if (N, s, p, q, t ) such that
Step 1: We show that there exists t > such that (u ρµ , v τν ) is stable provided max{ρ, τ} < t . Indeed, from Remark 3.4, it follows that for any ϕ ∈ X \ { }, there exists t > small such that if max{ρ, τ} < t , there hold
This completes Step 1.
Step 2: We prove (5.6). Assume (ρ, τ) ∈ ( , t ) × ( , t ) and put
Let (u ρ µ , v τ ν ) and (u ρµ , v τν ) be the solutions of (3.4) with data (ρ µ, τ ν) and (ρµ, τν) respectively. Since p, q > and α < , it is easy to see that
Consequently, in view of the proof of Lemma 3.1, we deduce αu ρ µ ≥ u ρµ and αv τ ν ≥ v τν . Furthermore, since (ρ , τ ) ∈ ( , t ) × ( , t ), by
Step 1, we assert that (u ρ µ , v τ ν ) is stable. Therefore,
Hence,
Similarly, one can prove
Hence (5.6) holds with
The norm of an element z = (u, v) ∈ X × X is de ned by
De nition 5.3. Let (X, . X ) be a real Banach space with its dual (X * , . X * ) and I ∈ C (X, R). For c ∈ R, we say that I satis es Cerami condition at level c (in short, (C)c) if for any sequence {wn} ⊂ X with
there is a subsequence {wn k } of {wn} such that {wn k } converges strongly in X. We say that {wn} ⊂ X is a Palais-Smale sequence of I at level c if
The energy functional associated to (5.1) is 
It is easy to see that if z = (u, v) is a critical point of I then (u, v) solves (5.1). We will nd these critical points using Linking Theorem in the spirit of [19] . (ii) First let us choose θ ∈ ( , p + ) arbitrarily and x it. Next, we de ne
y(r, t) := h(r, t)t − θ H(r, t).
From the de nition of h(r, t) and H(r, t), a straight forward computation yields that
Therefore, there exits < T = T(p, M, θ ) such that y(r, t) > for t ≥ T, r ≤ M. Similarly we can prove the other inequality by choosing θ ∈ ( , q + ). Then by take θ = min{θ , θ }, we obtain (5.12).
(iii) Since κ < p + ≤ q + , applying Young's inequality, we have
where c = c (κ, p) and c = c (κ, q). Taking C = max{c , c }, it follows
Combining this with (i), (5.13) follows.
Remark 5.5. Combining Lemma 5.4 along with the fact that H(r, t) = , for t ≤ , it holds
We also observe that ([26, Lemma C. Notation: For the rest of this section, we denote by · , the norm in X , by (·, ·) the norm in X × X and by ·, · the inner product in X .
Proof. We note that boundary ∂Q ψ of the set Q ψ is taken in the space R(ψ , ψ ) ⊕ E − and consists of three parts. We estimate I on these parts as below.
Case 1: z ∈ ∂Q ψ ∩ E − and of the form z = (u, −u) ∈ E − . Then, thanks to (5.14), it follows
Case 2: z = R (ψ , ψ ) + (u, −u) ∈ ∂Q ψ with (u, −u) ≤ R . Thus,
Then, applying (5.14) and (5.13) to (5.16), we get
where C = C(p, q, κ) is the constant in (5.13). Now, using convexity of the function ξ , we obtain
Therefore, since κ > , taking R large enough (depending on ψ ), it follows that I(z) ≤ .
Case 3: z = r(ψ , ψ ) + (u, −u) ∈ ∂Q ψ with (u, −u) = R and ≤ r ≤ R . Then, using (5.14) it follows that
Choosing R ≥ √ R , we have I(z) ≤ . Combining case 2 and case 3, in order that the geometry of Linking theorem holds, we choose R , R large enough with R ≥ √ R .
Our next aim is to prove that Cerami sequences are bounded.
Proof. Choosing (ϕ, ψ) = (vm , ) and (ϕ, ψ) = ( , um) in (ii), we have 
In above estimate we have also used the fact p ≤ q implies (q + )p/q ≤ p + .
Similarly we can show that Ωh (u ρµ , um)vm dx < C. Therefore substituting back in (5.17), we obtain um ≤ C and vm ≤ C.
. Finite dimensional problem
Since the functional I is strongly inde nite and de ned in in nite dimensional space, no suitable linking theorem is available. We therefore approximate (5.1) with a sequence of nite dimensional problems.
Associated to the eigenvalues < λ < λ ≤ λ ≤ · · · → ∞ of ((−∆) s , X ), there exits an orthogonal basis {φ , φ , · · · } of corresponding eigen functions in X and {φ , φ , · · · } is an orthonormal basis for L (Ω). We set Step 2: In this step we show that u and v are nontrivial and nonnegative.
Suppose not, we assume u ≡ in X . Plugging back to the equation ( 
