The fractional Feynman-Kac equations describe the distribution of functionals of non-Brownian motion, or anomalous diffusion, including two types called the forward and backward fractional Feynman-Kac equations, where the fractional substantial derivative is involved. This paper focuses on the more widely used backward version. Based on the discretized schemes for fractional substantial derivatives proposed recently, we construct compact finite difference schemes for the backward fractional Feynman-Kac equation, which has q-th (q = 1, 2, 3, 4) order accuracy in temporal direction and fourth order accuracy in spatial direction, respectively. In the case q = 1, the numerical stability and convergence of the difference scheme in the discrete L ∞ norm are proved strictly, where a new inner product is defined for the theoretical analysis. Finally, numerical examples are provided to verify the effectiveness and accuracy of the algorithms.
Introduction
Diffusive motions exist widely in the nature, among the fields from condensed matter physics [1, 2, 3] , to hydrodynamics [4] , meteorology [5] , and finance [6, 7] . Thus the Brownian functionals play important role in science community. Assume x(t) is a path of a Brownian particle in the time interval (0, t), and U (x) is some prescribed function. Then a Brownian functional can be defined as A = t 0 U [x(τ )]dτ . A is a random variable for x(t) is a random path. On account of the diversity of the function U (x) being chosen, the Brownian functional A models different phenomena. In 1949, by using Feynman's path integral method Kac derived the (imaginary time) Schrödinger equation for the distribution function of A [8] . However, in recent years, by realizing that numerous anomalous diffusion phenomena exist widely in many systems, the scientists pay more and more attention to the anomalous diffusion processes, or the non-Brownian motion, which can be modeled more exactly by fractional differential equations. Let x(t) be a trajectory of non-Brownian particle. The functional of anomalous diffusion has the same form as the Brownian functional
(1.1)
For the different prescribed function U (x), various physics processes can be characterized. For instance, when taking U (x) = 1 in a given domain and to be zero otherwise, A models the time spent by a particle in the domain. The corresponding functional can be used in kinetic studies of chemical reactions that take place exclusively in the domain [9, 10] . When the motion of the particles is non-Brownian in dispersive systems with inhomogeneous disorder, we take U (x) = x or x 2 [10] . By employing a versatile framework for describing the motion of particles in disordered systems, i.e., the continuous time random walk (CTRW), Carmi, Turgeman, and Barkai derived the forward and backward fractional Feynman-Kac equations [10, 11, 12] , where the fractional substantial derivative is involved. Both forward and backward fractional Feynman-Kac equations describe the distributions of functionals of the widely observed subdiffusive processes. While in most cases, scholars are only interested in the distribution of the functional A and regardless of the final position of the particle, x, it turns out to be more convenient to use the backward version. The backward fractional Feynman-Kac equation which is shown as following, will be discussed detailedly in our work. Denote by P (x, A, t) the probability density function (PDF) of A at time t, given that the process has started at x. The backward fractional Feynman-Kac equation is given as [10, 11, 12 ]
where P (x, ρ, t) :
A is defined as (1.1) and α ∈ (0, 1); the diffusion coefficient K α is a positive constant, and the symbol s D ν t represents the Friedrich's fractional substantial derivative of order ν [13] .
For the past few years, the numerical methods for solving fractional partial differential equations (PDEs) have been well developed, including finite difference methods [14, 15, 16, 17, 18] , finite element methods [19, 20, 21] , and spectral methods [22, 23] , etc. However, for the PDEs with fractional substantial derivative, though there have been some works for getting the numerical solutions [24] , high order finite difference schemes with the maximum norm error estimates are still scarce. As is well-known, high order schemes lead to more accurate results if the solution of the equation is regular enough. The fractional substantial derivative is a non-local time-space coupled operator, which makes numerically solving the corresponding equations more difficult than other fractional PDEs, especially when using high order schemes. Besides, compared with the error estimates in discrete L 2 norm, the discrete L ∞ norm error estimates provide more immediate insight on the error occurring during time evolution. Thus, in practice, error estimates in the grid independent maximum norm are preferred in numerical analysis. The purpose of this paper is to develop high order compact difference schemes for the backward fractional Feynman-Kac equation and provide a rigorous error analysis in the discrete L ∞ norm by the strategy of introducing some kind of new inner product and corresponding norms.
The definitions of fractional substantial calculus are given as follows [25] .
Definition 1.1. Let ν > 0, ρ be a constant, and P (t) be piecewise continuous on (0, ∞) and integrable on any finite subinterval of [0, ∞). Then the fractional substantial integral of P (t) of order ν is defined as
where U (x) is a prescribed function in (1.1).
Definition 1.2. Let µ > 0, ρ be a constant, and P (t) be (m − 1)-times continuously differentiable on (0, ∞) and its m-times derivative be integrable on any finite subinterval of [0, ∞), where m is the smallest integer that exceeds µ.
Then the fractional substantial derivative of P (t) of order µ is defined as
According to the definition of fractional substantial derivative, equation (1.2) can be expressed as the following form 
then the equivalent form of (1.6) can be written as [24] 
where P (x, ρ, t) is replaced by P (x, t) since ρ is given as a fixed constant. In the following, we still use P (x, t) for convenience. 
and the initial and boundary conditions are given as
2)
Let M, N be two positive integers, and h = l/M, τ = T /N be the uniform size of spatial grid and time step, respectively. Then a spatial and temporal partition can be defined as x i = ih for i = 0, 1, . . . , M , and
Then for any grid function u ∈ V h , we list the following notations
),
It is obvious that
For any u, v ∈ V h , we introduce the inner product and norms as follows
Lemma 2.1. For ∀u ∈ V h , we have
we conclude that (2.4) holds.
According to [25] , fractional substantial derivatives appeared in (2.1) have q-th order approximations, i.e.,
where
are defined by (2.2), (2.4), (2.6) and (2.8) in [28] , respec-
Consider equation (2.1) at the point (x i , t n ), and we write it as following
Acting the compact operator H h on both sides of the equation above, we have
, by use of Lemma 2.3 and (2.5) we obtain
Then there exists a constant C such that
Denote by P n i the approximated value of P (x i , t n ), and f n i = f (x i , t n ). Multiplying (2.8) by τ α , and omitting the small term, we derive the compact finite difference schemes for solving the backward Feynman-Kac equation (2.1) with the initial condition (2.2) and boundary condition (2.3) as follows:
10)
11)
To execute the procedure, we rewrite equation (2.10) as the following equivalent form
(2.13) with i = 1, 2, . . . , M − 1. It is necessary to point out that when n = 1, the second term on the right hand side of (2.13) vanishes automatically.
Stability and convergence analysis of the difference scheme
In this section, we restrict U (x) = 1 and do the detailed theoretical analysis for the first order discretization in temporal direction of schemes (2.10)−(2.12).
In the following, we introduce some lemmas first, and then prove the scheme is unconditionally stable and convergent in discrete L ∞ norm. For the simplification, we denote d Lemma 3.1.
[24] The coefficients l k defined by (2.2) in [28] satisfy
Theorem 3.1. The difference scheme (2.10)−(2.12) is unconditionally stable with the assumption R(ρ) > 0.
Proof. Assume P n i is the approximate solution of P n i , which is the exact solution of the scheme (2.10)−(2.12). Let ε
From (2.10)−(2.12), we have the perturbation error equations
3)
By use of (2.6), equation (3.3) can also be written as
Multiplying (3.5) by h(−δ 2 x ε n i ) and summing up for i from 1 to M − 1, we get
Using the summation formula by parts and noticing (3.4), we obtain
Then it can be deduced immediately that the inequality below holds.
From the Cauchy-Schwarz inequality and Lemma 3.1, we have the estimates
It follows that
Next, we prove
by mathematical induction. In the case n = 1, (3.8) holds obviously according to (3.7) . Suppose that for s = 1, 2, . . . , n − 1,
holds. When s = n, according to (3.7) and (3.9), we have
Combining (3.8) with Lemma 2.1 and Lemma 2.2, we conclude that
which completes the proof.
Theorem 3.2. Let P n i be the solution of the difference scheme (2.10)−(2.12), and P (x i , t n ) be the solution of the problem (2.1)−(2.3) with the assumption
Proof. According to (2.8) and (2.10)−(2.12), we get the error equations
with | R 
(3.14)
From (2.6), (3.14) can also be written as
Using the summation formula by parts, we obtain from (3.15)
Then it can be deduced that
with the Cauchy-Schwarz inequality being used.
It is clear that
(3.17)
, it can be obtained that
Substituting (3.17) into (3.16), and noticing (3.18), we have 19) where
2Kα . From Lemma 3.1, there exists
then it is derived immediately from (3.19) that
In the following, we prove
by mathematical induction.
For n = 1, (3.21) holds by (3.20) . Suppose
when s = 1, 2, . . . , n − 1. Then for s = n, by (3.20) and the assumption we conclude that
Finally, according to (3.22) , (3.2), Lemma 2.1 and Lemma 2.2, we derive
Numerical examples
In this section, we consider some numerical examples to demonstrate the effectiveness of the schemes, and verify the theoretical results including convergence orders and numerical stability. The discrete L ∞ norm is used to measure the numerical errors, which makes the results stronger than the discrete L 2 norm does.
In the following examples, denote i = √ −1, and we choose U (x) = 1 and x, respectively. 
with the initial condition P (x, 0) = sin(πx), and the boundary conditions P (0, t) = P (1, t) = 0. The exact solution is given by P (x, t) = e −ρt t 3+α + 1 sin(πx). 
with the initial condition P (x, 0) = sin(πx), and the boundary conditions P (0, t) = P (1, t) = 0. The exact solution is given by P (x, t) = e −ρxt t 3+α + 1 sin(πx). Table 5−Table 11 show the maximum errors and convergence orders for Example 4.2 in both temporal and spatial directions, respectively, which confirm 
Conclusion
In this paper, we construct compact finite difference schemes for solving the backward fractional Feynman-Kac equation by its equivalent form, where the q-th (q = 1, 2, 3, 4) order approximation operators for fractional substantial derivative are used in temporal direction, and fourth order compact difference operator for the spatial derivative, respectively. By introducing a new inner product, we prove rigorously that the scheme is unconditionally stable and convergent in maximum norm when q = 1. For all the schemes proposed, from first to fourth order in temporal direction, abundant examples are performed to verify the theoretical analysis and their effectiveness.
