Abstract. In this paper, after presenting the results of the generalization of Pascal triangle (using powers of base numbers), we examine some properties of the 112-based triangle, most of all regarding to prime numbers. Additionally, an effective implementation of ECPP method is presented which enables Magma computer algebra system to prove the primality of numbers with more than 1000 decimal digits.
"the powers of the base number". Referring to our former results (presented in detail in [7] and [8] ; here we don't repeat/echo the theorems and propositions) we show here the first few rows of the 112-based triangle (Figure 1 ), which will gain outstanding importance below in this paper. The historical overview of this special field is presented in [8] . In the last few years there were published several new results which are related to our topic (e.g. [2] ). Moreover, besides that, up to about 2005, all generalized triangle sequences of the type ax + by were added to the database On-line Encyclopedia of Integer sequences [11] , since that time there have been several new applications, too, based on sequences appearing in our triangles. However, e.g. the sequences based on the general abc-based triangles are still not widely known.
Recalling the basic properties of generalized triangles-most of all in connection with powering the base number a 0 a 1 . . . a m−1 and with the polynomial (a 0 x 0 + a 1 x 1 + · · · + a m−1 x m−1 ) n -we can state that we have the "right" to call these types of triangles as generalized Pascal triangles (details in [8] , summary in [6] ).
Divisibility of elements and prime numbers
The classic divisibility investigations in Pascal triangle (for binomial coefficients) are very popular and even spectacular, if the traditional "strict" mathematical approach is moved toward coloring and fractals (details in [3] ). For generalized binomial coefficients (with our notation: in triangles with bases 11 · · · 1) we have similar results, too, with a remark that in these cases general proofs are harder, and there are many conjectures, too.
We recall here the beautiful result of Richard C. Bollinger, who proved for generalized Pascal triangles of p th order that for large n, "almost every" element in the n th row is divisible by p (see [3] , p. 24). For example, for the 111-based triangle this means divisibility by 3. (We mention that the p th order Pascal triangle is a triangle with base 11 · · · 1, where we have p pieces of 1.)
Now we turn our attention specially to the 112-based triangle, and in the following we are interested mostly in prime numbers. It is obvious that the right part of the triangle contains only even numbers. Moreover, if we move to the right, the powers of 2 are usually (not always) growing as divisors. Analyzing connections with the multinomial theorem we can conclude that the left part of the triangle contains mostly (with possible exception of the first two places) composite numbers, too. Of course, this can be not true for the 0 th and 1 st numbers, which are the same as in the classic Pascal triangle. Moreover, using induction we can see that the center element in every row is always odd.
We can pose obviously two (not hard) questions in connection with prime numbers:
1. Can we find every prime number as an element in our triangle? 2. Can we find every prime number as an element in our triangle in nontrivial places?
The answer to question 1 is "yes", as we already saw above (the 1 st elements in every row, however, this is a trivial match). To question 2, we fix first that primes are worth looking for only in the middle position.
With a computer investigation (using e.g. the Maple program) we can find 6 small primes up to the 100 th row (Figure 2 , a 90-digit prime (candidate). So, the answer to our second question (considering only this triangle) is "no". Our possibilities are extended rapidly, if we look up not only pure prime numbers, but even decompositions. So now we modify our question 2 as "can we find every prime number as a factor of any element in our triangle?" (Examining only non-trivial places, so, positions 0 and 1 are in every row excluded. ) We see immediately that every one-digit prime occurs as a factor at least once up to the 4 th row. Here 2 and 5 are triangle elements themselves; 3 is a factor of 9, 7 is a factor of 14.
Continuing with an easy computer examination for two-digit primes we find all but 4 up to the 12 th row. For the rest of the numbers we get the following first occurrences (in number-row form): 79-14, 71-15, 59-17 and, surprisingly 41-27. Now, we turn our attention to 3-digit primes. Here we need a much larger triangle-part. Let's choose, say, a 100-row triangle in an easy-factorized form. With a small Maple program on a normal table-PC, we can generate the necessary data in a few minutes. (Easy factorization is very important here, otherwise, with full factorization the generation could take an extremely long time...) The output of the program in txt form will be approximately 1.15 MBytes.
From the 143 3-digit primes we find 105 up to 40 th row. For the remaining 38 numbers, 18 numbers are situated in rows 41 − 50, 11 additional primes in rows 51 − 60, and 2 (823 and 827) in rows 61 − 70. The still missing "hardest" 3-digit primes finally give the following first occurrences (in number -row form): 479 -74, 499 -74, 677 -76, 719 -77, 859 -72, 937 -98 and 947 -73. To the contrary, the "easiest" 3-digit primes are 103, 191 and 409 in the 7 th row.
With this we give up the claim "to find all of the primes as divisors".
Our next investigation focuses on very large prime factors (more accurately: prime candidates).
Computer investigations suggest that the largest prime factors in a given row occur very likely in the center position or very close to that place. Of course, this is not an absolute rule, but since our goal is "only" to find very large prime (candidate) factors, we can limit the investigation to the center element. (This has a significant importance to achieving: go as "deep" relatively quickly in the triangle as possible.)
Moreover, the center element carries special properties compared with other elements. Recalling Richard C. Bollinger's result above, we can set up a similar interesting conjecture:
For large n, the center element in the n th row "almost surely" will be divisible by 5 and 7 (but surely not by 2 and usually not by 3).
So, with a relatively simple Maple program we set out to the easy-factorization of the center element up to the 1900 th row. On a normal table-PC, the execution time is approximately 11 hours, with an output file in txt form roughly 110 KBytes.
Analyzing the output we can deduce that prime divisors here follow the Knuth-observation [9] , too: we usually find few small factors some of which are repetitive; composite (not decomposable with the 'easy' option) large factors are common, pure large prime factors are however rare or extremely rare. Considering only the primes (prime candidates) with digits more than 1000 we get 3 matches.
Here the second and third matches are especially interesting, since they can be considered as a special kind of "twin-primes" (candidates) in the triangle. In general, our chance to find "pure" large prime factors in consecutive rows is very little...
Here the factorization of element with position 1793, 1793 is as follows: In [6] we proved the primality of the largest factor of 1726, 1726 which has 1002 decimal digits. That time we used a freeware software developed by F. Morain. In the remaining part of this paper our goal is to present our selfmade program which is appropriate to prove the prime property of such large numbers. Let us denote the 1028 digits long factor of 1793, 1793 by n 1 and the 1030 digits long factor of 1794, 1794 by n 2 . We investigated n 1 and n 2 with our program, and have found that both of them are really primes. Moreover, the process of the proof and shematic structure of the evidence will be presented, too.
Atkin's primality test
We described the theoretical foundations of the elliptic curve primality proving in [6] . Unfortunately, most computer algebra systems include just probability primality test, so we can not use them to reach our purposes. Although the Magma system (described below) is able to carry out primality proving with ECPP (Elliptic Curve Primality Proving), we did not get any result even after two days running for n 2 . Thus we have developed an own primality proving program presented in the next section.
According to the notation of [6] let us denote an elliptic curve over Z/nZ by E n . The first step in the basic ECPP algorithm is choosing randomly an E n elliptic curve, the second one is counting |E n |, the order of E n . The latter action is very time-consuming, so we had to find an improved version of ECPP. Finally we have implemented an algorithm suggested by A. O. L. Atkin. A specification of this method can be found in [1] . Lenstra and Lenstra published a heuristic running time analysis of Atkin's elliptic curve primality proving algorithm in [10] . They conjectured that with fast arithmetic methods the running time of ECPP can be reduced to O(ln 4+ǫ (n)). Atkin brilliant idea was founding an appropriate m order in advance and then constructing E n for this m avoiding the order-counting. Moreover, we get simultaneously two elliptic curves increasing the chance of the successful running of the test. m order has to be chosen from the algebraic integer of an 
In that case we get two possible orders: m = |ν ± 1| 2 , where
If (1) is valid, then we can compute an x 0 root of the Hilbert polynomial (mod n). The function Hilbert(n, D) returns with a root of the appropriate Hilbert polynomial. Then we get two elliptic curves with order m = |ν ± 1| 2 . The rest of the algorithm works as we described in [6] .
Proof(E n , m, f)
then return no 8 return yes Here symbol O means the "point infinitely far" e.g. the unit of the Abelian group. The function Proof() has three input values: E n , m, f, where E n is an elliptic curve with order m, m = f · s, the factorization of f is known and s is probably prime. The output value composite means that n is surely composite. If the output is no, then n is composite or we have to choose the other elliptic curve. In case yes the next recursion step follows. In the following we present the pseudocode of the Atkin's test. 
Magma Computer Algebra System
Magma [5] is a large software system specialized in high-performance computations in number theory, group theory, geometry, combinatorics and other branches of algebra. It was launched at the First Magma Conference on Computational Algebra held at Queen Mary and Westfield College, London, August 1993. It contains a large body of intrinsic functions (implemented in C language), but also allows the user to implement functions on top of this, making use of the Pascal-like user language and the programming environment that is provided.
Primality tests in Magma
Magma has several built-in functions for primality testing purposes.
IsProbablyPrime(n: parameter) : RngIntElt → BoolElt
The function returns TRUE if and only if n is a probable prime. This function uses the Miller-Rabin test; setting the optional integer parameter Bases to some value B, the Miller-Rabin test will use B bases while testing compositeness. The default value is 20. This function will never declare a prime number composite, but with very small probability (much smaller than 2 −B , and by default less than 10 −6 ) it may fail to find a witness for compositeness, and declare a composite number probably prime.
IsPrime(n: parameter) : RngIntElt → BoolElt
This function proves primality using ECPP which is of course more timeconsuming. It is possible though to set the optional Boolean parameter Proof to FALSE; in which case the function uses the probabilistic Miller-Rabin test, with the default number of bases.
PrimalityCertificate(n: parameter) : RngIntElt → List
This function proves primality and provides a certificate for it using ECPP. If the number n is proven to be composite or the test fails, a runtime error occurs.
IsPrimeCertificate(c: parameter) : List → BoolElt
To verify primality from a given certificate c this function is used. This returns the result of the verification by default, a more detailed outcome can be obtained by setting the optional Boolean parameter ShowCertificate to TRUE.
The numbers n 1 and n 2 were tested with Magma's own ECPP, using the intrinsic IsPrime function, and with our ECPP implementation written in Magma language. We refer to Magma's ECPP algorithm as Magma-ECPP and to our implementation as modified-ECPP. Both tests were running in Magma 2.16 on a machine with 7425 MB RAM and four 2400 MHz Dual-Core AMD Opteron (TM) Processors.
The Magma-ECPP provided a primality proof for n 1 in 32763.52 seconds, but seemed to stuck after the third iteration during the test of n 2 ; the modified-ECPP provided proof for n 1 in 5666.96 seconds and for n 2 in 5153.37 seconds. As the modified-ECPP is not finished yet, the running time can still be improved.
The implementation of ECPP algorithm
The ECPP algorithm consists of iteration steps, where the i th iteration step outputs an s i which will be the input of the next iteration step. In one iteration step an attempt is made to factor order m i of the group of points on a curve E i . Curve E i is defined using the input s i−1 and a discriminant of an imaginary quadratic field, read in from a list.
If the attempt is successful, factor s i is the output; if not, we need to backtrack. A different discriminant in an iteration step results in a different s i . The possible iteration chains that occur this way, can be represented as paths in a directed graph G(n). The nodes of G(n) are the s i 's, the root represents n, the edges are the iteration steps. An edge leads from s i to s i+1 if there is an iteration that produces s i+1 with input s i . Consider a path successful if the corresponding iteration-chain starts with input n and ends with input s l , where s l is a small prime, which can be verified by easy inspection, or trial division. In the rest of the paper we refer to the s i 's also as nodes.
Magma-ECPP uses a small fixed set of discriminants during the process. Each iteration goes through this set until it finds a discriminant which produces a new node. Using a small set of discriminants makes the algorithm faster, but increases the probability of producing no new node. If no discriminant produces new node in the set it backtracks to the previous node and retries that with the same set of discriminants but possibly stronger factorization methods to factor the m i 's. If backtracking does not produce a new node, it will try to factor again with more effort; these hard factorizations may consume a large amount of time, and the process appears to get stuck in a seemingly endless loop. This happened during the test of our number n 2 with Magma-ECPP.
Modifications
During the iteration steps certain limits are used; for example, the bound B on the primes found in factoring the m i -s. Imposing a small B decreases the difference between the size of the s i -s and thus may extend the path down to the small primes. On the other hand, setting a large B significantly increases the running time needed for factoring. Of course, choosing a more sophisticated factoring method smoothes the differences in running time, but the size of B still remains an important factor. Other important limits are the bound D on the discriminants and the limit S on the prime factors of the discriminants. Decreasing them leads to speed improvement but to a smaller set of discriminants, too.
The modified-ECPP uses a huge file which contains a list of fully factored discriminants up to 10 9 . During the selection of discriminants useful for the current input we extract a modular square root of its prime divisors and build up the square root of the discriminant by multiplication. After using one prime, the square root is stored, and thus it will be computed only once in an iteration step. The speed that we gain this way makes it possible to increase limits D, S in the iterations, which are adjusted to the size of the current input.
The steps can be extended to result in a series of s i -s at a time instead of just a single one: if the iteration step does not stop at the first good discriminant but will collect several good ones. This way, we can select the input of the next step from a set of new nodes.
The numbers have individual properties, which makes a difference from the point of usability. The modified-ECPP predicts the minimal value of D which is still enough to produce at least one new node for each s i produced by earlier steps and, building upon this prediction, sets up a priority between them. It selects the one with the highest priority as input for the next iteration step. If the step does not provide output the limit D will be increased in order to use a new set of discriminants next time when the node is selected. The priority is reevaluated after each step because either there are new nodes or in case of no output D is increased. This way the possibility of getting stuck is lower (details can be found in [4] ).
The proof
On input n, a probable prime, the primality test results in a list, which provides sufficient data to prove the correctness of the sequence of the steps along the successful path. If we consider the length of the proof list as #L, the i th list element, as the proof runs in reverse order, starting from the smallest s i , corresponds to the #L − i th step in the sequence and consists of s i , a i , b i , P i , f i , where s i f i = m i and s i is a probable prime, the factorization of f i is known, y 2 = x 3 + a i x + b i is an elliptic curve of order m i over Z/s i+1 Z, and P i is a point on this curve that satisfies the condition m i P i = 0, f i P i = 0. P i is given by its two coordinates x i and y i . The correctness proof guarantees recursively that all s i are genuine primes, and eventually that the input n is prime.
Since the size of the above mentioned list is too large (approximately 809 KB in txt form), the exact details can not be presented in this paper. Instead of this, we give here only a small part of this file (see in Table 1 ). The full text can be downloaded from page: http://compalg.inf.elte.hu/tanszek/farkasg/proof-tri.txt
