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RESOLVENT, HEAT KERNEL, AND TORSION UNDER
DEGENERATION TO FIBERED CUSPS
PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
Abstract. Manifolds with fibered cusps are a class of complete non-compact Riemannian
manifolds including many examples of locally symmetric spaces of rank one. We study
the spectrum of the Hodge Laplacian with coefficients in a flat bundle on a closed manifold
undergoing degeneration to a manifold with fibered cusps. We obtain precise asymptotics for
the resolvent, the heat kernel, and the determinant of the Laplacian. Using these asymptotics
we obtain a topological description of the analytic torsion on a manifold with fibered cusps
in terms of the R-torsion of the underlying manifold with boundary.
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1. Introduction
Reidemeister torsion, or R-torsion, a combinatorial invariant of a finite simplicial complex
and a choice of representation of its fundamental group, was originally introduced by Rei-
demeister [Rei35] and Franz [Fra35] to distinguish lens spaces that are homotopic but not
homeomorphic. For manifolds, an analytic analogue, the analytic torsion, was introduced
by Ray and Singer [RS71], who showed that it depends only on the smooth structure of the
manifold and conjectured that it was equal to the Reidemeister torsion. This conjecture was
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subsequently established by Cheeger [Che79] and Mu¨ller [Mu¨l78] for orthogonal representa-
tions, by Mu¨ller [Mu¨l93] for unimodular representations, and the difference between them
was computed for general representations by Bismut-Zhang [BZ92].
This deep and subtle result has many important applications in fields ranging from topol-
ogy and number theory to mathematical physics. For instance, on hyperbolic manifolds,
it was used by Fried [Fri86] to express the R-torsion in terms of a Ruelle zeta function, a
dynamical quantity defined in terms of closed geodesics. More recently, it has been used by
various authors [BV13, CV12, Mu¨l12, MM13, MP13b, MP13a, MP14b, BMZ17] to study the
torsion of the homology of arithmetic groups.
Already in the context of arithmetic groups, but also in algebraic geometry and in the
study of various moduli spaces, singular and non-compact spaces naturally appear and have
often the structure of a stratified pseudomanifold. It is therefore a natural question to
ask if the Cheeger-Mu¨ller theorem has any analogue on compact stratified spaces. Part of
the question of course consists in finding suitable analogues of the R-torsion and analytic
torsion. In 1987, Dar [Dar87] introduced a natural candidate for the R-torsion on stratified
spaces by using the intersection homology of Goresky and MacPherson [GM80]. Dar also
suggested that this R-torsion, called the intersection R-torsion, should be related to the
analytic torsion of an appropriate incomplete iterated edge metric encoding the singularities
of the stratified space. Despite many important recent advances [HS10,Ver09,MV12,HS11,
Les13, She15, GS15, DH14], a relation is still not known to hold even in the simplest case
where the compact stratified space has only isolated conical singularities.
In this paper and its companion [ARS14], we propose to look for an analytic counterpart
to the intersection R-torsion by replacing incomplete iterated edge metrics by the iterated
fibered cusp metrics of [DLR15]. Those metrics are complete, but as for iterated edge metrics,
they geometrically encapsulate the information about the singularities of the stratified space.
For instance, as shown in [HR15], for Witt stratified spaces the L2-cohomology of iterated
fibered cusp metrics can naturally be identified with the upper middle perversity intersection
cohomology of the stratified space. In this paper, we will however immediately restrict
ourselves to the case where the stratified space is of depth one, a situation where those
metrics correspond to the fibered cusp metrics considered in [Vai01,HHM04], a class which
includes many examples of locally symmetric spaces of rank one [Mu¨l87].
More precisely, let M be the interior of a compact manifold M with boundary endowed
with a fiber bundle structure
Z — ∂M
φ−−→ Y.
Let x ≥ 0 be a smooth function on M that vanishes precisely on ∂M and such that dx 6= 0
on ∂M. A complete metric gd on M is a fibered cusp metric if near ∂M it is asymptotically
of the form
dx2
x2
+ x2gZ + φ
∗gY .
Thus for example, if Y is a point, (M, gd) is a manifold with cusps and, if Z is a point,
(M, gd) is a manifold with cylindrical ends. Examples include many locally symmetric spaces
Γ\G/K of rank one with the metric induced by the Killing form, e.g., non-compact hyperbolic
manifolds of finite volume. In this setting, notice that the associated stratified space M̂ can
be obtained from M by collapsing the fibers of φ.
For such metrics, the heat kernel is typically not trace class, but one can still define
analytic torsion using the renormalized trace of Melrose [Mel93]. To relate analytic torsion
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with intersection R-torsion, our strategy, strongly inspired by the work of Dai, Hassell,
Mazzeo and Melrose [MM95, HMM95, Has98, DM12] in their study of analytic torsion on
fibrations and manifolds with cylindrical ends, is to deduce a relation by starting with the
standard Cheeger-Mu¨ller theorem on a compact manifold and understanding what happens
to the analytic and Reidemeister torsion when a fibered cusp is forming. Thus, assume
now that M is a closed manifold (of arbitrary dimension). Let α : pi1(M) → GL(k,R) be a
unimodular representation and let F →M be the corresponding flat vector bundle. Equip F
with a metric gF . Notice that unless α is an orthogonal representation, this metric cannot be
chosen to be compatible with the flat connection. Suppose there is a two-sided hypersurface
H endowed with a fiber bundle structure
Z —H
φ−−→ Y.
We consider a family of metrics gε,d parametrized by ε ∈ (0, 1) that in a tubular neighborhood
of H are asymptotically of the form
dx2
x2 + ε2
+ (x2 + ε2)gZ + φ
∗gY .
This can be visualized as stretching the manifold M in the direction normal to the hypersur-
face H until it has two infinite cusp-like ends in place of the hypersurface. In fact, while for
ε > 0 the metrics gε,d are smooth Riemannian metrics on M, as ε→ 0 the metric degenerates
along H and gives a fibered cusp metric gd on M \ H. Related degenerations have a long
history see, e.g., [Che87,See92,SS88,McD90,Wol87].
Understanding what is happening to the analytic torsion under such a degeneration is a
delicate question and requires a uniform understanding of the resolvent and the heat kernel of
the Hodge Laplacian. As in [MM95], this can be done by constructing the resolvent and the
heat kernel on suitable manifolds with corners that encode the degeneration. The upshot is
that the de Rham operator ðdR = d+δ associated to gε,d has two important model operators
that capture its behavior as ε approaches zero. The first one is the corresponding de Rham
operator Dd on M \H. The other model operator relates the two sides of H and is actually
defined on Y × R. It is a de Rham operator Db associated to a metric with cylindrical
ends and a twisted differential acting on forms taking values in the vertical harmonic forms
bundle,
H∗(H/Y ;F ) −→ Y × R,
pulled-back from Y.
Our construction can roughly be seen as a suitable fusion of the resolvent and heat kernel
constructions of Mazzeo-Melrose [MM95] and Vaillant [Vai01]. There are however many
delicate details and new twists. Moreover, except for some small steps in the construction,
we have had for the most part to start from the beginning and reprove in our settings many
of the results appearing in [MM95] and [Vai01]. Thus, for the sake of completeness and for
the convenience of the reader, we provide a detailed construction that systematically avoids
relying on results of [MM95] and [Vai01]. It is also written in great generality and applies to
a wide class of elliptic differential operators including Dirac-type operators. When applied
to the de Rham operator, this leads to the following result, see Theorem 4.5, Remark 4.9,
Corollary 5.2, Theorem 7.1, Theorem 11.2 and Corollary 11.3 for the general and detailed
statements.
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Theorem 1.1 (Spectrum of the twisted de Rham operator under fibered cusp degeneration).
Let (M, gε,d, F ) be as above and assume that F is a ‘Witt bundle’ in that either dimZ is odd
or HdimZ/2(φ−1(y);F ) = 0 for any fiber of φ.
1) The resolvent (ðdR − λ)−1 extends uniformly in ε from λ ∈ C \ R to a meromorphic
family of bounded operators on a small neighborhood of the origin in C with only
simple poles. Furthermore, its integral kernel can be described uniformly down to
ε = 0 as a polyhomogeneous distribution on an appropriate manifold with corners.
2) In particular, there are only finitely many eigenvalues converging to zero as ε → 0,
the small eigenvalues. The projection onto the corresponding eigenspace is a poly-
homogeneous family of pseudodifferential operators on an appropriate manifold with
corners and it is identified with the projection onto kerL2 Dd ⊕ kerL2 Db at ε = 0.
3) The integral kernel of the heat operator e−tð
2
dR can be described uniformly down to
ε = 0 as a polyhomogeneous distribution on an appropriate manifold with corners.
In particular, with ρ =
√
ε2 + t , its trace satisfies
Tr(e−tð
2
dR) =

R Tr
(
e−tD
2
d
)
+ R Tr
(
e−tD
2
b
)
+B log ε+O(ε) as ε→ 0, t > 0,
t− dimM/2
∑
k≥0
akt
k as t→ 0, ε > 0,
ρ−m
∑
j≥0
Ajρ
j + ρ−(dimY+1)/2
∑
j≥0
A˜jρ
j log ρ as t→ 0, ε→ 0.
4) If dimY is even, if the product of the positive small eigenvalues det(ð2dR)small is poly-
homogeneous in ε and if the metric is of ‘product-type’, then the determinant of the
Laplacian satisfies
FP
ε=0
log det ð2dR = log detD2b + log detD2d − FP
ε=0
log det(ð2dR)small.
As in [GS15] for conic degenerations, this analysis of the spectrum indicates that a com-
putable description of the limit of analytic torsion as ε ↘ 0 passes in general through a
fine understanding of the asymptotic behavior of the small eigenvalues, a discussion that we
postpone to [ARS14]. Notice on the other hand that this theorem determines the number
of small eigenvalues with multiplicity. In particular, there will be no small eigenvalues if
and only if kerL2 Db = kerL2 Dd = {0}. For the operator Db, a simple way to ensure that
it has no L2-kernel is to require that Hq(Z;F ) = 0 for all q. For Dd, we then know by the
Kodaira decomposition of Corollary 8.9 below that its L2-kernel is naturally identified with
the L2-cohomology groups H∗(2)(M \H;F ). Thus, requiring the strong acyclicity condition
H∗(Z;F ) = 0, H∗(2)(M \H;F ) = 0,
will ensure that there are no small eigenvalues and that the operator Db is in fact trivial. As
we will see, we do not need to require that H∗(2)(M \H;F ) = 0, since a ‘strongly acyclic at
infinity’ condition
(1.1) H∗(Z;F ) = 0
implies that there are no positive small eigenvalues and that H∗(2)(M \H;F ) ∼= H∗(M ;F ).
Condition (1.1) also leads to some analytical simplifications: by Remark 4.18, the operator
Dd only has discrete spectrum, while by Remark 7.2, its heat kernel is trace class for positive
time. In particular, we do not need to use the regularized trace of Melrose [Mel93] to define
analytic torsion in this setting. On the topological side, this condition is clearly restrictive,
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since it cannot be satisfied if F is trivial or if F is required to be defined on the stratified
space associated to (M \H, gd). A simple way to ensure that condition (1.1) holds is to take
M = M ′ × S1 and H = H ′ × S1 with H ′ a two sided hypersurface in M ′ equipped with a
fiber bundle φ′ : H ′ → Y . Then taking φ = φ′ ◦prL : H → Y to be the fiber bundle structure
on H, where prL : H
′ × S1 → H ′ is the projection on the left factor, condition (1.1) will be
automatically satisfied if we take F to be the pull-back of a flat Euclidean vector bundle F ′ on
S1 such that H∗(S1;F ′) = {0}. For examples involving finite volume hyperbolic 3-manifolds,
see Example 12.4 below. Alternatively, following Menal, Ferrer and Porti [MFP12], let N
be a three-dimensional orientable complete hyperbolic manifold with cusps. The holonomy
representation Hol : pi1(N) −→ PSL(2,C) of pi1(N) acting as isometries of H3 lifts to a
representation H˜ol : pi1(N) −→ SL(2,C). Let
αn : pi1(N) −→ SL(n,C)
be the composition of H˜ol with the unique complex irreducible representation Vn of SL(2,C)
of dimension n. Assuming that N has a single cusp and that the holonomy representation is
irreducible, Menal, Ferrer, and Porti prove that
H∗(∂N ;α2n) = 0
for all n > 0. This applies in particular to hyperbolic knot exteriors in S3.
Remark 1.2. Notice that if N is a finite volume odd dimensional hyperbolic manifold with
Z = H a disjoint union of tori, we see by [BW80, Remarks 3.5 (3) of Chapter VII] that
if the holonomy representation of F is orthogonal (or more generally becomes a direct sum
of irreducible representations when restricted to each connected component of H), then the
Witt condition is satisfied if and only if the strong acyclicity condition at infinity (1.1) is
satisfied.
With condition (1.1), we immediately deduce from Theorem 1.1 that the limiting behavior
of the analytic torsion AT(M, gε,d, F ) is given by
(1.2) FP
ε=0
log AT(M, gε,d, F ) = log AT(M \H, gd, F ).
The final ingredient in proving our extension of the Cheeger-Mu¨ller theorem is to analyze
how the R-torsion τ(M,α;µ∗) is affected by the degeneration for µ∗ a choice of basis for
H∗(M ;F ). Under the condition (1.1), this is a simple consequence of the formula of Milnor
[Mil66] relating the R-torsion of a short exact sequence of complexes, yielding the following
relation,
(1.3) τ(M,α, µ∗) = τ(M \H, ∂M \H,α, µ∗)τ(H,α),
where M \H is the manifold with boundary obtained by cutting M along H and µ∗ is a
basis of H∗(M ;F ), see Theorem 8.7 below for more details.
Finally, combining (1.2) and (1.3) with the Cheeger-Mu¨ller theorem on compact manifolds
gives our main result.
Theorem 1.3 (A Cheeger-Mu¨ller theorem for fibered cusps).
Let (M, gd) be an odd-dimensional manifold with fibered cusps as above, with base Y even-
dimensional and with boundary compactification M . Let α : pi1(M) −→ GL(k,R) be a
unimodular representation whose associated flat bundle F −→M satisfies the condition (1.1).
Suppose F is equipped with a smooth bundle metric gF on M having an even expansion at
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∂M in terms of the boundary defining function. Then the analytic torsion and the R-torsion
are related by
(1.4) AT(M, gd, F ) = τ(M,∂M,α, µ
∗)τ(H,α)
1
2 ,
where µ∗ is an orthonormal basis of L2 harmonic forms with respect to the metrics gd and
gF inducing a basis for H
∗(M,∂M ;F ).
Remark 1.4. If α is an orthogonal representation and gF is chosen to be compatible with
the flat connection, then τ(H,α) = 1 and the formula simplifies to
AT(M, gd, F ) = τ(M,∂M,α, µ
∗).
Remark 1.5. The assumption that Y is even ensures that some contribution in the limiting
behavior of the analytic torsion vanishes. If Y is odd, we expect from [DM12] that there
should be another term appearing in formula (1.4).
Remark 1.6. The definition of the intersection R-torsion of Dar [Dar87] requires that F be
defined on the stratified space associated to (M, gd), which means in this case that F cannot
be strongly acyclic at infinity. Thus, a relation between analytic torsion and intersection
R-torsion is only obtained in our companion paper [ARS14], where the assumption that F
be strongly acyclic at infinity is weakened to the assumption that F be Witt.
In the special case where the metric is hyperbolic of finite volume, there are many related
recent works involving analytic torsion. In [Par09], Park extended the result of Fried [Fri86]
by relating the analytic torsion of unitary representations on hyperbolic manifolds with cusps
to some corresponding Ruelle zeta function. Combining with our result, this gives a relation
between the R-torsion and the Ruelle zeta function when the flat unitary vector bundle is
strongly acyclic at infinity (1.1). In [MP12], Mu¨ller and Pfaff generalized their study of the
asymptotics of analytic torsion along a family of flat bundles (corresponding to unimodular
representations) to non-compact hyperbolic manifolds of finite volume.
They also extended the results of Bergeron-Venkatesh to these spaces in [Pfa14b,MP14a]
(see also [Rai12,Rai13]). The paper of Bergeron-Sengu¨n-Venkatesh [BSV16] mentioned above
treats certain hyperbolic 3-manifolds with cusps.
In [Pfa15], Pfaff extends the analysis of the Selberg and Ruelle zeta functions of Bunke-
Olbrich [BO95] to finite volume non-compact hyperbolic manifolds, twisted by representa-
tions. He applies this analysis in [Pfa14a], and the work of Menal-Ferrer-Porti [MFP14], to
relate analytic torsion and Reidemeister torsion of non-compact hyperbolic 3-manifolds with
cusps for the representations coming from symmetric powers of the standard representation
of SL2(C).
Most related to our result but coming from a different direction, there is a Cheeger-
Mu¨ller-type theorem of Pfaff [Pfa17] on non-compact hyperbolic manifolds of finite volume
M = Γ \ Hm with Γ neat in the sense of Borel and with flat bundle F having holonomy
representation induced by a finite dimensional irreducible representation of SO◦(m, 1) or
Spin(m, 1) that is not invariant under the standard Cartan involution. The bundle F is
then unimodular and possesses a canonical metric gF,can. Let C = ∪{[1,∞) × Ti}, where
Ti ranges among the tori that are the links of the cusps in M, be endowed with the usual
warped product metric. Finally, let M denote the compactification of M to a manifold with
boundary ∪{Ti}. Pfaff uses Eisenstein series to define a canonical Reidemeister torsion for
FIBERED CUSP DEGENERATION 7
τEis(M,F ) and is then able to compute the difference
log τEis(M,F )− log
(
AT (M ;F )
AT (C, ∂C;F )
)
in terms of the rank of F, the Betti numbers and volume of ∂C, and some weights associated
to the holonomy representation of F. Notice that there is no intersection with our result,
since the bundle F in this setting is such that Hk(Z;F ) is non-trivial in each degree, so that
F is not Witt and the acyclicity condition (1.1) does not hold.
A more subtle, but very important difference between our results and the work of Pfaff is
that in [Pfa17], as well as in [MP12,Pfa14b,Pfa15], it is the canonical metric gF,can which is
used to define analytic torsion. This metric turns out to be quite different from the bundle
metrics we consider, since as for the hyperbolic metric, it degenerates near ∂M and does not
extend to a smooth bundle metric on the boundary compactification ∂M . This has a drastic
impact on the spectrum of the de Rham operator. In particular, despite the fact that F
is not Witt, the de Rham operator is nevertheless Fredholm when defined with the metric
gF,can.
Finally, we mention that analytic and R-torsion of knot complements have also been the
subject of recent applications in knot theory where it is related to the twisted Alexander
polynomial see, e.g., [FV11,DFJ12] for details.
Now let us indicate in more detail the content of this paper. It is roughly divided into four
parts, together with three appendices containing technical results used in the body of the
paper. The first part, §2, describes the main object of study, namely the family of de Rham
operators associated to a fibered cusp surgery metric. In order to analyze the degeneration
of the metrics smoothly we introduce a surgery space Xs
Xs = [M × [0, 1]ε;H × {0}]
where the notation indicates that we perform a ‘radial blow-up’ of the submanifold H at
ε = 0. We also replace the tangent bundle with a ‘stretched tangent bundle’ adapted to the
geometry, ε,dTXs. This has the effect of desingularizing the metrics gε,d described above.
The second part, consisting of §§3-5, is devoted to understanding the effect of this degen-
eration on the spectrum of the Hodge Laplacian. Analogously to how the singular limit of
the metric is understood by passing to the blown-up surgery space Xs, we resolve the singu-
lar behavior of the resolvent as ε → 0 at the level of its Schwartz kernel by constructing a
‘double surgery space’ X2s out of M
2× [0, 1]ε. The fruit of these efforts is a description of the
Schwartz kernel as a polyhomogeneous distribution all the way down to ε = 0. In particular
we are able to read off important aspects of the spectrum under degeneration and especially
about the small eigenvalues.
Part three, made up of sections 6 and 7, is where we analyze the heat kernel under de-
generation. As with the resolvent, the Schwartz kernel of the heat operator has various
singularities as ε→ 0 which we resolve geometrically, replacing the space M2 × [0, 1]ε × R+t
with a ‘surgery heat space’ HXs. On this space the heat kernel is smooth with polyhomo-
geneous expansions at the boundary faces. We use this refined description to obtain precise
asymptotics of the trace of the heat kernel throughout the degeneration.
The sections 8-12 make up the final part of the paper devoted to the behavior of analytic
and Reidemeister torsion under degeneration. First we recall the definition of R-torsion on a
closed manifold and intersection R-torsion on a stratified space. We also extend some of the
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results of [HHM04] to allow for coefficients in a flat vector bundle. Next we turn to analytic
torsion in § 10 and use our results about the resolvent and the heat kernel to deduce the
behavior of the determinant of the Laplacian under degeneration in § 11. Finally combining
these results yields our Cheeger-Mu¨ller theorem for manifolds with fibered cusps.
Acknowledgements. P. A. was supported by NSF grant DMS-1104533 and Simons
Foundation grant #317883. F. R. was supported by a Canada Research Chair, NSERC and
FRQNT. D. S. was supported by a CRM postdoctoral fellowship and by NSF EMSW21-
RTG 1045119. The authors are happy to acknowledge useful conversations with Steven
Boyer, Dan Burghela, Nathan Dunfield, Colin Guillarmou, Rafe Mazzeo, Richard Melrose,
Werner Mu¨ller and Jonathan Pfaff.
2. Fibered cusp surgery metrics
Let M be a closed manifold of dimension m with a hypersurface H ⊆M that participates
in a fiber bundle
Z —H
φ−−→ Y
of closed manifolds (with v = dimZ and h = dimY ). We will assume that M is oriented
and H has trivial normal bundle (i.e., has ‘two sides’). In this section we will discuss a class
of metrics depending on a parameter ε that for ε > 0 are Riemannian metrics on M and for
ε = 0 are ‘fibered cusp metrics’ on M \H. Examples of the latter are the natural metrics on
many locally symmetric spaces of Q-rank one, see [Mu¨l87,Vai01]. We call these ‘fibered cusp
surgery metrics’ or more concisely ε, d-metrics, d being the moniker used for fibered cusp
metrics by Vaillant [Vai01]. We will also recall the definition of analytic torsion for closed
manifolds and for manifolds with fibered cusps.
2.1. Fibered cusp surgery metrics. Let x be a defining function for H, meaning that x
is a smooth function defined in a neighborhood of H such that H = {x = 0} and with no
critical points on H. The fibered cusp structure depends on the choice of x slightly, and we
shall simply fix x once and for all. We will work in the category of manifolds with corners
and b-maps, as described in [Mel93]. We refer the reader to this reference for more on these
concepts as well as the notions of radial blow-up and b-fibration, which we will use repeatedly.
Let T be a tubular neighborhood of H in M consistent with x in that
T ∼= (−1, 1)x ×H.
On H we fix a choice of connection for φ and choose a compatible submersion metric of the
form
φ∗gY + gH/Y
where gY is a Riemannian metric on Y and gH/Y restricts to a metric on each fiber of φ.
Finally, we introduce a parameter ε ∈ [0, 1]. For positive ε, a product-type ε, d-metric is one
that on T × (0, 1)ε takes the form
(2.1)
dx2
x2 + ε2
+ (x2 + ε2)gH/Y + φ
∗gY .
FIBERED CUSP DEGENERATION 9
H
ε = 0
Bsb
Bsm Bsm
Figure 1. The single surgery space Xs.
This is a family of smooth metrics on M that on M \ H limits to a Riemannian metric
that near H has the form
(2.2)
dx2
x2
+ x2gH/Y + φ
∗gY ,
that is, a (product-type) fibered cusp metric. On the other hand, this family of metrics has
a singular limit as (x, ε) → (0, 0) and to resolve this limit we perform a radial blow-up of
H × {0}. The ‘single surgery space’ is
Xs = [M × [0, 1]ε;H × {0}]
and is pictured in Figure 1. Recall [Mel93] that this means that we replace H × {0} in
M × [0, 1]ε with its inward-pointing spherical normal bundle. We single out two natural
maps
Xs
β(1)
%%
piε // [0, 1]ε
M × [0, 1]ε.
88
Here, β(1) is the blow-down map that undoes the blow-up by collapsing the inward pointing
spherical normal bundle of H × {0} back down to H × {0}, and piε is the composition of
β(1) with the projection onto the right factor of M × [0, 1]ε. The second map is a b-fibration,
since it is a b-submersion and its target is a manifold with boundary.
The boundary hypersurface of Xs resulting from the blow-up will be denoted Bsb, and
referred to as the ‘surgery boundary’. It fibers over H with fiber an interval [−pi/2, pi/2].
Indeed, the existence of a global defining function implies that the normal bundle of H in
M is trivial, so we can identify Bsb with the product [−pi/2, pi/2]×H. We will use a natural
extension of φ to a fiber bundle on Bsb,
(2.3) Z —Bsb
φ+−−−→ [−pi/2, pi/2]× Y.
The lift of the function
√
x2 + ε2 is a natural choice of boundary defining function, or ‘bdf’,
for Bsb and will be denoted ρ or ρsb.
The other boundary hypersurface of Xs over ε = 0 will be denoted Bsm, for ‘surgery M ’,
as this face is the ‘interior lift’ of M × {0} under the surgery blow-up. We can identify it
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with
Bsm = [M ;H].
Both of these faces are manifolds with boundary,
∂Bsm = ∂Bsb = H˜,
equal to the double sheeted orientation cover H˜ of H. It inherits a fibration from H which
we continue to denote φ.
There is also a boundary hypersurface at ε = 1, but this bhs will not enter our considera-
tions and we will simply ignore it.
The blow-down map β(1) is a diffeomorphism between Xs \Bsb and M × [0, 1] \H × {0},
and we think of Xs as a compactification of M × (0, 1) that is well adapted to the surgery
degeneration that we are studying. It will be very convenient to similarly replace the tangent
bundle of Xs with a different bundle that coincides over X
◦
s but is well adapted to the
degeneration we are studying.
Since our main object of study is the behavior of the spectral invariants of the level sets
of Xs −→ [0, 1]ε, let us start by setting
εTXs = kerpiε∗ ⊆ TXs.
We will define a vector bundle ε,dTXs whose sections are naturally identified with those
sections of εTXs that have bounded pointwise length with respect to any ε, d-metric. It is
convenient to define this bundle in two steps: first, let us set
Vε,φ = {V ∈ C∞(Xs; εTXs) : (φ+)∗(V
∣∣
Bsb
) = 0, V ρ ∈ O(ρ2)}
and use the Serre-Swan theorem (or argue directly as in [Mel93]) to find a vector bundle
ε,φTXs over Xs and a bundle map
j : ε,φTXs −→ εTXs
with the property that it is the identity over X◦s and that Vε,φ = j∗C∞(Xs; ε,φTXs); second,
let us rescale this bundle to define
ε,dTXs =
1
ρ
ε,φTXs
as in [Mel93, Chapter 8]. Sections of ε,dTXs are locally spanned by
ρ∂x,
1
ρ
∂z, ∂y.
We denote the dual bundle of ε,dTXs by
ε,dT ∗Xs and refer to it as the ε, d cotangent
bundle. Its sections are locally spanned by
dx
ρ
, ρ dz, dy.
The bundles ε,dT ∗Xs and εT ∗Xs are canonically isomorphic overX◦s . They are also isomorphic
over Xs, but not naturally. Note in particular that ρ dz vanishes at ρ = 0 as a section of
εT ∗Xs and does not vanish as a section of ε,dT ∗Xs. Notice that the restriction of ε,dT ∗Xs to
Bsm, denoted
dTBsm, is just the d-tangent bundle of [Vai01].
Associated to the bundle ε,φTXs is a space of differential operators, which we denote
Diffkε,φ(Xs) and call the space of ε, φ-differential operators of order k. They consist of all
C∞-linear combinations of at most k elements of {ρ2∂x, ∂z, ρ∂y}. If E → Xs is a Euclidean
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vector bundle, we may define Diffkε,φ(Xs;E) in the usual way. For the bundle
ε,dTXs, the
space of smooth sections does not have a natural structure of Lie algebra, but we can define
the space of ε, d-differential operators of order k by Diffkε,d(Xs;E) = ρ
−k Diffkε,φ(Xs;E).
A product-type ε, d-metric as described above over X◦s naturally extends to Xs as a non-
degenerate metric on ε,dTXs. A general ε, d-metric is a non-degenerate bundle metric on
ε,dTXs. Since the analysis of such a general metric is rather involved, we will restrict our
attention to a class of better behaved metrics. Let us say that an ε, d-metric is product-
type to order k if there is a choice of tubular neighborhood, connection, etc. as above and
a corresponding product-type ε, d-metric gε,d,pt such that
gε,d − gε,d,pt ∈ ρk C∞(Xs;S2(ε,dT ∗Xs)),
where S2(ε,dT ∗Xs) denotes the space of symmetric two-tensors on ε,dT ∗Xs.
2.2. The de Rham operator of a surgery metric. Let gε,d be an ε, d-metric. We are
interested in the corresponding de Rham operator ðdR = d+δ on differential forms. Actually,
it is convenient to replace the space of differential forms with forms adapted to the geometry.
Specifically, if ε,dT ∗Xs is the dual bundle to the d-surgery tangent bundle ε,dTXs, then we are
interested in the action of ðdR on the sections of the exterior powers of ε,dT ∗Xs, Λ∗(ε,dT ∗Xs).
Note that a differential form on Xs is a section of Λ
∗(ε,dT ∗Xs) if, locally near Bsb, it can be
written as a linear combination of wedge products of
β∗(
dx
ρ
), dy, ρ dz
with coefficients smooth up to Bsb. The bundle
ε,dTXs is canonically isomorphic to
εTXs
over the interior of Xs, so there is no loss in considering the de Rham operator acting on
fibered cusp surgery forms. On the other hand, this is an advantageous point of view as it
makes the model operators tractable, as we will see below.
We specialize to the de Rham operator twisted by a flat bundle following [Mu¨l93]. Let
F −→ Xs be a flat vector bundle over Xs with flat connection ∇F . Then the dual bundle
F ∗ → Xs is also flat when equipped with the dual connection ∇F ∗ . For both bundles, the
flat connection induces exterior derivatives
dF : C∞(Xs; Λ∗(ε,dT ∗Xs)⊗ F )→ C∞(Xs; Λ∗+1(ε,dT ∗Xs)⊗ F ),
dF ∗ : C∞(Xs; Λ∗(ε,dT ∗Xs)⊗ F ∗)→ C∞(Xs; Λ∗+1(ε,dT ∗Xs)⊗ F ∗).
Let gF be a bundle metric on F, not necessarily compatible with the flat structure. Then
the metrics gF and gε,d induce the maps
# : Λp(ε,dT ∗Xs)⊗ F −→ Λp(ε,dT ∗Xs)⊗ F ∗, ∗ : Λp(ε,dT ∗Xs)⊗ F −→ Λm−p(ε,dT ∗Xs)⊗ F.
In terms of these maps, recall from [Mu¨l93] that the formal adjoint d∗F of dF on Λ
p(ε,dT ∗Xs)⊗
F is given by
(2.4) d∗F = (−1)mp+m+1 ∗#−1dF ∗# ∗ .
We will not incorporate the twisting into our notation for the de Rham operator,
ðdR = dF + d∗F : Ω∗(Xs;F ) −→ Ω∗(Xs;F )
and trust that this will not lead to confusion. We set
E = Λ∗(ε,dT ∗Xs)⊗ F.
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In order to find an expression for the de Rham operator, let us recall its behavior on the
total space of a fibration of smooth manifolds from [HHM04]. Consider H endowed with the
submersion metric φ∗gY +gZ and let Ωp,q(H) be the forms of horizontal degree p and vertical
degree q. The exterior derivative decomposes into
dHF = d
H/Y + d̂Y + R, where Ωp,q(H;F )
dH/Yvv
d̂Y

R
((
Ωp,q+1(H;F ) Ωp+1,q(H;F ) Ωp+2,q−1(H;F )
are the non-zero projections of dHF . We can identify these pieces geometrically in a way that
justifies the notation; namely, dH/Y is the vertical exterior derivative, d̂Y is related to the
exterior derivative on Y and the second fundamental form of the fibers of the fibration, and
R is obtained from the curvature of the fibration.
Now let us assume that gε,d is product-type in a tubular neighborhood T of H in M, so
that
gε,d,pt =
dx2
x2 + ε2
+ (x2 + ε2)gH/Y + φ
∗gY on T ,
where gH/Y and φ
∗gY are independent of both x and ε. Assume similarly that gF is constant
in x and ε. With respect to the splitting of differential forms
(2.5) Λ`(ε,dT ∗T ) ∼=(⊕
j+k=`
Λjφ∗T ∗Y ∧ ρkΛkT ∗H/Y
)
⊕ dx
ρ
∧
( ⊕
j+k=`−1
Λjφ∗T ∗Y ∧ ρkΛkT ∗H/Y
)
,
the exterior derivative is given by
dF =
(
1
ρ
dH/Y + d̂Y + ρR 0
ρ∂x + NH/Y
x
ρ
−(1
ρ
dH/Y + d̂Y + ρR)
)
where v = dimZ and NH/Y is the ‘vertical number operator’ which multiplies a form by its
vertical degree. Its formal adjoint is thus given by
d∗F =
(
1
ρ
(dH/Y )∗ + (d̂Y )∗ + ρR∗ −ρ∂x + (NH/Y − v)xρ
0 −(1
ρ
(dH/Y )∗ + (d̂Y )∗ + ρR∗)
)
.
Thus, if we write ðH/YdR = dH/Y + (dH/Y )∗, ð̂YdR = d̂Y + (d̂Y )∗ and R = R + R∗, ðdR is given
by a two-by-two matrix,
ðdR =
(
1
ρ
ðH/YdR + ð̂YdR + ρR −ρ∂x + (NH/Y − v)xρ
ρ∂x + NH/Y
x
ρ
−(1
ρ
ðH/YdR + ð̂YdR + ρR)
)
.
Note that ðdR ∈ Diff1ε,d(Xs;E). We are interested in this operator as an unbounded operator
on the natural L2 space of sections L2ε,d(M ;E); however for some constructions it is con-
venient to work on the L2 space corresponding to a ‘b-density’ (see [Mel93] and section 3.2
below), such as
L2ε,b(M ;E) = ρ
v/2L2ε,d(M ;E).
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The action of ðdR on L2ε,d(M ;E) is equivalent to the action of
(2.6) DdR = ρ
v/2ðdRρ−v/2
on L2ε,b(M ;E), so we will from now on consider DdR as our main object of interest. Note
that, on T × (0, 1)ε, DdR is given by
DdR =
(
1
ρ
ðH/YdR + ð̂YdR + ρR −ρ∂x + (NH/Y − v2)xρ
ρ∂x + (NH/Y − v2)xρ −(1ρðH/YdR + ð̂YdR + ρR)
)
.
A key roˆle in understanding the behavior of this operator is played by its leading and
‘subleading’ terms. For the former, note that while ðdR is singular at Bsb, ρðdR can be
restricted to this face. We call
(2.7) ρDdR
∣∣
Bsb
=
(
ðH/YdR 0
0 −ðH/YdR
)
the vertical operator at Bsb. Note that each fiber Z of φ inherits a bundle F
∣∣
Z
with flat
connection ∇F ∣∣
Z
and bundle metric gF
∣∣
Z
. From [BL95, Proposition 3.7] we see that ðH/YdR
∣∣
Z
is precisely the de Rham operator d
F
∣∣
Z
+ d∗
F
∣∣
Z
corresponding to this data. It follows that
the null space of the vertical operator is the space of vertical harmonic forms with respect to
the induced flat connection on the fibers. These null spaces fit together into a bundle over
Y and we pull-back this bundle to Bsb and denote it
ρNH∗(H/Y ;F ) −→ Bsb.
The second, ‘subleading’ term is the leading term at Bsb once we restrict to extensions
from Bsb of sections of ker ρD
∣∣
Bsb
. Thus, denoting by Πh the projection onto fiberwise
harmonic forms, the horizontal operator is given by
Db = DdR
∣∣
Bsb,ker ρD
∣∣
Bsb
= Πh
 ð̂YdR [−β∗(ρ∂x) + (NH/Y − 12v)xρ] ∣∣Bsb[
β∗(ρ∂x) + (NH/Y − 12v)xρ
] ∣∣
Bsb
−ð̂YdR
Πh.
Note that, by our assumptions on the metric, the diagonal entries commute with the off-
diagonal entries.
To work with this operator, it is convenient to introduce projective coordinates near Bsb
such as
X =
x
ε
, y, z, ε
in which ε is a boundary defining function for Bsb. In these coordinates,
β∗(ρ∂x) =
√
X2 + 1 ∂X = 〈X〉∂X , x
ρ
=
X
〈X〉
and hence
(2.8) Db =
(
ð̂YdR −〈X〉∂X + (NH/Y − 12v) X〈X〉
〈X〉∂X + (NH/Y − 12v) X〈X〉 −ð̂YdR
)
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acting on C∞(Y × R+X ; Λ∗Y ⊗ ρNH∗(H/Y ;F ) ⊕ dX〈X〉 ∧ Λ∗Y ⊗ ρNH∗(H/Y ;F )). The bundle
ρNH∗(H/Y ;F ) inherits a metric gH and a connection ∇H by composing with Πh. From
[BL95, Proposition 3.14], the connection ∇H is flat and ð̂YdR is the de-Rham operator dH+d∗H
corresponding to this data (cf. [HHM04, Proposition 15], [ALMP17, §3.1]). We will denote
this operator by ðHdR.
The horizontal operator is a b-operator in the sense of [Mel93] and so it will be Fredholm
when its indicial family is invertible. In this case the indicial family corresponds to the ends
X → ±∞, each of which we compactify using 〈X〉−1. The indicial family is equal to
Ib(Db; ζ) =

(
ðHdR −iζ − (NH/Y − 12v)
iζ − (NH/Y − 12v) −ðHdR
)
at X → −∞
(
ðHdR iζ + (NH/Y − 12v)
−iζ + (NH/Y − 12v) −ðHdR
)
at X →∞
and so ζ will be an indicial root precisely when
(ðHdR)2 + ζ2 + (NH/Y − 12v)2
is not invertible. We know that Db will be a Fredholm operator on L
2
b when there are no
indicial roots with imaginary part equal to zero. This will be the case unless the operator
(ðHdR)2 has non-trivial null space acting on the bundle ρv/2Hv/2(H/Y ;F ) −→ Y ; the simplest
way to rule this out is to ask that the bundle be of rank 0. Let us say that the flat bundle
F is Witt if
(2.9) Hv/2(H/Y ;F ) = 0.
Lemma 2.1. Let F −→ Xs be a bundle with flat connection ∇F and bundle metric gF ,
not necessarily compatible. If the bundle F −→ Xs is Witt, then the horizontal operator is
Fredholm on L2b . Otherwise the horizontal operator is Fredholm on L
2
b if and only if
kerðHdR
∣∣
ρv/2Hv/2(H/Y ;F ) = {0}.
Next, let us record the following two extreme cases. If Z is a point, so that H = Y, we
are in the setting of ‘b-surgery’ and the de Rham operator at the boundary takes the form
b-surgery ðdR =
(
ðYdR −ρ∂x
ρ∂x −ðYdR
)
.
At the other extreme, if Y is a point so that H = Z, what we will call ‘cusp-surgery,’ the de
Rham operator near Bsb is
cusp-surgery ðdR =
( 1
ρ
ðZdR −ρ∂x + (NH/Y − v2)xρ
ρ∂x + (NZ − 12v)xρ −1ρðZdR
)
.
Finally, for more general metrics, it is easy to see that if gε,d is product-type to second
order and if gF is constant in x and ε modulo terms of order ρ
2, then it has the same model
operators as a product-type metric. If gε,d is product-type to first order then it will have
the same vertical operator, but the horizontal operator will generally be substantially more
complicated (cf. [Vai01, Lemma 5.32]).
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Resolvent under degeneration
3. Pseudodifferential operator calculi
In this section we consider H ⊆ M a hypersurface of M with a fixed boundary defining
function x and fiber bundle structure
Z —H
φ−−→ Y.
We endow M with a fibered cusp surgery metric and wish to give a precise description of the
behavior of the resolvent of the Hodge Laplacian twisted by a flat bundle. We will do this
by describing the asymptotics of the Schwartz kernel of the resolvent by first constructing
an appropriate pseudodifferential calculus and then proving that it contains the resolvent.
In keeping with the geometric approach to microlocal analysis of Melrose, we start from
M2 × [0, 1]ε by constructing a ‘double space’ on which the Schwartz kernel of the resolvent
will be practically smooth (i.e., polyhomogeneous).
3.1. Double space. The first step in our resolvent construction is to define a surgery double
space, where the integral kernels of the operators in our various pseudodifferential calculi will
be defined. As in [MM95], the double space associated to Xs is an iterated radial blow-up
of M2 × [0, 1]ε. We let
X2b,s = [M ×M × [0, 1]ε;H ×H × {0};H ×M × {0};M ×H × {0}]
and denote the blow-down map by βb : X
2
b,s −→ M2 × [0, 1]. The space X2b,s is exactly the
same as the space which is called X2s in [MM95]. There are four boundary hypersurfaces
(though some may be disconnected, depending on the topology). The closure of the remains
of the original {ε = 0} boundary is denoted Bmf , this is the interior lift of {ε = 0},
Bmf = β
]
b({ε = 0}) = β−1b ({ε = 0} \H ×M × {0} ∪M ×H × {0}).
The boundary hypersurfaces produced by the blow-ups are denoted
Bbf = β
−1
b (H ×H × {0}), Blf = β−1b (H ×M × {0}), Brf = β−1b (M ×H × {0}).
Our notation is inspired by [MM95,Vai01]. Let x denote the boundary defining function for
H in the left factor of M in M2 × [0, 1]ε and x′ denote the corresponding function on the
right factor (we will generally use primes to denote functions or coordinates on the second
factor). The lift of x to X2b,s vanishes at both Blf and Bbf , while the lift of x
′ vanishes at
Brf and Bbf , and the lift of ε vanishes at all boundary hypersurfaces. We denote by ∆b the
interior lift of the diagonal ∆M × [0, 1]ε ⊂M ×M × [0, 1]ε to X2b,s.
The surgery double space we are interested in requires one additional blow-up which
involves the fibration structure of the boundary. Note that Dx = Bbf ∩ β]b{x = x′} does not
intersect Blf ∪Brf and it is easy to see that βb gives Dx the structure of a fiber bundle over
H2. The submanifold we are interested in is
(3.1) Dfib = (βb
∣∣
Dx
)−1({(h, h′) ∈ H2 : φ(h) = φ(h′)}) ⊆ Bbf .
This is a p-submanifold of X2b,s and we define the surgery double space by
X2s = [X
2
b,s;Dfib].
We label the new boundary hypersurface Bff and relabel the lift of Bbf under the blow-
down map as Bφbf ; the other boundary hypersurfaces (Bmf , Blf , and Brf ) keep their names
under the lift. The space X2s is illustrated in Figure 2. Let β(2) be the blow-down map,
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Blf
Bmf
Brf
Brf
Blf
Bφbf
Bφbf
Bmf
Bmf Bmf
Bff
Figure 2. The surgery double space X2s .
β(2) : X
2
s −→M2 × [0, 1]ε.
There are also well-defined left and right ‘projection maps’ from X2s to Xs, given by taking
the projection on the interior and extending by continuity; see Proposition C.1. We label
these maps
X2s
β(2),L
~~
β(2),R
  
Xs Xs
Similar maps β(2),b,L and β(2),b,R may be defined from X
2
b,s to Xs. Finally, we denote the
interior lift of the diagonal of M to X2s by ∆s.
Note that Bmf may be identified with the φ-double space corresponding to the φ-manifold
Bsm = [M ;H] with boundary defining function x. As in [MM95], we may identify Bbf with
the overblown b-double space corresponding to the face Bsb of the single surgery space. On
the other hand, Bφbf is Bbf after the fiber diagonal is blown up. Local coordinates help us
understand the geometry. If (x, y, z, x′, y′, z′, ε) are local coordinates in M2× [0, 1]ε near the
fiber diagonal in H2 × {0}, then a convenient choice of local coordinates in a neighborhood
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of the fiber diagonal on Bbf , before the final blow-up, is
(3.2)
(
ρ′ =
√
(x′)2 + ε2 , s =
x− x′
ρ′
, y, y′, z, z′, θ′ = arctan
(
x′
ε
))
.
In these coordinates, the submanifold blown-up to obtain Bff is given by {ρ′ = 0; s =
0, y = y′}. After the final blow-up, coordinates near the interior of Bff are:
(3.3)
(
ρ′, ŝ =
s
ρ′
, ŷ =
y − y′
ρ′
, y′, z, z′, θ′
)
.
The lifted diagonal is the set of points with ŝ = ŷ = 0 and z = z′.
This is related to the vector bundle
(3.4) ε,φNBsb −→ Bsb
obtained as the kernel of the inclusion ε,φTXs −→ εTXs after restricting to Bsb. Notice first
that as in [MM98], see also [DLR15, (2.10) and (2.11)], the vector bundle ε,φNBsb may be
naturally identified with φ∗+
ε,φNY for some vector bundle ε,φNY → Y × [−pi/2, pi/2], where
φ+ is defined in (2.3). Now, before it is blown up, the fiber diagonal on Bbf is naturally
isomorphic to Bsb ×Y×[−pi/2,pi/2] Bsb, with coordinates (y, z, z′, θ′). Therefore, after blowing
up at ρ′ = 0, s = 1, and y = y′, we see that
Bff ∼= ε,φNBsb ×Y×[−pi/2,pi/2]Bsb ∼= ε,φNY ×Y×[−pi/2,pi/2]
(
Bsb ×Y×[−pi/2,pi/2]Bsb
)
.
In local coordinates, y′ and θ′ are coordinates on the product, z′ is the extra coordinate on
Bsb, and ŝ, ŷ, and z are extra coordinates on
ε,φNBsb; the z-coordinate comes from the base
of the bundle, and ŝ and ŷ are Euclidean coordinates on the fibers R× TqY.
In order to check that we have the right double space, we need to show the following:
Proposition 3.1. The lift of the Lie algebra Vφ,ε from the left and from the right is transver-
sal to the lifted diagonal.
Proof. By symmetry, it suffices consider the lift from the left. We first prove this for the
basis vector fields ρ2∂x, ρ∂y, and ∂z. Away from the face Bff , the result is immediate.
To begin the analysis nearBff , we compute the lifts of these vector fields in the coordinates
(ρ′, s, y, y′, z, z′, θ′) of (3.2). From (3.2), we compute
β∗(2),L∂x =
∂s
∂x
∂s =
1
ρ′
∂s, β
∗
(2),L∂y = ∂y, β
∗
(2),L∂z = ∂z.
On the other hand, using x′ = ρ′ sin θ′, x = ρ′s + x′, and ρ =
√
x2 + ε2 , we compute that
ρ = ρ′
√
s2 + 2s sin θ′ + 1 . So
β∗(2),L(ρ
2∂x) = ρ
′(s2 + 2s sin θ′ + 1)∂s, β∗(2),L(ρ∂y) = ρ
′√s2 + 2s sin θ′ + 1 ∂y, β∗(2),L∂z = ∂z.
Now we compute the lifts in the coordinates of (3.3). We have β∗(2),L∂s = (ρ
′)−1∂ŝ and
β∗(2),L∂y = (ρ
′)−1∂ŷ, so
β∗(2),L(ρ
2∂x) = ((ρ
′)2ŝ2 + 2ρ′ŝ sin θ′ + 1)∂ŝ, β∗(2),L(ρ∂y) =
√
(ρ′)2ŝ2 + 2ρ′ŝ sin θ′ + 1 ∂ŷ,
and β∗(2),L∂z = ∂z. Restricting to Bff , where ρ
′ = 0, we find that
β∗(2),L(ρ
2∂x)|Bff = ∂ŝ, β∗(2),L(ρ∂y)|Bff = ∂ŷ, β∗(2),L∂z|Bff = ∂z.
The proposition now follows by C∞(Xs)-linearity, since multiplying by a smooth function
of (ρ, θ, y, z) changes none of the properties we want to show. 
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Corollary 3.2. The normal bundle N∆s to the lifted diagonal ∆s is canonically identified
with ε,φTXs.
3.2. Densities. When discussing pseudodifferential operator calculi, we must make a choice
of convention with densities. Here we adopt the convention that our operators act on sections,
and correspondingly have Schwarz kernels which are ‘densities lifted from the right.’ This
has the advantage that if A is a differential operator and B is a pseudodifferential operator
with kernel KB, the operator A ◦B has kernel β∗L(A)KB; that is, lifting A from the left and
applying it to KB, gives the kernel of A ◦B.
Since objects from the φ-calculus and the b-calculus will both appear in our construction,
as will local invariants of d-metrics, we will first define several different density bundles. On
any manifold with corners W, there is a canonical density bundle Ω(W ), obtained by using
the local coordinate charts. There is also an associated b-density bundle
Ωb(W ) = f
−1Ω(W ),
where f is a product of boundary defining functions for each boundary hypersurface of
W. Throughout, we let ν(W ) and νb(W ) denote spanning sections for Ω(W ) and Ωb(W )
respectively.
We now define several density bundles on Xs. Recall that the hypersurface H of M is the
total space of a fibration Z —H
φ−−→ Y and we denote the dimension of Z by v and that
of Y by h. The metric objects we are interested in are ε, d-densities; we call the appropriate
bundle Ωε,d(Xs), which is defined by the property that νε,d ≡ |dgε| is a smooth nonvanishing
section. In local coordinates,
νε,d ∼ |ρv−1dxdφ∗gY dgZ |.
There is a similar surgery density bundle for the conformally related metric gε,φ, which we
call Ωε,φ(Xs). It is spanned over C
∞(Xs) by νε,φ ≡ |dgε,φ|, which in local coordinates reads
|ρ−h−2dxdφ∗gY dgZ |.
Finally, there is a bundle of b-surgery densities Ωε,b(Xs), as in [MM95], spanned by
νε,b ≡ |ρ−1dxdφ∗gY dgZ |.
None of these density bundles are multiples of the canonical density bundle on Xs, as they
all lack a |dε|. However, directly from the definitions, they are related by
νε,φ = ρ
−nνε,d = ρ−(h+1)νε,b.
3.3. Operator calculi. Now we define our pseudodifferential operator calculi. As before,
let E → Xs be a smooth vector bundle. Denote also by E → X2s its lift β∗(2),LE from the left
and let E ′ → X2s be the lift from the right β∗(2),RE∗ of the dual vector bundle E∗ → Xs. On
X2b,s, let us also use the notation Eb := β
∗
(2),b,LE and E
′
b := β
∗
(2),b,RE
∗. Our Schwarz kernels
for the φ- and b−surgery calculi will live on the double spaces X2s and X2b,s respectively.
We will view them as sections of the partial density bundles (β(2),R)
∗Ωε,φ(Xs) for the φ-
surgery calculus and (β(2),b,R)
∗Ωε,b(Xs) for the b-surgery calculus. Let κφ and κb be smooth
nonvanishing sections of the former and latter bundles respectively.
First we define the small b- and φ-surgery calculi. We follow the notation of Vaillant. The
small b-surgery calculus is the union over all m ∈ R of
Ψmε,b(Xs;E) = C˙
∞
bf,mfI
m(X2b,s,∆b; (Eb ⊗ (E ′b ⊗ (β(2),b,R)∗Ωε,b(Xs)))).
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These are the distributions which have a (one-step polyhomogeneous) conormal singularity
of order m at the lifted diagonal ∆b in X
2
b,s and are polyhomogeneous conormal on X
2
b,s, with
index set C∞ at Bbf and Bmf , and with infinite-order vanishing at Blf and Brf . Similarly,
the small φ-surgery calculus is the union over m ∈ R of
Ψmε,φ(Xs;E) = C˙
∞
ff,mfI
m(X2s ,∆s; (E ⊗ (E ′ ⊗ (β(2),R)∗Ωε,φ(Xs)))).
Distributions in the small φ-surgery calculus have (one-step polyhomogeneous) conormal
singularities at the lifted diagonal ∆s in X
2
s , are polyhomogeneous on X
2
s with C
∞ index
sets at Bff and Bmf and vanishing to infinite order at Blf , Brf , and Bφbf . Note that by
our choice of density bundles, the identity operator on (M, gε,φ) is an element of Ψ
0
ε,φ(Xs).
The small-calculus definitions generalize in the usual way to full calculus definitions. For
example, let E be an index family for X2b,s; then
Ψm,Eε,b (Xs;E) = AEIm(X2b,s,∆b; (Eb ⊗ (E ′b ⊗ (β(2),b,R)∗Ωε,b(Xs)))).
The small calculus is the subset of the full calculus with C∞ index sets at Bmf and Bbf and
empty index sets at all other faces. A similar definition holds for the full φ-calculus; given
an index family F for X2s ,
Ψm,Fε,φ (Xs;E) = AFIm(X2s ,∆φ; (E ⊗ (E ′ ⊗ (β(2),R)∗Ωε,φ(Xs)))).
We also have a symbol map for the φ-surgery calculus. The kernel of a φ-surgery operator
is a conormal distribution, for which there is the usual symbol map
σ : Im(X2s ,∆φ; (E ⊗ (E ′ ⊗ (β(2),R)∗Ωε,φ(Xs))))→ Sm(N∗∆s; End(E)),
with null space the set of conormal distributions of one lower order. Using the identification
between N∆s and
φTXs from Corollary 3.2 (note also that, by an argument similar to that
in Proposition 3.1, the density factor (ρ′)−h−2 dx′ dy′ dz′ lifts to be nonsingular all the way
down to Bff ), this may be interpreted as a map
(3.5) ε,φσm : Ψ
m
ε,φ(Xs;E)→ Sm(ε,φTXs; End(E)).
This is the φ-calculus symbol map; it is surjective and its nullspace is Ψm−1ε,φ (Xs). It has a
natural extension to the full φ-surgery calculus (vanishing on distributions supported away
from ∆s), which we also denote
ε,φσm.
3.4. Mapping properties and composition. In the remainder of this work, we will need
a formula concerning the action of surgery operators on functions.
Theorem 3.3. Let f ∈ AF(Xs;E) and let A ∈ Ψm,Eε,φ (Xs;E). Then g = Af ∈ AG(Xs;E),
with
Gsm = (Emf+Fsm)∪(Erf+Fsb−(h+1)); Gsb = (Elf+Fsm)∪(Eff+Fsb)∪(Eφbf+Fsb−(h+1)).
There is also a composition formula for operators in the φ-surgery calculus:
Theorem 3.4. [Composition] Let A ∈ Ψm,Eε,φ (Xs;E) and B ∈ Ψm
′,F
ε,φ (Xs;E). Then C =
A ◦B ∈ Ψm+m′,Gε,φ (Xs;E), where
Gff = (Eff + Fff )∪(Eφbf + Fφbf − (h+ 1))∪(Elf + Frf );
Gφbf = (Eφbf + Fff )∪(Eff + Fφbf )∪(Eφbf + Fφbf − (h+ 1))∪(Elf + Frf );
Glf = (Eff + Flf )∪(Eφbf + Flf − (h+ 1))∪(Elf + Fmf );
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Grf = (Erf + Fff )∪(Erf + Fφbf − (h+ 1))∪(Emf + Frf );
Gmf = (Emf + Fmf )∪(Erf + Flf − (h+ 1)).
The proof may be found in Appendix C. Note that in contrast with the usual full φ-
calculus, two operators in the full φ-surgery calculus may always be composed for ε > 0.
However, if Emf = Fmf = 0 and Erf +Flf > (h+1), then the restrictions of each operator to
Bmf may be composed [Vai01], and the index sets in the composition rule in [Vai01] match
with the index sets in Theorem 3.4.
3.5. Normal operators. For certain A ∈ Ψm,Fε,φ (Xs;E), we can define normal operators,
which are essentially the leading order coefficients of the kernel of A at the various boundary
hypersurfaces of the double space. First, assuming Fmf ≥ 0, we define Nmf (A) by restriction
to Bmf , and note that Nmf (A) may be viewed as a φ-operator on the manifold with fibered
boundaryBsm = [M ;H]; indeed, Bmf is an overblown version of the φ-calculus double space
for Bsm.
Secondly, for any A ∈ Ψm,Fε,φ (Xs;E) with Fff ≥ 0 (that is, with the kernel bounded as we
approach Bff ), we let the normal operator Nff (A) be the restriction of A to Bff . Recall
that
B◦ff ∼= ε,φNBsb ×Y×[−pi/2,pi/2]Bsb ∼= ε,φNY ×Y×[−pi/2,pi/2]
(
Bsb ×Y×[−pi/2,pi/2]Bsb
)
,
so this face fibers over Y × [−pi/2, pi/2] with typical fiber Z2 × Rh+1. The normal operator
at this face corresponds in each fiber to a conormal distribution with respect to ∆Z ×
{0} ⊂ Z2 × Rh+1. If furthermore Fφbf = ∞, this conormal distribution decays rapidly
at infinity on Rh+1. This means that this is a family of suspended operators of order m
in the sense of [Mel95a, MM98]. We denote the space of such families of suspended
operators by Ψm
sus(ε,φNY )
(Bsb/(Y × [−pi2 , pi2 ]);E). Recall that the action of an element B of
Ψm
sus(ε,φNY )
(Bsb/(Y × [−pi2 , pi2 ])) on a function defined on ε,φNBsb ∼= ε,φNY ×Y×[−pi/2,pi/2] Bsb
is given by
Bu(y′, θ′, z, ŝ, ŷ) =
∫
KB(y
′, θ′, z, z′, ŝ− ŝ′, ŷ − ŷ′)u(y′, θ′, z′, ŝ′, ŷ′) dz′ dŝ′ dŷ′
for some kernel KB(y
′, θ′, z, z′, ŝ′′, ŷ′′) with a conormal singularity of order m at {z = z′, ŝ′′ =
ŷ′′ = 0}; the kernel acts as a convolution operator because of the translation invariance of
B. In particular, we let the normal map take A ∈ Ψm,Fε,φ (Xs;E) to the suspended operator
whose kernel is A|Bff . Note that if A is an element of the calculus Ψm,Fε,φ (Xs;E), but with
Fφbf 6= ∞, the normal operator can still be considered a family of suspended operators,
though this time its Schwartz kernel does not decay rapidly at infinity in Rh+1. Also observe
that, restricting θ′ to ±pi/2, we obtain precisely the same space of suspended operators as
in the φ-calculus of [MM98].
As indicated in [MM98], see also [DLR15], the normal map in the usual small φ-calculus
is a homomorphism into the corresponding space of suspended operators, which forms an
order-filtered algebra. Although the same is true for the small calculus in our case, all we
need is the following proposition:
Proposition 3.5. Let KP ∈ Ψ∗ε,φ(Xs;E) be the Schwartz kernel of a differential operator
P . For any Q ∈ Ψm,Fε,φ (Xs;E), continuous down to Bff (that is, with leading order at worst
zero), we have Nff (P ◦Q) = Nff (P ) ◦Nff (Q).
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Proof. For simplicity, consider V = f1(ρ, θ, y, z)ρ
2∂x+f2(ρ, θ, y, z)ρ∂y+f3(ρ, θ, y, z)∂z, where
the functions f1, f2, and f3 are smooth on Xs; the extension to higher-order surgery differ-
ential operators is immediate. Let Q have kernel, in a neighborhood of Bff , given by
q(ρ′, y′, θ′, z, z′, ŝ, ŷ).
Recall that since our densities lift from the right factor, the action of differential operators
is given by a lift from the left factor. In a neighborhood of Bff , the lift from the left of V,
as a direct result of the computation of the lifted vector fields in Proposition 3.1, is
f1(0, θ
′, y′, z)∂ŝ + f2(0, θ′, y′, z)∂ŷ + f3(0, θ′, y′, z)∂z +O(ρ′).
Therefore the kernel of P ◦Q is given by
f1(0, θ
′, y′, z)qŝ + f2(0, θ′, y′, z)qŷ + f3(0, θ′, y′, z)qz +O(ρ′).
So
Nff (P ◦Q) = f1(0, θ′, y′, z)qŝ|ρ′=0 + f2(0, θ′, y′, z)qŷ|ρ′=0 + f3(0, θ′, y′, z)qz|ρ′=0.
Now take a compactly supported test function u(y′, θ′, z, ŝ, ŷ) on ε,φNBsb. We have
Nff (Q)u(y
′, θ′, z, ŝ, ŷ) =
∫
q(0, y′, θ′, z, z′, ŝ− ŝ′, ŷ − ŷ′)u(y′, θ′, z′, ŝ′, ŷ′) dz′dŝ′ dŷ′.
We want to apply Nff (P ) to this function, but Nff (P ) is simply the suspended operator
whose kernel is the kernel of the vector field f1(0, θ
′, y′, z)∂ŝ+f2(0, θ′, y′, z)∂ŷ+f3(0, θ′, y′, z)∂z.
So we apply the vector field to Nff (Q)u directly. We can move the derivatives inside the
integral since u has compact support. The derivatives in ŝ, ŷ, and z just hit the kernel q,
and we conclude that Nff (P ) ◦Nff (Q) is the suspended operator with kernel
f1(0, θ
′, y′, z)qŝ|ρ′=0 + f2(0, θ′, y′, z)qŷ|ρ′=0 + f3(0, θ′, y′, z)qz|ρ′=0.
This completes the proof. 
3.6. Compatibility. The normal operators, as defined here, are compatible with each other
and with the usual symbol. In particular, let A be an element of the φ-surgery calculus with
order zero at Bff and Bmf . At any component of the intersection Bff ∩Bmf , the restriction
of Nff (A) to θ = ±pi/2 is the same as the φ-calculus normal operator of Nmf (A); they are
both restrictions to Bff ∩Bmf , just done in a different order. The restriction of the lifted
diagonal ∆s to Bmf is the lifted diagonal ∆φ of Bmf seen as the φ-double space of Bsm, and
its conormal bundle restricts to give the conormal bundle of ∆φ in Bmf . This means that
the principal symbol ε,φσm(A) of a φ-surgery operator A of order m naturally restricts on
N∗∆φ to give the principal symbol φσm(Nmf (A)) of the normal operator Nmf (A). Similarly,
the restriction of the conormal bundle N∗∆s to ∆s ∩Bff is simply the conormal bundle of
∆s ∩Bff in Bff , so that the restriction of ε,φσm(A) to ∆s ∩Bff is naturally identified with
the principal symbol of the family of suspended operators Nff (A).
4. Resolvent construction
In this section we carry out the construction of the resolvent using the pseudodifferential
calculi described in §3. For our application to analytic torsion we will need information
about the resolvent of the twisted de Rham operator, ðdR. However as it requires no more
effort, we will construct the resolvent for a Dirac-type operator associated to an ε, d-metric.
Thus together with a fixed boundary defining function x for H and an ε, d-metric gε ,d
product-type to order 1, we assume that we have an Euclidean vector bundle E −→ Xs
and a formally self-adjoint ε, d-elliptic differential operator ðε,d ∈ Diff1ε ,d(Xs;E), that is,
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ρðε ,d ∈ Diff1ε,φ(Xs;E), where ρ =
√
x2 + ε2 . An example to keep in mind is the situation
where E is in fact a Clifford module for the Clifford bundle of the ε, d-tangent bundle and
that ðε,d is the Dirac-type operator associated to a choice of Clifford connection. As in (2.6),
the operator ðε,d acting on L2ε,d(Xs;E) is equivalent to the operator
Dε ,d = ρ
v/2ðε ,dρ−v/2 acting on L2ε,b(Xs;E),
and it will be convenient for us to work with the latter. It is also convenient to introduce
the abbreviation
P (λ) = ρ(Dε ,d − λ).
We now define two model operators associated to Dε ,d. Noting that ρDε ,d ∈ Diff1ε,φ(Xs;E),
so its restriction to Bsb is tangent to the fibers of φ+, we have the following definition:
Definition 4.1. The vertical family is the family of operators
Dv ∈ Diff1(Bsb/(Y × [−pi/2, pi/2]);E)
obtained by restricting the action of ρDε ,d to the boundary face Bsb. Notice that we obtain
the same family by restricting the action of P (λ) or ρðε ,d to Bsb.
WritingDv = ρ
1/2Dε ,dρ
1/2
∣∣
Bsb
, notice that the formal self-adjointness ofDε ,d on L
2
ε,b(Xs;E)
implies the formal self-adjointness of Dv. The vertical operator is closely related to the nor-
mal operator at Bff of ρDε,d. Indeed, a direct computation in local coordinates or an appeal
to naturality shows that
(4.1) Y × [−pi/2, pi/2] 3 p 7→ Nff (ρDε,d)p = Dv
∣∣
Zp
+ ðh
where ðh is a family of elliptic translation invariant operators in the fibers of φNBsb over
φ−1(p) ∈ Bsb. We will assume that this family is in fact a family of Euclidean Dirac-type
operators, which is automatic if ðε,d is a Dirac-type operator or if it is the de Rham operator
of section 2.
In order to be able to construct the resolvent, we will make the following crucial assump-
tion:
Assumption 1. The nullspaces of the various fiberwise operators of the family Dv form a
vector bundle
kerDv −→ Y × [−pi/2, pi/2].
Using the restriction of the φ-surgery metric gε,φ = ρ
−2gε ,d to the fibers of the fiber bundle
(2.3) and the Hermitian metric on E, we can define an L2 norm of the sections of E over
each fiber of (2.3). Thus, we can define a smooth family of fiberwise projections onto the
bundle kerDv, given by
(4.2) Πh : C∞(Y × [−pi/2, pi/2];L2(Bsb/(Y × [−pi/2, pi/2]);E))
−→ C∞(Y × [−pi/2, pi/2]; kerDv).
This can be used as follows to define the horizontal operator already mentioned in § 2.2.
Definition 4.2. The b-operator Db ∈ Diff1b(Y × [−pi/2, pi/2]; kerDv) associated to ðε ,d is
defined by
Dbu := Πh
(
(Dε ,du˜)
∣∣
Bsb
)
, u ∈ C∞(Y × [−pi/2, pi/2]; kerDv),
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where u˜ ∈ C∞(Xs;E) is chosen so that u˜|Bsb = u.
Lemma 4.3. The b-operator Db is well-defined; that is, Dbu does not depend on the choice
of extension u˜. Moreover, it is formally self-adjoint as a b-operator.
Proof. Since Dε ,d is a Dirac-type operator associated to an ε, d-metric product-type to order
1, a simple computation in local coordinates shows that [Dε ,d, ρ] ∈ ρC∞(Xs,End(E)). Thus,
if u˜1 and u˜2 are two different choices of extensions of u, so that u˜1 − u˜2 = ρw for some
w ∈ C∞(Xs;E), then
(Dε ,d(u˜1 − u˜2))|Bsb = (Dε ,d(ρw))|Bsb = (ρDε ,dw + [Dε ,d, ρ]w)|Bsb = Dvw.
Since Dv is family of formally self-adjoint operators, Dvw is orthogonal to kerDv so that
Πh
(
(Dε ,d(u˜1 − u˜2))|Bsb
)
= Πh(Dvw) = 0,
showing that the definition of Dbu does not depend on the choice of extension of u.
Moreover, the fact that Db is formally self-adjoint follows from the corresponding assertion
for Dε ,d. Indeed, given u1, u2 ∈ C∞c (Y × [−pi/2, pi/2]; kerDv), choose smooth extensions
u˜1, u˜2 ∈ C∞(Xs;E) supported away from Bsm. Then
〈u1, Dbu2〉L2b = 〈u˜1, Dε ,du˜2〉L2b
∣∣∣
ε=0
= 〈Dε ,du˜1, u˜2〉L2b
∣∣∣
ε=0
= 〈Dbu1, u2〉L2b ,
which shows that Db is formally self-adjoint. 
The following related lemma will also be useful for the construction of the heat kernel of
D2ε,d.
Lemma 4.4. If u˜ ∈ C∞(Xs;E) satisfies D`ε,du˜ ∈ C∞(Xs;E), then
Πh(D
`
ε,du˜)
∣∣
Bsb
= D`b
(
u˜
∣∣
Bsb
)
.
Conversely, given u ∈ C∞(Y × [−pi/2, pi/2]; kerDv) there exists an extension u˜ ∈ C∞(Xs;E)
such that
(D`ε,du˜)
∣∣
Bsb
= Πh(D
`
ε,du˜)
∣∣
Bsb
= D`bu ∀ ` ∈ N0.
Proof. For ` = 1 note that since the leading term of Dε,du˜ at Bsb is
1
ρ
Dvu˜, the fact that
Dε,du˜ ∈ C∞(Xs;E) implies that
u˜
∣∣
Bsb
= Πhu˜
∣∣
Bsb
and so
Πh(Dε,du˜)
∣∣
Bsb
= Db
(
u˜
∣∣
Bsb
)
follows directly from Definition 4.2.
For ` > 1, assume inductively that
Πh(D
`−1
ε,d u˜)
∣∣
Bsb
= D`−1b u˜
∣∣
Bsb
.
We have that v˜ = D`−1ε,d u˜ satisfies
v˜ ∈ C∞(Xs;E), Dε,dv˜ ∈ C∞(Xs;E)
and hence
v˜
∣∣
Bsb
= Πhv˜
∣∣
Bsb
, Πh(Dε,dv˜)
∣∣
Bsb
= Db(v˜
∣∣
Bsb
).
24 PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
It follows that
Πh(D
`
ε,du˜)
∣∣
Bsb
= Πh(Dε,dv˜)
∣∣
Bsb
= Db(v˜
∣∣
Bsb
) = Db(Πhv˜
∣∣
Bsb
) = Db(D
`−1
b u˜
∣∣
Bsb
) = D`bu˜
∣∣
Bsb
,
as required.
Now given u ∈ C∞(Y × [−pi/2, pi/2]; kerDv) we want to find an extension u˜ to Xs as in
the statement of the lemma. By what we have shown so far, this is equivalent to finding
u˜ ∈ C∞(Xs;E) such that
u˜
∣∣
Bsb
= u, D`ε,du˜ ∈ C∞(Xs;E) for all ` ∈ N.
Assume inductively that we have found u˜N ∈ C∞(Xs;E) satisfying
u˜N
∣∣
Bsb
= u, D`ε,du˜N ∈ C∞(Xs;E) for all ` ≤ N.
Let us show that we can find w˜N ∈ C∞(Xs;E) such that DN+1ε,d (u˜N + ρN w˜N) ∈ C∞(Xs;E).
First we point out that for any smooth w˜N we have that
ρDN+1ε,d (ρ
N w˜N) ∈ C∞(Xs;E), ρDN+1ε,d (ρN w˜N)
∣∣
Bsb
= DN+1v (w˜N
∣∣
Bsb
).
On the other hand, for any u˜N satisfying our inductive hypothesis we have that
ρDN+1ε,d (u˜N) ∈ C∞(Xs;E), ρDN+1ε,d (u˜N)
∣∣
Bsb
= Dv((D
N
ε,du˜N)
∣∣
Bsb
).
Now, since Dv is formally self-adjoint, the null space of D
N+1
v coincides with the null space
of Dv and hence the image of Dv coincides with the image of D
N+1
v . Thus there exists
wN ∈ C∞(Bsb;E) such that
DN+1v (wN) = −Dv((DNε,du˜N)
∣∣
Bsb
)
and if we let w˜N be any smooth extension of wN off of Bsb we have
ρDN+1ε,d (u˜N + ρ
N ω˜N) ∈ C∞(Xs;E), ρDN+1ε,d (u˜N + ρN ω˜N)
∣∣
Bsb
= 0,
i.e., DN+1ε,d (u˜N + ρ
N ω˜N) ∈ C∞(Xs;E) so we have finished the induction.
Note that the N th step in this construction does not change the first N terms in the
Taylor expansion of u˜N at Bsb. By Borel’s Lemma [Mel93] there exists a smooth function
u˜ ∈ C∞(Xs;E) such that u˜− u˜N ∈ ρNsbC∞(Xs;E) for all N ∈ N. It follows that
u˜
∣∣
Bsb
= u, D`ε,du˜ = D
`
ε,d(u˜`+1) +D
`
ε,d(u˜− u˜`+1) ∈ C∞(Xs;E) for all ` ∈ N
as required. 
To construct the resolvent of Dε ,d near λ = 0, we will make the following assumption on
the b-operator Db.
Assumption 2. For m ∈ N0, the operator Db is Fredholm as a map
Db : H
m+1
b (Y × [−pi/2, pi/2]; kerDv)→ Hmb (Y × [−pi/2, pi/2]; kerDv).
If D̂b is the indicial family of Db, this is equivalent to requiring that 0 /∈ Specb(D̂b) by the
Fredholm criterion of [Mel93, Theorem 5.60].
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Along with Assumption 1, this will allow us to construct the resolvent of Dε ,d.
Let us point out that both of these assumptions hold for our main application, the de
Rham operator of a fibered cusp surgery metric that is of product-type up to order two,
twisted by a Witt flat bundle F. Indeed, in this case the vertical operator is given in (2.7)
and it clearly satisfies Assumption 1, while the b-operator is given in (2.8) and Assumption
2 is guaranteed by Lemma 2.1.
To state the main theorem of this section, it will be convenient, for an index set E , to
write inf E > a if any (z, k) ∈ E is such that Re z > a. Similarly, the notation inf E ≥ a will
mean that
(z, k) ∈ E , Re z ≤ a =⇒ (z, k) = (a, 0).
Theorem 4.5. Let E −→ Xs be a Euclidean vector bundle and let ðε,d ∈ Diff1ε ,d(Xs;E)
be a formally self-adjoint ε, d-elliptic differential operator satisfying assumptions 1 and 2.
Suppose also that ðh in (4.1) is a family of Euclidean Dirac-type operators.
i) For any bounded open set V ⊆ C such that
V ∩ (Spec(Db) ∪ Spec(Nmf (Dε,d))) = ∅,
there is an ε0(V ) > 0 such that Dε,d − λ is invertible for all λ ∈ V and ε < ε0(V ).
ii) For any bounded open set V ⊆ C containing the origin such that
V ∩ (Spec(Db) ∪ Spec(Nmf (Dε,d))) ⊆ {0},
the resolvent (Dε,d− λ)−1 extends from V ∩ {Imλ 6= 0} to a meromorphic family of bounded
operators on V with only simples poles.
More precisely, there is:
a bounded scalar function f(ε, λ), polyhomogeneous in ε and holomorphic in λ,
a pair of families of index sets, J (λ), K(λ), defined and holomorphic in V, satisfying inf J ≥
0, inf K ≥ 0 and
inf J |lf > 0, inf J |rf > h+ 1, inf J |φbf ≥ h+ 1, inf J |ff ≥ 1,
inf K|lf > 0, inf K|rf > 0,
a family of operators,
ResH(λ) ∈ Ψ−1,J (λ)ε,φ (Xs;E),
holomorphic in V,
and a family of operators, ResM(λ), such that
(4.3) f(λ, ε) ResM(λ) ∈ Ψ−∞,K(λ)ε,b (Xs;E)
is holomorphic in V and of uniformly finite rank with
Nmf (ResM(λ)) = −
ΠkerL2 Nmf (Dε ,d)
λ
and Nbf (ResM(λ)) = −
ΠkerL2 (Db)
λ
,
for which we have
(Dε,d − λ)−1 = ResH(λ) + ResM(λ)
as meromorphic families on V.
Before proving this result, let us make few remarks.
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Remark 4.6. Restricting to Bmf , we recover in particular the result of Vaillant [Vai01,
Theorem 3.25], for λ in a sufficiently small neighborhood of 0.
Remark 4.7. Using the formula (ðε,d−λ)−1 = ρ− v2 (Dε,d−λ)ρ v2 gives a corresponding result
for the resolvent of the operator ðε,d. The effect of the factors ρ±
v
2 is to shift the index sets
at Blf by −v2 and the index sets at Brf by +v2 .
Remark 4.8. Using the formula (D2ε,d − λ2) = (Dε,d − λ)−1(Dε,d + λ)−1 and Theorem 3.4
gives a corresponding result of the resolvent of the operator D2ε,d. For instance, for V as in
part (ii) of Theorem 4.5 such that V = −V , we see that
V 3 λ 7→ (D2ε,d − λ2)−1 ∈ Ψ−2,J˜ (λ)ε,φ (Xs;E)
is a meromorphic family such that f(λ, ε)f(−λ, ε)(D2ε,d − λ2)−1 is holomorphic, where J˜ (λ)
is a family of index sets holomorphic on V such that inf J˜ ≥ 0 and
inf J˜
∣∣∣
lf
> 0, inf J˜
∣∣∣
rf
> h+ 1, inf J˜
∣∣∣
φbf
≥ h+ 1, inf J˜
∣∣∣
ff
≥ 1.
Remark 4.9. Using the formula (ð2ε,d − λ2)−1 = ρ−
v
2 (D2ε,d − λ2)−1ρ
v
2 gives a corresponding
result of the resolvent of ð2ε,d. For instance, for V as in part (ii) of Theorem 4.5 such that
V = −V , we see that
V 3 λ 7→ (ð2ε,d − λ2)−1 ∈ Ψ−2,Ĵ (λ)ε,φ (Xs;E)
is a meromorphic family such that f(λ, ε)f(−λ, ε)(D2ε,d − λ2)−1 is holomorphic, where Ĵ (λ)
is a family of index sets holomorphic on V such that inf Ĵ
∣∣∣
mf
≥ 0 and
inf Ĵ
∣∣∣
lf
> −v
2
, inf Ĵ
∣∣∣
rf
> h+ 1 +
v
2
, inf Ĵ
∣∣∣
φbf
≥ h+ 1, inf Ĵ
∣∣∣
ff
≥ 1.
Notice in particular that taking ðε,d to be the de Rham operator yields a result of the resolvent
of the Hodge Laplacian ∆ := ð2ε,d, and hence for the scalar Laplacian when one restricts to
forms of degree zero.
Remark 4.10. The construction of the resolvent near the origin as ε → 0 could be carried
out with essentially no change near any other isolated element of the point spectrum of the
model operators of Dε,d. Thus the same construction yields a description of the resolvent on
any bounded open set whose closure does not intersect either the essential spectrum of Db or
the essential spectrum of Nmf (Dε,d).
The proof of Theorem 4.5 proceeds via a detailed construction of the resolvent which
involves many steps. We focus on (ii) of the theorem and prove (i) in the process. For the
sake of readability, we first outline the construction and then discuss each step in detail.
Step 0: This step is the standard symbolic inversion at the diagonal. It consists of finding a
holomorphic family C 3 λ 7→ Q0(λ) ∈ Ψ−1ε,φ(Xs;E) such that
(4.4) (ρDε ,d − ρλ)Q0(λ) = Id−R0(λ),
with C 3 λ 7→ R0(λ) ∈ Ψ−∞ε,φ (Xs;E) a holomorphic family.
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Step 1: We improve the error term in (4.4) so that it vanishes to first order at Bff . This
is achieved by inverting P (λ) = ρ(Dε ,d − λ) at the face Bff . Now, as an element
of Ψ1
sus(ε,φNY )
(Bsb/(Y × [−pi2 , pi2 ]);E), the normal Nff (P (λ)) decomposes as a family
of Dirac operators in the fibers of φ+ : Bsb → Y × [−pi/2, pi/2] and a family of
Euclidean Dirac operators in the fibers of ε,φNY → Y × [−pi/2, pi/2]. We can thus
invert each family separately and apply Corollary A.4 to the Euclidean part. This
yields a holomorphic family Q˜1(λ) such that
(ρDε ,d − ρλ)Q˜1(λ) = Id−R˜1(λ)
where R˜1 vanishes to first order at Bff but with generally a non-trivial asymptotic
expansion at Bφbf . Multiplying by ρ on the right and by ρ
−1 on the left, this gives
(Dε ,d − λ)Q1(λ) = Id−R1(λ)
with Q1(λ) = Q˜1(λ)ρ and R1(λ) = ρ
−1R˜1ρ.
Step 2: The leading order term at Bφbf of the error from step 1, R1(λ), turns out to be of
order h + 1; once the densities are taken into account this means that R1(λ) is not
compact unless this leading order term vanishes. In this step, we find Q2(λ) so that
(Dε ,d − λ)Q2(λ) = Id−R2(λ),
and arrange for the part of the coefficient of the leading order term of R2(λ) at Bφbf
which is in the range of Πh to vanish to infinite order at Bφbf ∩Bff . This allows us
to view that coefficient as a function on Bbf rather than Bφbf .
Step 3: Using Assumption 2, we find Q3(λ) with
(Dε ,d − λ)Q3(λ) = Id−R3(λ),
where the term of order h + 1 of R3(λ) at Bφbf is precisely the projection Πb onto
the kernel of Db.
Step 4: We show that the restriction ofR3(λ) toBmf is compact as an operator on L
2
b([M ;H]).
In particular, Nmf (Dε ,d) is Fredholm, which could also have been deduced from the
Fredholm criterion of [Vai01]. Using this fact, we improve the error term in the
previous step so that its restriction to Bmf is just the projection onto the kernel of
Nmf (Dε ,d).
Step 5: We ensure that the new error is uniformly of finite rank. Moreover, at the cost of
introducing a pole at λ = 0, we further improve the error so that its restriction to
Bmf and its term of order h+ 1 at Bφbf both vanish.
Step 6: The error term has now sufficiently nice properties and it can be removed using
analytic Fredholm theory, producing the full resolvent.
Step 7: Analyzing the projection onto the eigenspace of small eigenvalues allow us to be more
specific about the meromorphic part of the resolvent.
Notice that if Dv is invertible, then the resolvent construction greatly simplifies. In par-
ticular, in Step 1, there is no need to invert a family of Euclidean Dirac operators, so one
can skip Step 2 and Step 3. We now discuss each step in full detail.
Step 0: Symbolic inversion.
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Proposition 4.11. There exist holomorphic families C 3 λ 7→ Q0(λ) ∈ Ψ−1ε,φ(Xs;E) and
C 3 λ 7→ R0(λ) ∈ Ψ−∞ε,φ (Xs;E) so that
ρ(Dε ,d − λ)Q0(λ) = Id−R0(λ).
Proof. This is the usual symbolic parametrix construction. We take advantage of the fact
that ρ(Dε ,d − λ) is an elliptic φ-surgery operator to find Q′0 ∈ Ψ−1ε,φ(Xs;E) with principal
symbol given by ε,φσ−1(Q′0) = (
ε,φσ1(ρ(Dε ,d − λ)))−1 = (ε,φσ1(Dε ,d))−1, so that
ρ(Dε ,d − λ)Q′0 = Id−R′0(λ),
with R′0(λ) ∈ Ψ−1ε,φ(Xs;E) holomorphic in λ. Then add Q′′0(λ) := Q′0R′0(λ) to Q′0, so that
ρ(Dε ,d − λ)(Q′0 +Q′′0(λ)) = Id−R′′0(λ)
with R′′0(λ) ∈ Ψ−2ε,φ(Xs;E) and also holomorphic in λ. Proceeding inductively, we find holo-
morphic families Q
(k)
0 (λ) := Q
′
0R
(k−1)
0 (λ) ∈ Ψ−kε,φ(Xs;E) and R(k)0 (λ) ∈ Ψ−kε,φ(Xs;E) such that
ρ(Dε ,d − λ)
(
k∑
j=1
Q
(k)
0 (λ)
)
= Id−R(k)0 (λ).
Taking an asymptotic sum over the Q
(k)
0 (λ), we get the desired Q0(λ). The asymptotic sum
can be taken so that Q0(λ) is also holomorphic. 
4.1. Step 1: Removing the error at Bff . In this step, we improve the remainder term
so that its restriction to Bff is trivial. This involves a careful analysis of the mapping
properties of the Euclidean Dirac operator which we carry out in Appendix A.
Proposition 4.12. There exist families of operators, defined and holomorphic for λ ∈ C,
Q˜1(λ) ∈ Ψ−1,Q˜1ε,φ (Xs;E) and R˜1(λ) ∈ Ψ−∞,R˜1ε,φ (Xs;E) such that
(4.5) ρ(Dε ,d − λ)Q˜1(λ) = Id−R˜1(λ).
Here the index families Q˜1 and R˜1 are empty at all boundary faces, except at Bmf where
they are both N0, and at Bff and Bφbf , where we have
Q˜1
∣∣∣
ff
= N0, Q˜1
∣∣∣
φbf
= [◦](Jh+1), R˜1
∣∣∣
ff
= N0 + 1, R˜1
∣∣∣
φbf
⊂ (Jh+1 + 1),
where Jh+1 is the index set of Corollary A.4. Moreover, inf Q˜1
∣∣∣
φbf
= (h, 0) and inf R˜1
∣∣∣
φbf
=
(h+ 1, 0).
Here the notation [◦] means that the leading order term A in the expansion at φbf is such
that ΠhAΠh = A.
Proof. We need to find Q˜′1(λ) such that
(4.6) Nff (ρ(Dε ,d − λ)Q˜′1(λ)) = Nff (R0(λ)),
for then it suffices to take Q˜1(λ) = Q0(λ) + Q˜
′
1(λ). To solve (4.6), we can decompose
Nff (R0(λ)) using the fiberwise projection Πh onto kerDv on the left (note that Πh is an
element of Ψ0
sus(ε,φNY )
(Bsb/(Y × [−pi2 , pi2 ]);E) trivial in the Euclidean directions):
Nff (R0(λ)) = Πh(Nff (R0(λ)) + (Id−Πh)(Nff (R0(λ)).
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Now recall from (4.1) that we have the decomposition
(4.7) Nff (ρ(Dε ,d − λ)) = Nff (ρ(Dε ,d)) = Dv + ðh.
Here Dv is a vertical operator in the fibers and ðh is a family of Euclidean Dirac operators
on the fibers of the vector bundle ε,φNY → Y × [−pi/2, pi/2]. On the range of (Id−Πh)
the operator Dv + ðh is, on each fiber, an invertible suspended operator in the sense of
[Mel95a,MM98] and hence has an inverse in Ψ−1
sus(ε,φNY )
(Bsb/(Y × [−pi2 , pi2 ]);E). On the range
of Πh, we can apply Corollary A.4 to invert ðh. In particular, it suffices to take Q˜′1(λ) such
that
Nff (Q˜
′
1(λ)) = (ðh)−1Πh(Nff (R0(λ))) + (Dv + ðh)−1⊥ (Id−Πh)(Nff (R0(λ))).
Note from Corollary A.4 that the image of (ðh)−1 has an expansion at infinity in the Euclidean
coordinates, with index family Jh+1. This expansion corresponds to a nontrivial expansion of
Q˜′1(λ) at Bφbf . In particular, we see immediately that Q˜
′
1(λ) ∈ Ψ−∞,Q˜
′
1
ε,φ (Xs;E), with Q˜′1 the
index family specified by the proposition. Then Q˜1(λ) = Q0(λ) + Q˜
′
1(λ) will be as claimed
with
R˜1(λ) = R0(λ)− ρ(Dε ,d − λ)Q˜′1(λ).
Since Q˜′1(λ) vanishes at order ρ
h
φbf at Bφbf , we know R˜1 will vanish to at least at this order
at Bφbf . However, since we have chosen the top order term in the asymptotic expansion of
Q˜′1(λ) at Bφbf so that it maps into the range of Πh, this means that ρ(Dε ,d − λ)Q˜′1(λ) and
therefore R˜1(λ) vanish at order ρ
h+1
φbf at Bφbf . 
By multiplying by ρ−1 on the left and by ρ on the right in (4.5), and by setting Q1(λ) :=
Q˜1(λ)ρ and R1(λ) = ρ
−1R˜1(λ)ρ, we obtain a formulation of the previous proposition directly
in terms of Dε ,d − λ:
Corollary 4.13. There are holomorphic families parametrized by λ ∈ C,
Q1(λ) ∈ Ψ−1,Q1ε,φ (Xs;E) and R1(λ) ∈ Ψ−∞,R1ε,φ (Xs;E)
such that
(4.8) (Dε ,d − λ)Q1(λ) = Id−R1(λ).
The Schwartz kernels of Q1 and R1 vanish to infinite order at most boundary hypersurfaces,
the exceptions being Bmf where their index sets are both N0, and at Bff and Bφbf , where
we have
Q1|Bff = N0 + 1, Q1|φbf = [◦](Jh+1 + 1), R1|Bff = N0 + 1, R1|φbf = (Jh+1 + 1).
In particular, we have that inf Q1|φbf = inf R1|φbf = (h+ 1, 0).
Step 2: Error at Bφbf , preliminary step. The error term R2(λ) is not good enough to
apply analytic Fredholm theory yet. Indeed, since it has a term of order h + 1 at Bφbf ,
hence possibly at Bφbf ∩ Bmf , it may not even be compact as an operator on L2b(Xs;E)
uniformly down to ε = 0. The reason is that vanishing at order h+ 1 in terms of φ-densities
corresponds to vanishing at order zero in terms of b-densities, and b-operators of this form
are compact only if their restriction to the front face is zero. Therefore, our next objective
is to remove this term of order ρh+1φbf . In this step, we first remove the expansion of this term
at Bff ∩Bφbf (technically, just the part which is in the range of Πh), which enables us to
regard the removal of the remaining term as solving a b-problem on the face Bbf .
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Proposition 4.14. There exist families of operators, defined and holomorphic for λ ∈ C,
Q2(λ) ∈ Ψ−1,Q2ε,φ (Xs;E) and R2(λ) ∈ Ψ−∞,R2ε,φ (Xs;E) such that
(4.9) (Dε ,d − λ)Q2(λ) = Id−R2(λ).
The Schwartz kernels of Q2 and R2 vanish to infinite order at most boundary hypersurfaces,
the exceptions being Bmf where their index sets are both N0, and at Bff and Bφbf , where
we have
Q2|ff = Gh+1 ∪ (N0 + 1), Q2|φbf = [◦](Jh+1 + 1), R2|ff = N0 + 1, R2|φbf = (Jh+1 + 1),
where Gh+1 is the index set of Proposition A.7 and Jh+1 is the index set of Corollary A.4.
In particular inf Q2|φbf = inf R2|φbf = (h + 1, 0). Finally and most importantly, if A is the
term of order ρh+1φbf at Bφbf of R2(λ), then ΠhA vanishes to infinite order at the boundary
face Bφbf ∩Bff .
Proof. Writing Q2(λ) = Q1(λ) + Q˜2(λ), where Q1(λ) is given by Corollary 4.13, we need to
find a holomorphic family Q˜2(λ) such that the restriction of
(4.10) (Dε ,d − λ)Q˜2(λ)−R1(λ)
at order h+ 1 at Bφbf vanishes to infinite order at Bφbf ∩Bff . Let r◦1(λ) denote the part of
the restriction (at order h+ 1) to Bφbf of R1(λ) whose image is in the range of Πh. We need
to find q◦2(λ) such that
(4.11) (Db − λ)(q◦2(λ))− r◦1(λ)
vanishes to infinite order at Bφbf ∩Bff .
Using Proposition A.7 we can find such a q◦2(λ). Indeed, the face Bφbf is obtained from
the face Bbf by blowing up Dfib. If F is the normal bundle of Dfib in Bbf , then in Bφbf ,
the boundary face Bφbf ∩Bff has a tubular neighborhood modelled on F˜ , the blow-up of
F at the zero section. On the other hand, the lift from the left of (Db− λ) corresponds near
Dfib to a family of operators as in Proposition A.7 for the vector bundle F. Therefore, we
can find a holomorphic family q◦2(λ) on Bφbf with index set Gh+1 at Bφbf ∩Bff , index set
N0 at Bmf ∩Bφbf and vanishing to infinite order at all other boundary hypersurfaces (since
we may assume that q◦2(λ) is identically zero away from Bφbf ∩Bff ), so that (4.11) vanishes
to infinite order at Bφbf ∩Bff .
Extending q◦2(λ) smoothly to all of X
2
s , we get a holomorphic family Q˜
◦
2(λ) with index set
N0 at Bmf , (N0 + h + 1) at Bφbf , Gh+1 at Bff and vanishing to infinite order at all other
boundary hypersurfaces such that the restriction
(Dε ,d − λ)Q˜◦2(λ) +R1(λ)
at order h + 1 at Bφbf vanishes to infinite order at Bff ∩ Bφbf after we apply Πh on the
left. More precisely, if T (λ) denotes this restriction, then ΠhT (λ) vanishes to infinite order
at Bff ∩Bφbf .

Step 3: Removing the error at Bφbf . The next step is to get rid of the term of order
h + 1 of R2(λ) at Bφbf . This is where our assumption that Db is Fredholm will be used.
Recall from Lemma 4.3 that Db ∈ Diff1(Y × [−pi/2, pi/2]; kerDv) is formally self-adjoint.
By Assumption 2, zero is not an indicial root of the indicial family of Db. Consequently,
by [Mel93, Proposition 5.64], [Maz91, Theorem 4.20], Db has a generalized inverse which is
FIBERED CUSP DEGENERATION 31
polyhomogeneous conormal on the b-double space corresponding to Y × [−pi/2, pi/2], and
hence on the corresponding overblown b-double space, which we have identified with Bbf .
More specifically, let Gb be the generalized inverse of Db on L
2
b , so that
DbGb = GbDb = Id−Πb
with Πb the orthogonal projection onto the L
2
b null space of Db. If E˜ is the smallest index set
satisfying
{(z, p) ∈ C× N0 : (iz, p) ∈ Specb(Db), Re z > 0} ⊆ E˜
and E = E˜∪E˜ then we have that
Πb ∈ Ψ−∞,(E˜,E˜)(Y × [−pi/2, pi/2]; kerDv),
Gb ∈ Ψ−1,(E,E,N0)b (Y × [−pi/2, pi/2]; kerDv) + Ψ−∞,(E,E)(Y × [−pi/2, pi/2]; kerDv).
Here, Ψ−∞,(E,E)(W ; kerDv) with W = Y ×[pi/2, pi/2] is the space of operators with polyhomo-
geneous Schwartz kernel in A(E,E)(W × W ; kerDv ⊗ (kerDv)∗ ⊗ pi∗RΩb(W )) where
piR : W ×W → W is the projection on the right factor.
More generally, for λ 6= 0 sufficiently close to zero or with non-vanishing imaginary part,
Db − λ is invertible with inverse
(4.12) (Db − λ)−1 ∈ Ψ−1,(E,(λ)E(λ),N0)b (Y × [−pi/2, pi/2]; kerDv).
where E(λ) is the index family, holomorphic in λ, obtained by replacing Specb(Db) by
Specb(Db−λ) in the definition of E˜ above. The family (4.12) is meromorphic in a small neigh-
borhood of zero as, e.g., a family of bounded operators acting on L2b(Y ×[−pi/2, pi/2]; kerDv),
with a pole of order one at λ = 0 with residue given by Πb.
We now use this knowledge about (Db − λ)−1 to remove the term of order h+ 1 at Bφbf .
Proposition 4.15. Let U be a bounded neighborhood of 0 in C such that Spec(Db)∩U ⊆ {0}.
There are index families Q3(λ) and R3(λ), defined and holomorphic in U , and families
of operators Q3(λ) ∈ Ψ−1,Q3(λ)ε,φ (Xs;E) and R3(λ) ∈ Ψ−∞,R3(λ)ε,φ (Xs;E), defined in Vδ and
holomorphic as operators acting on L2b(Xs;E), such that
(4.13) (Dε ,d − λ)Q3(λ) = Id−R3(λ).
Moreover, the index sets satisfy infQ3(λ) ≥ 0, infR3(λ) ≥ 0, (meaning they are ≥ 0 at all
faces) and
inf Q3(λ)|lf > 0, inf Q3(λ)|rf > h+ 1, inf Q3(λ)|φbf ≥ h+ 1, inf Q3(λ)|ff ≥ 1,
inf R3(λ)|lf > 0, inf R3(λ)|rf > h+ 1, inf R3(λ)|φbf ≥ h+ 1, inf R3(λ)|Bff > 0.
Finally and most importantly, the term of order h+ 1 of R3(λ) at Bφbf is Πb.
Note that, without changing the proof, we could replace U with an unbounded open set
consisting of a neighborhood of the origin as in the statement of the proposition together
with any open set in C bounded away from the real axis. This will be true throughout the
construction, but in order to have uniform bounds it is convenient to work with bounded
open sets.
Proof. Let A(λ) be the term of order h + 1 at Bφbf of the remainder term R2(λ) from
Proposition 4.14, and write A(λ) = a(λ) + t⊥(λ) + Πb, where a(λ) = ΠhA(λ) − Πb and
t⊥(λ) = (Id− Πh)A(λ).
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We first use (4.12) to remove the term a(λ). Note that applying Πh to the term of order
h+ 1 at Bφbf of (4.9) at λ = 0 shows that the range of
Id−Πb − a(0)
is in the range of Db. Since Db is self-adjoint, this shows that Id−Πb − a(0) takes values
orthogonal to the kernel of Db and hence the range of a(0) is contained in the range of
Id−Πb. Since a is holomorphic, it is thus of the form
a(λ) = λΠba1(λ) + (Id−Πb)a(λ)
with a1(λ) holomorphic in λ. This suggests that we set, for λ ∈ U ,
q◦3(λ) := Πba1(λ)− (Id−Πb)(Db − λ)−1(Id−Πb)a(λ),
so that
(Db − λ)q◦3(λ) = −a(λ).
Now let Q◦3(λ) be a smooth extension off Bφbf with term of order h + 1 at Bφbf given by
q◦3(λ). Then (Dε ,d − λ)Q◦3(λ) will have −a(λ) as its term of order h+ 1 at Bφbf (which is in
the range of Πh), so subtracting Q
◦
3(λ) from Q2(λ) will remove the a(λ) term.
If A˜(λ) denotes the term of order h+ 1 at Bφbf of the new remainder term, then
A˜(λ) = u⊥(λ) + Πb with u⊥(λ) = (Id−Πh)A˜(λ).
To get rid of u⊥(λ), it suffices to take a holomorphic family Q⊥3 (λ) ∈ Ψ−∞,Jε,φ (Xs;E) with
restriction of order h+ 1 at Bφbf given by
q⊥3 (λ) = −(D−1v u⊥(λ)),
where the index family J is such that
J |φbf = N0 + h+ 1, J |Bff = N0, J |mf = N0, inf J |lf > 0, inf J |rf > h+ 1.
Using the fact that [Dε ,d, ρ] ∈ ρΨ0ε,φ(Xs;E), we then have that
(Dε ,d − λ)ρQ⊥3 (λ)
has top term at Bφbf of order h+ 1 given by −u⊥(λ). This means that we can take
Q3(λ) = Q2(λ)−Q◦3(λ)− ρQ⊥3 (λ) ∈ Ψ−∞,Q3(λ)ε,φ (Xs;E)
with holomorphic index familyQ3(λ) as in the statement of the proposition. By construction,
we have that
(Dε ,d − λ)Q3(λ) = Id−R3(λ)
with remainder R3(λ) ∈ Ψ−∞,R3(λ)ε,φ (Xs;E) as in the statement of the proposition. 
Step 4: Removing the error at Bmf . Here we improve the error at Bmf and also deduce
consequences for the operator Dε ,d|Bmf which recover some of the results of [Vai01]. The
first step is to improve the behavior of the restriction of the error at Bmf .
Proposition 4.16. Let U ⊆ C be as above, and U ′ ⊆ C an open set containing the origin
such that U ′ ⊆ U . There exist index families Q4(λ) and R4(λ), and families of operators
Q4(λ) ∈ Ψ−1,Q4ε,φ (Xs;E) and R4(λ) ∈ Ψ−1,R4ε,φ (Xs;E), defined and holomorphic in U ′, satisfying
(Dε ,d − λ)Q4 = Id − R4 and all of the properties in the statement of Proposition 4.15.
However, in addition, Nmf (R4(λ)) decays to infinite order at Bmf ∩Blf , Bmf ∩Bff , and
Bmf ∩Bφbf .
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In particular, note that Nmf (R4(λ)) is actually in the b-calculus since it decays to infinite
order at Bmf ∩Bff . Moreover, it is very residual in the sense of [Maz91, p.20].
Proof. Consider Nmf (R3(λ)) for λ ∈ U . From Proposition 4.15, the leading order term of
R3(λ) at Bφbf is Πb which decays to positive order at Bφbf ∩ Bmf , so the term of order
h+ 1 in the expansion of Nmf (R3(λ)) at Bφbf is zero. Thus it is an element of the φ-surgery
calculus on the face Bmf , with positive leading order at Blf and Bff and leading order
greater than h+ 1 at Bφbf and Brf .
We first claim that there exists a holomorphic family of kernels B1(λ) on Bmf , supported
in a neighborhood of Blf and with positive order at Blf and order > h+1 at Bφbf , such that
Nmf (Dε ,d − λ)B1(λ) − R3(λ) decays to infinite order at Blf . Indeed, this follows precisely
as in the proof of [Mel93, Lemma 5.44] and is obtained by solving for B(λ) in Taylor series
at Blf . Setting B2(λ) = Nmf (Q3(λ)) +B1(λ), we have
Nmf (Dε ,d − λ)B2(λ) = Idmf −S1(λ),
and S1(λ) decays to infinite order at Blf , positive order at Bff , and order > h+ 1 at Bφbf
and Brf . By restricting to U ′ we can find γ > 0 for which the leading orders of S1(λ) are
greater than γ at Blf and Bff and greater than h+ 1 + γ at Bφbf and Brf . Note also that
B2(λ) has the same leading terms at Bff and Bφbf (order 1 at Bff and h + 1 at Bφbf ) as
Nmf (Q3(λ)).
Next we use a Neumann series argument to remove all terms of the error at Bφbf and Bff .
Choose S2(λ) such that
Idmf +S2(λ) ∼ Idmf +
∞∑
i=1
(S1(λ))
i.
This is possible, since from the composition rules of Theorem 3.4 restricted to Bmf , the
orders of (S1(λ))
i iterate away (that is, go to infinity with i) except at Brf , where they
stabilize, so that the series may be asymptotically summed by Borel’s lemma. Now let
B3(λ) = B2(λ)(Idmf +S2(λ)); then we have that
(4.14) Nmf (Dε ,d − λ)B3(λ) = Idmf −S∞(λ),
where S∞(λ) decays to infinite order at Blf , Bφbf , and Bff , and order > h + 1 at Brf .
In particular, S∞(λ) is maximally residual in the b-calculus. Moreover, by the composition
rules, B3(λ) again has the same leading terms as Nmf (Q3(λ)) at Bff and Bφbf . Therefore,
everything is consistent: we may take Q4(λ) to be an operator which has the same leading
orders as Q3(λ) at Bff and Bφbf , positive orders at Blf and Brf , and leading order B3(λ) at
Bmf . Note that Πb decays atBmf∩Bφbf , so that there is no consistency problem there. Thus
U ′ 3 λ 7→ Q4(λ) satisfies the conditions of Proposition 4.16, which completes the proof. 
We now use the previous result to analyze the operator Dε ,d|mf , recovering some of the
results of [Vai01]. Recall that Bsm = [M ;H] is a manifold with fibered boundary.
Corollary 4.17. The operator Nmf (Dε ,d) is self-adjoint and Fredholm on its natural domain
as an unbounded operator on L2b(Bsm;E). Equivalently, the same is true for Nmf (ðε,d) as an
unbounded operator on L2gε ,d(Bsm;E). Furthermore, elements of the kernel of Nmf (Dε ,d) are
polyhomogeneous on Bsm with indicial set W such that infW > 0. In particular, the projec-
tion ΠkerNmf (Dε ,d) is an element of Ψ
−∞,R
b (Bsm;E) for some index family R with infR > 0.
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Proof. Taking λ = 0 in the previous result and applying Nmf , we get
(4.15) Nmf (Dε ,d)Nmf (Q4(0)) = Id−Nmf (R4(0)).
From the construction above, Nmf (R4(0)) is a b-operator of order −∞ which has positive
order decay at Brf and rapid decay at the other faces. Therefore, by the usual properties
of b-operators, it is compact when acting on L2b(Bsm;E). This implies that the self-adjoint
extension of Nmf (Dε ,d) on L
2
b(Bsm;E) must be Fredholm. Moreover, if f is in the L
2
b-kernel
of Nmf (Dε ,d), we see from taking adjoints in (4.15), then applying both sides to f, that
f = (Nmf (R4(0)))
∗f.
Since (Nmf (R4(0)))
∗ is a b-operator which decays to infinite order at Bff and Brf and has
positive order at Blf , it is an immediate consequence of the theory of b-pseudodifferential
operators that (Nmf (R4(0)))
∗f is polyhomogeneous for any f ∈ L2b(Bsm;E). Hence f itself
is polyhomogeneous. It has positive order because (Nmf (R4(0)))
∗ has positive order at Blf .
This completes the proof. 
Remark 4.18. If kerDv = 0, notice from [MM98] that Nmf (ρDε ,d) is Fredholm as φ-
operator. In particular, one can find a generalized inverse Q ∈ Ψ−1φ (Bsm;E) such that
QxNmf (Dε ,d) = Id−ΠV
where V ⊂ C˙∞(Bsm;E) is the kernel of |x|Nmf (Dε ,d). Consequently, Nmf (Dε ,d) has a
compact generalized inverse given by Q|x| ∈ |x|Ψ−1φ (Bsm;E), which implies in particular
that its spectrum is discrete, cf. [Vai01, Mor08].
In fact the proof of Corollary 4.17 shows that Nmf ((Dε ,d−λ)) is Fredholm for any λ ∈ U ′.
In turn, this Fredholmness result allows us to further improve the error at Bmf so that the
leading order is just the projection onto the kernel of the normal operator.
Proposition 4.19. Let U ′ ⊆ C be as above. There exist index families Q5(λ) and R5(λ),
and families of operators Q5(λ) ∈ Ψ−1,Q5ε,φ (Xs;E) and R5(λ) ∈ Ψ−1,R5ε,φ (Xs;E), defined and
holomorphic in U ′, satisfying (Dε ,d−λ)Q5 = Id−R5 and all of the properties in the statement
of Proposition 4.16. However, in addition, the term of order h+ 1 in the expansion of R5(λ)
at Bφbf is Πb, and most importantly, so that
(4.16) Nmf (R5(λ)) = ΠkerNmf (Dε ,d).
Proof. Since Nmf (Dε ,d − λ) is self-adjoint and Fredholm from L2b to L2b for λ ∈ U ′, we can
find a holomorphic family of bounded operators on L2b , V
′
δ 3 λ 7→ G(λ), satisfying
Nmf (Dε ,d − λ)G(λ) = G(λ)Nmf (Dε ,d − λ) = Idmf −ΠkerNmf (Dε ,d).
Indeed, G(λ) is the inverse of Nmf (Dε ,d − λ)
∣∣
(kerNmf (Dε ,d))⊥
extended by zero to the rest of
L2b . Moreover, we have constructed a parametrix in Proposition 4.16, and taking the adjoint
gives
(4.17) (Nmf (Q4(λ)))
∗Nmf (Dε ,d − λ) = Idmf −(Nmf (R4(λ)))∗.
We then use the usual trick, as in [Maz91, Section 4], to show that G(λ) is an element
of our calculus. In particular, we can evaluate (Nmf (Q4(λ)))
∗Nmf (Dε ,d − λ)G(λ) in two
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different ways; one yields G(λ)− (Nmf (R4(λ)))∗G(λ) and the other yields (Nmf (Q4(λ)))∗ −
(Nmf (Q4(λ)))
∗ΠkerNmf (Dε ,d). We therefore have
G(λ) = (Nmf (Q4(λ)))
∗ + (Nmf (R4(λ)))∗G(λ)− (Nmf (Q4(λ)))∗ΠkerNmf (Dε ,d).
The same trick applied to G(λ)Nmf (Dε ,d − λ)Nmf (Q4(λ)) shows that
G(λ) = Nmf (Q4(λ)) +G(λ)Nmf (R4(λ))− ΠkerNmf (Dε ,d)Nmf (Q4(λ)).
Plugging the first expression into the second expression shows that
G(λ) = Nmf (Q4(λ)) + (Nmf (Q4(λ)))
∗Nmf (R4(λ)) + (Nmf (R4(λ)))∗G(λ)Nmf (R4(λ))
−(Nmf (Q4(λ)))∗ΠkerNmf (Dε ,d)Nmf (R4(λ))− ΠkerNmf (Dε ,d)Nmf (Q4(λ)).
We now examine the right-hand side. For the third term on the right-hand side, note
that Nmf (R4(λ)) is a very residual element of the b-calculus in the sense of [Maz91, p.20]
and G(λ) is a bounded operator from L2b to L
2
b ; therefore, as explained in [Maz91, Section
4], Nmf (R4(λ))
∗G(λ)Nmf (R4(λ)) is a very residual element of the b-calculus. Moreover, as
an element of the φ-calculus, it has positive order at Blf and order > h + 1 at Bφbf , Bff
and Brf . Each other term may be examined directly. We see that G(λ)−Nmf (Q4(λ)) is an
element of the φ-calculus with positive order at Blf and order > h + 1 at Bφbf , Bff and
Brf . This shows that G(λ) is in the φ-calculus with positive order at Blf , order one at Bff ,
order h+ 1 at Bφbf , and order > h+ 1 at Brf , and that its leading orders at Bφbf and Bff
are the same as those of Nmf (Q4(λ)).
Finally, let Q5(λ) be an operator in our calculus which satisfies the requirements of Propo-
sition 4.16, agrees with Q4(λ) to leading order at Bff and Bφbf , and has normal operator
at Bmf equal to G(λ). Because the leading orders of G(λ) at Bff and Bφbf are consistent
with those of Q4(λ) (and the leading orders are all that matter for Proposition 4.16), such
an operator exists. This completes the proof. 
Remark 4.20. Notice that for any open set W ⊆ C with closure disjoint from the spectrum
of Db and the spectrum of Nmf (Dε ,d), these constructions allow us to construct a holomorphic
family of operators W 3 λ 7→ Q5(λ) ∈ Ψ−1,Q5ε,φ (Xs;E) with R5 = Id−(Dε ,d − λ)Q5(λ) such
that Nmf (R5(λ)) = 0, since Nmf (Dε ,d− λ) is invertible in this case. Similarly, since Db− λ
is invertible, we can additionally choose Q5(λ) so that R5(λ) has no term of order h + 1 at
Bφbf .
Step 5: Solution up to finite rank error. With slightly more work, we can also ensure
that the remainder term is also uniformly of finite rank. We will need the following lemma.
Lemma 4.21. Let V ⊂ C be open and let W be a bounded open set with W ⊂ V. Let
λ 7→ R(λ) ∈ Ψ−∞,Rε,φ (Xs;E) be a smooth family of operators which is holomorphic as a family
of operators acting on L2b(Xs;E), where R(λ) is a holomorphic family of index sets such that
infR(λ) > 0, inf R(λ)|rf > h+ 1, inf R(λ)|φbf > h+ 1 ∀ λ ∈ V.
Then there is an ε0 > 0 and a holomorphic family of index sets S(λ) with R(λ) ⊂ S(λ) and
inf S(λ) > 0, inf S(λ)|rf > h+ 1, inf S(λ)|φbf > h+ 1 ∀ λ ∈ W,
such that Id−R(λ) is invertible for ε ≤ ε0 and λ ∈ W, with inverse of the form Id−S(λ),
where S(λ) ∈ Ψ−∞,S(λ)ε,φ (Xs;E) is a smooth family which is holomorphic in λ ∈ W as a family
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of bounded operators acting on L2b(Xs;E). Furthermore, if inf R(λ)|ff > h+1 for all λ ∈ V ,
then inf S(λ)|ff > h+ 1 for all λ ∈ W .
Proof. Let W ′ be a bounded open set containing W and contained in V. By compactness,
we can find δ > 0 such that
infR(λ) > δ, inf R(λ)|rf > h+ 1 + δ, inf R(λ)|φbf > h+ 1 + δ ∀ λ ∈ W ′.
Thus, by Theorem 3.4, we know that for j ∈ N,
R(λ)j ∈ Ψ−∞,Rj(λ)ε,φ (Xs;E)
with Rj(λ) a holomorphic family of index sets with
infRj(λ) > jδ, inf Rj(λ)|rf > h+ 1 + jδ, inf Rj(λ)|φbf > h+ 1 + jδ ∀ λ ∈ W ′.
Setting S = ⋃∞j=1Rj, this means that we can find a family S˜(λ) ∈ Ψ−∞,S(λ)ε,φ (Xs;E) holo-
morphic in λ as a family of bounded operators acting on L2b(Xs;E) such that
S˜(λ) ∼
∞∑
j=1
R(λ)j for λ ∈ W ′.
Consequently, for λ ∈ W ′, we have that
(Id−R(λ))(Id +S˜(λ)) = Id +T (λ)
with T (λ) ∈ Ψ˙−∞(Xs;E), the space of smooth Schwartz kernels vanishing to infinite order
at all boundary hypersurfaces of Xs. Again by compactness, we can find ε0 > 0 such that
for ε ∈ [0, ε0] and λ ∈ W, T (λ) has small norm (say less than 1/2) as an operator acting
on L2b(Xs;E). In this case, Id +T (λ) is invertible with inverse of the form Id +T1(λ), and we
must have T1(λ) ∈ Ψ˙−∞(Xs;E). Consequently,
(Id−R(λ))−1 = (Id +S˜(λ))(Id +T1(λ)) = Id−S(λ)
with
S(λ) = −S˜(λ)− T1(λ)− S˜(λ)T1(λ)
of the desired form. 
Now let φ01, . . . , φ
0
Nb
be an orthonormal basis for the L2 kernel of Db, so that
Πb =
Nb∑
j=1
φ0j · φ0jνb,
where νb is the b-density used to define the L
2 inner product on L2b(Bsb). We know from
[Mel93] and the fact that Db is Fredholm that each φ
0
j is polyhomogeneous on Bsb with
positive index set. This means that the φ0j ’s can be extended smoothly from Bsb to Xs to
give polyhomogeneous sections φ1, . . . , φNb of E with positive index set on Bsm and index
set N0 on Bsb. In this way, setting
Πb,s =
Nb∑
j=1
φj · φj dgε ,d
ρv
,
we obtain a smooth extension Πb,s ∈ Ψ−∞,Pbε,b (Xs;E) of Πb to Xs with index family Pb
such that Pb|Bbf = N0, with Pb having strictly positive index sets at the other faces. By
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construction, Πb,s is uniformly of finite rank and with range having dimension bounded by
Nb for all ε.
Similarly, if $01, . . . , $
0
Nm
is an orthonormal basis of the L2b-kernel of Nmf (Dε ,d), then
ΠkerNmf (Dε ,d) =
Nm∑
j=1
$0j ·$0j
dgε ,d
ρv
∣∣∣∣
Bsm
.
Since the $0j ’s are polyhomogeneous with positive index set, we can extend them smoothly
to obtain polyhomogeneous sections $1, . . . , $Nm Xs so that
Πm,s =
Nm∑
j=1
$j ·$j dgε ,d
ρv
∈ Ψ−∞,Pmε,b (Xs;E)
is a smooth extension of ΠkerNmf (Dε ,d) with Pm|mf = N0 and Pm having positive index sets
elsewhere. By construction, Πm,s is uniformly of finite rank and Nmf (Πm,s) = ΠkerNmf (Dε ,d).
Now set Π′ = Πb,s + Πm,s. Then, with Q5(λ) from Proposition 4.19 we can write
(4.18) (Dε ,d − λ)Q5(λ) = Id−Π′ − S3(λ)
with S3(λ) ∈ Ψ−∞,S3ε,φ (Xs;E); here S3 is a holomorphic family of index families with
inf S3 > 0, inf S3|rf > h+ 1, inf S3|φbf > h+ 1.
By Lemma 4.21, we know that we can find ε0 > 0 such that Id−S3(λ) is invertible for
λ ∈ V ′δ and ε ≤ ε0 with inverse of the form Id−S4(λ) where S4(λ) ∈ Ψ−∞,S4ε,φ (Xs;E) with S4
a holomorphic family of index families such that
inf S4(λ) > 0, inf S4(λ)|rf > h+ 1, inf S4(λ)|φbf > h+ 1 ∀ λ ∈ U .
Therefore, we see from (4.18) that if we set
Q6(λ) = Q5(λ)(Id−S4(λ))− Π
′
λ
,
we have that
(4.19) (Dε ,d − λ)Q6(λ) = Id−R6(λ)
with R6(λ) = −Π′S4(λ) + Dε ,dΠ
′
λ
.
By construction and the composition formula, Q6(λ) ∈ Ψ−1,Q6(λ)ε,φ (Xs;E) is now a mero-
morphic family with only a simple pole at λ = 0, where Q6(λ) is a holomorphic family of
index families such that infQ6(λ) ≥ 0 and
inf Q6(λ)|lf > 0, inf Q6(λ)|rf > h+ 1, inf Q6(λ)|φbf ≥ h+ 1, inf Q6(λ)|ff ≥ 1.
Similarly, R6(λ) ∈ Ψ−∞,R6(λ)ε,φ (Xs;E) is now a meromorphic family with only possibly a simple
pole at λ = 0, where R6(λ) is a holomorphic family of index families such that infR6(λ) > 0
with
inf R6(λ)|rf > h+ 1, inf R6(λ)|φbf > h+ 1, inf R6(λ)|ff > h+ 1.
Notice also that R6(λ) is uniformly of finite rank, and the dimension of its range is bounded
by 2Nb + 2Nm.
The choice of extensions $i and φi above was arbitrary, but we will need to be a little
more specific for the purposes of Step 6.
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Proposition 4.22. We can choose the extensions $i and φi so that for each i, Dε ,d$i and
Dε ,dφi are polyhomogeneous on Xs, and so that, for some α0 > 0, each of these extensions has
leading order α0 (with nontrivial coefficient) at Bsm and greater than α0 at Bsb. Moreover,
we may assume that after multiplying by ε−α0 , the Dε ,d$i and Dε ,dφi are linearly independent
for ε ≤ ε0.
Proof. First we just want to choose the extensions $1, . . . , $Nm so that Dε ,d$1, . . . , Dε ,d$Nm
will be polyhomogeneous on Xs with some positive order of decay at the boundaries. Fortu-
nately, this can be done. Note first that, using the explicit form of Dε ,d near the boundary, all
terms within one order of the leading term in the expansion of an element of kerNmf (Dε ,d)
at the boundary Bsm ∩Bsb must be sections of kerDv; since the leading order is positive,
this covers all terms of order ≤ 1. Therefore, we may choose the extensions $i so that each
term of order less than or equal to one in the expansion at Bsb is a section of kerDv on Bsb.
Thus Dε ,d$i is polyhomogeneous (automatic) and decays to positive order at Bsb (by the
extra condition); in fact it has positive order at both Bsm and Bsb.
To make sure the same is true for Dε ,dφi for each i, we just make sure that the term of
order 1 at Bsb in the expansion of φi is also a section of kerDv; then the result is immediate.
Next, let α1 be the infimum of the set of exponents α for which ε
−αDε ,d$i and ε−αDε ,dφi
are bounded for all i (i.e. the minimum order of growth of such an element); it might be
infinite, but in any case is positive. Then let α0 = min{1/2, α1/2}. It is now easy to see
that there exist Nm +Nb (in fact, as many as we want) compactly supported sections ηi on
Bsm \ ∂Bsm with mutually disjoint support and which are not in the kernel of Nmf (Dε,d)
Each such ηi may be extended to a smooth function on Xs, also called ηi which is zero outside
of a small neighborhood of the original support. Then, to each $i and φi, we add ε
α0ηi, using
a different ηi for each different element. The results satisfy all the same properties as before,
and moreover Dε ,dφi and Dε ,d$i have leading order precisely α0 at Bsm and greater than α0
at Bsb In addition, all of their leading orders at Bsm, after multiplying by ε
−α0 , are linearly
independent and in fact mutually orthogonal. Hence the functions themselves are linearly
independent for suitably small ε. 
Step 6: Analytic Fredholm theory and the resolvent. We are now ready to apply
analytic Fredholm theory. First, if Bδ(0) ⊂ C is a small ball of radius δ > 0 centered at 0 such
that Bδ(0) ⊂ U ′, then we know by Lemma 4.21 applied to Id−R6(λ) that taking ε0 smaller
if needed, we can assume that Id−R6(λ) is invertible for λ ∈ U ′ \ Bδ(0) and ε ∈ [0, ε0].
By analytic Fredholm theory, since R6(λ) is uniformly of finite rank, we know that for a
fixed ε ∈ [0, ε0], Id−R6(λ) is invertible except at a finite number of points corresponding to
the zeroes of a holomorphic function. In fact, for ε fixed, the inverse of Id−R6(λ) will be
meromorphic with poles of finite rank.
The goal is now to obtain a more precise description of the inverse. First observe that
(4.20) φ1, ε
−α0Dε ,dφ1, . . . , φNb , ε
−α0Dε ,dφNb , $1, ε
−α0Dε ,d$1, . . . , $Nm , ε
−α0Dε ,d$Nm
are linearly independent sections for ε ≤ ε0; the reason is that they are linearly independent
as ε goes to zero, since the restrictions of the sections with a factor of ε−α0 to Bsm have
mutually disjoint support and are orthogonal to kerNmf (Dε,d).
Now let Π1 ∈ Ψ−∞,P1ε,b (Xs;E) be the projection on the span of (4.20). Note that the index
family P1 is such that inf P1 ≥ 0 and inf P1|lf > 0, inf P1|rf > 0. Using the decomposition
L2(Xs;E) = ran(Id−Π1) + ran(Π1),
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we have that
Id−R6(λ) =
(
Id 0
C(λ) D(λ)
)
with C(λ) = Π1(Id−R6(λ))(Id−Π1), D(λ) = Π1(Id−R6(λ))Π1. By the definition of R6(λ)
and Π1, C(λ) is holomorphic while D(λ) is meromorphic with possibly only a simple pole at
λ = 0. Since the Fredholm determinant of Id−R6(λ) is clearly equal to the determinant of
D(λ), we see that Id−R6(λ) is invertible if and only if D(λ) is. Furthermore, when this is
the case, the inverse of Id−R6(λ) is given by
(4.21) (Id−R6(λ))−1 =
(
Id 0
−D(λ)−1C(λ) D(λ)−1
)
.
Lemma 4.23. There exists a bounded function f(ε, λ), polyhomogeneous in ε ∈ [0, ε0] and
holomorphic in λ ∈ U ′, such that
f(ε, λ)D(λ)−1 ∈ Ψ−∞,B(λ)ε,b (Xs;E)
is a holomorphic family when acting on L2b(Xs;E), where B(λ) is a holomorphic family of
index sets with inf B(λ) ≥ 0 and inf B(λ)|lf > 0, inf B(λ)|rf > 0.
Proof. Note first that D(λ) = Π1 + Π
′S4(λ)Π1 − Dε,dΠ
′
λ
. Clearly each element of the matrix
representing D(λ) is a sum of three terms, each of which is polyhomogeneous and bounded
in ε with possibly a pole at λ = 0. More precisely, using the decomposition
ran Π1 =
span〈φ1, . . . , φNb , $1, . . . , $Nm〉 ⊕ span〈
Dε ,dφ1
εα0
, . . . ,
Dε ,dφNb
εα0
,
Dε ,d$1
εα0
, . . . ,
Dε ,d$Nm
εα0
〉,
we have that
D(λ) =
(
E(λ) F (λ)
G(λ)
λ
H(λ)
)
with E,F,G,H holomorphic in λ with G = 0 when ε = 0. Therefore, this means that
detD(λ) =
f(ε, λ)
λNb+Nm
=⇒ det(D(λ))−1 = λ
Nb+Nm
f(ε, λ)
,
where f(ε, λ) is holomorphic in λ. The cofactor matrices ofD(λ) are also meromorphic with at
most poles of order Nb+Nm at λ = 0. This means that f(ε, λ)D(λ)
−1 is indeed holomorphic in
λ as a family of bounded operators on L2b(Xs;E). To check that f(ε, λ) = λ
Nb+Nm det(D(λ))
is polyhomogeneous in ε and that f(ε, λ)D(λ)−1 ∈ Ψ−∞,B(λ)ε,b (Xs;E), it suffices to use the
formula for D(λ)−1 in terms of the cofactor matrix. 
From (4.21) and Lemma 4.23, it follows that there is a function f(ε, λ), polyhomogeneous
in ε and holomorphic in λ, such that
(Id−R6(λ))−1 = Id−S6(λ)
with f(ε, λ)S6(λ) ∈ Ψ−∞,S6(λ)ε,φ (Xs;E) holomorphic as a family of bounded operators on
L2b(Xs;E), where S6(λ) is a holomorphic family of index families with inf S6(λ) > 0 and
inf S6(λ)|rf > h + 1, inf S6(λ)|φbf > h + 1, inf S6(λ)|ff > h + 1. From (4.21), S6(λ) is also
uniformly of finite rank.
This completes the resolvent construction modulo a small detail.
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Proposition 4.24. The statement of Theorem 4.5 holds with (4.3) replaced by the slightly
weaker statement that
f(λ, ε) ResM(λ) ∈ Ψ−∞,L(λ)ε,φ (Xs;E)
for λ 7→ L(λ) a holomorphic family of families of index sets with inf L ≥ 0 and
(4.22) inf L|lf > 0, inf L|rf > h+ 1, inf L|φbf ≥ h+ 1, inf L|ff ≥ h+ 1.
Proof. Composing on the right by Id−S6(λ) in (4.19), we finally obtain that
(Dε ,d − λ)−1 = Q6(λ)(Id−S6(λ))
for λ ∈ V. From the properties of S6(λ) and Q6(λ), the decomposition
(Dε ,d − λ)−1 = ResH(λ) + ResM(λ)
follows immediately; we just let
(4.23) ResM(λ) = −Π
′
λ
−Q6(λ)S6(λ)
and let ResH(λ) be Q6(λ) +
Π′
λ
= Q5(λ)(Id−S4(λ)). Since ResM(λ) equals Π′/λ plus a
correction which is lower-order at the boundary faces of X2s (since inf S6(λ) > 0), it has the
desired normal operators. This completes the construction for λ ∈ V and ε ≤ ε0. However,
for ε ≥ ε0, we can just use the standard construction of the resolvent of self-adjoint elliptic
operators on compact manifolds. Moreover, for λ away from the spectra of Nmf (Dε,d) and
Db, we know by Remark 4.20 that we can choose Q5(λ) so that its right hand side can be
immediately inverted using Lemma 4.21, giving an expression of the desired form for the
resolvent. 
The last step of the resolvent construction will be carried at the end of the next section.
5. Projection onto the eigenspace of small eigenvalues
We have shown in the previous section that the operators Nmf (Dε,d) and Db have discrete
spectra near the origin and that if Bδ(0) is a ball around the origin in the complex plane
with the property that the only element of the spectrum of Nmf (Dε,d) or Db in Bδ(0) is zero,
then there is an ε0 > 0 such that
Dε,d − λ is invertible for all λ ∈ Sδ(0) and ε < ε0.
In particular, Bδ(0) should contain all zeroes of f(λ, ε) which converge to 0 as ε → 0, for
suitably small ε, and no others.
We refer to the elements of Spec(Dε ,d)∩Bδ(0) as the small eigenvalues. It follows from
the discussion above that all of the small eigenvalues converge to zero as ε→ 0. In fact the
construction of the resolvent gives us more refined information about the small eigenvalues
and the corresponding eigensections.
We can express the projection Πsmall onto the eigenspace of the small eigenvalues in terms
of the resolvent
(5.1) Πsmall =
i
2pi
∫
Γ
(Dε ,d − λ)−1dλ = i
2pi
∫
Γ
ResM(λ)dλ,
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where ResM(λ) is given by Proposition 4.24 and Γ is a sufficiently small contour integral
going anti-clockwise around the origin, e.g., Sδ(0). Since the index family of (Dε ,d − λ)−1
depends on λ, it is not obvious from (5.1) that Πsmall is also polyhomogeneous. We can,
however, deduce from (5.1), by integrating the two parts of ResM(λ) in (4.23) separately,
that
(5.2) Πsmall ∈ Ψ−∞ε,b (Xs;E) + Ψ−∞,τε,φ (Xs;E)
for some τ > 0, where Ψ−∞,τε,φ (Xs;E) = Aτ−(X2s ;E ⊗ β∗(2),RΩε,b(Xs)) is the space of conormal
functions vanishing at order τ (with respect to b-surgery densities) at each boundary face
of X2s , cf. [MM95, Equation (78)]. Thus, written in terms of the pull-back from the right
of a ε, φ-density, this means that, in agreement with (4.22), it must in fact vanish at order
τ+h+1 at Brf , Bff and Bφbf . This can be used to obtain the following rough upper bound
on the growth of small eigenvalues near ε = 0.
Corollary 5.1. There exist positive constants c, τ and ε0 such that if λε is an eigenvalue of
Dε ,d with λε → 0 as ε→ 0, then
|λε| < cετ for ε ∈ (0, ε0].
Proof. The small eigenvalues correspond to the zeros of the polynomial
P (λ, ε) = det(Πsmall(Dε ,d − λ)Πsmall).
If N is for fixed ε the dimension of the range of Πsmall, then we have immediately that
P (λ, ε) = cN(ε)λ
N + cN−1(ε)λN−1 + · · ·+ c1(ε)λ+ c0(ε)
with cN(0) 6= 0 and cj(0) = 0 for j < N. Taking ε0 sufficiently small, we may thus assume
cN(ε) 6= 0 for 0 ≤ ε ≤ ε0. Dividing by cN(ε), we thus need to consider the zeros of the
polynomial
Q(λ, ε) = λN + qN−1(ε)λN−1 + · · ·+ q1(ε)λ+ q0(λ)
with qj(ε) =
cj(ε)
cN (ε)
. In particular,
qN−1(ε)2 − 2qN−2(ε) =
N∑
i=1
λ2i (ε)
is the sum of the squares of the small eigenvalues of Dε ,d counted with multiplicity. Since
(5.3)
(Dε ,d − λ)Πsmall = i
2pi
∫
Γ
(Dε ,d − ζ + ζ − λ)(Dε ,d − ζ)−1dζ = i
2pi
∫
Γ
(ζ − λ)(Dε ,d − ζ)−1dζ
=
i
2pi
∫
Γ
(ζ − λ) ResM(ζ)dζ,
we see that (Dε ,d−λ)Πsmall and Πsmall(Dε ,d−λ)Πsmall are also in Ψ−∞ε,b (Xs;E)+Ψ−∞,2τε,φ (Xs;E)
for some small τ > 0. Since qi(0) = 0 for i ≤ N − 1, this implies that
q2N−1(ε)− 2qN−2(ε) = O(ε2τ )
as ε↘ 0. Thus, ∑Ni=1 λ2i = O(ε2τ ). Since the λi are real, the result follows. 
With this upper bound, we can now deduce that Πsmall is polyhomogeneous.
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Corollary 5.2. There is an index family K with inf K ≥ 0 and
inf K|lf > 0, inf K|rf > 0,
such that Πsmall ∈ Ψ−∞,Kε,b (Xs;E).
Proof. Recall from (4.18) that Π′ is a finite rank operator which restricts to ΠkerNmf (Dε ,d) on
Bmf and ΠkerDb onBbf ; we have Π
′ ∈ Ψ−∞,Kε,b (Xs;E) for some index family K with inf K ≥ 0.
By Cauchy’s formula and the definition of Πsmall,
Πsmall − Π′ = i
2pi
∫
Γ
(
ResM(λ) +
Π′
λ
)
dλ.
For ε > 0, we can now change the contour Γ to Γ˜(ε), where
(5.4) Γ˜(ε) = {λ ∈ C | |λ| = 2cε τk },
with c and τ being the positive constants of Corollary 5.1 and k a large natural number. We
then have
(5.5) (Πsmall − Π′)ε = i
2pi
∫
Γ˜(ε)
(ResM(λ)ε +
Π′ε
λ
)dλ
for ε > 0, since the small eigenvalues are contained inside Γ˜(ε) by our choice of contour.
Notice however that (5.5) makes sense all the way down to ε = 0. Indeed, if λε is a small
eigenvalue continuous in ε and Πε is the projection (continuous in ε) onto an eigenspace of
dimension 1, then taking τ > 0 smaller if needed, we know from Corollary 5.1 that λε = O(ετ )
and Πε − Π0 = O(ετ ). Since for λ ∈ Γ˜(ε), we have that λ = O(ε τk ), this means that
Πε
λ− λε −
Π0
λ
= Πε
(
1
λ− λε −
1
λ
)
+
Πε − Π0
λ
= Πε
(
λε
λ(λ− λε)
)
+
Πε − Π0
λ
= O(ε k−2k τ ).
Consequently, this means that ResM(λ) +
Π′
λ
is uniformly bounded on Γ˜(ε) as ε→ 0, so we
can say that
(5.6) Πsmall − Π′ = i
2pi
∫
Γ˜
(ResM(λ) +
Π′
λ
)dλ
where Γ˜ is the family of contour integrals (5.4). Now, (ResM(λ) +
Π′
λ
) = Q6(λ)S6(λ) is in
Ψ
−∞,E(λ)
ε,φ (Xs;E) for some holomorphic family E(λ) of index families with inf E(λ) > 0 and
inf E(λ)|rf > h+ 1, inf E(λ)|φbf > h+ 1, inf E(λ)|ff > h+ 1.
On the other hand, for λ ∈ Γ˜, we have λ = eiθ2cε τk , where arg λ = θ. Thus, if % is one of
the boundary defining functions for a particular face of X2s , then for such a λ ∈ Γ˜,
%λ = exp (λ log %) = exp
(
eiθ2cε
τ
k log %
)
=
∞∑
j=0
eijθ
j!
(2cε
τ
k log %)j
is clearly polyhomogeneous on X2s with index set independent of θ. More generally, if g(λ)
is holomorphic, then %g(λ) is polyhomogeneous on X2s when λ = e
iθ2cε
τ
k with index set
independent of θ. Expanding in this way each term in the polyhomogeneous expansions of
FIBERED CUSP DEGENERATION 43
ResM(λ) +
Π′
λ
when λ = eiθ2cε
τ
k , we see that Γ˜ parametrizes a circle family of operators in
Ψ−∞,Fε,φ (Xs;E) with index set F independent of θ, with inf F > 0 and
inf F|rf > h+ 1, inf F|φbf > h+ 1, inf F|ff > h+ 1,
by the uniform boundedness. We thus deduce from (5.6) that (Πsmall−Π′) ∈ Ψ−∞,Fε,φ (Xs;E).
Since we already know that Π′ is polyhomogeneous, this means that Πsmall ∈ Ψ−∞,Gε,φ (Xs;E)
for some other index family G with inf G ≥ 0 and
inf G|lf > 0, inf G|rf > h+ 1, inf G|φbf ≥ h+ 1, inf G|ff ≥ h+ 1.
Finally, using Theorem 3.3, we see that the range of Πsmall can be written as the span of
bounded polyhomogeneous sections on Xs either vanishing on Bsm or Bsb. Since Πsmall is
a projection, this means that in fact Πsmall ∈ Ψ−∞,Kε,b (Xs;E) for some index family K as
claimed. 
Remark 5.3. In light of [Kat82, Remark 6.9a], it is not clear that small eigenvalues them-
selves must necessarily be polyhomogeneous in ε.
Note also that since ResM(λ) is −Π′λ plus a term which is lower order at the boundaries of
X2b,s, the leading orders of Πsmall are ΠkerNmf (Dε ,d) and ΠkerDb at Bmf and Bbf respectively,
and zero at all other boundary hypersurfaces of X2b,s.
This result about Πsmall allows us to complete the construction of the resolvent of the
previous section.
Step 7: Sharper statement concerning the meromorphic part of the resolvent.
Using the resolvent (Dε,d − λ)−1 of Proposition 4.24, we can use Πsmall to redefine the holo-
morphic and meromorphic parts of the resolvent by
ResM(λ) = Πsmall(Dε,d − λ)−1Πsmall and ResH(λ) = (Id−Πsmall)(Dε,d − λ)−1(Id−Πsmall).
Using Corollary 5.2, Proposition 4.24, the fact that Πsmall is a projection and Theorem 3.3,
we see that (4.3) follows with this new definition of ResM(λ), completing the proof of Theo-
rem 4.5.
Heat kernel under degeneration
6. Surgery heat space
As we have pointed out above, our study of analytic torsion proceeds by understanding its
behavior on a compact manifold as it undergoes degeneration to a space with fibered cusps.
In particular we need to understand the asymptotic behavior of analytic torsion as a function
of the degeneration parameter ε. We will achieve this by obtaining a precise description of
the asymptotic behavior of the heat kernel of the Hodge Laplacian directly and then deriv-
ing the asymptotics of the torsion. Following Melrose [Mel93, Mel95b] we will understand
these asymptotics geometrically by replacing the space M2× [0, 1]ε×R+t , on which the heat
kernel is a priori defined, with another space on which the singularities of the heat kernel
are ‘resolved’. Precisely, we will construct a space HXs from M
2 × [0, 1]ε ×R+ and then, in
section 7, show that the heat kernel lifts to HXs to a polyhomogeneous density.
We begin our construction of the heat space by first identifying a compactification of
M2 × (0, 1)ε × (0,∞)t having nice left and right pushforward maps onto the single surgery
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space Xs, the space where the sections on which the heat kernel acts live. A natural candidate
is to take
(6.1) X2b,s × R+t ,
since then we have left and right projections pr1 ◦pi2b,s,L and pr1 ◦pi2b,s,R onto Xs, where pr1 :
X2b,s × R+t is the projection on the first factor and
pi2b,s,R : X
2
b,s → Xs, pi2b,s,L : X2b,s → Xs,
are the b-fibrations of [MM95, (71)]. As composite of b-fibrations, pr1 ◦pi2b,s,L and pr1 ◦pi2b,s,R
are automatically b-fibrations.
Recall that the heat kernel of the Euclidean Laplacian on Rn is
1
(4pit)n/2
exp
(
−|ζ − ζ
′|2
4t
)
.
The simplest analogue on a Riemannian manifold is obtained by replacing the Euclidean
distance with the Riemannian distance. To obtain the right heat space, we need to further
blow up X2b,s × R+t in such a way that the functions
√
t and e−d(ζ,ζ
′)2/4t extend ‘smoothly’.
The first is easily achieved by declaring τ =
√
t to be the smooth global function on R+.
Technically, this is a change of the smooth structure on X2b,s × R+t . Alternatively, one could
insist on working with t, but then the blow-ups need to be don parabolically, see [Mel93,
Chapter 7] for this approach. To ensure that e−d(ζ,ζ
′)2/4t extend ‘smoothly’, we need to blow
up twice, which leads us to consider the following heat space,
(6.2) HXs = [X
2
b,s × R+τ ;Dfib × {τ = 0}; ∆s].
Here, Dfib is the lifted fibered diagonal defined in (3.1), so after the first blow-up, the lift of
the face τ = 0 is naturally identified with the surgery double space X2s . The second blow-up
corresponds to blowing up the lifted diagonal
∆s ⊂ X2s ⊂ [X2b,s × R+τ ;Dfib × {τ = 0}]
seen as p-submanifold of the lift of the face {τ = 0}.
The space HXs has natural blow-down maps
HXs
β′H
tt
βH

βH,b
**
[X2b,s × R+τ ;Dfib × {τ = 0}]
β′′H // X2b,s × R+τ
βb×Idτ // M2 × [0, 1]ε × R+τ
and seven boundary hypersurfaces,
Btb = β
]
H({τ = 0})
Bhmf = β
]
H(Bmf × R+τ )
Bhbf = β
]
H(Bbf × R+τ )
Btff = (β
′
H)
](β′′H)
−1(Dfib × {τ = 0})
Btf = (β
′
H)
](∆s)
Bhlf = β
]
H(Blf )
Bhrf = β
]
H(Brf )
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t
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Bhlf Bhrf
Figure 3. The heat surgery space HXs at ε = 0.
where we innocuously ignore the lift of the face ε = 1. There is also a natural b-fibration
piε : HXs −→ [0, 1]ε.
We depict the heat space at ε = 0 in Figure 3.
It will be very useful to have clear descriptions of the bhs’s of HXs. As our constructions
will only involve those that intersect the lift of the diagonal of M, we focus on these.
First note that the boundary hypersurface Btf is the front face corresponding to the
blow-up of ∆s ⊂ [X2b,s × R+τ ;Dfib × {τ = 0}], so it is naturally identified with the radial
compactification of the bundle N∆s → ∆s, that is, the radial compactification of the bundle
ε,φTXs → Xs by Corollary 3.2. This identification will allow appropriate surgery differential
operators to act through their ε, φ principal symbol on models at this face.
Next, there is a natural identification
(6.3) Btff \ (Btb ∩Bhbf ∩Btff ) ∼= [(Bff \Bφbf )× [0, pi/2]θ̂; ∆s ∩Bff × {0}],
where θ̂ = arctan (τ/ρbf ). In fact, making use of the rescaled square root of time τ/ρ, we will
conveniently think ofBtff (HXs) as heat space for the normal operators defined onBff (X
2
s ).
Similarly the face Bhbf is obtained from Bbf ×R+τ by blowing-up Dfib × {0}. In particu-
lar, for τ > 0 Bhbf can be identified with the b-front face of the heat space of [MM95, §6.1].
Correspondingly, the model operator at this face will be a b-heat kernel. As expected, the
face Bhmf (HXs) is easily seen to coincide with the d-heat space of Vaillant [Vai01, §4] of the
manifold with fibered boundary Bsm = [M ;H].
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We can define left and right projections βH,L and βH,R onto Xs by precomposing the
b-fibrations pr1 ◦pi2b,s,L and pr1 ◦pi2b,s,R with the blow-down map βH ,
Xs
HXs
βH,L ..
βH,R 00
βH // X2b,s × R+τ
pr1 ◦pi2b,s,L
::
pr1 ◦pi2b,s,R
$$
Xs.
The maps βH,L and βH,R are b-fibrations as can be readily seen from [HMM95, Lemma 12].
Given a bundle E −→ Xs, we define a homomorphism bundle of E over HXs by
Hom(E) = β∗H,LE  β∗H,RE∗.
To define the action of a section of this bundle, consider first the case of a closed manifold
M without any degeneration. Here we have
M × R+
HM = [M2 × R+τ ; diagM ×{0}]
βH,L //
βH,R
//
βH // M2 × R+
piR
&&
piL
88
M × R+ piM // M
and every K ∈ C∞(M2 ×R+; Hom(E)⊗ pi∗RΩ(M)) defines an operator on polyhomogeneous
sections of E
A∗(M ;E) −→ A∗(M × R+;E)
f 7−→ (βH,L)∗
(
K · β∗H,Rpi∗Mf
)
Recall that β
∗
H,R acts on polyhomogeneous functions whenever βH,R is a b-map, and that
(βH,L)∗ acts on polyhomogeneous functions whenever βH,L is a b-fibration. We can also al-
low K to be a polyhomogeneous section of Hom(E)⊗pi∗RΩ(M) and the same formula defines
an operator.
For the case of M with degeneration, we can pull-back a polyhomogeneous section of E
from Xs to a polyhomogeneous section over HXs. The left projection to Xs × R+τ is not a
b-fibration, since the boundary hypersurface Btff of HXs is sent to a corner, so we introduce
the space
(6.4) ∆HX = [Xs × R+τ ;Bsb × {τ = 0}]
pictured in Figure 4, as well as the extended heat space
H˜Xs := [HXs;Bhbf ∩Btb;Blf ∩Btb;Brf ∩Btb].
Indeed, since Dfib × {0} ⊂ Bbf × {0}, we see, using the commutativity of blow-ups which
are nested or transverse (see for instance [HMM95, Lemma 5]), that there is a canonical
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Bhbf
Bhmf
Btff
Btf
Figure 4. The auxiliary space ∆HX ; the dotted line represents x = 0.
isomorphism
(6.5) H˜Xs ∼= [X2b,s × R+τ ;Bbf × {0};Blf × {0};Brf × {0};Dfib × {0}; ∆s].
By [HMM95, Lemma 10], we know that the b-fibration pi2b,s,L : X
2
b,s ×R+ → Xs ×R+ lifts to
a b-fibration
[X2b,s × R+τ ;Bbf × {0};Blf × {0};Brf × {0}]→ ∆HX .
Hence, by [HMM95, Lemma 12] and equation (6.5), this lifts to a b-fibration H˜Xs → ∆HX .
On ∆HX , we denote the blow-down maps by
∆HX
β∆
yy
β∆,(1)
''
Xs × R+τ
β(1)×Idτ // M × [0, 1]ε × R+τ
and label the boundary hypersurfaces of ∆HX (ignoring, as usual, ε = 1) by
Bhmf = β
]
∆,(1)({ε = 0}), Bhbf = β]∆(Bsb × R+τ )
Btf = β
]
∆({τ = 0}), Btff = β−1∆ (Bsb × {τ = 0}),
consistently with the labels on HXs, and extend the diagram above to
∆HX
β∆ // Xs × R+τ
H˜Xs
β˜H,L
CC
β˜H //
β˜H,R
//
X2b,s × R+τ
pi2b,s,L×Idτ
<<
pr1 ◦pi2b,s,R
""
Xs.
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Then every density K ∈ A∗(HXs; Hom(E)⊗β∗H,RΩ(M)) defines an operator on (appropriate)
polyhomogeneous sections of E,
A∗(Xs;E) // A∗(∆HX ;E)
f  // (β˜H,L)∗
(
β˜∗K · β˜∗H,Rf,
)
where β˜ : H˜Xs → HXs is the natural blow-down map. In the next section we show that the
solution operator of the heat equation on Xs is an example of such an operator, with K the
heat kernel.
7. Solving the heat equation
Our study of analytic torsion proceeds through a careful understanding of the asymptotics
of the heat kernel of the Hodge Laplacian as the metric on M degenerates. In §6 we have de-
scribed the ‘surgery heat space’ HXs. Our refined description of the asymptotics of the heat
kernel is that it is a weighted smooth density on HXs (with explicit weights). In particular
this will allow us to deduce the behavior of the trace of the heat kernel as a function of ε and t.
7.1. The heat kernel of a Laplace-type operator. In this section, we will construct the
heat kernel of the operator ð2ε,d, where ðε,d is the operator of §4. As in §4, in order to work
with b-densities, it is convenient to work instead with the shifted operator
∆ε,d := ρ
v/2ð2ε,dρ−v/2 = D2ε,d
seen as an unbounded operator acting on L2b(Xε;E).
Note that the operator ∆ε,d is singular at Bsb. We define
∆v = ρ
2
sb∆ε,d
∣∣
Bsb
= D2v ∈ Diff2(Bsb/Y×[−pi/2, pi/2];E), ∆d = ∆ε,d
∣∣
Bsm
∈ ρ−2sb Diff2φ([M ;H]).
As in §4, we make the fundamental constant rank assumption (Assumption 1) that
ker ∆v = kerDv forms a bundle over Y × [−pi/2, pi/2].
Notice however that in the construction of the heat kernel, we will not require the operator
Db of Definition 4.2 to be Fredholm, but we will make use of the corresponding second order
operator ∆b := D
2
b .
Given a section f ∈ C∞(Xs;E), a solution to the heat equation is a section u ∈ C∞(∆HX ;E)
satisfying {
(∂t + ∆ε,d)u = 0,
u
∣∣
t=0
= f.
The heat operator of ∆ε,d is the map f 7→ u and we will show that its distributional kernel
is a smooth section of an appropriate bundle over HXs.
Theorem 7.1. There exists an operator A : C∞(Xs;E) −→ C∞(∆HX ;E) solving the heat
equation in that {
β∗∆(t∂t + t∆ε,d)(Af) = 0
Af
∣∣
Btf (∆HX)
= f.
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The integral kernel of A is a weighted smooth density on HXs,
(7.1)
KA ∈ ραC∞
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(E)
)
with α = (αtf = −m,αtff = −h− 1, αhbf = 0, αhmf = 0, αtb = αhlf = αhlr =∞)
and leading term at each boundary hypersurface
(7.2)
Ntf (A) =
1
(4pi)m/2
exp
(
−| · |
2
ε,φTXs
4
)
µε,φTXs/Xs
Ntff (A) = e
−σ2∆v 1
(4piσ2)(h+1)/2
exp
(
−| · |
2
ε,φNY
2σ2
)
µε,φNY
Nhbf (A) = e
−σ2∆b , Nhmf (A) = e−t∆d
where σ = τ/ρ is a rescaled time variable, µε,φTXs/Xs is a vertical density on the fibers of
ε,φTXs −→ Xs, µε,φNY is a vertical density on the fibers of ε,φNY → Y × [−pi/2, pi/2], and
e−t∆d is the heat kernel of the operator Nmf (∆ε,d) acting on L2b-sections.
The operator A in this theorem will be denoted
Hε,d = e
−t∆ε,d .
Remark 7.2. In particular, notice that if Db = 0, then Nhbf (e
−t∆ε,d) = 0, which implies
that for t > 0, the b-operator e−t∆ε,d is trace class.
Proof. As in the statement of the theorem, it is convenient to start by replacing the operator
∂t + ∆ε,d with the operator t(∂t + ∆ε,d) as the latter is made up from vector fields tangent
to Btf and Btff . In particular t(∂t + ∆ε,d)(Af) = 0 will induce model problems at these
boundary hypersurfaces and we can begin our construction by solving these simpler problems.
The solution to the problem at Btf proceeds identically to the treatment in [Mel93, Chap-
ter 7]. Nevertheless we will go through the details as it illustrates the procedure we follow
at the other boundary hypersurfaces, and as we will need to verify that our model problem
solutions are mutually compatible.
Let us start by considering the action of A on f near Btf . Recall that the interior of Btf
can be identified with the vector bundle ε,φTXs −→ Xs. Away from the other boundary
faces, a convenient choice of coordinates is
(7.3) ζ = (x, y, z), Θ′ =
ζ ′ − ζ
τ
, ε, τ =
√
t
in which τ is a bdf for Btf . In these coordinates, with Θ
′
x =
x′−x
τ
, we have for ζ, ε and τ
fixed that
β∗H,R(dζ
′) = τmdΘ′,
so let us write KA = K˜AτmdΘ′ so that the action of A on f is through
(7.4) (βH,L)∗KAf(ζ, τ) =
∫
Rm
K˜A(ζ,Θ′, ε, τ)f(τΘ′ + ζ) τmdΘ′
for f supported in the coordinate chart of ζ = (x, y, z). Clearly, the restriction of Af at
t = 0 makes sense as long as τmK˜A
∣∣
Btf (HX)
makes sense. Thus we set αtf = −m, and let us
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write K˜A = τ−mK˜tf + τ 1−mK˜′A with K˜tf independent of τ and K˜′A = O(τ 0). The restriction
of Af to Btf (∆HX) is then given by
f(ζ, ε)
∫
Rn
K˜tf (ζ,Θ′, ε) dΘ′
and so the requirement that Af
∣∣
t=0
= f comes down to asking that the fiberwise integral of
KA
∣∣
Btf
is equal to one, at least away from the other boundary hypersurfaces.
Let us consider the action of β∗∆(t∂t + t∆) on Af at βtf (∆HX). First β
∗
∆(t∂t) =
1
2
τ∂τ will
act by (in the interest of space we will not write the arguments of KA and f when they
coincide with those in (7.4))∫
Rm
(
1
2
τ∂τ (τ
mK˜A(·))
)
f(·) dΘ′ + 1
2
∫
Rm
τmK˜A(·) ((Θ′ · ∂Θ′) f(·)) dΘ′
the first integral is O(τ), and integrating by parts in the second integral yields∫
Rm
(
1
2
(−m−R) (τmK˜A(·))
)
f(·) dΘ′
where R = Θ′ ·∂Θ′ denotes the radial vector field on Rm. Restricting this expression at τ = 0,
we find
β∗∆(t∂t)(Af)
∣∣
Btf
= f(x, y, z)
∫
Rm
−1
2
(m+R)Ktf (ζ,Θ′, ε) dΘ′,
so that
Kβ∗∆(t∂t)◦A
∣∣
Btf (HX)
= β
∗
H,L(t∂t)KA
∣∣
Btf (HX)
= −1
2
(m+R)Ktf (ζ,Θ′, ε) dΘ′
in the coordinates (7.4).
Next consider the action of t∆ε,d. First note that if V is any vector field on Xs, the action
of τV is equal to
(7.5) τV Af(ζ, τ) =
∫
Rm
(τVζ)K˜A(ζ,Θ′, ε)f(τΘ′ + ζ, ε)τm dΘ′
+
∫
Rm
K˜A(ζ,Θ′, ε)(τVζ)f(τΘ′ + ζ, ε)τm dΘ′,
where Vζ indicates that V acts through the left coordinates ζ. The first term is O(τ) as
τ → 0, while in the second term we can replace τVζ with VΘ′ = vj(ζ) ∂∂(Θ′)j if Vζ = vj(ζ) ∂∂ζj .
Thus VΘ′ is a vector field on
ε,φTXs, tangent to the fibers of the projection onto Xs, with
constant coefficients on each fiber. Integrating by parts, the second term is thus equal to∫
Rm
K˜A(ζ,Θ′, ε)VΘ′f(τΘ′ + ζ, ε)τm dΘ′ = −
∫
Rm
VΘ′KA(ζ,Θ′, ε)f(τΘ′ + ζ, ε)τm dΘ′
and so has leading term at Btf (∆HX) given by
−f(ζ, ε)
∫
Rm
VΘ′Ktf (ζ,Θ′, ε)dΘ′.
Thus
KτV ◦A
∣∣
Btf (HX)
= −VΘ′Ktf (ζ,Θ′, ε)dΘ′
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with VΘ′ a family of translation invariant vector fields on the fibers of
ε,φTXs ∼= Btf \Btb.
In particular, notice that the principal symbol of V is given by the Fourier transform of VΘ′
in the fibers of ε,φTXs. Thus a vector field acts on KA at Btf (HX) through the inverse
Fourier transform of its principal symbol. This same reasoning shows that the action on the
left of (t∆ε,d) on the leading term of KA at Btf is through the inverse Fourier transform of
its principal symbol ε,φσ2(ρ
2∆ε,d), which is just a family of Euclidean Laplacians ∆ε,φTXs =
F−1(ε,φσ2(ρ2∆ε,d)) on the fibers of ε,φTXs ∼= Btf \Btb. Hence altogether at Btf away from
other boundary hypersurfaces we need to solve fiberwise
(7.6)
{
(∆ε,φTXs − 12(m+R))Ntf (A) = 0,∫
ε,φTXs/Xs
Ntf (A) = 1.
To see that this makes sense all the way down toBtf∩Btff , we need to consider coordinates
near Btf ∩Btff of the form
(7.7)
ρ =
√
x2 + ε2 , θ = arctan
x
ε
, y, z, S˜ ′ =
x′ − x
ρ2σ
, U˜ ′ =
y′ − y
ρσ
, Z˜ ′ =
z′ − z
σ
, σ =
τ
ρ
,
in which σ is a bdf for Btf (HX) and ρ is a bdf for Btff (HX). Note that since f is a
function on Xs near Bsb, we can evaluate it on, e.g., (ρ, θ, y, z). In these coordinates and
with θ, y, z, ρ, σ fixed,
β∗H,R
(
dxdydz√
x2 + ε2
)
=
σmρh+1dS˜ ′dU˜ ′dZ˜ ′√
(sin θ + ρσS˜ ′)2 + cos2 θ
so we will write KA = K˜A
(
σmρh+1dS˜ ′dU˜ ′dZ˜ ′
)
and K˜tf = σmK˜A
∣∣
Btf
. For f supported in the
coordinate chart of (ρ, θ, y, z) in Xs, the action of A on f is then given by
(7.8) (β˜H,L)∗(KAβ∗H,Rf)(ρ, θ, y, z, σ) =∫
Rm
K˜A(ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′, σ)f(ρ′, θ′, ρσU˜ ′ + y, σZ˜ ′ + z)
(
σmρh+1dS˜ ′dU˜ ′dZ˜ ′
)
,
where ρ′ = ρ
√
(sin θ + ρσS˜ ′)2 + cos2 θ and θ′ = arctan
(
sin θ+ρσS˜′
cos θ
)
. Thus, the restriction at
σ = 0 is equal to
ρh+1f(ρ, θ, y, z)
∫
Rm
K˜tf (ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′) dS˜ ′dU˜ ′dZ˜ ′.
Thus requiring the fiberwise integral ofKA
∣∣
Btf
to be equal to one necessitates K˜tf = O(ρ−h−1)
and we see that we should set αtff = −h− 1.
Considering the action t∂t =
1
2
τ∂τ =
1
2
σ∂σ on Af , we can integrate by parts as before to
obtain this time
Kt∂t◦A
∣∣
Btf
= −1
2
(m+R)K˜tf (ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′) ρh+1dS˜ ′dU˜ ′dZ˜ ′,
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where R = S˜ ′∂S˜′ + U˜
′ · ∂U˜ ′ + Z˜ · ∂Z˜′ in the coordinate S˜ ′, U˜ ′, Z˜ ′. To compute the action of
t∆ε,d, consider first an ε, d-vector field
(7.9) V = aρ∂x + b
i∂yi +
cj
ρ
∂zj
with a, bi and cj smooth sections of End(E) on Xs. We want to see how τV = σρV acts on
KA from the left. Now, ρV is a ε, φ-vector field, so keeping in mind that ρ and σ in (7.7)
depend on x and integrating by parts as in (7.5), a careful computation shows that
(7.10)
τV Af(ρ, θ, y, z) =
∫
Rm
V ′KA(ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′, σ)f(ρ′, θ′, ρσU˜ ′+y, σZ˜ ′+z)σmρh+1dS˜ ′dU˜ ′dZ˜ ′,
with
(7.11) V ′ = a
(
σρ2∂x − (1 + 2xσS˜ ′)∂S˜′ − σx
∑
(U˜ ′)i∂(U˜ ′)i + σx(m− h− 2−R)
)
+
∑
bi∂(U˜ ′)i +
∑
cj∂(Z˜′)j .
Hence, restricting to Btf , that is, to σ = 0, this gives
τV Af
∣∣
σ=0
(ρ, θ, y, z) = −ρh+1f(ρ, θ, y, z)
∫
Rm
(
V ′
∣∣
σ=0
) K˜tf (ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′) dS˜ ′dU˜ ′dZ˜ ′,
where
V ′
∣∣
σ=0
= a(ρ, θ, y, z)∂S˜′ + b
i(ρ, θ, y, z)∂(U˜ ′)i + c
j(ρ, θ, y, z)∂(Z˜′)j
is as before the family of translation invariant vector fields in the fibers of ε,φTXs ∼= Btf \Btb
corresponding to the inverse Fourier transform of the principal symbol ε,φσ1(ρV ). Thus,
Kτ∂τ◦A
∣∣
Btf
= β
∗
H,L(τ∂τ )KA
∣∣
Btf
= −V ′K˜tf (ρ, θ, y, z, S˜ ′, U˜ ′, Z˜ ′) ρh+1dS˜ ′dU˜ ′dZ˜ ′.
Similarly, we deduce that ∆ε,d acts on the left on KA
∣∣
Btf
via the inverse Fourier transform
∆ε,φTXs = F−1(ε,φσ2(ρ2∆ε,d)), so that the equation (7.6) is also satisfied by KA
∣∣
Btf
near
Btf ∩Btff . This equation is readily solved by using the Fourier transform on the fibers of
ε,φTXs and the solution is
(7.12) Ntf (A) =
1
(4pi)m/2
exp
(
−| · |
2
ε,φTXs
4
)
µ
with µ the vertical Euclidean density on the fibers of ε,φTXs −→ Xs induced by ρ2gε,d.
Next, let us consider the action of (t∂t+ t∆ε,d) from the left on the interior of Btff . Recall
that the identification (6.3) allows to regard Btff as the heat space for the normal operator
Nff (ρ
2∆ε,d). In fact, notice that the restriction of (7.12) to Btf ∩Btff (the term of order
ρ−h−1 when we use b-densities) is the same as the restriction of the heat kernel of Nff (ρ2∆ε,d)
seen as Schwartz kernel on
Btff \ (Btb ∩Bhbf ∩Btff ) ∼= [(Bff \Bφbf )× [0, pi/2]θ; ∆s ∩Bff × {0}].
This suggests that the term of order ρ−h−1tff at Btff of the heat kernel of ∆ε,d should be
precisely the heat kernel of Nff (ρ
2∆ε,d). To see this, we need to investigate what equation
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must be satisfied by the heat kernel onBtff away fromBtf . For this purpose, let us introduce
the coordinates
(7.13)
ρ =
√
x2 + ε2 , θ = arctan
(x
ε
)
, y, z, S ′ =
x′ − x
ρ2
, U ′ =
y′ − y
ρ
, z′, σ =
τ
ρ
,
near Btff , where ρ is a bdf for Btff . In these coordinates,
β∗H,R
(
dxdydz√
x2 + ε2
)
=
ρh+1dS ′dU ′dz′√
(sin θ + ρS ′)2 + cos θ
,
so we will write KA = K˜A
(
ρh+1dS ′dU ′dz′
)
and K˜tff = ρh+1K˜A
∣∣
Btff
. The action of A on f is
given by∫
Rh+1×Z
K˜A(ρ, θ, y, z, S ′, U ′, z′, σ)f(ρ′, x+ ρ2S ′, ρU ′ + y, z′)
(
ρh+1dS ′dU ′dz′
)
with this time ρ′ = ρ
√
(sin θ + ρS ′)2 + cos2 θ and θ′ = arctan
(
sin θ+ρS′
cos θ
)
. Restricting to Bsb
gives
(Af)
∣∣
Bsb
=
∫
Rh+1×Z
K˜tff (θ, y, z, S ′, U ′, z′, σ)f(0, θ, y, z′) dS ′dU ′dz′.
Let us compute the action of (t∂t + t∆ε,d) on Af at Btff (∆HX). The action of t∂t =
1
2
σ∂σ
on (Af)
∣∣
Btff
is straightforward. To compute the action of t∆ε,d, first consider the action of
τV = σρV with V given by (7.9) in local coordinates. Keeping in mind that σ and ρ in
(7.13) depend on x and integrating by parts as in (7.5), a careful computation shows that
(7.14) τV Af(θ, y, z) =
∫
Rh+1×Z
(V ′K˜tff (θ, y, z, S ′, U ′, z′, σ))f(ρ, θ, y, z′) dS ′dU ′dz′
with
(7.15) V ′ = a
(
σρ2∂x − σ(1 + 2xS ′)∂S′ − xσ
∑
U ′i∂U ′i − xσ (σ∂σ + h+ 2)
)
+ σ
∑
bi(ρ∂yi − ∂(U ′)i) + σcj∂zj .
Hence, restricting to Bsb, that is, setting ρ = 0, gives
(τV Af)
∣∣
Bsb
(θ, y, z) =
∫
Rh+1×Z
(V ′
∣∣
ρ=0
K˜tff (θ, y, z, S ′, U ′, z′, σ))f(0, θ, y, z′) dS ′dU ′dz′
with
V ′
∣∣
ρ=0
= σ
(−a(0, θ, y, z)∂S′ − bi(0, θ, y, z)∂(U ′)i + cj(0, θ, y, z)∂zj)
corresponding to σNff (W ) for the ε, φ vector field
W = a(ρ, θ, y, z)ρ2∂x − bi(ρ, θ, y, z)ρ∂y + cj(0, θ, y, z)∂zj .
Clearly, this implies that
τ 2∆ε,dAf
∣∣
Bsb
(θ, y, z) =
∫
Rh+1×Z
(σ2Nff (ρ
2∆ε,d)K˜tff (θ, y, z, S ′, U ′, z′, σ))f(0, θ, y, z′) dS ′dU ′dz′,
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so that away from Btf ,
Kt∆ε,d◦A
∣∣
Btff (HX)
= σ2Nff (ρ
2∆ε,d) ◦Ntff (A).
Thus, the model problem at Btff (HXs) is{(
1
2
σ∂σ + σ
2Nff (ρ
2∆ε,d)
)
Ntff (A) = 0
Ntff (A)
∣∣
Btf∩Btff = Ntf (A)
∣∣
Btf∩Btff
with solution
(7.16) Ntff (A) = e
−σ∆v 1
(4piσ2)(h+1)/2
exp
(
−| · |
2
ε,φNY
4σ2
)
µ
the heat kernel of Nff (ρ
2∆ε,d), where µ is the density on the fibers of
ε,φNY ×
Y×[−pi/2,pi/2]
Bsb → Y × [−pi/2, pi/2]
induced by the metric ρ2gε,d.
Next we want to solve the model problem at Bhbf and the first thing to do is to determine
the compatibility condition at Btff ∩Bhbf . A convenient choice of coordinates near Btff ∩
Bhbf is
θ = arctan
(x
ε
)
, y, z, S
′
=
x′ − x
ητ 2
, U
′
=
y′ − y
τ
, z′, η =
ρ
τ
=
√
x2 + ε2
τ
, τ
in which τ is a bdf for Btff and η is a bdf for Bhbf . Let us write the solution to the heat
equation at Btff in the coordinates (7.13) and then change coordinates to this set:
Ntff (A) = e
−σ∆v 1
(4piσ)(h+1)/2
exp
(
−|(S
′, U ′)|2ε,φNY
4σ2
)
dS ′dU ′dz′
= e−
1
η
∆v η
h+1
(4pi)(h+1)/2
exp
(
−|(S
′
, U
′
)|2ε,φNY
4
)(
dS
′
dU
′
dz′
ηh+1
)
.
It follows that the restriction of Ntff (A) to Btff ∩Bhbf = {η = 0} is given by
(7.17) Pker ∆v
1
(4pi)(h+1)/2
exp
(
−|(S
′
, U
′
)|2ε,φNBsb
4
)
dS
′
dU
′
dz′.
Significantly, this tells us that αhbf = 0 and suggests that we set up the model problem at
Bhbf entirely in terms of sections of ker ∆v. Indeed, using the natural identification
Bhbf ∼= [Bbf × R+;Dfib × {0}],
notice that the fibration φ : H → Y naturally induces a fibration
φhbf : Bhbf → HobY
over the overblown b-heat space of Y × [−pi/2, pi/2],
HobY = [(Y × [−pi/2, pi/2]])2ob × R+;Db × {0}],
where
(Y × [−pi/2, pi/2])2ob = [(Y × [−pi/2, pi/2])2; (∂(Y × [−pi/2, pi/2]))2]
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is the overblown b-double space of Y × [−pi/2, pi/2] and Db is the lift of the diagonal to
this overblown b-double space. From this point of view, (7.17) is precisely the restriction of
the b-heat kernel of ∆b = D
2
b to the temporal front face of HobY . This suggests that the
restriction of the heat kernel of ∆ε,d to Bhbf should be to the heat kernel of ∆b. To see
this, we need to see what equation is satisfied away from Btff . Clearly , K 1
2
τ∂τA
∣∣
Bhbf
=
1
2
τ∂τKA
∣∣
hbf
away from Btff . To compute the action of t∆ε,d, we need to make the ansatz
that Khbf = KA
∣∣
Bhbf
= ΠhKA
∣∣
Bhbf
Πh comes from a Schwartz kernel on HobY acting on
sections kerDv and that KA is obtained by extending Khbf off Bhbf as in Lemma 4.4 , so
that
KD`ε,dA
∣∣
Bhbf
= Πhβ
∗
Hb,L
(D`b)KhbfΠh, ∀` ∈ N0,
where βHb,L : prL ◦βHb with βHob : HbY → (Y × [−pi/2, pi/2])2×R+ the blow-down map and
prL : (Y × [−pi/2, pi/2])2 × R+ → Y × [−pi/2, pi/2] the projection on the left factor. With
this ansatz, the model problem to solve is
(
1
2
τ∂τ + τ
2∆b)ΠhKhbfΠh = 0.
Combining with the initial condition (7.17), this gives the solution
Nhbf (A) = Πhe
−τ2∆bΠh
as claimed.
Before proceeding with the construction of the heat kernel, let us point out that the
computations above show that
Af ∈ C∞(∆HX ;E).
The smoothness is a consequence of the matching of the solutions at the various corners;
the reason that the solution is evaluated on ∆HX rather than Xs×R+τ is that the boundary
hypersurface Btff (HXs) corresponds to the blow-up of Bsb(Xs) at {τ = 0}.
Notice also that all our model heat kernels so far vanish rapidly at the faces Btb,Bhlf and
Bhrf , which means we can look for a heat kernel that vanishes rapidly at these faces.
Given consistent solutions of the model problems atBtf ,Btff andBhbf , it is now relatively
straightforward to complete the construction of the heat kernel (cf. [Mel93]). First note that
smooth extension of these solutions to HXs which are as in Lemma 4.4 for the extension off
Bhbf yields a polyhomogeneous function A0 ∈ ραC∞(HXs; Hom(E)) with α given by (7.1)
whose leading terms at each boundary hypersurface solve the corresponding model problem.
These computations show that
t(∂t + ∆ε,d)A0 = −R1, R1 ∈ ερtf
ρhmf
ραC∞(HXs; Hom(E)).
Proceeding inductively, we point out that the knowledge of the normal operators allows us
to solve
t(∂t + ∆ε,d)Aj = Rj −Rj+1, with Aj, Rj ∈
(
ερtf
ρhmf
)j
ραC∞(HXs; Hom(E))
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for all j ∈ N. Indeed, always using Lemma 4.4 to extend off Bhbf , this amounts to solving
inductively the equations
(∆ε,φTXs − 12(m+R))Ntf (Aj) = Ntf (Rj),(7.18) (
1
2
σ∂σ + σ
2Nff (ρ
2∆ε,d)
)
Ntff (Aj) = Ntff (Rj),(7.19)
(
1
2
τ∂τ + τ
2∆b)ΠhNhbf (Aj) = Nhbf (Rj) = ΠhNhbf (Rj),(7.20)
using the model heat kernel at each of these faces, where in the last equation, we can reduce
to the case Nhbf (Rj) = ΠhNhbf (Rj) by first adding to Aj a term of order 2, ρ
2
hbfA
′
j, with the
property that Nhbf (Rj)−D2vNhbf (A′j) = ΠhNhbf (Rj).
Now let H0 be an asymptotic sum of the series
∑( ερtf
ρhmf
)j
Aj; that is, let
H0 ∈ ραC∞(HXs; Hom(E)) coincide in Taylor expansion with this formal sum at each bound-
ary hypersurface. The existence of H0 follows from a natural extension of Borel’s lemma.
By construction we have
t(∂t + ∆ε,d)H0 = −R∞ ∈ C˙∞hmf (HXs; Hom(E)).
where the dot in C˙∞hmf indicates vanishing to infinite order at all boundary hypersurfaces
except Bhmf . Restricting to Bhmf , this gives the equation
t(∂t + ∆d)Nhmf (H0) = −Nhmf (R∞) ∈ C˙∞(Bhmf ; Hom(E)),
so that Nhmf (H0) can be seen as a parametrix for the heat equation associated to the operator
∆d on [M ;H]. To further improve Nhmf (H0) and obtain the actual heat kernel on Bhmf , it
is convenient to think of a heat operator on Bhmf as a map
C˙∞([M ;H]× R+;E) −→ C˙∞([M ;H]× R+;E)
via convolution in t. The identity for this product is the kernel with the Dirac distribution
over the diagonal at time t = 0. Since Ntf (H0) = Id, it is easy to see, as in [Mel93, Proposition
7.17], [MM95, §7.1] that
(∂t + ∆d)Nhmf (H0) = Id−t−1Nhmf (R∞)
and that the inverse of this operator has the form Id−S, with S ∈ C˙∞(Bhmf ; Hom(E)).
Thus, adding a smooth extension of Nhmf (H0)(−S) off Bhbf to H0 we can assume that H0
in fact satisfies the equation
t(∂t + ∆ε,d)H0 = −R∞ ∈ C˙∞(HXs; Hom(E)) = C˙∞(X2b,s × R+;E).
As before, in terms of the convolution product, this equation can be written
(∂t + ∆ε,d)H0 = Id−t−1R∞
where now Id−t−1R∞ has inverse of the form Id−S with S ∈ C˙∞(HXs; Hom(E)). It follows
that the heat kernel satisfies
Hε,d = H0(Id−S) ∈ ραC∞(HXs; Hom(E))
as required.

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Btff
Btf Bε,τ
Bε,τ
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t
Btf
Btff
Baf
Figure 5. The pushforward from ∆˜HX −→ ET , given by integration in x.
Note that ET may be identified with the interior lift of x = 0 in ∆˜HX .
7.2. The trace of the heat kernel. Lidskii’s theorem [Mel93, Proposition 4.55] shows that
the trace of an operator with kernel KG ∈ ργC∞(HXs; Hom(E)⊗β∗H,R( 1√x2+ε2 Ω(M))) acting
by f 7→ (β˜H,L)∗(KG · β˜∗H,Rf), when it exists, is given by
Tr(G) =
∫
M
tr(βH,b∗KG)
∣∣
diagM ×[0,1]ε×R+τ
where tr denotes the trace in Hom(E) and the integral is the push-forward along
pε,τ : M × [0, 1]ε × R+τ −→ [0, 1]ε × R+τ .
The trace is a function of ε and τ, but will not generally be smooth in ε and τ.
We can use our description of the heat kernel to determine the regularity of its trace. First
note that
β]H,b(diagM ×[0, 1]ε×R+τ ) = ∆HX
so that the trace is equal to
pε,τ∗ tr(βH,b∗KG)
∣∣
diagM
= (pε,τ ◦ β∆,(1))∗ tr(KG
∣∣
β]H,b(diagM )
).
Since the map pε,τ ◦ β∆,(1) : ∆HX −→ [0, 1]ε×R+τ is not a b-fibration, we will need to resolve
it. Let us set
∆˜HX = [∆HX ;Bhmf ∩Btf ] = [∆HX ; β]∆,b({ε = 0, τ = 0})]
ET =
[
[0, 1]ε × R+τ ; {ε, τ = 0}
]
so that the map pε,τ lifts to a map
piε,τ : ∆˜HX −→ ET
which is a b-fibration, see figure 5.
Let us denote the blow-down maps by
∆˜HX
β
∆˜
{{
β
∆˜,(1)
''
∆HX
β∆,(1) // M × [0, 1]ε × R+τ
and ET
βε,τ

[0, 1]ε × R+τ ,
58 PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
so that we have a commutative diagram
(7.21) ∆˜HX
β
∆˜,(1) //
piε,τ

M × [0, 1]ε × R+τ
pε,τ

ET
βε,τ //
piε
##
[0, 1]ε × R+τ
ww
[0, 1]ε
in which the horizontal arrows are blow-down maps and the vertical arrows are b-fibrations.
The trace of G is given by
pε,τ∗ tr(βH,b∗KG)
∣∣
diagM
= (βε,τ ◦ piε,τ )∗β∗∆˜(trKG
∣∣
∆HX
)
and so we see that β∗ε,τ Tr(G) will be a polyhomogeneous function on ET .
Let us label the new boundary hypersurface of ∆˜HX compared to ∆HX by
Bε,τ = β
−1
∆˜
(Bhmf ∩Btf )
and label the other boundary hypersurfaces of ∆˜HX with the same label as the corresponding
face in ∆HX . Let us label the boundary hypersurfaces of ET by
Btf = β
]
ε,τ ({τ = 0}), Btff = β−1ε,τ (0, 0), Baf = β]ε,τ ({ε = 0}).
Note that the boundary hypersurfaces of ∆˜HX are related to those of ET by
pi−1ε,τ (Btf (ET )) = Btf (∆˜HX), pi
−1
ε,τ (Btff (ET )) = Btff (∆˜HX) ∪Bε,τ (∆˜HX),
pi−1ε,τ (Baf (ET )) = Bhbf (∆˜HX) ∪Bhmf (∆˜HX).
So the push-forward along piε,τ may introduce log terms at Baf from accidental multiplicities
at Bhbf ∩Bhmf , and log terms at Btff from accidental multiplicities at Btff ∩Bε,τ . Let us
compute the push-forward for G as above. First note that
KG ∈ ργC∞(HXs; Hom(E)⊗ β∗H,R( 1√x2+ε2 Ω(M)))
=⇒ β∗
∆˜
(trKG
∣∣
∆HX
) ∈ ργ˜C∞(∆˜HX ; β∗∆˜,(1)( 1√x2+ε2 Ω(M)))
where γ˜ε,τ = γhmf + γtf . Next if we denote KG = K˜GβH,R( 1√x2+ε2 µM) and multiply by
β∗
∆˜,(1)
(µ[0,1]ε×R+τ ) we get
β∗
∆˜
(trKG
∣∣
∆HX
)β∗
∆˜,(1)
(µ[0,1]ε×R+τ )
= β∗
∆˜
(tr K˜G
∣∣
∆HX
)β∗
∆˜,(1)
(
1√
x2 + ε2
)
β∗
∆˜,(1)
(µM×[0,1]ε×R+τ )
∈ ργ˜(ρhbfρtff )−1(ρhbfρε,τρ2tff )C∞(∆˜HX ; Ω(∆˜HX))
which implies by the pushforward theorem of [Mel92, Theorem 5] that
β∗ε,τ (Tr(G) dεdτ) ∈ Aγ˜tf ,(γ˜tff∪γ˜ε,τ )+1,γ˜hbf∪γ˜hmf (ET ; Ω(ET ))
= Aγ˜tf ,γ˜tff∪γ˜ε,τ ,γ˜hbf∪γ˜hmf (ET ; β∗ε,τΩ([0, 1]ε × R+τ ))
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and we can cancel out the densities on both sides. For the heat kernel this yields
(7.22) β∗ε,τ Tr(e
−t∆ε,d) ∈ A−m,−h−1∪−m,0∪0(ET ).
This gives a complete understanding of the trace of the heat kernel for finite time as ε↘ 0.
We also need to have a uniform control of the trace of the heat kernel t → ∞ and ε ↘ 0,
which is the object of the next proposition.
Proposition 7.3. Suppose that the family ðε,d also satisfies Assumption 2 in §4. Then there
exists a positive constant C such that for t > 1,
(7.23) Tr(e−t∆ε,d − Πsmall) = c−1(t) log ε+ c0(t) +O(e−Ct),
where
c−1(t) =
1
2pi
∫ ∞
−∞
Tr(I(e−tD
2
b , λ))dλ = O(e−Ct),(7.24)
c0(t) =
RTr(e−tD
2
d − ΠkerL2 Dd) + RTr(e−tD
2
b − ΠkerL2 Db) = O(e−Ct),(7.25)
where Dd = Nmf (Dε,d).
Remark 7.4. If we assume furthermore that kerDv = {0} so that e−tDd is trace class and
Dd has a discrete spectrum, then the proof is significantly simpler and leads to a stronger
result, namely for t > 1,
Tr(e−t∆ε,d − Πsmall) = Tr(e−tD2d − ΠkerL2 Dd) +O(e−Ctε) = O(e−Ct)
as ε↘ 0.
Proof. Note that I(e−tD
2
b , λ) = e−t(λ
2+I(D2b ,0)) and I(D2b , 0) is a Laplace-type operator on
the compact manifold Y which by Assumption 2 in §4 has no null space; it follows that
c−1(t) = O(e−Ct) for some positive constant C. Now, because tr(e−tD2d)
∣∣
diag
and tr(e−tD
2
b )
∣∣
diag
are b-densities (for t > 0), we know that it is the leading term of e−t∆ε,d at Bhmf ∩ Bhbf
which prevents e−tD
2
d and e−tD
2
b from being trace class in general. We will denote the leading
term of e−t∆ε,d at Bhmf ∩Bhbf by e−t∆ε,d
∣∣
Bhmf∩Bhbf . We wish to isolate this term so we will
define
A ∈ C∞
(
HXs
∣∣
t≥1; β
∗
H,R (Ωε,b(Xs))⊗ Hom(E)
)
with A|Bhmf∩Bhbf = e−t∆ε,d
∣∣
Bhmf∩Bhbf .
We can identify HXs
∣∣
t≥1 = X
2
b,s × [1,∞)t and think of A as a map
[1,∞) 3 t 7→ A(t) ∈ C∞ (X2b,s; β∗R (Ωε,b(Xs))⊗ Hom(E)) .
Let c : Bmf ∩ Bbf × [0, 1)2 → X2b,s be a tubular neighborhood of Bmf ∩ Bbf in X2b,s
and let pr1 : Bmf ∩ Bbf × [0, 1)2 → Bmf ∩ Bbf be the projection on the first factor. If
χ ∈ C∞c (Bmf ∩Bbf× [0, 1)2) is a choice of cut-off function such that χ ≡ 1 in a neighborhood
of Bmf ∩Bbf , then we can define an extension map
Ξ : C∞(Bmf ∩Bbf ) → C∞(X2b,s)
f 7→ c∗(χ pr∗1 f)
such that Ξ(f)|Bmf∩Bbf = f . More generally, for any vector bundle V → X2b,s, we use a
smooth vector bundle isomorphism ν : c∗V → pr∗1(V |Bmf∩Bbf ) to define an extension map
Ξ : C∞(Bmf ∩Bbf ;V ) → C∞(X2b,s;V )
σ 7→ c∗(ν−1(χ pr∗1 σ))
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such that Ξ(σ)|Bmf∩Bbf = σ. In particular, using such an extension map and the fact that
HXs|{t>1} ∼= X2b,s × (1,∞), we can for t > 1 define a smooth extension of e−t∆ε,d
∣∣
Bhmf∩Bhbf
to HXs by
A(t) := Ξ(e−t∆ε,d
∣∣
Bhmf∩Bhbf ),
so that A(t)|Bhmf∩Bhbf = e−t∆ε,d
∣∣
Bhmf∩Bhbf . Since the extension map Ξ does not depend on
time, the advantage of considering A(t) instead of e−t∆ε,d is that the dependence of A in t is
completely determined by e−t∆ε,d
∣∣
Bhmf∩Bhbf .
Recall that e−t∆ε,d
∣∣
Bhmf∩Bhbf can be identified with the heat kernel of the indicial family
Ib(∆ε,d) which, by Assumption 2 in §4, is a Fredholm b-operator. Thus, from [Mel93, Proposi-
tion 7.36], as elements of Ψ−∞b ([M ;H];E) and Ψ
−∞
b (H× [−1, 1];E), A(t)|Bhmf and A(t)|Bhbf
are uniformly O(e−Ct) for some positive constant C. In particular, the renormalized traces
of A(t)|Bhmf and A(t)|Bhbf are O(e−Ct) for some positive constant C. Thus, to show that
RTr(e−tD
2
d − ΠkerL2 Dd) and RTr(e−tD
2
b − ΠkerL2 Db) are O(e−Ct), it suffices to show that
‖e−tD2d − ΠkerL2 Dd − A(t)|Bhmf ‖Tr = O(e−Ct),(7.26)
‖e−tD2b − ΠkerL2 Db − A(t)|Bhbf ‖Tr = O(e−Ct),(7.27)
where ‖ · ‖Tr is the trace norm. For (7.26), writing B(t) = e−tD2d − ΠkerL2 Dd and A˜(t) =
A(t)|Bhmf , we have that
(7.28)
‖B(t)− A˜(t)‖Tr = ‖B( t2)(B( t2)− A˜( t2)) + A˜( t2)(B( t2)− A˜( t2))− (A˜(t)− A˜( t2)A˜( t2))‖Tr
≤
(
‖B( t
2
)‖+ ‖A˜( t
2
)‖
)
‖B( t
2
)− A˜( t
2
)‖Tr + ‖A˜(t)− A˜( t2)A˜( t2)‖Tr,
where ‖·‖ is the operator norm. By Corollary 4.17, equation (4.18) and the spectral theorem,
we know that ‖B( t
2
)‖ = O(e−Ct2 ) for some positive constant C. Directly from the definition
of A˜(t), A˜( t
2
) is O(e−Ct2 ) as an element of Ψ−∞b ([M ;H];E) for some positive constant C.
Thus, using Schur’s lemma, e.g. as in the proof of [Mel93, Theorem 5.34], we have that
‖A˜( t
2
)‖ = O(e−Ct2 ) for some positive constant C. Similarly, since A˜(t) and A˜( t
2
)2 have the
same indicial family, we have that their difference is uniformly O(e−Ct) in |x|Ψ−∞b ([M ;H];E)
for some positive constant C. In particular, their difference is trace class with
‖A˜(t)− A˜( t
2
)A˜( t
2
)‖Tr = O(e−Ct)
for some positive constant C. Thus, we can find a positive constant C such that
(7.29) ‖B(t)− A˜(t)‖Tr ≤ e−Ct2
(
‖B( t
2
)− A˜( t
2
)‖Tr + 1
)
, ∀ t > 1
C
.
We can then use this estimate recursively to first show that ‖B(t) − A˜(t)‖Tr is O(1) as
t → ∞. Using this fact, we can then use the estimate once more to show that there is a
positive constant C such that
(7.30) ‖B(t)− A˜(t)‖Tr ≤ e
−Ct
C
, ∀ t > 1,
establishing (7.26). To establish (7.27), we can proceed exactly in the same way or use
instead [Mel93, Proposition 7.36]. By the discussion above, these estimates give (7.25).
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Finally, to see that (7.23) holds, notice that by Theorem 4.5 and the spectral theorem,
there exists C > 0 such that ‖e−t∆ε,d −Πsmall‖ = O(e−Ct) uniformly in ε ≥ 0. By our choice
of A(t), there is a positive constant such that A(t) = O(e−Ct) as an element of Ψ−∞ε,b (Xs;E),
in particular ‖A(t)‖ = O(e−Ct) uniformly in ε ≥ 0 for some positive constant C. Thus,
replacing B(t) with e−t∆ε,d − Πsmall and A˜(t) with A(t) in (7.28) and (7.29), we can apply
the argument leading to (7.30) uniformly in ε to find a positive constant C such that for all
ε ≥ 0,
(7.31) ‖e−t∆ε,d − Πsmall − A(t)‖Tr ≤ e
−Ct
C
∀ t > 1.
Thus, (7.23) follows from this estimate and the fact that for some positive constant C,
Tr(A(t)) = c−1(t) log ε+ c2(t) +O(e−Ctε log ε)
where
c2(t) =
RTr(A(t)|Bhmf ) + RTr(A(t)|Bhbf ).

7.3. Symmetry for even metrics. There is a class of metrics for which the asymptotic
behavior of DdR as ρ =
√
x2 + ε2 → 0 is particularly well-behaved. In this section we
describe this class of metrics and the resulting asymptotic behavior and then we use this to
simplify the asymptotics of the heat trace.
Notice first that a product-type ε, d-metric in a tubular neighborhood T of H in M
induces in β−1(1)(T × [0, 1]ε) a decomposition
ε,dT ∗Xs = ε,dT ∗HXs ⊕ ε,dT ∗VXs
in terms of horizontal and vertical forms with respect to the fiber bundle
[(−1, 1)x × [0, 1]ε; {0} × {0}]×H → [(−1, 1)x × [0, 1]ε; {0} × {0}]× Y
induced by φ : H → Y . In particular, dx
ρ2
is a horizontal form in this decomposition.
Definition 7.5. We say that gε,d is an even ε, d-metric if it is an ε, d-metric differing
from a product-type ε, d-metric gpt by elements of ρ
2C∞(β−1(1)(T × [0, 1]ε);S2(ε,dT ∗HXs)) and
ρ2C∞(β−1(1)(T × [0, 1]ε);S2(ε,dT ∗VXs)) having only even powers of ρ in their expansion at Bsb,
where the decomposition in terms of horizontal and vertical forms is the one induced by gpt.
We say that gε,d is an even ε, d-metric to order ` if there is an even ε, d-metric gε,d,even
such that
gε,d − gε,d,even ∈ ρ`C∞(Xs;S2(ε,dTXs)).
Definition 7.6. Let F −→ Xs be a vector bundle with flat connection ∇F and gF a bundle
metric, not necessarily compatible. We say that gF is even in ρ if its Taylor expansion at
Bsb has only even powers of ρ.
Let C∞even
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
be the subspace of
(7.32) C∞ (HXs; β∗H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F ))
consisting of elements κ having an expansion at Btff of the form
(7.33) κ ∼
∞∑
j=0
ρjtffκj
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with κj a smooth section on Btff such that
κj(θ, y, z,−S ′,−U ′, z′, σ) = (−1)j+NH/Y κj(θ, y, z, S ′, U ′, z′, σ)
in the coordinates (7.13), where the number operator NH/Y gives the shift in vertical degree
induced by κj. Similarly, let C∞odd
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
be the
subspace of (7.33) consisting of elements κ having an expansion at Btff of the form
(7.34) κ ∼
∞∑
j=0
ρjtffκj
with this time κj a smooth section on Btff such that
κj(θ, y, z,−S ′,−U ′, z′, σ) = (−1)j+NH/Y +1κj(θ, y, z, S ′, U ′, z′, σ)
in the coordinates (7.13).
Proposition 7.7. Let α be the family of index sets from the construction of the heat ker-
nel (7.1). If gε,d and gF are even metrics, the heat kernel of D
2
ε,d has an (infinite-order)
parametrix at Btff in
(7.35) ραC∞even
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
.
If gF is even and gε,d is an even ε, d-metric to order ` ≥ 2, then the heat kernel has a
parametrix at Btff in (7.35) plus a term in
ραρ`tffC∞
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
.
Proof. Let us review our implementation of the Hadamard parametrix construction in con-
structing the heat kernel, focusing on Btff . We first established that the action of β
∗
H,L(t∂t+
tD2dR) at this face was through
Ntff (t∂t + tD
2
dR) =
1
2
σ∂σ + σ
2Nff (ρ
2D2dR)
where σ = τ/ρ is a rescaled time variable and with initial condition given by the model heat
kernel at Btf . Thus the model heat kernel at Btff is the product of the heat kernels on Rh+1
and the vertical family of heat kernels on Z. We extend this model heat kernel to a section
over HXs in any way we like and when we apply β
∗
H,L(t∂t + tD
2
dR) to this extended section
we get a section that vanishes to first order at Btff . The first non-vanishing coefficient w
induces our next model problem: we look for a section u such that Ntff (t∂t+tD
2
dR)u = w and
this gives us an improved parametrix. This process is continued until we have a parametrix
that vanishes to infinite order at Btff .
Thus, if we denote the space in (7.35) by Eeven, to prove the proposition it suffices to show
that the parametrix construction can be done entirely in Eeven. First we point out that the
model Ntff (e
−tD2dR) given in (7.2) is clearly even, so can be extended to an element of Eeven.
Now, if we also set
Eodd := ρ
αC∞odd
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
,
then it follows from (7.14), (7.15) and [BGV04, Proposition 10.1] that the left action τdF
interchanges parity, that is, it induces maps
β∗H,L(τdF ) : Eeven → Eodd, β∗H,L(τdF ) : Eodd → Eeven.
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For its adjoint d∗F given in (2.4), notice that since gε,d and gF are even metrics, the operator #
will preserve parity, while ∗ will preserve or reverse parity depending on whether v is even or
odd, so that τd∗F will also interchange parity. Hence, we see that τDε,d interchanges parity,
so that τ 2Dε,d preserves parity. On the other hand, the action on the left of σ∂σ clearly
preserves parity, so that the left action of the heat operator preserves parity and induces a
map
(7.36) β∗H,L(t∂t + tD
2
ε,d) : Eeven → Eeven.
This means that the parametrix construction can be done in Eeven as claimed. Now, if we
only assume that gε,d is even up to order `, then (7.36) remains true up to order `, namely
β∗H,L(t∂t + tD
2
ε,d) maps
(7.37) Eeven + ρ
αρ`tffC∞
(
HXs; β
∗
H,R (Ωε,b(Xs))⊗ Hom(Λ(ε,dT ∗Xs)⊗ F )
)
to itself, so that the parametrix construction can indeed be performed in (7.37) as claimed.

The key consequence is that we can refine the expansion of the pointwise trace of the heat
kernel of an even ε, d-metric from
tr
(
e−t∆
∣∣
∆HX
)
∼
(
ρ−h−1tff
∑
Akρ
k
tff
)
µ
which follows from the heat kernel construction, to
(7.38) tr
(
e−t∆
∣∣
∆HX
)
∼
(
ρ−h−1tff
∑
A2kρ
2k
tff
)
since odd terms in S ′ and U ′ vanish on the diagonal and do not contribute to the trace. If
the metric is even to order ` then the asymptotics of the pointwise trace are
tr
(
e−t∆
∣∣
∆HX
)
∼
(
ρ−h−1tff
∑
2k<`
A2kρ
2k
tff + ρ
−h+`−1
tff
∑
A′kρ
k
tff
)
µ
In particular, this has the following consequence.
Corollary 7.8. If gF is even in ρ, gε,d is an even ε, d-metric to order h+ 2, and Y is even
dimensional then tr
(
e−t∆
∣∣
∆HX
)
does not have a constant term at Btff .
Next let us consider the contribution of the expansion of β∗
∆˜
tr
(
e−t∆
∣∣
∆HX
)
at Bε,τ (∆˜HX)
to the trace of the heat kernel. We know that τm tr
(
e−t∆
∣∣
∆HX
)
is smooth in τ and ε near
Bhmf ∩Btf . The expansion in τ is of the form∑
k≥0
akτ
2k
with each ak a polynomial in the curvature of the product-type metric and its covariant
derivatives. Hence the joint expansion of τm tr
(
e−t∆
∣∣
∆HX
)
in τ and ε is of the form∑
k,`≥0
ak,`τ
2kε`.
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If we lift now to ∆˜HX by introducing the coordinates κ =
√
τ 2 + ε2 , γ = tan−1(ε/τ) this
expansion becomes
κm cosm(γ)β∗
∆˜
tr
(
e−t∆
∣∣
∆HX
)
∼
∑
k,`≥0
ak,`κ
2k+` cos2k(γ) sin`(γ).
Thus we have that, for even ε, d-metrics, the trace of the heat kernel satisfies
(7.39) β∗ε,τ Tr(e
−t∆) ∈ A−m,(−m+N0)∪(−h−1+2N0),0∪0(ET )
and for gF even and gε,d even to order ` ≥ 2,
(7.40) β∗ε,τ Tr(e
−t∆) ∈ A−m,(−m+N0)∪(−h−1+Ev(0,`)),0∪0(ET )
with Ev(0, k) = {n ∈ N0 : n ≥ k or n is even and < k}.
This shows that the expansion at Bε,τ induces terms in the expansion of β
∗
ε,τ Tr(e
−t∆) at
Btff (ET ). However the heat kernel is polyhomogeneous on ∆HX before blowing-up Bhmf ∩
Btf and so the induced terms in the expansion atBtff (ET ) are also lifts of polyhomogeneous
expansions on [0, 1]ε × R+τ . We record this as a lemma.
Lemma 7.9. If χ is a smooth function on Xs supported away from Bsb then
Tr(χe−t∆) ∈ τ−mC∞([0, 1]ε × R+τ )
Proof. The lift of χ to ∆˜HX is supported away from Btff ∪Bhbf hence β∗∆˜((β∗H,Lχe−t∆)
∣∣
∆HX
)
is the pull-back of a density with coefficients in τ−mC∞(M× [0, 1]ε×R+; hom(E)). The result
follows from the commutativity of the diagram
∆˜HX
β
∆˜,(1) //
piε,τ

M × [0, 1]ε × R+τ
pε,τ

ET
βε,τ // [0, 1]ε × R+τ

Below we shall make use of the proof of this lemma to simplify the asymptotics of analytic
torsion for even metrics.
Torsion under degeneration
8. The R-torsion on manifolds with boundary
Let us first recall basic facts about Reidemeister torsion. For more details, the reader is
encouraged to look at [Mil66,Che79,Dar87,Mu¨l93]. Let C∗ be a finite dimensional real chain
complex
(8.1) 0 // Cn
∂n // Cn−1
∂n−1 // · · · ∂1 // C0 d0 // 0.
Suppose that we are given a preferred basis ci of Ci. As usual, let Zi denote the kernel of ∂i
and let Bi be the image of ∂i+1 so that the homology group of degree i is given by
Hi(C∗) = Zi/Bi.
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Choose a basis bi of Bi and let hi be a basis of Hi(C∗). Under the decomposition Ci =
Bi ⊕ Hi(C)⊕ Bi−1, we see that the bases bi, hi and bi−1 induce another basis of Ci that we
will denote bihibi−1.
Definition 8.1. For a preferred basis ci of Ci, a basis hi of Hi(C∗) and any choice of basis
bi of Bi, we define the R-torsion of the complex C∗ by
τ(ci, hi) :=
n∏
i=0
[bihibi−1|ci](−1)i ,
where [u|v] := | detW | for u, v two basis of a real vector space V related by ui =
∑
j
Wijvj.
As can be checked directly, this definition does not depend on the choice of the basis bi.
Instead of the complex C∗, we can look at the dual complex of cochains C∗,
(8.2) 0 // C0
d0 // C1
d1 // · · · dn−1 // Cn dn // 0,
where Ci is the dual of Ci. As a preferred basis of C
i, we can simply take the basis ci dual
to ci. Denote by Z
i the kernel di and by B
i the image of di−1 so that the cohomology groups
of C∗ are given by Hi(C∗) = Zi/Bi.
Definition 8.2. For a preferred basis ci of Ci, a basis hi of Hi(C∗) and any choice of basis
bi of Bi, we define the R-torsion of C∗ by
τ(ci, hi) =
n∏
i=0
[ci|bihibi+1](−1)i .
As the following example shows, although the R-torsion is defined in terms of real vector
spaces, it can recapture information about the torsion when those vector spaces come from
free abelian groups, explaining in part the origin of the terminology.
Example 8.3. Let 0→ F 0 → F 1 → · · · → F n → 0 be a complex of free abelian groups and
set Ci = F i ⊗Z R. In this case, basis for F i and Hi(F ∗,Z) induces preferred basis ci for Ci
and hi for Hi(C∗). For such a choice, the R-torsion of the complex C∗ is given by
(8.3) τ(ci, hi) =
n∏
i=0
O
(−1)i−1
i ,
where Oi is the order of the torsion subgroup of H
i(F ∗,Z), see [Che79, (1.4)] for details.
In the previous example, we can in particular take F ∗ to be the complex of cochains of
a CW -complex, in which case the torsion (8.3) is a homotopy invariant (though generally
it is not). More generally, we can twist by flat vector bundles to get other invariants.
More precisely, let K be a finite CW -complex and let C∗(K) be the cellular chain complex
associated to K. Let pi1(K) be the fundamental group of K. Then pi1(K) naturally acts on the
universal cover K˜ of K. This induces an action of pi1(K) on the corresponding cellular chain
complex C∗(K˜) giving it the structure of a Zpi1(K)-module. In fact, for each i, C∗(K˜) is a free
Zpi1(K)-module finitely generated by a choice of lifts {e˜ji} of the i-cells {eji} of K. Let now
α : pi1(K) → GL(k,R) be a representation of the fundamental group of K. We will assume
that it is unimodular, which means | det(α(ν)| = 1 for all ν ∈ pi1(K). This ensures that
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the action of pi1(K) preserves the volume of Rk for its canonical volume form. Notice that
orthogonal and unitary representations are special examples of unimodular representations.
In particular, α gives Rk the structure of a Zpi1(K)-module, so that we can consider the
finite dimensional real chain complex
(8.4) Ci(K;α) = Ci(K˜)⊗Zpi1(K) Rk.
By taking a basis {x`} of Rk, we then have a preferred basis {e˜ji ⊗ x`} of Ci(K;α). We will
assume in fact that {x`} is a unimodular basis of Rk, that is, of volume one in the sense
that in terms of the canonical basis {vi} of Rn, x` =
∑
iA`ivi with matrix A such that
| detA| = 1.
Definition 8.4. For a choice of basis h∗(α) of the homology of the complex C∗(K;α), we
define the R-torsion τ(K;α, h∗(α)) associated to K and α : pi1(K) → GL(k,R) to be the
R-torsion τ({e˜ji ⊗ x`}, h∗(α)) of the complex C∗(K;α). Similarly, for a choice of basis h∗(α)
of the cohomology of the dual complex C∗(K;α), we define the R-torsion τ(K;α, h∗(α)) to
be the R-torsion τ(c∗, h∗(α)) of the complex C∗(K;α) with ci the basis of Ci(K;α) dual to
{e˜ji ⊗ x`}.
Thanks to the fact that α is unimodular, the definition of the R-torsion does not depend
on the choice of lifts e˜ji . On the other hand, for a non-trivial unimodular representation α,
there is no reason for the R-torsion τ(K,α, h∗(α)) to be a homotopy invariant. It is however
a combinatorial invariant, that is, it is invariant under subdivision of K, see [Mil66, Mu¨l93]
for a proof. In fact, when the complex C∗(K;α) is acyclic, it is shown in [Cha74] to be even
a topological invariant.
To compute the R-torsion of a complex, one important tool is the following formula due
to Milnor.
Theorem 8.5 (Milnor [Mil66]). Let
(8.5) 0→ C ′ → C → C ′′ → 0
be a short exact sequence of finite dimensional real cochain complexes with preferred bases ci
(c′)i and (c′′)i such that ci = (c′)i(c′′)i. If h, h′ and h′′ are choices of bases for the cohomology
of C, C ′ and C ′′, then
(8.6)
τ(c, h)
τ(c′, h′)τ(c′′, h′′)
= τ(H)
where H is the acyclic complex given by the long exact sequence in cohomology associated to
the short exact sequence (8.5) and τ(H) is the R-torsion of H with preferred basis given by
h, h′ and h′′.
Remark 8.6. We will not need it, but a similar formula holds for short exact sequences of
finite dimensional real chain complexes.
This can be used to see what happens to the R-torsion when a fibered cusp surgery
is performed on a closed manifold M along a hypersurface H ⊂ M with trivial normal
bundle and equipped with a fibration φ : H → Y over a closed manifold Y. For a choice of
triangulation on M compatible with the decomposition
M = Bsm ∪HunionsqH H × [0, 1],
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we have a short exact sequence of complexes
(8.7) 0 // C∗(Bsm, ∂Bsm;α) // C∗(M ;α) // C∗(H × [0, 1];α) // 0.
If we assume that H∗(H;α) = 0, then the long exact sequence in cohomology associated to
(8.7) gives a natural identification
(8.8) H∗(Bsm, ∂Bsm;α) ∼= H∗(M ;α).
Thus, we see from (8.8) that a choice of basis h∗(α) for H∗(Bsm, ∂Bsm;α) induces one for
H∗(M ;α). This can be used to relate the R-torsion on M and Bsm as follows.
Theorem 8.7. Let M be a closed manifold with a hypersurface H ⊂ M having a trivial
normal bundle. Let φ : H → Y be a fibration with Y a closed manifold. Suppose α :
pi1(M) → GL(k,R) is a unimodular representation such that H∗(φ−1(y);α) = {0} for each
y ∈ Y . Then H∗(H;α) = 0 and for any choice of basis h∗(α) for H∗(M ;α), we have the
relation
(8.9) τ(M,α, h∗(α)) = τ(Bsm, ∂Bsm, α, h∗(α))τ(H,α)
where h∗(α) is seen as a basis of H∗(Bsm, ∂Bsm;α) via the identification (8.8).
Proof. Using the Leray-Serre spectral sequence of the fiberbundle φ : H → Y , we see that
H∗(H,α) = 0. Thus, with the given choices of cohomology bases, we obtain (8.9) by applying
Theorem 8.5 to (8.7). 
In this setting, we can also relate L2-cohomology with the cohomology of the manifold
with boundary. More precisely, let N be a smooth manifold with boundary such that ∂N is
equipped with a fiber bundle φ : ∂N → Y , where the base Y and the fibers of φ are closed
manifolds. Let gd be a fibered cusp metric on N \ ∂N compatible with the fiber bundle
φ : ∂N → Y . Let α : pi1(N)→ GL(k,R) be a unimodular representation and let F → N be
the corresponding flat vector bundle of rank k on N . Let gF be a smooth Euclidean metric
for F → N . Finally suppose that F is strongly acyclic at infinity, namely that
(8.10) H∗(φ−1(y);F ) = 0 ∀ y ∈ Y.
As in the proof of Theorem 8.7, we see from the Leray-Serre spectral sequence of the fiber
bundle φ : ∂N → Y that H∗(∂N ;F ) = 0. Hence, we see from the long exact sequence
associated to the pair (N, ∂N) that there is a natural identification
H∗(N ;F ) ∼= H∗(N, ∂N ;F ).
Now, since the vector bundle F is flat, we can consider the L2-complex
(8.11)
· · · // L2dΩi−1(N \ ∂N, F, gd) d // L2dΩi(N \ ∂N, F, gd) d // L2dΩi+1(N \ ∂N, F, gd) d // · · ·
where
L2dΩ
i(N \ ∂N, F, gd) = {ω ∈ L2Ωi(N \ ∂N, F, gd) | dω ∈ L2Ωi+1(N \ ∂N, F, gd)}
and L2Ωi(N \ ∂N, F, gd) is the space of forms of degree i on N \ ∂N with values in F which
are L2 with respect to the metric gd and the metric gF of F. Recall that the L
2-cohomology,
denoted H∗(2)(N,F, gd), is by definition the cohomology of the complex (8.11).
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Proposition 8.8. If F is strongly acyclic at infinity, then there are natural identifications
H∗(2)(N,F, gd) ∼= H∗(N ;F ) ∼= H∗(N, ∂N ;F ).
Proof. For p ∈ ∂N , let U be an open neighborhood diffeomorphic to [0, 1)x×Bh×Z such that
the restriction of gd to U \ (U ∩∂N) is quasi-isometric to dx2 + gBh +x2gZ , where h = dimY ,
Bh is an open ball in Rh, Z = φ−1(p), gBh is the restriction of the Euclidean metric on Bh
and gZ is some Riemannian metric on Z. Using the L
2-Ku¨nneth formula of [Zuc83] and the
assumption that F is strongly acyclic at infinity, we see that
H∗(2)(U \ (U ∩ ∂N), F, gd) = {0}.
The result then follows by applying a standard argument using commutative diagrams of
Mayer-Vietoris sequences. 
In particular, the L2-cohomology is finite dimensional. Combining with the Kodaira de-
composition gives the following.
Corollary 8.9. If F is strongly acyclic at infinity, then the exterior derivative d and its
formal adjoint δ have closed range and induce the Kodaira decomposition
L2Ωk(N,F, gd) = L
2Hk(N,F, g)⊕ d (L2dΩk−1(N,F, gd))⊕ δ (L2δΩk+1(N,F, gd))
where L2Hk(N,F, gd) is the space of L2-harmonic forms of degree k taking values in F and
L2δΩ
i(N \ ∂N, F, gd) = {ω ∈ L2Ωi(N \ ∂N, F, gd) | δω ∈ L2Ωi−1(N \ ∂N, F, gd)}.
In particular, d+ δ is a Fredholm operator and there are canonical identifications
L2Hk(N,F, g) ∼= Hk(2)(N,F, g) ∼= H∗(N ;F ) ∼= H∗(N, ∂N ;F ).
9. The intersection R-torsion of Dar and L2-cohomology
To discuss the intersection R-torsion of Dar [Dar87], we need first to make a quick review
of the intersection homology of Goresky and MacPherson in [GM80]. Its original purpose
was to give an answer to the following problem posed by Sullivan [Sul70]: Can one find a
class of spaces with singularities for which the signature of manifolds extends as a cobor-
dism invariant. The class of singular spaces that Goresky and MacPherson considered were
stratified pseudomanifolds with only even codimension strata, for instance complex varieties.
The signature in this context was defined via intersection homology, which is defined more
generally for every stratified pseudomanifold. To define intersection homology, we need to
work in the piecewise linear category. Therefore, all the spaces involved in the definitions of
this subsection are assumed to be piecewise linear.
In general, a stratification of a pseudomanifold X is a filtration by closed subspaces
(9.1) X0 ⊂ X1 ⊂ · · · ⊂ Xm−3 ⊂ Xm−2 = Xm−1 ⊂ Xm = X
such that for each p ∈ Xi \Xi−1, there is a filtered space
(9.2) p = Vi ⊂ · · · ⊂ Vm−1 ⊂ Vm = V
and a piecewise linear mapping V × Bi → X which for each j takes Vj × Bi piecewise
linearly homeomorphically to a neighbourhood of p ∈ Xj. Here, Bi is the piecewise linear
ball of dimension i and p corresponds to Vi × {p˜} where p˜ ∈ Bi is some interior point.
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If CT∗ (X) denotes the chain complex of simplicial chains with respect to a triangulation T,
then one can compare chains c ∈ CT∗ (X) and c′ ∈ CT ′∗ (X) coming from two different trian-
gulations by looking at their canonical images in CT
′′
∗ (X) where T
′′ is a common refinement
of T and T ′. We denote by C∗(X) the complex of piecewise linear chains given by taking the
direct limit of the CT∗ (X) over all triangulations of X compatible with the piecewise linear
structure.
A perversity is a sequence of numbers p = (p2, . . . , pm−2) such that p2 = 0 and pk+1 = pk
or pk + 1. If i is an integer and p is a perversity, a subspace N ⊂ X is said to be (p, i)-
allowable if dimN ≤ i and dim(N ∩Xm−k) ≤ i − k + pk for all k ≥ 2. Denote by ICpi (X)
the subgroup of Ci(X) consisting of the chains ξ such that |ξ| is (p, i)-allowable and |∂ξ| is
(p, i− 1)-allowable.
Definition 9.1. The ith intersection homology group of perversity p, denoted IHpi (X)
is the ith homology group of the chain complex ICp∗(X).
One of the important features of intersection homology is that it is not in general a
homotopy invariant. On the other hand, a non-trivial fact proved in [GM80] is that for a
given perversity p, it does not depend on the choice of stratification (9.1). The choice of
terminology ‘intersection homology’ comes from the fact that for perversities p, q, and r
such that p+ q ≤ r, there is an intersection product
(9.3) IHpi × IHqj → IHri+j−n(X)
which corresponds to the intersection of two cocycles when they are in ‘general position’. In
particular, this gives rise to a generalized Poincare´ duality. If p and q are complementary
perversities, meaning that p + q = t where t = (0, 1, . . . ,m − 2) is the largest possible
perversity, and if i and j are of complementary dimensions (i+ j = m), then the pairing
(9.4) IHpi (X)× IHqj(X)→ IHt0(X)→ Z
is non-degenerate when tensored with Q.
If α : pi1(X)→ GL(k,R) is a unimodular representation, we can also form the complex
ICp∗(X;α) = IC
p
∗(X˜)⊗Zpi1(X) Rk,
Definition 9.2. The intersection homology groups IHp∗(X;α) are the homology groups of the
complex ICp∗(X;α). Similarly, the cohomology groups IH
∗
p(X;α) are the cohomology groups
of the complex IC∗p(X;α) dual to the complex IC
p
∗(X;α).
Suppose now that X admits a stratification of depth at most 1, that is, Xk = B ∀ dimB ≤
k ≤ n− 2 and Xk = ∅ for k < dimB for some compact manifold B of dimension b ≤ n− 2.
Suppose further that there is a smooth manifold with boundary N and a fiber bundle φ :
∂N → B such that X is obtained from N by collapsing the fibers of φ onto their bases.
In this case, we can relate the intersection cohomology with local coefficients with the L2-
cohomology with local coefficients of a fibered cusp metric on N \ ∂N = X \B. First recall
that by the Riemann-Hilbert correspondence, we can naturally associate to the unimodular
representation α : pi1(X) → GL(k,R) a flat vector bundle F of rank k on N. Let us also
equip F with a metric gF so that it is a smooth Euclidean vector bundle on the manifold with
boundary N . Notice however that unless the representation α is orthogonal, this Euclidean
structure cannot be compatible with the flat connection.
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On the other hand, let gd be a fibered cusp metric on N \ ∂N compatible with the fiber
bundle φ : ∂N → B and a choice of boundary defining function x ∈ C∞(N). Since the
vector bundle F is flat, we can then consider the L2-complex (??) and the corresponding
L2-cohomology. Assuming that the flat vector bundle F is Witt and that gF is a smooth
metric on the manifold with boundary N , we can easily establish the following relation with
intersection cohomology.
Proposition 9.3. Suppose that the flat vector bundle F is Witt. Then there is a natural
isomorphism
H∗(2)(N,F, g) ∼= IH∗m(X;α)
where m(k) = bk−1
2
c is the upper middle perversity.
Proof. When F is trivial, this is a standard result, see [HHM04]. Otherwise, identify N \∂N
with X \B. Then there is a closed manifold L such that any point p ∈ B has a neighborhood
V ⊂ X homeomorphic Bb ×CL where Bb is the ball of dimension b = dimB in Rb and CL is
the cone over L. Let {Ui} be an open cover of B in X such that any non-empty intersection
UI = ∩i∈IUi is homeomorphic to Bb×L. Appealing to the L2-Ku¨nneth formula of [Zuc83] and
using the definition of the intersection complex, we have that for any intersection UI = ∩i∈IUi,
there are natural isomorphisms
(9.5) Hi(2)(UI \ UI ∩B,F, g) ∼= IHim(UI ;α) ∼=
{
Hi(L;F ), i ≤ v
2{0}, i ≥ v
2
,
where v = dimL. We can then apply the five-lemma to suitable commutative diagrams of
Mayer-Vietoris sequences to conclude that there is a natural isomorphism
H∗(2)(N,F, g) ∼= IH∗m(X;α).

Since the L2-cohomology is in particular finite dimensional, this has the following imme-
diate consequence.
Corollary 9.4. Suppose that the flat vector bundle F is Witt and gF is a smooth bundle
metric on the manifold with boundary N . Then the exterior derivative d and its formal
adjoint δ have closed range and we have the Kodaira decomposition
L2Ωk(N,F, g) = L2Hk(N,F, g)⊕ d (L2dΩk−1(N,F, g))⊕ δ (L2δΩk+1(N,F, g))
where L2Hk(N,F, g) is the space of L2-harmonic forms taking values in F and
L2δΩ
i(N \ ∂N, F, g) = {ω ∈ L2Ωi(N \ ∂N, F, g) | δω ∈ L2Ωi−1(N \ ∂N, F, g)}.
In particular, d+ δ is a Fredholm operator and there is a canonical identification
IH∗m(X;α) ∼= Hk(2)(N,F, g) ∼= L2Hk(N,F, g).
Under the assumption that B is zero dimensional, we can relate L2-cohomology and in-
tersection cohomology with absolute and relative cohomology.
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Lemma 9.5. Suppose that the flat vector bundle F is Witt with bundle metric gF smooth
on N . If B is zero dimensional, there is a natural isomorphism
Hk(2)(N,F, g)
∼= IHkm(X;F ) ∼=
 H
k(N ;F ), k ≤ n−1
2
,
Im
[
Hk(N, ∂N ;F )→ Hk(N ;F )] , k = n
2
,
Hk(N, ∂N ;F ) k > n−1
2
.
where IHkm(X;F ) := IH
k
m(X;α).
Proof. The isomorphism between intersection cohomology and the L2 cohomology is given
in Proposition 9.3. For k ≤ n−1
2
, the other isomorphism follows by applying the five-lemma
to the commutative diagram of long exact sequences
(9.6) · · · // Hk(N, ∂N ;F ) //

Hk(N ;F ) //

Hk(L;F ) //

· · ·
· · · // Hk(N, ∂N ;F ) // IHkm(X;F ) // IHkm(Cφ∂N ;F ) // · · · .
Note in particular that the Witt condition on F implies that the map Hk(L;F )→ IHkm(Cφ∂N ;F )
is an isomorphism for k ≤ n−1
2
by (9.5). For k = n
2
when n is even, the result also follows
from (9.6). Finally, for k > n
2
, notice by (9.5) that IHkm(Cφ∂N ;F ) = {0} for k ≥ n−12 , so we
can just use the bottom long exact sequence in (9.6) to obtain the isomorphism. 
In order to define a R-torsion out of intersection homology, one needs to describe it in
terms of a finitely generated complex of chains. A natural choice is to take the basic sets Rpi
of [GM80, §3.4].
Definition 9.6. Let X be a pseudomanifold of dimension n with a fixed stratification and let
p be a choice of perversity. Let T be a triangulation of X subordinate to the stratification, that
is, such that Xk is a subcomplex of T for each k. Let T
′ be the first barycentric subdivision of
T and denote by Rpi the subcomplex of T
′ consisting of all simplices which are (p, i)-allowable.
For such basic sets Rpi , there is a natural identification
(9.7) IHpi (X)
∼= Im(Hi(Rpi )→ Hi(Rpi+1)).
This suggests considering the abelian group
Rpi (X) = Hi(Rpi , Rpi−1)
finitely generated by chains {eji} in Rpi with boundary in Rpi−1. These groups form a complex
with boundary map ∂i : Rpi (X)→ Rpi−1(X) induced by the boundary map of the long exact
sequence in homology
· · · // Hi(Rpi−1) // Hi(Rpi ) // Hi(Rpi , Rpi−1)
∂i // Hi−1(R
p
i−1) // · · · .
In terms of this complex, intersection homology is canonically given by IHpi (X)
∼= Hi(Rp∗(X)).
This can be proved directly from (9.7).
Let now X˜ be the universal cover of X and let R˜pi be the lift of R
p
i to X˜. The fundamental
group of X, denoted pii(X), naturally acts on X˜ and R˜
p
i and we can as before define a complex
by
Rpi (X˜) = Hi(R˜pi , R˜pi−1).
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This complex is a free Zpi1(X)-module generated by lifts of chains {eji} in Rpi (X). Let {e˜ji}
be a preferred basis of Rpi (X˜) coming from a choice of lifts of the chains {eji}.
Remark 9.7. It is not completely clear a priori that one can choose the chains {eji} to be
simply connected, so an obstruction to lift cannot be automatically ruled out. However, in
the case that X has one singular stratum B of dimension 0, which is the situation considered
in [ARS14], the chains {eji} can be chosen to be simply connected, in fact contractible. Indeed,
each of them can be chosen to be either a simplex not intersecting B, or else a chain retracting
to one of the connected components of B.
Suppose that we are now given a unimodular representation of the fundamental group
α : pi1(X) → GL(k,R). This gives Rk the structure of a Zpi1(X)-module so that we can
introduce a twisted version of the complex Rpi (X), namely,
Rpi (X;α) = Rpi (X˜)⊗Zpi1(X) Rk.
Clearly, Rpi (X;α) is a finite dimensional real vector space with preferred basis given by
{e˜ji ⊗ x`} where {x`} is a choice of unimodular basis for Rk.
Definition 9.8 (Dar [Dar87]). With a choice of preferred basis in homology h∗(α), the
intersection R-torsion Iτ p(X,α, h∗(α)) associated to the perversity p and the unimodular
representation α is the torsion of the complex Rpi (X;α) with preferred basis {e˜ji⊗x`} and basis
in homology given by h∗(α). Similarly, we can define the intersection torsion in cohomology
Iτ p(X,α, h∗(α)) by specifying a basis h∗(α) of the cohomology of the complex Rip(X;α) dual
to Rpi (X;α) and by using as a preferred basis of Rip(X;α) the basis dual to {e˜ji ⊗ x`}.
Using the fact that the representation α is unimodular, we can proceed as in [Dar87] to
show that the intersection R-torsion does not depend on the choice of triangulation T and
is therefore a combinatorial invariant.
10. Analytic torsion conventions
We briefly recall the definition of analytic torsion for closed manifolds and manifolds with
fibered cusps.
Let (M, g) be a closed oriented Riemannian manifold of dimension m, F a flat bundle over
M with connection ∇ and bundle metric gF , not necessarily compatible. This data defines
a twisted de Rham complex Ω∗(M ;F ) and a corresponding Hodge Laplacian
∆q : Ω
q(M ;F ) −→ Ωq(M ;F )
on forms of degree q. The zeta function of this operator is, for Re s 0,
ζq(s) =
1
Γ(s)
∫ ∞
0
ts Tr(e−t∆q − Πker ∆q)
dt
t
where Πker ∆q denotes the orthogonal projection onto the null space of ∆q. The short-time
asymptotic expansion of the heat kernel can be used to see that this integral converges when
Re s > m/2 and that the resulting holomorphic function has a meromorphic continuation to
the entire complex plane with at worst simple poles, for which s = 0 is a regular point. The
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(logarithm of) analytic torsion is defined in terms of the derivatives of these zeta functions
at the origin,
LAT(M, g, F, gF ) =
1
2
m∑
q=0
(−1)qqζ ′q(0).
If the null spaces Hq(M ;F ) of the Hodge Laplacians are all trivial, and the representation
is orthogonal [RS71] or unimodular [Mu¨l93], then the analytic torsion is independent of the
choice of metric. Otherwise, as shown in [RS73], we can remove the dependence on the metric
by choosing a basis {µqj} ofHq(M ;F ) for each q, and an orthonormal basis of harmonic forms
ω with respect to the metric g, and then defining
LAT(M, {µqj}, F ) = LAT(M, g;F )− log
(
n∏
q=0
[µq|ωq](−1)q
)
,
where [µq|ωq] = | detW q| with W q the matrix satisfying
µqi =
∑
j
W qijω
q
j .
Another way of saying this is that LAT can be thought of invariantly as a metric on the
determinant line
detH∗(M ;F ) =
m∧
q=0
(∧topHq(M ;F ))(−1)q+1 ,
where the inverse of a vector space denotes its dual.
For a manifold with cusp ends, the definition of analytic torsion is similar but slightly more
complicated. Let M ′ be a manifold with boundary H and x a boundary defining function
for H. Assume that H participates in a fiber bundle
Z —H
φ−−→ Y
and fix a connection for φ. As above there is a bundle, the d-tangent bundle, dTM ′ whose
sections are locally generated by x∂x, ∂y,
1
x
∂z and a dual bundle, the d-cotangent bundle,
dT ∗M ′ whose sections are locally generated by dx
x
, dy, x dz. (If M is a closed manifold with
hypersurface H and M ′ = M \H then dTM ′ ∼= ε,dTXs
∣∣
Bsm
.)
A general fibered cusp metric, or d-metric, is a bundle metric on dTM ′ but it is convenient
to single out particularly well-behaved d-metrics. First, a product-type d-metric is a
metric of the form
gd =
dx2
x2
+ x2gH/Y + φ
∗gY
in a collar neighborhood C ∼= [0, 1)x ×H of H, with gY a metric independent of x on Y and
gH/Y a symmetric 2-tensor on H restricting to a Riemannian metric on each fiber of φ. We
say a d-metric is product-type to order k if it differs from a product-type metrics by a
smooth section of S2(dT ∗M ′) which vanishes to order k at ∂M ′. Analogously to Definition
7.5, we say that gd is an even d-metric if it is a d-metric which in a collar neighborhood
C of ∂M ′ differs from a product-type d-metric gpt by elements of x2C∞(U ;S2(dTHM ′)) and
x2C∞(U ;S2(dTHM ′)) having only even powers of x in their expansion at ∂M ′, where here
the decomposition in C
dT ∗M ′ = dT ∗HM
′ ⊕ dT ∗HM ′
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in terms of vertical and horizontal forms is the one induced by gpt for the fiber bundle
[0, 1)x × H → [0, 1)x × Y defined using φ : H → Y . More generally, we say it is even to
order ` if it differs from even d-metric by a smooth section of S2(dT ∗M ′) vanishing to order
` at ∂M ′.
Let (F,∇F ) be a flat vector bundle over M ′ and let gF be a bundle metric on F, not
necessarily compatible with ∇F . We say that gF is even in x if its Taylor expansion at H
has only even powers of x. Equivalently, gF is even in x if when we extend F to the double
of M ′ over H, gF extends to a smooth bundle metric over the double.
We form the twisted d-differential forms
dΩ∗(M ′;F ) = C∞(Xs; Λ∗(dT ∗M ′)⊗ F ),
with corresponding de Rham operators ðdR and Hodge Laplacians ∆q. We assume that
(F,∇F , gF ) satisfy the hypotheses of Lemma 2.1 so that ðdR is Fredholm on L2d.
We can not define the zeta function directly as above because the heat kernel of such a
Laplacian is not trace-class. However, as in [Mel93,MN96,Alb09], we can define a renormal-
ized trace by showing that the function
z 7→ Tr(xze−t∆q)
is finite for Re z  0 and has a meromorphic continuation to C, so that we can set
R Tr
(
e−t∆q
)
= FP
z=0
Tr(xze−t∆q).
This follows from the construction of the heat kernel above (and also from [Vai01, §4]), as
does the important fact that this renormalized trace has asymptotic behavior similar to that
on closed manifolds (see [AR13, Theorem A.1])
as t→∞, R Tr (e−t∆q − Πker ∆q)→ 0 exponentially
as t→ 0, R Tr (e−t∆q) ∼ t−m/2∑
k≥0
ak/2t
k/2 + t−(h+1)/2
∑
k≥0
bk/2t
k/2 log t
as long as (F, gF ) satisfy the hypotheses of Lemma 2.1. The corresponding zeta function
ζq(s) =
1
Γ(s)
∫ ∞
0
ts R Tr
(
e−t∆q − Πker ∆q
) dt
t
is hence holomorphic for Re s > m/2 with a meromorphic continuation to C with at worst
double poles. There is a pole at s = 0, with residue bh+1/2, but if Y is even dimensional our
analysis of the heat kernel for even metrics in §7.3 shows that bh+1/2 vanishes if gd is even to
order ` ≥ h+ 2. For surfaces with cusps, this way of defining the zeta function was used for
example in [AAR13,AAR15].
We define
LAT(M ′, gd, F ) =
1
2
m∑
q=0
(−1)qq
(
FP
s=0
ζq(s)
s
)
.
Just as on a closed manifold we have the following variation formula.
Lemma 10.1. Let F −→M ′ be a bundle with flat connection ∇F and bundle metric gF , not
necessarily compatible with ∇F , but even in x. Let σ 7→ gσ be a family of fibered cusp metrics
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that are even to order ` ≥ dimY + 2 and whose difference is O(x) as sections of S2(dT ∗M ′),
and let
α = ∗−1∂σ
∣∣
σ=0
∗ .
If m = dimM is odd and h = dimY is even then the variation of the analytic torsion is
given by
∂σ
∣∣
σ=0
LAT(M ′, gσ, F ) =
1
2
m∑
q=0
(−1)q Tr(αqΠker ∆q)
where αq is the restriction of α to forms of degree q, and hence analytic torsion defines a
metric on the Hodge cohomology determinant line independent of σ. If the flat bundle F is
also acyclic, then analytic torsion is a number independent of σ.
Proof. First, since gσ are even to order ` ≥ 2 and differ by O(x), they actually differ by
O(x2). Next let us determine the structure of α. We know that there is a collar neighborhood
C = [0, 1)×H of ∂M ′ with respect to which
gσ −
(
dx2
x2
+ x2gH/Y + φ
∗gY
)
∈ x2C∞even(C ;S2(dT ∗M ′)) + x`C∞(C ;S2(dT ∗M ′)),
where gH/Y and φ
∗gY are constant in x and smooth in σ, and where C∞even(C ;S2(dT ∗M ′)) is
the space of smooth sections with even expansion at ∂M ′. Let {ei} be a frame for TH/Y
orthonormal with respect to gH/Y
∣∣
σ=0
and {ηµ} be a frame for TY orthonormal with respect
to gY
∣∣
σ=0
. Let {ei} and {ηµ} be their horizontal lifts to C with respect to the connection in-
duced by the metric. Let F = { 1
x
ei, ηµ, x∂x} be the resulting frame for dTM ′ (not necessarily
orthonormal for any metric) and let F [ be the dual frame for dT ∗M ′. We can write
gσ =
∑
θi,θj∈F[
gij(σ)θ
i ∧ θj with gij ∈ C∞even(C ) + x`C∞(C )
where C∞even denotes functions even in x and hence, for any s ∈ C∞(C ;F ),
∗(s(ζ)θi1 ∧ · · · ∧ θip) =
√
det(gij)
(m− p)! g
i1`1 · · · gip`ps(ζ)ε`1···`mθ`p+1 ∧ · · · ∧ θ`m .
This shows that
(10.1) α ∈ C∞even(C ; Hom(Λ∗(dT ∗M ′)) + x`C∞(C ; Hom(Λ∗(dT ∗M ′)).
In particular, since ∂σgij = O(x2), we point out that α isO(x2) as a section of Hom(Λ∗(dT ∗M ′)).
Duhamel’s formula yields
∂σe
−t∆q = −
∫ t
0
e−s∆q∂σ∆e−(t−s)∆q ds
and a direct computation using (2.4) shows that
∂σ
∣∣
ε=0
∆ = −αδd+ δαd− dαδ + dδα.
Since α is O(x2), the construction of the heat kernel above implies that αe−t∆ is trace-class
for all t > 0 (as are αde−t∆, αδe−t∆, and αdδe−t∆) and hence ∂σe−t∆q is trace-class for all
t > 0. Thus we can compute as in [RS71, Theorem 2.1] and find that
∂σ
∑
(−1)qq R Tr (e−t∆q) = t∂t∑(−1)q Tr (αqe−t∆q)
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where αq is the restriction of α to forms of degree q and hence, for Re s > m/2,
∂σ
∑
(−1)qqζq(s) = s
Γ(s)
∫ ∞
0
ts
∑
(−1)q+1 Tr (αq(e−t∆q − Πker ∆q)) dtt .
Now our construction of the heat kernel in §7.1 and its refinement in §7.3 (by restricting
to Bmf ) together with (10.1) imply that
tr(αe−t∆) ∼
(
ρ−h−1tff
∑
2k<`
A2k(α)ρ
2k
tff + ρ
−h+`−1
tff
∑
A′k(α)ρ
k
tff
)
µ
and so ` > h+ 1 guarantees that there is no constant term in this expansion.
Applying Melrose’s push-forward theorem to αe−t∆ on [M ′ × R+√
t
;H × {0}], yields
Tr
(
αe−t∆
) ∼ t−m/2∑
k≥0
ak(α)t
k
+ t−(h+1)/2
 ∑
0≤k<(`−1)/2
a˜k(α)t
k + t`/2
∑
k≥0
a˜′k(α)t
k/2 +
∑
k≥0
bk/2(αq)t
k/2 log t
 as t→ 0.
where the {ak(αq)} are the contribution from the interior lift of {
√
t = 0}, the {a˜k(αq)} are
the contribution from the front face of the blow-up, and the {bk/2(αq)} are the contribution
from the corners (see the appendix of [AR13] for details). In particular this lets us deduce
that, since m is odd and α ∈ O(x2), the coefficient of t0 log t vanishes since neither corner
has a term at order t0.
Thus we can meromorphically continue ∂σ
∑
(−1)qqζq(s) to the complex plane and we find
that, near s = 0, it equals
s
∑
q
(−1)q Tr(αqΠker ∆q) +O(s2)
which proves the variation formula in the lemma. 
We will prove our main results for product-type d metrics, it follows from this lemma that
they will hold for d-metrics that are of even to order h+ 2.
To relate the analytic torsion of M with a smooth metric to the analytic torsion of [M ;H]
with a fibered cusp metric, we will use our uniform construction of the resolvent and the
heat kernel of the Hodge Laplacian as ε → 0. Putting these together we will see that the
limit as ε → 0 of the analytic torsion is equal to the sum of the analytic torsion of [M ;H]
and a contribution from each of the model operators.
In order to compute these limits, it will be very useful to rewrite FP
s=0
1
s
ζ(s) as a renormalized
integral. From
R Tr
(
e−t∆
) ∼ t−m/2∑
k≥0
ak/2t
k/2 + t−(h+1)/2
∑
k≥0
bk/2t
k/2 log t
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(where for closed manifolds we have RTr = Tr, ak/2 = 0 if k is odd and bj = 0 for all j), we
see that, for Re s > m/2 and any L > −m/2,∫ 1
0
ts R Tr
(
e−t∆ − Πker ∆
) dt
t
= fL(s)
+
∫ 1
0
ts
− dim ker ∆ + ∑
−m/2≤k<L
a(k+m)/2t
k/2 +
∑
−(h+1)/2≤k<L
b(h+1+k)/2t
k/2 log t
 dt
t
with fL(s) holomorphic for Re s > −L. Since we have∫ 1
0
ts+k/2
dt
t
=
1
s+ k/2
,
∫ 1
0
ts+k/2 log t
dt
t
= − 1
(s+ k/2)2
,
the integral above is a meromorphic function on C with at worst double poles and explicit
singular parts. Near s = 0 we can write 1
Γ(s)
= s + γs2 + 1
12
(6γ2 − pi2)s3 +O(s4) where γ is
the Euler-Mascheroni constant. It follows that the meromorphically continued zeta function
is equal, near s = 0, to(
s+ γs2 +
6γ2 − pi2
12
s3 +O(s4)
)(
−b(h+1)/2
s2
+
am/2 − dim ker ∆
s
+
R∫ ∞
0
R Tr
(
e−t∆
) dt
t
+O(s)
)
and so the coefficient of s is
R∫ ∞
0
R Tr
(
e−t∆
) dt
t
− 6γ
2 − pi2
12
b(h+1)/2 + γ(am/2 − dim ker ∆),
so that
(10.2) ζ ′(0) =
R∫ ∞
0
R Tr
(
e−t∆
) dt
t
− 6γ
2 − pi2
12
b(h+1)/2 + γ(am/2 − dim ker ∆).
In particular for a closed manifold (with b(h+1)/2 = 0), this yields
(10.3) ζ ′(0) =
R∫ ∞
0
R Tr
(
e−t∆
) dt
t
+ γ(am/2 − dim ker ∆).
More generally, we have seen that when h = dimY is even, gF is even and gd is even to order
h + 2, we have b(h+1)/2 = 0 for the Hodge Laplacian, and hence (10.3) holds just as for a
closed manifold in this case.
11. Asymptotics of analytic torsion
Having determined the behavior under fibered cusp surgery of the resolvent of Dirac-type
operators, and hence their small eigenvalues, and the heat kernels of Laplace-type operators,
we can now determine the behavior of the corresponding zeta functions. Specializing to
twisted de Rham operators we will find the asymptotics of analytic torsion. In particular
we will show that its finite part as ε → 0 decomposes into a contribution from the various
model operators. We will first describe the general case and then impose extra conditions
on the representations to determine these contributions.
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Let Dε,d be a Dirac-type operator as in §4 satisfying Assumptions 1 and 2 of that section.
For positive ε, the derivative of the zeta function of D2ε,d at s = 0 is given by (10.3)
ζ ′(0) = γ(am/2 − dim kerD2ε,d) +
R∫ ∞
0
Tr(e−tD
2
ε,d)
dt
t
and we wish to determine the finite part as ε→ 0.
Recall from §7.2 that the trace of the heat kernel of D2ε,d is polyhomogeneous on
ET = [[0, 1]ε × R+τ ; {ε, τ = 0}]
where τ =
√
t , which has two boundary hypersurfaces over ε = 0, Baf and Btff . By the
renormalized push-forward theorem of [HMM95, Lemma 2.4], at Baf , the trace of the heat
kernel behaves like
Tr(e−tD
2
ε,d) = a log ρaf +
R Tr
(
e−t∆d
)
+ R Tr
(
e−t∆b
)
+ o(1),
while at Btff , the expansion of the trace of the heat kernel has the form
(11.1) Tr(e−tD
2
ε,d) ∼ ρ−mtff
m∑
k=0
Atffk ρ
k
tff + ρ
−h−1
tff
h+1∑
`=0
A˜tffk ρ
`
tff log ρtff + o(1),
and we have seen that for product-type metrics many of these coefficients vanish.
First let us consider the renormalized integral for large time. On a manifold undergoing
surgery we denote the set of small eigenvalues by Specsmall(∆) and we can write
Tr
(
e−tD
2
ε,d
)
= Tr
( ∑
λ∈Specsmall(∆)
e−tλΠλ
)
+O(e−tδ) = Tr
(
e
−tD2ε,d
small
)
+O(e−tδ) as t→∞
with the advantage that δ is independent of ε, where e
−tD2ε,d
small = Πsmalle
−tD2ε,dΠsmall. Next
notice that
FP
s=0
∫ ∞
1
tse−tλ
dt
t
=

0, if λ = 0,
FP
s=0
1
λs
∫ ∞
λ
tse−t
dt
t
=
∫ ∞
λ
e−t
dt
t
=: Γ(0, λ), if λ 6= 0,
and so
R∫ ∞
1
Tr(e−tD
2
ε,d)
dt
t
=
R∫ ∞
1
Tr(e−tD
2
ε,d − e−tD
2
ε,d
small )
dt
t
+
R∫ ∞
1
Tr(e
−tD2ε,d
small )
dt
t
=
∫ ∞
1
Tr(e−tD
2
ε,d − e−tD
2
ε,d
small )
dt
t
+
∑
λ∈Specsmall(D2ε,d)\{0}
Γ(0, λ) dim ker(D2ε,d − λ).
Now as ε→ 0 we have that
FP
ε=0
∫ ∞
1
Tr(e−tD
2
ε,d − e−tD
2
ε,d
small )
dt
t
=
R∫ ∞
1
RTr(e−t∆d)
dt
t
+
R∫ ∞
1
RTr(e−t∆b)
dt
t
,
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while, as λ→ 0, Γ(0, λ) = − log λ− γ +O(λ). Let us abbreviate
Nε = dim kerD
2
ε,d, Nb = dim ker ∆b, Nd = dim ker ∆d,
log ζsmall(D
2
ε,d) = log
∏
λ∈Specsmall(D2ε,d)\{0}
repeated with multiplicity
λ.
Then FPε=0 log ζsmall(D
2
ε,d) makes sense provided the logarithm of the product of the positive
small eigenvalues has a polyhomogeneous expansion at ε = 0. In this case, we have that
FP
ε=0
R∫ ∞
1
Tr(e−tD
2
ε,d)
dt
t
=
R∫ ∞
1
Tr(e−t∆d)
dt
t
+
R∫ ∞
1
Tr(e−t∆b)
dt
t
− γ(Nb +Nd −Nε)− FP
ε=0
log ζsmall(D
2
ε,d).
Next let us consider the renormalized integral for small time
R∫ 1
0
Tr(e−tD
2
ε,d)
dt
t
,
for which we will use the following diagram
ET
∣∣
τ≤1
βε,τ //
piε
$$
[0, 1]ε × [0, 1]τ
pε
xx
[0, 1]ε.
Lemma 11.1. i) If, in the push-forward along piε, we renormalize using τ (as opposed to
ρtf) the resulting map satisfies
A(Etf ,Etff ,Eaf )(ET ∣∣
τ≤1) −→ AF ([0, 1]ε)
f 7−→ FP
s=0
piε∗(fβ∗ε,τ (t
s dt
t
))
where
F = Eaf∪Etff ∪
⋃
{`:(0,`)∈Etf}
{(z, q) : ∃(z, p) ∈ Etff , q ∈ {p+ 1, . . . , p+ `+ 1}}.
ii) We have that
FP
ε=0
R∫ 1
0
Tr(e−tD
2
ε,d)
dt
t
=
R∫ 1
0
R Tr
(
e−t∆d
) dt
t
+
R∫ 1
0
R Tr
(
e−t∆b
) dt
t
+
R∫ ∞
0
Atffm
dσ
σ
,
where Atffm is defined in equation (11.1). iii) As ε ↘ 0, we have the following polyhomoge-
neous expansion
(11.2)
R∫ 1
0
Tr(e−tD
2
ε,d)
dt
t
∼
0∑
k≥−h−1
εk(ck + dk log ε) + e0(log ε)
2 + o(1).
Moreover, d−h−1 = 0 when the pushforward of Ntff (e
−tD2ε,d) in (7.2) to Btff (ET ) has no
term of order zero at Btf (ET ), which holds in particular when m is odd.
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Proof.
i) This is a small generalization of [AR13, Theorem A.1]. We may use a partition of
unity to restrict the support of f. If f is supported away from Btf then the renormalized
push-forward coincides with the usual push-forward and the index set Eaf∪Etff follows from
Melrose’s push-forward theorem [Mel92]. Thus it suffices to consider f supported near the
corner Btff ∩Btf , say in {ρtf , ρtff ≤ δ}. We can use projective coordinates
ε, σ =
τ
ε
in which ρtff = ε and ρtf = σ. We can write the pull-back of t
s−1 dt as 2(σε)2s (ε−1dε +
σ−1dσ). The integral along the slice ε = ε0 of ρ
j
tff (log ρtff )
pρktf (log ρtf )
`β∗ε,τ (t
s dt
t
) is equal to
2ε2s+j0 (log ε0)
p
∫ δ
0
σk+2s(log σ)`
dσ
σ
= 2ε2s+j0 (log ε0)
p
∑`
j=0
(−1)j `!
(`− j)!
δk+2s(log δ)`−j
(k + 2s)j+1
.
If k 6= 0 then this has finite part at s = 0 equal to Cεj0(log ε0)p for some constant C. If k = 0
then we can replace (ε0δ)
2s with its Taylor expansion
∑
n≥0(2s log ε0δ)
n/n! and write this
integral as
εj0(log ε0)
p
`+1∑
n=1
Cn(log ε0)
n
for some constants Cn. Thus every term of the form ρ
j
tff (log ρtff )
p(log ρtf )
` contributes terms
εj(log ε)q, q ∈ {p+ 1, . . . , p+ `+ 1} to the final expansion.
Note that if we had renormalized using ρtf instead of τ the final index set would have been
Eaf∪Etff just as in the usual push-forward theorem. This was pointed out in [HMM95, page
128].
ii) It follows from (i) that the contribution to the expansion of
R∫ 1
0
Tr(e−tD
2
ε,d)dt
t
in ε
from the corners of ET involves positive powers of log ε and so will not contribute to the
constant term in ε. Thus the constant term comes from the constant term in the expansion
of Tr(e−tD
2
ε,d)dt
t
at Baf , which is
R∫ 1
0
R Tr
(
e−t∆d
) dt
t
+
R∫ 1
0
R Tr
(
e−t∆b
) dt
t
and the constant term in its expansion at Btff which is
R∫ ∞
0
Atffm
dσ
σ
.
iii) Recall that the coefficients in the expansion of R Tr
(
e−tD
2
ε,d
)
at Btff (ET ) comes
from the coefficients of the expansion of e−tD
2
ε,d at Bε,τ (∆HX) and Btff (∆HX). However,
as explained in Lemma 7.9, the terms coming Bε,τ (∆HX) yields terms on ET that are
in fact lifts of polyhomogeneous terms on [0, 1]ε × R+τ , with singular expansion at τ = 0
but smooth expansion at ε = 0. Thus, when we take the renormalized integral in τ , these
terms are bounded as ε ↘ 0. Thus, when we want to compute the singular terms in the
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polyhomogeneous expansion of the renormalized integral in (11.2), instead of what is given
in (7.40), we can effectively assume that R Tr
(
e−tD
2
ε,d
)
is an element of
A−m,−h−1,0∪0(ET )
to apply i), which yields (11.2) as desired. Moreover, since coefficient d−h−1 of the term of
order ε−h−1 log ε comes from the coefficient of the term of order zero at Btf (ET ) in the
pushforward of Ntff (e
−tD2ε,d) in (7.2) to Btff (ET ), we see that d−h−1 = 0 when this term
is zero. In particular, we see from the formula for Ntff (e
−tD2ε,d) in (7.2) that this the case
when m is odd.

Applying these considerations to the twisted de Rham operator, we will obtain an ex-
pression for the asymptotics of the analytic torsion. This will involve the analytic tor-
sion of [M ;H] with the induced d-metric, and also an expression related to, but different
from, the analytic torsion of Y × [−pi/2, pi/2] with the induced b-metric and the flat bundle
ρNH∗(H/Y ;F ). Namely, recall that
Db ∈ Diff1b(Y × [−pi/2, pi/2]; Λ∗(Y × [−pi/2, pi/2])⊗ ρNH∗(H/Y ;F ))
is such that its square D2b splits into a direct sum of operators D
2
b = ⊕(D2b )j,k, with
(D2b )j,k ∈ Diff2b(Y × [−pi/2, pi/2]; Λj(Y × [−pi/2, pi/2])⊗ ρkHk(H/Y ;F )).
Let ζj,k(s) denote the zeta function of (D
2
b )j,k defined using the renormalized trace of its heat
kernel and define
LAT(Y × [−pi/2, pi/2], Db,H∗(H/Y ;F )) = 1
2
∑
j,k
(−1)j+k(j + k)ζ ′j,k(0).
Now we can state our conclusion regarding the asymptotics of the zeta function and analytic
torsion.
Theorem 11.2. Let M be a closed oriented manifold with a two-sided hypersurface H ⊆M
participating in a fibration H
φ−−→ Y and x a fixed choice of defining function for H. Let gε,d
be a fibered cusp surgery metric of product-type to order two, E −→ Xs a Cl(ε,dTXs)-bundle
with associated Dirac-type operator ðε,d satisfying Assumptions 1 and 2 from §4. Then the
zeta function of D2ε,d is such that
(11.3) ζ ′ε,d(0) + log ζsmall(D
2
ε,d) ∼
0∑
k=−h−1
εk(c˜k + d˜k log ε) + e˜0(log ε)
2 + o(1)
as ε ↘ 0 with d˜−h−1 = 0 if the pushforward of Ntff (e−tD2ε,d) in (7.2) to Btff (ET ) has no
term of order zero at Btf (ET ), which holds in particular when m is odd. Moreover,
(11.4) FP
ε=0
(
ζ ′ε,d(0) + log ζsmall(D
2
ε,d)
)
= ζ ′d(0) + ζ
′
b(0)− γa(h+1)/2(D2b )
+
6γ2 − pi2
12
b(h+1)/2(D
2
d) +
R∫
Btff∩Btf
Atff∩tf +
R∫ ∞
0
Atffm
dσ
σ
,
where ζd and ζb are the zeta functions defined using
R Tr
(
e−t∆d
)
and R Tr
(
e−t∆b
)
, a(h+1)/2(D
2
b )
is the coefficient of order t0 as t ↘ 0 of RTr(e−tD2b ), b(h+1)/2(D2d) is the coefficient of order
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log t as t↘ 0 of RTr(e−tD2d), Atff∩tf is the coefficient order ρ0tffρ0tf of tr(e−t∆
2
ε,d) at Btff∩Btf
in ∆HX , and A
tff
m was introduced in (11.1).
Proof. The only term that we have yet to consider in the explicit formula (10.3) for ζ ′(0) is
am/2(∆ε,d), the constant term in the short time asymptotics of the trace of the heat kernel.
Directly from our construction of the heat kernel and the pushforward theorem, we have that
am/2(∆ε,d) ∼ q(0,1) log ε+ q0 + o(1)
as ε↘ 0 and
(11.5) q0 = FP
ε=0
am/2(∆ε,d) = am/2(∆d) +
R∫
Btff∩Btf
Atff∩tf .
Thus, combining (10.3) with Lemma 11.1 and Proposition 7.3 yields the polyhomogeneous
expansion (11.3). To compute the finite part at ε = 0, recall that for ε > 0 we have
ζ ′ε,d(0) =
R∫ ∞
0
R Tr
(
e−t∆ε,d
) dt
t
+ γ(am/2(∆ε,d)−Nε),
and we have computed that
FP
ε=0
R∫ ∞
0
R Tr
(
e−t∆ε,d
) dt
t
=
R∫ ∞
0
Tr(e−t∆d)
dt
t
+
R∫ ∞
0
Tr(e−t∆b)
dt
t
− γ(Nb +Nd −Nε)− FP
ε=0
log ζsmall(D
2
ε,d) +
R∫ ∞
0
Atffm
dσ
σ
,
which together with (11.5) and (10.2) establishes (11.4). 
Corollary 11.3. Let F −→ Xs be a vector bundle with flat connection ∇F and metric gF ,
not necessarily compatible. If h = dimY is even, gF is even in ρ, gε,d is an even ε, d-metric
to order h+ 2, and F −→ Xs is Witt over Bsb, then we have
(11.6) FP
ε=0
(
LAT(M, gε,d, F ) +
1
2
∑
(−1)qq log ζsmall(∆q)
)
= LAT([M ;H], gd, F )
+ LAT(Y × [−pi/2, pi/2], Db,H∗(H/Y ;F )).
If moreover F is such that
H∗(H/Y ;F ) = 0,
then
(11.7) FP
ε=0
LAT(M, gε,d, F ) = LAT([M ;H], gd, F ).
Proof. The first three terms in (11.4) yield the terms in (11.6). To see that the final terms
do not contribute, first note that since gε,d is even to order h + 2, the trace of the heat
kernel simplifies as explained in §7.3. In particular, Corollary 7.8 and the fact that Y is
even-dimensional show that Atff∩tf = a(h+1)/2(∆b) = b(h+1)/2(∆d) = 0 and that Atffm has no
contribution fromBtff (∆˜HX). Next, Lemma 7.9 shows that whenever χ is a smooth function
on Xs supported away from Bsb, Tr(χe
−t∆) ∈ τ−mC∞([0, 1]ε × R+τ ) and hence
FP
ε=0
R∫ 1
0
Tr(χe−t∆) =
R∫ 1
0
Tr(χ
∣∣
Bsm
e−t∆d).
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It follows that
R∫ ∞
0
Atffm
dσ
σ
has no contribution from Bε,τ (∆˜HX) and so
R∫ ∞
0
Atffm
dσ
σ
= 0.
Finally if H∗(H/Y ;F ) = 0 then LAT(Y × [−pi/2, pi/2], Db,H∗(H/Y ;F )) = 0 and Nb = 0. By
Theorem 8.7, H∗(2)(M \H;F ) = H∗(M ;F ), so Nd = dim H∗(M ;F ) and there are no positive
small eigenvalues, from which the result follows. 
12. A Cheeger-Mu¨ller theorem for fibered cusp manifolds
We now use the analysis of the previous sections to deduce a Cheeger-Mu¨ller theorem for
strongly acyclic flat bundles on manifolds with fibered cusp ends.
Theorem 12.1. Let M be a closed oriented odd-dimensional manifold with a hypersurface
H ⊂ M whose normal bundle is trivial. Let φ : H → Y be a fiber bundle with Y a closed
oriented even-dimensional manifold and let gε,d be a corresponding fibered cusp surgery metric
even to order dimY + 2. Suppose α : pi1(M)→ GL(k,R) is a unimodular representation and
endow the associated flat vector bundle F −→ Xs with an metric gF even in ρ. Assume that
F −→ Xs is such that
H∗(H/Y ;F ) = 0.
Then we have the equality of analytic and Reidemeister torsions
LAT([M ;H], gd, F, gF , µ
∗) = log τ([M ;H], ∂[M ;H], F, µ∗) + log τ(H,α),
where µj is any choice of basis of
Hj([M ;H], ∂[M ;H];F ) ∼= Hj([M ;H];F ) ∼= L2Hj([M ;H], F, gd).
Proof. Since H∗(H/Y ;F ) = 0, Theorem 8.7 can be applied and gives that H∗(H;F ) = 0, so
that Hj([M ;H], ∂[M ;H];F ) ∼= Hj([M ;H];F ). More importantly, it tells us that
(12.1) τ(M,α, µ∗) = τ([M ;H], ∂[M ;H], F, µ∗)τ(H,α).
We can also apply Corollary 11.3 to obtain that
(12.2) FP
ε=0
LAT(M, gε,d, F, gF ) = LAT(M0, gd, F, gF ).
On the other hand, the Cheeger-Mu¨ller theorem [Che79, Mu¨l78, Mu¨l93] implies that for all
ε > 0
(12.3)
log τ(M,α, µ∗) = LAT(M, gε,d, F, gF , µ∗) = LAT(M, gε,d, gF , F )− log
(
Πnq=0[µ
q|ωqε ](−1)
q)
,
where ωqε is any orthonormal basis of the harmonic forms of degree q with respect to gε,d.
By Corollary 5.2 and the fact H∗(H/Y ;F ) = 0, we see that
(12.4) lim
ε→0
[µq|ωqε ] = [µq|ωq0]
with ωq0 an orthonormal basis of L
2-harmonic forms of degree q with respect to the metric
gd. Combining (12.1), (12.2), (12.3) and (12.4) gives the result. 
Corollary 12.2. Let (M ′0, gd) be an oriented odd-dimensional non-compact Riemannian
manifold with fibered cusp ends and M
′
0 its compactification to a manifold with fibered bound-
ary,
Z —H
φ−−→ Y,
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where Y is an oriented even-dimensional compact manifold. Assume that gd is an even fibered
cusp metric to order dimY +2. Let α : pi1(M
′
0) −→ GL(k,R) be a unimodular representation
whose associated flat vector bundle F ′ −→M ′0 is such that
(12.5) H∗(H/Y ;F ′) = 0.
Suppose F ′ is equipped with a smooth bundle metric gF ′ on M
′
0 with having an even ex-
pansion in terms of the boundary defining function. Then we have equality of analytic and
Reidemeister torsions
LAT(M ′0, gd, F
′, µ∗) = log τ(M
′
0, ∂M
′
0, α, µ
∗) +
1
2
log τ(H,α)
for any choice of basis µq of Hq(M
′
0, ∂M
′
0;F ) for q = 0, . . . , dimM0.
Proof. By Lemma 10.1 we can assume that the metric is a product-type fibered cusp metric
at H.
Let M be the double of M ′0 across H and let gε,d be a ε, d-metric on Xs = [M× [0, 1]ε;H×
{0}] that restricts to Bsm = M ′0 unionsqM ′0 to be gd on each copy. Let F −→M be the double of
F ′ −→M ′0. Note that F −→M is a flat bundle (since, e.g., near H, F ′ is the pull-back to a
collar neighborhood of a flat Euclidean bundle over H, and the same will be true for F in a
collar neighborhood of H), and hence so is the pull-back to Xs, which we continue to denote
F. Hence, applying Theorem 12.1 we have that
LAT(M ′0, gd, F
′, µ∗) =
1
2
LAT(Bsm, gd, F, µ
∗ unionsq µ∗)
= log τ(M
′
0, ∂M
′
0, α, µ
∗) +
1
2
log τ(H,α).

Remark 12.3. If we assume instead that M ′0 is even-dimensional in Corollary 12.2, then the
condition H∗(H/Y ;F ′) = 0 ensures by Remark 4.18 that the Hodge Laplacian associated to
F ′ has compact resolvent and discrete spectrum. Thus, if α is an orthogonal representation,
we can apply the argument of [RS71, Theorem 2.3] to see that LAT(M ′0, gd, F
′) = 0.
Notice that the condition (12.5) imposes some restrictions on the type of bundle F one
might consider, in particular it cannot be trivial. Nevertheless, the condition is often satisfied.
Indeed, acyclicity is very common, since for any compact manifold W , acyclic representations
are Zariski open in the set of representations pi1(W )→ GL(n,C), so as soon as there is one
acyclic representation, there are many. Here is a simple way to construct flat Euclidean
bundles on 3-dimensional hyperbolic manifolds with cusp satisfying condition (12.5).
Example 12.4. Pick a compact hyperbolic 3-manifold W = Γ\H3 with Γ a discrete, torsion
free co-compact subgroup of SL(2,C). By [Mu¨l93, Lemma 4.6], we can find an acyclic repre-
sentation ρ : pi1(W )→ GL(n,C) for some n ∈ N. Since the set of acyclic representations is
Zariski open, we can in fact assume that ρ is unitary. Let F be the corresponding unitary flat
vector bundle. Now, pick a simple closed geodesic γ on which F has a non-trivial holonomy
and let M ′0 be the complement of γ in W . Then by a result of Sakai, see [Koj88, Proposi-
tion 4], M ′0 naturally admits a finite volume hyperbolic metric ghyp with a cusp. The link Z of
the cusp is a torus and by our choice of γ, F will be non-trivial on Z, so that H∗(Z;F ) = 0
and Corollary 12.2 does apply to (M ′0, ghyp, F ).
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Appendix A. Model cases: Euclidean Laplacians and Dirac operators
In order to perform the resolvent construction, it is necessary to have a fairly refined
understanding of the mapping properties of Laplacians and Dirac operators on Euclidean
space, as well as on Euclidean space with a point removed. In this section, we develop the
necessary theory.
A.1. Mapping properties near infinity. Let ∆ be the standard Euclidean Laplacian on
Rn with positive spectrum. In polar coordinates, it is of the form
(A.1) ∆ =
1
r2
(
∆Sn−1 −
(
r
∂
∂r
)2
− (n− 2)r ∂
∂r
)
,
where r is the distance function from the origin and ∆Sn−1 is the Laplacian with positive
spectrum for the induced metric on the unit sphere. If % is a boundary defining function for
the radial compactification RC(Rn) of Rn such that % = 1
r
near ∂ RC(Rn), this means that
away from the origin,
∆ = %2
(
∆Sn−1 −
(
%
∂
∂%
)2
+ (n− 2)% ∂
∂%
)
.
Then let A = %−2∆. The operator A is an elliptic b-differential operator of order 2 on
RC(Rn), with indicial family given by
Â(τ) = ∆Sn−1 + τ
2 + i(n− 2)τ,
so that, in the notation of [Mel93],
Specb(Â) =
−in− 22 ± i
√
ν +
(
n− 2
2
)2
| ν ∈ Spec(∆Sn−1)
 .
In particular, we have Specb(Â) = {0, i} when n = 1 and Specb(Â) = iZ when n = 2. When
n > 2, Specb(Â) ⊂ iR, with
(A.2) 0, n− 2 ∈ i Specb(Â), (0, n− 2) ∩ i Specb(Â) = ∅.
Following [Mel93, (5.118)], we have, for each α ∈ R, two natural index sets associated to
the indicial family Â:
(A.3) Ĥ±n (α) = {(z, k) ∈ C× N0 | ∃m ∈ N0,Re z > ±α +m,
±(z −m) ∈ i Specb(Â), k + 1 ≤
m∑
j=0
ord(−i(z − j))
}
.
From [Mel93, Proposition 5.61], we have the following standard regularity result.
Proposition A.1. If G is an index set and if u ∈ %αHmb (RC(Rn)) is such that Au ∈
AGphg(RC(Rn)), then in fact u ∈ AG∪Ĥ
+
n (α)
phg (RC(Rn)).
The parametrix construction in [Mel93] can also be used to obtain the following result
about the Euclidean Laplacian.
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Proposition A.2. For m ∈ N0, the map
(A.4) ∆ : %εHm+2b (RC(R
n))→ %ε+2Hmb (RC(Rn)
is Fredholm if and only if ε /∈ i Specb(Â). Moreover, it is injective for ε ≥ 0 and surjective
for ε < n− 2 with ε /∈ i Specb(Â). In particular, if n > 2, it is bijective for ε ∈ (0, n− 2).
Proof. It is standard that ∆ has no kernel in L2(Rn; geuc), where geuc is the Euclidean metric.
Since L2(Rn; geuc) = %
n
2L2b(RC(Rn)), this means that the map (A.4) is injective for ε ≥ n2 . But
if n 6= 2, by Proposition A.1 and (A.2) (and, when n = 1, the fact that i Specb(Â) = {−1, 0}),
we see that in fact the map (A.4) is injective for ε > 0. If n = 2 and ε > 0, then we know by
Proposition A.1 that any element in the kernel tends to zero at infinity, and therefore must
be zero by the maximum principle. So, in all cases, the map (A.4) is injective for ε > 0.
Now, since ∆ is essentially self-adjoint on L2(Rn, geuc), one computes that the formal
adjoint of A = %−2∆ is given by
A∗ = %−n∆%n−2.
Consequently, the map
A∗ : %εHm+2b (RC(R
n))→ %εHmb (RC(Rn))
is injective for ε + n − 2 > 0. By the duality of %εL2b(RC(Rn)) and %−εL2b(RC(Rn)), this
means that the map (A.2) is surjective for ε < n− 2 with ε /∈ i Specb(Â).
Finally, to see that it is also injective for ε = 0, notice that by the relative index theorem
of [Mel93], the kernel of the map (A.4) is precisely given by the constant functions when
ε < 0 is sufficiently close to zero. Since the constant functions are not in L2b(RC(Rn)), this
means the map (A.4) is injective when ε = 0. 
This has the following interesting application.
Corollary A.3. Let Hn = Ĥ
+
n (α), where α < n − 2 is chosen sufficiently large so that
(α, n− 2) ∩ i Specb(Â) = ∅.Then there exists a natural linear continuous map
∆−1 : S(Rn)→ AHnphg(RC(Rn))
such that ∆◦∆−1f = f for all f ∈ S(Rn), where S(Rn) is the space of Schwartz functions on
Rn. Here the norm on the image space is C∞ on the coefficients and CN on the remainders,
as in the discussion after (5.150) of [Mel93].
Proof. First, for n > 2, we can take any α ∈ (0, n − 2). By [Mel93, Proposition 5.64], the
inverse of the bijective map
(A.5) A : %εHm+2b (RC(R
n))→ %εHmb (RC(Rn))
is given by an element A−1 ∈ Ψ−2,Ĥ+n (α),Ĥ−n (α)b,os (RC(Rn)). Thus, ∆−1 = A−1ρ−2 has the desired
properties. If instead n ≤ 2 and α < n− 2 is such that (α, n− 2)∩ i Specb(Â) = ∅, then the
map (A.5) is surjective with kernel given by the constant functions. Thus we can still define
A−1 ∈ Ψ−2,Ĥ+n (α),Ĥ−n (α)b,os (RC(Rn)) unambiguously by projecting off the constants, so that we
can take again ∆−1 = A−1ρ−2. 
The corresponding property for Dirac operators follows. Let E be a representation of the
Clifford algebra Cl(Rn, geuc) and D ∈ Diff1(Rn;E) the corresponding Dirac operator.
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Corollary A.4. There is a natural continuous linear map
D−1 : S(Rn;E)→ AJnphg(RC(Rn);E)
such that D ◦D−1f = f for all f ∈ S(Rn;E), where
Jn =
{
Hn + 1, n 6= 2,
(Hn + 1) \ {(1, 1)}, n = 2,
is such that inf Jn = n− 1.
Proof. In this case, ∆ := D2 is just the Euclidean Laplacian acting on a trivial bundle with
trivial connection on Rn. The previous corollary gives us a natural continuous linear map
∆−1 : S(Rn;E)→ AHnphg(RC(Rn);E)
such that ∆ ◦∆−1f = f for all f ∈ S(Rn;E). Thus, it suffices to take D−1 = D∆−1. Since
D is a scattering differential operator, it adds 1 to each element of the index set, which
immediately completes the proof when n 6= 2.
When n = 2, inf(Hn + 1) = (n − 1, 1), so we still have to show we can take J2 =
(H2 + 1) \ (1, 1); that is, that there is no term of the form log rr in the expansion at infinity
of any element of the image of D−1. To do this, let f ∈ S(Rn;E). The first term in the
asymptotic expansion of ∆−1f at infinity is of the form
f∂ log r
with f∂ ∈ ker ∆S1 . On the other hand, in polar coordinates, D is of the form
D = γx∂x + γy∂y =
1
r
(γθ
∂
∂θ
+ γrr
∂
∂r
);
here γx and γy are fixed elements of the Clifford algebra ,while
γr = γx cos θ + γy sin θ and γθ = −γx sin θ + γy cos θ
are endomorphisms of E (seen as a bundle on R2) depending only on θ. Since fδ ∈ ker ∆S1 ,
we must have ∂f∂
∂θ
= 0. Consequently,
D(fδ log r) = γr
fδ
r
is the first term in the asymptotic expansion of D−1f = D∆−1f . In particular, there are no
term of the form log r
r
in the asymptotic expansion of D−1f , showing that we can take the
smaller index set J2 = (H2 + 1) \ {(1, 1)} when n = 2. 
A.2. Mapping properties near a blown-up point. We now introduce the space
(A.6) R˜n = [Rn; {0}]
formed by blowing up the origin in Rn. Let β : R˜n → Rn be the blow-down map. As before,
let ∆ be the standard Euclidean Laplacian. However, this time, we are interested in the
mapping properties near the origin rather than those near infinity. From (A.1), we see that,
in polar coordinates, the operator
B = r2∆ = ∆Sn−1 −
(
r
∂
∂r
)2
− (n− 2)r ∂
∂r
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is a b-operator near the boundary component β−1(0) in R˜n. Its indicial family there is given
by
(A.7) B̂(τ) = ∆Sn−1 + τ
2 − i(n− 2)τ
so that
Specb(B̂) =
in− 22 ± i
√
ν +
(
n− 2
2
)2
| ν ∈ Spec(∆Sn−1)
 .
From [Mel93, (5.118)], we have for each fixed α ∈ R two natural index sets associated to the
indicial family B̂:
(A.8) Ĝ±n (α) = {(z, k) ∈ C× N0 | ∃m ∈ N0,Re z > ±α +m,
±(z −m) ∈ i Specb(B̂), k + 1 ≤
m∑
j=0
ord(−i(z − j))
}
.
Since any Laplacian is locally modelled on the Euclidean Laplacian, it is not surprising
that we obtain the same index sets if we apply the same blow-up construction to a Laplacian
not necessarily coming from the Euclidean metric.
Lemma A.5. Let g be a Riemannian metric on Rn and ∆g the corresponding Laplacian.
Then r2∆g is a b-operator near β
−1(0), with indicial family having the same zeros with the
same ranks and orders as the indicial family (A.7).
Proof. Choose linear coordinates on Rn so that gij(0) = δij at the origin. With this choice,
∆g = ∆ + f∆
′, where f is a smooth function with f = O(r) near the origin and ∆′ is a
smooth differential operator of order 2. Thus, r2∆g has the same indicial family as r
2∆,
from which the result follows. 
As before, we need to convert this to a statement about Dirac operators. Let g be a
(possibly incomplete) smooth Riemannian metric on Rn, Clg(TRn) the corresponding bundle
of Clifford algebras, and E → Rn a Clifford bundle with Clifford connection. Let ð be the
corresponding Dirac-type operator. We will be interested in the operator D := ð + a for
some a ∈ C∞(Rn; End(E)).
Lemma A.6. The operator D := ð+ a above is such that r2D2 is a b-operator near β−1(0)
in R˜n with indicial family having the same zeros as (A.7) with the same orders and ranks.
In particular, for α ∈ R, r2D2 has the same associated index sets (A.8).
Proof. As before, choose linear coordinates on Rn such that gij(0) = δij and choose a trivi-
alization of E extending the Clifford action of Clg(TRn)|0 at the origin to all of E. We then
have an Euclidean Dirac-type operator ðeuc such that ð − ðeuc = fð′, where f is a smooth
function with f = O(r) near the origin and ð′ ∈ Diff1(Rn;E). Therefore, since r(fð′ + a) is
a b-operator with vanishing indicial family at β−1(0), we see that the b-operator
r2D2 = r2(ðeuc + fð′ + a)2 = r2ð2euc + r2((fð′ + a)2 + ðeuc(fð′ + a) + (fð′ + a)ðeuc)
has the same indicial family as r2ð2euc. But ð2euc is just the Euclidean Laplacian acting on the
sections of the trivialized vector bundle E. This means that the indicial family of r2ð2euc (and
therefore of r2D2) has the same zeros with the same orders as the indicial family (A.7). 
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The fact that the zeros of the indicial family and their orders do not depend on the
particular choice of ð and a is a useful fact when we have a family of such objects. We will
be particularly interested in the following situation. Let ν : F → X be a real vector bundle
of rank n over a smooth compact manifold X, possibly with boundary. Let F˜ be obtained
from the total space F of the vector bundle by blowing up the zero section, and denote by
β : F˜ → F the blow down map. Let E → F be a vector bundle over F , and consider a family
of fiberwise operators D ∈ Diff1(F/X;E) which are of the form considered in Lemma A.6.
Proposition A.7. For λ ∈ C, let λ 7→ fλ ∈ %C∞c (F˜ ;E) be a holomorphic family of sections,
where % ∈ C∞(F˜ ) is a boundary defining function for the boundary face β−1(0) in F˜ . Then
there exists a holomorphic family λ 7→ uλ ∈ AGnphg(F˜ ) with uniform compact support on F˜
such that
(A.9) (D − λ)uλ − fλ
has a trivial polyhomogeneous expansion at the boundary face β−1(0) in F˜ . Here
Gn =
(
Ĝ+n (α)∪(N0 + 3)
)
− 1,
with α < 2 chosen so that z ∈ i Specb(B̂) =⇒ Re z /∈ (α, 2). In particular, inf Gn = (1, 0).
Proof. We need to find a holomorphic family vλ ∈ AGn+1phg (F˜ ) such that
%2(D − λ)2vλ − %2fλ
has a trivial polyhomogeneous expansion at β−1(0), for then
uλ = (D − λ)vλ
would be the desired solution. The index set of %2fλ is N0 + 3, and ρ2(D − λ)2 is a family
of b-operators with indicial families having their poles specified by Lemma A.6. Thus, in a
fixed fiber F˜p = ν˜
−1(p) of ν˜ : F˜ → X and for fixed λ, we can apply [Mel93, Lemma 5.44]
to find vλ,p ∈ AGn(F˜p) such that %(D − λ)vλ,p has the same polyhomogeneous asymptotic
expansion as f on F˜p. But since Gn is fixed, the proof of [Mel93, Lemma 5.44] generalizes
immediately, allowing us to do this smoothly on X and in a holomorphic way in λ. 
Appendix B. Geometric microlocal preliminaries
In this appendix, we give a brief summary of some key concepts in geometric microlocal
analysis; these definitions are originally due to Melrose. Further details may be found in,
e.g., [Mel92,Mel93,Maz91,Gri01].
B.1. Manifolds with corners and blow-up. A manifold with corners W of dimension
n is loosely speaking a topological space with differentiable structure locally modelled on
Rk+×Rn−k; the n-dimensional unit cube is a simple example. The boundary of W is a union
of boundary hypersurfaces, and we assume throughout that each boundary hypersurface
is embedded. For any boundary hypersurface H ⊂ W, we let ρH denote a boundary
defining function for H; that is, ρH is a smooth non-negative function on W which is zero
precisely at H and with nonvanishing differential on H.
Blow-up is a procedure for creating new manifolds with corners from old ones. We say
that S ⊂ W is a p-submanifold if for every point p ∈ S, there exists a local model
Rk+(x1, . . . , xk)×Rn−k(xk+1, . . . , xn) on W centered at p in which S is the zero set of a fixed
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subset of the coordinates {xi}. Given such a p-submanifold, we define the (radial) blow-up
[W ;S] by replacing S ⊂ W with a copy of its spherical normal bundle. This procedure can
be seen as the introduction of polar coordinates around S.
B.2. b-maps and b-fibrations. Let W and Z be manifolds with corners and let M(W )
and M(Z) be the collections of their respective boundary hypersurfaces.
Definition B.1. [Mel92] A b-map f : W → Z is a smooth map with the property that for
each H ∈M(Z), there exist nonnegative integers ef (G,H) such that
f ∗ρH = aG
∏
G∈M(W )
ρ
ef (G,H)
G
for aG a smooth positive function.
Technically, this is what Melrose calls an interior b-map, but we may restrict our at-
tention to this case and hence we drop the word ‘interior.’ Note that this definition is
independent of the choice of boundary defining functions. The numbers ef (G,H) are called
the exponent matrix for the b-map f. Any b-map also induces a well-defined map from
the boundary faces (not just hypersurfaces) of W to the boundary faces of Z, which we also
call f (see [Gri01]).
Note that this condition ensures in particular that no boundary hypersurface is mapped
into a corner.
Any b-map also induces a natural map bf∗, called the b-differential, between the ‘b-tangent
bundles’ bT ∗W and bT ∗Z. Since we do not need to use the explicit form of the b-differential,
we refer to [Mel92] for details. The only key fact that we need is that the b-differential
respects composition; given b-maps f : W → Z and g : Z → Y, bg∗ ◦ bf∗ = b(g ◦ f)∗.
Definition B.2. A b-map f : W → Z is a b-submersion if bf∗(w) is surjective for all
w ∈ W.
Definition B.3. A b-fibration f : W → Z is a surjective b-submersion such that for each
G ∈M(G), either f(G) ∈M(Z) or f(G) = Z.
Remark B.4. For a b-submersion, the second condition is equivalent to the b-normality
condition of [Mel92], see [Gri01].
Proposition B.5. Suppose that f : W → Z and g : Z → Y are b-maps which are b-
submersions. Then g ◦ f is a b-map and a b-submersion.
Proof. The composition of b-maps is well-known to be a b-map; see remark 2.12 in [Gri01].
As for the b-submersion condition, it follows immediately from the fact that the b-differential
respects composition. 
B.3. Polyhomogeneous conormal functions, pull-back, and push-forward. In order
to define the calculi of pseudodifferential operators that we need, we recall the definition
of polyhomogeneous conormal functions from [Mel92] (also see [Mel93,Maz91,Gri01]).
First recall that smooth functions on a manifold with corners W have Taylor expansions in
terms of the boundary defining functions at each boundary hypersurface, with joint Taylor
expansions at the corners. For polyhomogeneous conormal functions, we simply allow more
terms in the Taylor expansion. In particular, we require asymptotic expansions at each
boundary hypersurface H, with each term in the expansion having the form
cρzH(log ρH)
p
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for (z, p) ∈ C × N0, and with only finitely many terms in each expansion having Re z <
N for any fixed N. We also require joint asymptotic expansions at each corner. If u is
polyhomogeneous conormal on W, the index set at each H is the set of (z, p) with a term
in the expansion of u at H of the form cρzH(log ρH)
p. We also adopt the convention that if
(z, p) is in the index set, so is (z + 1, p), and if p > 0 so is (z, p− 1). The index family of u
is a collection of index sets, one for each boundary hypersurface. If the index family of u is
contained in an index family F , we write
u ∈ AF(W ).
There are various operations on index sets, from [Mel92] (see also [Maz91]). First, given
two index sets E1 and E2, we define
E1 + E2 = {(z1 + z2, p1 + p2) : (z1, p1) ∈ E1, (z2, p2) ∈ E2}.
The operation of extended union is defined by
E1∪E2 = E1 ∪ E2 ∪ {(z, p1 + p2 + 1) : (z, p1) ∈ E1, (z, p2) ∈ E2}.
For any index set E, inf E = (z0, p0) is defined by asking z0 to be the infimum of Re z over all
z for which (z, 0) ∈ E and p0 to be the greatest p ∈ N0 such that (z, p0) ∈ E with Re z = z0.
We say an index set E is positive if inf E > 0 = (0, 0). For a positive index set E, we write
(B.1) E|∞ =
∞⋃
k=1
k∑
i=1
E.
Since E is positive, E|∞ is also an index set.
We also need to consider polyhomogeneous conormal distributions with interior conor-
mal singularities at p-submanifolds. These conormal singularities are locally modelled on
the singularities of the Schwarz kernel of a differential or pseudodifferential operator on a
compact manifold; we omit the complete definition, which may be found in [Gri01]. If u is
a polyhomogeneous conormal distribution on W with index family F and with an interior
conormal singularity of order m at a p-submanifold S ⊂ W, we write
u ∈ AFIm(W,S).
Polyhomogeneous conormal distributions have nice properties under pull-back and push-
forward by b-maps between manifolds with corners.
Proposition B.6 (Melrose’s pull-back and push-forward theorems). Suppose that W1 and
W2 are manifolds with corners and f : W1 → W2 is a b-map. Then:
a) If u is polyhomogeneous conormal on W2, f
∗u is polyhomogeneous conormal on W1.
b) If f is also a b-fibration and v is polyhomogeneous conormal on W1, and f∗v is well-
defined, then f∗v is polyhomogeneous conormal on W2.
Moreover, the index families of the pullback and pushforward distributions may be computed
from the index families of the original distributions and the exponent matrix of f. See [Mel93,
Maz91, Gri01] for the specific formulas.
There are also versions of the pull-back and push-forward theorems for polyhomogeneous
conormal distributions with interior conormal singularities; see the appendix to [EMM91].
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Appendix C. Proof of composition formula
C.1. Triple surgery space. In order to discuss the composition of the operators in our
pseudodifferential calculus, we now define a ‘triple surgery space’ X3s . This construction
combines key features of the constructions in [MM95, Vai01]. In fact, as with the double
space construction, our triple space is constructed by taking the triple space from [MM95]
and performing additional blow-ups. Additionally, we will be able to identify the φ-calculus
triple space from [MM98] with a submanifold of our surgery triple space. Our notation is
taken mostly from the explanation of the φ-triple space given in [Vai01].
We start with the space M3 × [0, 1]ε, and label its boundary hypersurface BZ . Boundary
defining functions for each copy of H are x, x′, and x′′ respectively. Now we perform a series
of iterated blow-ups:
1) Blow up H ×H ×H × {0}. Call the new face BT .
2) Blow up H ×H ×M × {0}, H ×M ×H × {0}, and M ×H ×H × {0}. Call the new
faces BF , BC , and BS respectively.
3) Blow up H ×M ×M × {0}, M ×H ×M × {0}, and M ×M ×H × {0}, calling the
new faces BN1 , BN2 , and BN3 respectively. At this point, we have reconstructed the triple
space from [MM95], which we call X3b,s.
4) Let D be the lifted triple fiber diagonal in X3b,s - that is, the interior lift of {x = x′ =
x′′, y = y′ = y′′}. Then blow up BT ∩ D. This creates a new face which we call BφTT ,
corresponding to the central face in the φ-triple space [Vai01].
5) Let DS, DC , DF be the lifted double fiber diagonals given by the interior lifts of
{x = x′, y = y′}, {x = x′′, y = y′′}, and {x′ = x′′, y′ = y′′} respectively. Then create new
faces BφST , BφCT , BφFT by blowing up BT ∩DS, BT ∩DC , BT ∩DF respectively (in any
order - the submanifolds are disjoint). These correspond to the ‘spokes’ coming from the
center of the scattering triple space [Vai01].
6) Finally, viewing DS, DC , and DF as p-submanifolds of the new space (by taking interior
lifts in each case), we create new facesBφS ,BφC , andBφS by blowing upBS∩DS,BC∩DC ,
and BF ∩DF respectively.
This final space is X3s , illustrated with ε suppressed in Figure 6. It has fifteen boundary
hypersurfaces, labeled as discussed in the construction; we let each boundary hypersurface
keep its label under the lift via each successive blow-down map. Additionally, the original
ε = 0 boundary hypersurface BZ may be identified with the φ-triple space of [MM98,Vai01].
As before, let β(3) be the blow-down map to M
3 × [0, 1]ε.
C.2. Properties of the projection maps. First we show that there are natural projection
maps from the double space to the single space and that these maps are b-fibrations.
Proposition C.1. Projection off x, y, z (resp. x′, y′, z′) extends by continuity to a well-
defined map β(2),R : X
2
s to Xs (resp. β(2),L), and each map is a b-fibration.
Proof. Analogous projection maps pi2b,s,R and pi
2
b,s,L from X
2
b,s to Xs appear in [MM95]; they
are shown to be well-defined b-fibrations. Let βff be the blow-down map from X
2
ε to X
2
b,s
given by blowing down Bff . Then
β(2),R = pi
2
b,s,R ◦ βff ; β(2),L = pi2b,s,L ◦ βff ,
and therefore β(2),R and β(2),L are well-defined. Moreover, from Proposition B.5 and the well-
known fact that all blow-down maps are b-maps and b-submersions (a reference may be found
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BF
BφFT
BφFT
BφSTBφCT
BφST BφCT
BφSBφC
BφF
BT
Figure 6. The triple surgery space X3s , with ε suppressed.
in the proof of Lemma 12 in [HMM95]), both β(2),R and β(2),L are b-maps and b-submersions.
It remains only to check that each map is b-normal. We know from [MM95] that pi2b,s,R and
pi2b,s,L are both b-fibrations and hence b-normal, and the images of Bmf , Blf , and Brf remain
unchanged after composition with βff . Finally, it is easy to see in local coordinates (see
Figure 2) that β(2),R(Bφbf ) = β(2),R(Bff ) = Bsb. Since an analogous statement is true for
β(2),L, both maps are b-normal and hence b-fibrations. 
The exponent matrices may be computed directly; for pi2s,R, all entries are zero except for
the following, which are equal to 1 :
{(Brf ,Bsb), (Bφbf ,Bsb), (Bff ,Bsb), (Blf ,Bsm), (Bmf ,Bsm)}.
Similarly, for pi2s,L, the entries which are equal to 1 are:
{(Blf ,Bsb), (Bφbf ,Bsb), (Bff ,Bsb), (Brf ,Bsm), (Bmf ,Bsm)}.
Now we show that the natural projection maps from the triple space to the double space
are b-fibrations; this analysis is the critical technical tool used in the proof of the composition
formula.
Lemma C.2. Projection off x, y, z (resp. x′, y′, z′ or x′′, y′′, z′′) extends by continuity to a
well-defined map piF : X
3
s → X2s (resp. piC , piS), and each map is a b-fibration.
Proof. By symmetry, it suffices to prove that piF is well-defined and a b-fibration. The image
of piF should be thought of as X
2
s with the coordinates x
′ and x′′ in place of x and x′.
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Regard the fiber diagonal DF (i.e. the closure of the lift of the interior of {x = x′, y = y′})
as a p-submanifold of X3b,s. Define an auxiliary space
X˜3s = [[X
3
b,s; BT ∩DF ]; BF ∩DF ],
and let Bφ˜FT be the face created by the first blow-up.
Proposition C.3. X˜3s is a blow-down of X
3
s .
Proof. Consider [X˜3s ;Bφ˜FT ∩DC ∩DS]. By [HMM95, Lemma 5], blow-ups which are nested,
transverse, or disjoint commute. Since BF ∩ DF and Bφ˜FT ∩ DC ∩ DS are disjoint p-
submanifolds of [X3b,s;T ∩DT ],
[X˜3s ;Bφ˜FT ∩DC ∩DS] = [[[X3b,s; BT ∩DF ]; Bφ˜FT ∩DC ∩DS]; BF ∩DF ].
NowBφ˜FT ∩DC∩DS is the lift ofBT ∩D ⊂ X3b,s to [X3b,s; BT ∩DF ]. SinceBT ∩D ⊂ BT ∩DF
and nested blow-ups commute,
[X˜3s ;Bφ˜FT ∩DC ∩DS] = [[[X3b,s; BT ∩D]; BT ∩DF ]; BF ∩DF ].
The final space in this chain is a blow-down of X3s , obtained by blowing down BφC and BφS ,
then BφCT and BφST . 
Proposition C.4. Projection off x extends by continuity to a map piF from X˜
3
s to X
2
s , and
piF is a b-fibration.
Proof. One could write everything out in local coordinates and prove the proposition directly,
but it is far simpler to use a technical lemma from [HMM95]. In [MM95], an analogous
projection map which we call pib,F is shown to be a well-defined b-fibration from X
3
b,s to X
2
b,s.
By equation (102) in [MM95], each entry in the exponent matrix of pib,F is either zero or
one. Now remember that X2s is obtained from X
2
b,s by blowing up Bbf ∩ Dfib. The inverse
image of Bbf ∩ Dfib under pib,F is not a p-submanifold itself, but it is the union of the
two p-submanifolds BT ∩DF and BF ∩DF . Therefore, by Lemma 10 of [HMM95] and the
definitions of X˜3s and X
2
s , the b-fibration pib,F lifts to a well-defined map which is a b-fibration
from X˜3s to X
2
s . This lift is precisely piF , completing the proof of the proposition. 
We conclude from these two propositions that piF is the composition of a blow-down map
and piF and is hence well-defined. Since both the blow-down map and piF are b-maps and
b-submersions, so is piF (Proposition B.5). It remains only to check b-normality. This may be
done directly and is not hard, but for later purposes we first compute the exponent matrix
epiF (G,H). From Figure 6, as well as the analogous analysis in [MM95] and [Vai01], the
pullbacks of boundary defining functions are given by
(piF )
∗ρff = ρφTT ρφFT ρφF ; (piF )
∗ρφbf = ρφCT ρφST ρTρF ;
(piF )
∗ρlf = ρφSρSρN2 ; (piF )
∗ρrf = ρφCρCρN3 ; (piF )
∗ρmf = ρN1ρZ .
So the exponent matrix epiF (G,H) is zero unless (G,H) is one of the following pairs, in which
case epiF (G,H) = 1:
(C.1) {(BφTT ,Bff ), (BφFT ,Bff ), (BφF ,Bff ), (BφCT ,Bφbf ), (BφST ,Bφbf ),
(BT ,Bφbf ), (BF ,Bφbf ), (BφS ,Blf ), (BS,Blf ), (BN2 ,Blf ),
(BφC ,Brf ), (BC ,Brf ), (BN3 ,Brf ), (BN1 ,Bmf ), (BZ ,Bmf )} .
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Notice that each G ∈M(X3s ) has exactly one H ∈ (X2s ) for which epiF (G,H) is nonzero. By
Remark B.4 and the fact that piF is already known to be a b-submersion, we conclude that
piF is b-normal, and hence a b-fibration. 
The same arguments apply for piC and piS, and their exponent matrices may be read off
from (C.1) by symmetry; all entries are zero, except the ones listed below, which are 1. For
piC :
(C.2) {(BφTT ,Bff ), (BφCT ,Bff ), (BφC ,Bff ), (BφFT ,Bφbf ), (BφST ,Bφbf ),
(BT ,Bφbf ), (BC ,Bφbf ), (BφS ,Blf ), (BS,Blf ), (BN1 ,Blf ),
(BφF ,Brf ), (BF ,Brf ), (BN3 ,Brf ), (BN2 ,Bmf ), (BZ ,Bmf )} .
And for piS:
(C.3) {(BφTT ,Bff ), (BφST ,Bff ), (BφS ,Bff ), (BφFT ,Bφbf ), (BφCT ,Bφbf ),
(BT ,Bφbf ), (BS,Bφbf ), (BφC ,Blf ), (BC ,Blf ), (BN1 ,Blf ),
(BφF ,Brf ), (BF ,Brf ), (BN2 ,Brf ), (BN3 ,Bmf ), (BZ ,Bmf )} .
C.3. Densities and blow-up. As a preliminary step in the proofs, we note that the canoni-
cal density bundles on manifolds with corners transform nicely under blow-up. The following
proposition, due to Melrose, may be proved by writing out the expression for a blow-up in
local coordinates (see also [Vai01, Lemma 2.2]):
Proposition C.5. Suppose that F is a p-submanifold of a manifold with corners W, dimF =
f and dimW = w. Then if β is the blow-down map from [W ;F ] to W,
β∗Ωb(W ) = Ωb([W ;F ]); β∗Ω(W ) = (ρF )w−f−1Ω([W ;F ]).
The following corollary of Proposition C.5 will be useful in the proof of the composition
theorem:
Corollary C.6. [Blow-up density transformations] The density bundles transform under
blow-ups as follows:
(C.4) (βs)
∗ν(M × [0, 1]ε) = ρsbν(Xs);
(C.5) (β2s )
∗ν(M2 × [0, 1]ε) = ρlfρrfρ2φbfρh+3ff ν(X2s );
(C.6) (β(3))
∗ν(M3 × [0, 1]ε) = (ρN1ρN2ρN3)(ρFρCρS)2(ρT )3(ρφF ρφCρφS)h+3·
(ρφFT ρφCT ρφST )
h+4(ρφTT )
2h+5ν(X3s ).
Proof. The proof of each statement follows from repeated applications of Proposition C.5.
The proof of (C.4) requires only one application of Proposition C.5 and is left to the reader.
To prove (C.5), recall that the space X2s is obtained by iterated blow-up of M
2 × [0, 1]ε.
The first blow-up creates the face Bbf , and with w − f − 1 = 2, which appears at first to
give a factor of ρ2bf . However, under the iterated blow-ups that follow, the defining function
for the front face of this first blow-up actually lifts to ρφbfρff , so the first blow-up gives us a
factor of (ρφbfρff )
2. Similarly, the blow-ups creating Blf and Brf give factors of ρlf and ρrf
respectively, and the blow-up creating Bff gives a factor of ρ
h+1
ff . Multiplying the various
factors together gives (C.5).
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The proof of (C.6) proceeds in an analogous manner. In the first step in the creation of
the triple space, we blow up {x = x′ = x′′ = ε = 0} to create a new face BT . This blow-up
has w − f − 1 = 3, so we expect a factor of ρ3T . However, under the remaining iterated
blow-ups, a boundary defining function for BT at this stage will lift to ρTρφTT ρφFT ρφCT ρφST ,
so we instead get a factor of
(ρTρφTT ρφFT ρφCT ρφST )
3
from the first step. The remainder of the proof proceeds analogously and is again left to the
reader. 
C.4. Proof of mapping theorem. Now we prove Theorem 3.3. Assume for simplicity
that m = −∞. By the Schwarz kernel theorem and the definition of the surgery calculus,
the kernel of A is a distribution K(A) ∈ A(Xs)2 with index sets as above, and we have
(C.7) g = (β(2),L)∗(K(A)κφ(β(2),R)∗f).
We will now apply the pullback and pushforward theorems to analyze this expression.
When using the pullback theorem it is convenient to work with functions, but when using
the pushforward theorem it is easier to work with the canonical full densities. So we transform
(C.7) into an equation where the left-hand side is a multiple of ν(Xs) and the interior of the
push-forward on the right is a multiple of ν(X2s ). First multiply both sides by νε,φ|dε| and
rewrite, using the definition of κφ:
gνε,φ|dε| = (β(2),L)∗(K(A)(β(2),R)∗f((β(2),L)∗νε,φ(β(2),R)∗νε,φ|dε|)).
Using the definitions of the various density bundles, the left-hand side is gρ−(h+2)β∗sν(M ×
[0, 1]ε) and the right-hand side is
(β(2),L)∗((ρρ′)−(h+2)K(A)(β(2),R)∗f((β(2),L)∗β∗sν(M × [0, 1]ε)(β(2),R)∗β∗sν(M × [0, 1]ε)|dε|−1).
Since ν(M × [0, 1]ε) = |dx dy dz dε|, we have that on X2s ,
(β(2),L)
∗β∗sν(M × [0, 1]ε)(β(2),R)∗β∗sν(M × [0, 1]ε) = (β2s )∗ν(M2 × [0, 1]ε)|dε|.
Using this identity together with the facts that ρ = ρsb on the single space, ρ = ρlfρφbfρff
on the double space, and ρ′ = ρrfρφbfρff on the double space, we have
gρ
−(h+2)
sb β
∗
sν(M×[0, 1]ε) = (β(2),L)∗((ρlfρrfρ2φbfρ2ff )−(h+2)K(A)(β(2),R)∗f((β2s )∗ν(M2×[0, 1]ε)).
Applying Corollary C.6 yields
(C.8) gρ
−(h+1)
sb ν(Xs) = (β(2),L)∗(K(A)(β(2),R)
∗f(ρlfρrfρ2φbfρff )
−(h+1)ν(X2s )).
This is the form we wanted, and we are now in a position to apply the pullback and push-
forward theorems.
By the pullback theorem, the interior of the expression on the right-hand side of (C.8),
K(A)(β(2),R)
∗f(ρlfρrfρ2φbfρff )
−(h+1), is polyhomogeneous on X2s with index family
Eff + Fsb − (h+ 1) at Bff , Eφbf + Fsb − 2(h+ 1) at Bφbf , Elf + Esm − (h+ 1) at Blf ,
Erf + Fsb − (h+ 1) at Brf , Emf + Fsm at Bmf .
Then applying the pushforward theorem, we see that gρ
−(h+1)
sb is polyhomogeneous on Xs
with index family
(Eff + Fsb − (h+ 1))∪(Eφbf + Fsb − 2(h+ 1))∪(Elf + Fsm − (h+ 1)) at Bsb,
(Emf + Fsm)∪(Erf + Fsb − (h+ 1)) at Bsm.
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Subtracting h+ 1 from the index set at Bsb gives the desired index family for g, completing
the proof.
The case of general m is no harder. Then, K(A)(β(2),R)
∗f is still polyhomogeneous on
X2s with the same index family, but also with a conormal singularity at the lifted diagonal.
However, the fibers of the pushforward by pis,L are transverse to the lifted diagonal, so the
singularity ‘integrates out’ and we get the same conclusion.
C.5. Proof of composition formula. We are now ready to prove Theorem 3.4.
Proof. Assume for simplicity that m = m′ = −∞; we will discuss the extension to arbitrary
m and m′ at the end of the proof. Then if the Schwarz kernel of A is K(A), et cetera, we
have (following [MM95]):
K(C)κφ = (piC)∗((piF )∗(K(B)κφ)(piS)∗(K(A)κφ)).
As in the proof of the mapping properties lemma, we want to write the left-hand side as
a section of ν(X2s ) and the interior of the pushforward on the right as a section of ν(X
3
s ).
First multiply both sides by (β(2),L)
∗νε,φ and re-write everything in terms of ν(M i × [0, 1]ε),
i = 1, 2, 3. Using coordinates (x, x′, x′′) and the corresponding (ρ, ρ′, ρ′′), we have
(C.9) K(C)(ρρ′′)−(h+2)(β2s )
∗ν(M2 × [0, 1]ε) = (piC)∗((ρρ′ρ′′)−(h+2)(piF )∗(K(B))(piS)∗(K(A))
· (β(3))∗ν(M3 × [0, 1]ε)).
We rewrite the left-hand side of (C.9), using the fact that ρρ′′ = (ρlfρrfρ2φbfρ
2
ff ) together
with Corollary C.6, as
K(C)(ρlfρrfρ
2
φbfρff )
−(h+1)ν(X2s ).
To analyze the right-hand side of (C.9), let
νRHS = (ρρ
′ρ′′)−(h+2)(β(3))∗ν(M3 × [0, 1]ε).
As functions on X3s , ρ, ρ
′, ρ′′ are the pullbacks of ρsb under piF ◦β(2),L, piF ◦β(2),R, and piS◦β(2),R
respectively. So we may use the pullback theorem along with the exponent matrices for piF ,
piS, β(2),L, and β(2),R to compute that
(C.10) νRHS = (ρφTT ρφFT ρφCT ρφST ρT )
−3(h+2)(ρφF ρφCρφSρFρCρS)
−2(h+2)
· (ρN1ρN2ρN3)−(h+2)β∗(3)ν(M3 × [0, 1]ε).
Then using Corollary C.6 gives
νRHS = (ρT )
−3(h+1)(ρφFT ρφCT ρφST ρFρCρS)
−2(h+1)(ρφTT ρφF ρφCρφSρN1ρN2ρN3)
−(h+1)ν(X3s ).
Now we put everything together by applying the pullback theorem to compute the in-
dex sets of (piS)
∗K(A) and (piF )∗K(B). We find that K(C)(ρlfρrfρ2φbfρff )
−(h+1)ν(X2s ) is the
pushforward by piC of a full density on X
3
s with index sets, as a section of Ω(X
3
s ), given by
(C.11)
Eff +Fff−(h+1) at BφTT , Eφbf +Fff−2(h+1) at BφFT , Eφbf +Fφbf−2(h+1) at BφCT ,
Eff + Fφbf − 2(h+ 1) at BφST , Erf + Fff − (h+ 1) at BφF , Elf + Frf − (h+ 1) at BφC ,
Eff + Flf − (h+ 1) at BφS , Eφbf + Fφbf − 3(h+ 1) at BT , Erf + Fφbf − 2(h+ 1) at BF ,
Elf + Frf − 2(h+ 1) at BC , Eφbf + Flf − 2(h+ 1) at BS, Elf + Fmf − (h+ 1) at BN1 ,
Erf + Flf − (h+ 1) at BN2 , Emf + Frf − (h+ 1) at BN3 , Emf + Fmf at BZ .
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We now apply the pushforward theorem to conclude that, as an element of Ω(X2s ), the full
density K(C)(ρlfρrfρ
2
φbfρff )
−(h+1)ν(X2s ) has index sets
G˜ff = (Eff + Fff − (h+ 1))∪(Eφbf + Fφbf − 2(h+ 1))∪(Elf + Frf − (h+ 1));
G˜φbf = (Eφbf + Fff − 2(h+ 1))∪(Eff + Fφbf − 2(h+ 1))∪(Eφbf + Fφbf − 3(h+ 1))
∪(Elf + Frf − 2(h+ 1));
G˜lf = (Eff + Flf − (h+ 1))∪(Eφbf + Flf − 2(h+ 1))∪(Elf + Fmf − (h+ 1));
G˜rf = (Erf + Fff − (h+ 1))∪(Erf + Fφbf − 2(h+ 1))∪(Emf + Frf − (h+ 1));
G˜mf = (Emf + Fmf )∪(Erf + Flf − (h+ 1)).
Finally, multiply by (ρlfρrfρ
2
φbfρff )
h+1; this adds (h+ 1) to the index sets at Blf , Bff , and
Brf and adds 2(h + 1) to the index set at Bφbf . We see immediately that K(C) has the
index sets claimed in the theorem. This completes the proof for m = m′ = −∞.
The generalization of this argument to arbitrary m and m′ is standard and follows the
arguments in [MM95, Vai01]. The only difference is that instead of applying the pullback
and pushforward theorems for distributions which are smooth in the interior, we apply the
pullback and pushforward theorems for distributions with interior conormal singularities.
These theorems may be found in the appendix to [EMM91]; in particular, see Propositions
B7.6 for pullback and B7.20 for pushforward. To use the pullback theorem, we need to know
that the b-fibration piF : X
3
s → X2s is transversal to Dfib ⊂ X2s - i.e. that for every point
p ∈ pi−1F (Dfib), we have (bpiF )∗(bTpX3s ) + bTpiF (p)Dfib = bTpiF (p)X2s . To use the pushforward
theorem, we must show that the intersection DF ∩DS = D ⊂ X3s is transverse, that piC(D) =
Dfib is an embedded submanifold of X
2
s , and that piC is transversal to both DF and DS. The
definition of that transversality is that for all p ∈ DF (respectively DS), ker((bpiC)∗) +
bTpDF =
bTpX
3
s . All of these statements are obvious in the interior and may be checked near
the boundaries of X3s and X
2
s using explicit local coordinates. 
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