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Abstract. A queue layout of a graph G consists of a linear order of the
vertices of G and a partition of the edges of G into queues, so that no two
independent edges of the same queue are nested. The queue number of G
is the minimum number of queues required by any queue layout of G.
In this paper, we continue the study of the queue number of planar 3-
trees. As opposed to general planar graphs, whose queue number is not
known to be bounded by a constant, the queue number of planar 3-trees
has been shown to be at most seven. In this work, we improve the upper
bound to five. We also show that there exist planar 3-trees, whose queue
number is at least four; this is the first example of a planar graph with
queue number greater than three.
1 Introduction
In a queue layout [14], the vertices of a graph are restricted to a line and the
edges are drawn at different half-planes delimited by this line, called queues.
The task is to find a linear order of the vertices along the underlying line and
a corresponding assignment of the edges of the graph to the queues, so that no
two independent edges of the same queues are nested; see Fig. 1. Recall that
two edges are called independent if they do not share an endvertex. The queue
number of a graph is the smallest number of queues that are required by any
queue layout of the graph. Note that queue layouts form the “dual” concept of
stack layouts [16], which do not allow two edges of the same stack to cross.
Apart from the intriguing theoretical interest, queue layouts find applications
in several domains [1,13,17,22]. As a result, they have been studied extensively
over the years [2,5,9,12,14,18,19,20,21,22,23]. An important open problem in this
area is whether the queue number of planar graphs is bounded by a constant. A
positive answer to this problem would have several important implications, e.g.,
(i) that every n-vertex planar graph admits a O(1)×O(1)×O(n) straight-line
grid drawing [24], (ii) that every Hamiltonian bipartite planar graph admits a 2-
layer drawing and an edge-coloring of bounded size, such that edges of the same
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Fig. 1: (a) The Goldner-Harary planar 3-tree, and (b) a 5-queue layout of it produced
by our algorithm, in which edges of different queues are colored differently.
color do not cross [8], and (iii) that the queue number of k-planar graphs is also
bounded by a constant [9]. The best-known upper bound is due to Dujmovic´ [4],
who showed that the queue number of an n-vertex planar graph is at most
O(log n) (improving upon an earlier bound by Di Battista et al. [2]).
It is worth noting that many subclasses of planar graphs have bounded queue
number. Every tree has queue number one [14], outerplanar graphs have queue
number at most two [13], and series-parallel graphs have queue number at most
three [20]. Surprisingly, planar 3-trees have queue number at most seven [23],
although they were conjectured to have super-constant queue number by Pem-
maraju [18]. As a matter of fact, every graph that admits a 1-queue layout
is planar with at most 2n − 3 edges; however, testing this property is NP-
complete [13]; for a survey refer to [9].
Our Contribution. In Section 2, we improve the upper bound on the queue num-
ber of planar 3-trees from seven [23] to five; recall that a planar 3-tree is a
triangulated plane graph G with n ≥ 3 vertices, such that G is either a 3-cycle,
if n = 3, or has a vertex whose deletion gives a planar 3-tree with n−1 vertices, if
n > 3. In Section 3, we show that there exist planar 3-trees, whose queue number
is at least four, thus strengthening a corresponding result of Wiechert [23] for
general (that is, not necessarily planar) 3-trees. We stress that our lower bound
is also the best known for planar graphs. Table 1 puts our results in the context
of existing bounds. We conclude in Section 4 with open problems.
Table 1: Queue numbers of various subclasses of planar graphs
Upper bound Lower bound
Graph class Old New Old New
tree 1 [14] 1 [14]
outerplanar 2 [13] 2 [14]
series-parallel 3 [20] 3 [23]
planar 3-tree 7 [23] 5 [Thm. 1] 3 [23] 4 [Thm. 2]
planar O(logn) [4] 3 [23] 4 [Thm. 2]
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Preliminaries. For a pair of distinct vertices u and v, we write u ≺ v, if u precedes
v in a linear order. We also write [v1, v2, . . . , vk] to denote that vi precedes vi+1
for all 1 ≤ i < k. Assume that F is a set of k ≥ 2 independent edges (si, ti) with
si ≺ ti, for all 1 ≤ i ≤ k. If the linear order is [s1, . . . , sk, tk, . . . , t1], then we say
that F is a k-rainbow, while if the linear order is [s1, . . . , sk, t1, . . . , sk], we say
that F is a k-twist. The edges of F form a k-necklace, if [s1, t1, . . . , sk, tk]; see
Fig. 2a. A preliminary result for queue layouts is the following.
Lemma 1 (Heath and Rosenberg [14]). A linear order of the vertices of a
graph admits a k-queue layout if and only if there exists no (k + 1)-rainbow.
Central in our approach is also the following contruction by Dujmovic´ et al. [7]
for internally-triangulated outerplane graphs; for an illustration see Figs. 2b–2c.
Lemma 2 (Dujmovic´, Morin, Wood [7]). Every internally-triangulated out-
erplane graph, G, admits a straight-line outerplanar drawing, Γ (G), such that
the y-coordinates of vertices of G are integers, and the absolute value of the dif-
ference of the y-coordinates of the endvertices of each edge of G is either one or
two. Furthermore, the drawing can be used to construct a 2-queue layout of G.
Let 〈u, v, w〉 be a face of a drawing Γ (G) produced by the construction of
Lemma 2, where G is an internally triangulated outerplane graph. Up to renam-
ing of the vertices of this face, we may assume that |y(u)−y(v)| = |y(u)−y(w)| =
1, |y(v)−y(w)| = 2 and y(v) > y(w). We refer to vertex u as to the anchor of the
face 〈u, v, w〉 of Γ (G); v and w are referred to as top and bottom, respectively. It
is easy to verify that drawing Γ (G) can be converted to a 2-queue layout of G
as follows: (i) for any two distinct vertices u and v of G, u ≺ v, if and only if the
y-coordinate of u is strictly greater than the one of v, or the y-coordinate of u is
equal to the one of v, and u is to the left of v in Γ (G), (ii) edge (u, v) is assigned
to the first (second) queue if and only if the absolute value of the difference of
the y-coordinates of u and v is one (two, respectively) in Γ (G).
Finally, let 〈u, v, w〉 and 〈u′, v′, w′〉 be two faces of Γ (G), such that u and u′
are their anchors, v and v′ are their top vertices, and w and w′ are their bottom
vertices. If u and u′ are distinct and u ≺ u′ in the 2-queue layout, then v ≺ v′ (if
v 6= v′) and w ≺ w′ (if w 6= w′). The property clearly holds, if u and u′ do not
have the same y-coordinate. Otherwise, the property holds, since Γ (G) is planar.
2 The Upper Bound
In this section, we prove that the queue number of every planar 3-tree is at most
five. Our approach is inspired by the algorithm of Wiechert [23] to compute 7-
queue layouts for general (not necessarily planar) 3-trees. To reduce the number
of required queues in the produced layouts, we make use of structural properties
of the input graph. In particular, we put the main ideas of the algorithm of
Wiechert [23] into a peeling-into-levels approach (see, e.g., [25]), according to
which the vertices and the edges of the input graph are partitioned as follows:
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Fig. 2: (a) 3-rainbow, 3-twist and 3-necklace (from top to bottom); (b) an internally-
triangulated outerplane graph G0; the dotted-gray edges are added to make it bicon-
nected; its gray-shaded faces contain components c1, c2 and c3 of G1; (c) the drawing
Γ (G0) by Lemma 2; the vertex-labels indicate the linear order of its 2-queue layout;
the anchor vertices of faces 〈9, 10, 12〉, 〈3, 5, 9〉 and 〈4, 8, 9〉 are 10, 5, 8, respectively.
(i) vertices incident to the outerface are at level zero, (ii) vertices incident to
the outerface of the graph induced by deleting all vertices of levels 0, . . . , i − 1
are at level i, (iii) edges between same-level vertices are called level edges, and
(iv) edges between vertices of different levels are called binding edges.
To keep the description simple, we first show how to compute a 5-queue lay-
out of a planar 3-tree G, assuming that G has only two levels. Then, we extend
our approach to more than two levels. We conclude by discussing the differences
between the approach of Wiechert [23] and ours; we also describe which proper-
ties of planar 3-trees we exploited to reduce the required number of queues.
The Two-Level Case. We start with the (intuitively easier) case in which the
given planar 3-tree G consists of two levels, L0 and L1. Since we use this case
as a tool to cope with the general case of more than two levels, we consider a
slightly more general scenario. In particular, we make the following assumptions
(see Fig. 2b): (A.1) the graph G0 induced by the vertices of level L0 is outer-
plane and internally-triangulated, and (A.2) each connected component of the
graph G1 induced by the vertices of level L1 is outerplane and resides within a
(triangular) face of G0. Without loss of generality we may also assume that G0
is biconnected, as otherwise we can augment it to being biconnected by adding
(level-L0) edges without affecting its outerplanarity. Note that in a planar 3-
tree, graph G0 is simply a triangle (and not an outerplane graph, as we have
assumed), and as a result G1 is a single outerplane component. Our algorithm
maintains the following invariants:
I.1 the linear order is such that all vertices of L0 precede all vertices of L1;
I.2 the level edges use two queues, Q0 and Q1;
I.3 the binding edges use three queues, Q2, Q3, and Q4.
In the following lemma, we show how to determine a (partial) linear order of the
vertices of levels L0 and L1 that satisfies the first two invariants of our algorithm.
Lemma 3. There is an order of vertices of level L0 and a partial order of ver-
tices of level L1 such that I.1 and I.2 are satisfied.
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Fig. 3: The 5-queue layout for the graph in Fig. 2; since 5 ≺ 8 and 8 ≺ 10 in the order
of the vertices of level L0 as seen in Fig. 2, c2 precedes c3, and c3 precedes c1.
Proof. To compute an order that satisfies I.1, we construct two orders, one for
the vertices of level L0 (that satisfies I.2) and one for the vertices of level L1
(that also satisfies I.2), and then we concatenate them so that the vertices of L0
precede the vertices of L1.
To compute an order of the vertices of L0 satisfying I.2, we apply Lemma 2,
as by our initial assumption A.1, graph G0 is internally-triangulated and outer-
plane. Thus, I.2 is satisfied for the vertices of level L0. To compute an order of the
vertices of L1 satisfying I.2, we apply Lemma 2 individually for every connected
component of G1, which can be done by our initial assumption A.2. Then the
resulting orders are concatenated (as defined by next Lemma 4). Since for every
two connected components of G1, all vertices of the first one either precede or
follow all vertices of the second one, we can use the same two queues (denoted
by Q0 and Q1 in I.2) for all the vertices of L1. Therefore, I.2 is satisfied. uunionsq
Next, we complete the order of the vertices of G, in a way that the binding edges
between L0 and L1 require at most three additional queues so as to satisfy I.3.
Lemma 4. Given the linear order of the vertices of level L0 and the partial
order of the vertices of level L1 produced by Lemma 3, there is a total order of
the vertices of L0 and L1 that extends their partial orders and an assignment of
the binding edges between L0 and L1 into three queues such that I.3 is satisfied.
Proof. Consider a connected component c of G1. By our initial assumption A.2,
component c resides within a triangular face 〈u, v, w〉 of G0. Let u, v and w
be the anchor, top and bottom vertices of the face, respectively. We assign the
binding edges incident to u to queue Q2, the ones incident to v to queue Q3 and
the ones incident to w to queue Q4; see the blue, red, and green edges in Fig. 3.
Next we describe how to compute the relative order of the connected compo-
nents of G1. Let c and c
′ be two such components. By our initial assumption A.2,
c and c′ reside within two triangular faces 〈u, v, w〉 and 〈u′, v′, w′〉 of G0. Assume
that u and u′ are the anchors of the two faces, v, v′ are top and w,w′ are bottom
vertices. If u 6= u′, then c precedes c′ if and only if u ≺ u′ in the order of L0.
If u = u′, we have v 6= v′ or w 6= w′. If v 6= v′, then c precedes c′ if and only if
v ≺ v′ in the order of L0. Otherwise (that is, u = u′ and v = v′), c precedes c′ if
and only if w ≺ w′ in the order of L0. We claim that for the resulting order of
L1, I.3 is satisfied, that is, no two edges of each of Q2, Q3 and Q4 are nested.
We start our proof with Q2. Consider two independent edges (x, y) ∈ Q2
and (x′, y′) ∈ Q2, where x, x′ ∈ L0 and y, y′ ∈ L1 (see the blue edges in Fig. 3
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incident to 5 and 8). By construction of Q2, x and x′ are anchors of two different
faces fx and fx′ of G0 (see the faces of Fig. 2c that contain c2 and c3). Without
loss of generality we assume that x ≺ x′ in the order of L0. Then, the two
components cy and cy′ of G1, that reside within fx and fx′ and contain y and
y′, are such that all vertices of cy precede all vertices of cy′ (in Fig. 3, x = 5
precedes y = 8; thus, cy = c2 precedes cy′ = c3). Since y ∈ cy and y′ ∈ cy′ , edges
(x, y) and (x′, y′) do not nest.
We continue our proof with Q3 (the proof for Q4 is similar). Let (x, y) and
(x′, y′) be two independent edges of Q3, where x, x′ ∈ L0 and y, y′ ∈ L1 (see the
red edges in Fig. 3 incident to 3 and 4). By construction of Q3, x and x′ are the
top vertices of two different faces fx and fx′ of G0 (see the faces of Fig. 2c that
contain c2 and c3). Let cy and cy′ be the components of G1 that reside within
fx and fx′ and contain y and y
′. Finally, let u and u′ be the anchors of fx and
fx′ , respectively. Suppose first that u 6= u′ and assume that u ≺ u′ in the order
of L0. Since u ≺ u′, it follows that x ≺ x′ and that all vertices of cy precede
all vertices of cy′ (in Fig. 3, u = 5 precedes u
′ = 8, which implies that x = 3
precedes x′ = 4; thus, cy = c2 precedes c′y = c3). Since y ∈ cy and y′ ∈ cy′ ,
it follows that (x, y) and (x′, y′) are not nested. Suppose now that u = u′ and
assume that x ≺ x′ in the order of L0. Since u = u′ and x ≺ x′, all vertices of
cy precede all vertices of cy′ . Since y ∈ cy and y′ ∈ cy′ , it follows that (x, y) and
(x′, y′) are not nested. Hence, I.3 is satisfied, which concludes the proof. uunionsq
Lemmas 3 and 4 conclude the two-level case. Before we proceed with the
multi-level case, we make a useful observation. To satisfy I.3, we did not impose
any restriction on the order of the vertices of each connected component of G1
(any order that satisfies I.2 for level L1 would be suitable for us, that is, not
necessarily the one constructed by Lemma 2). What we fixed, was the relative
order of these components. We are now ready to proceed to the multi-level case.
The Multi-Level Case. We now consider the general case, in which our planar
3-tree G consists of more than two levels, say L0, L1, . . . , Lλ with λ ≥ 2. Let Gi
be the subgraph of G induced by the vertices of level Li; i = 0, 1, . . . , λ. The
connected components of each graph Gi are internally-triangulated outerplane
graphs that are not necessarily biconnected: Clearly, this holds for G0, which
is a triangle. Assuming that for some i = 1, . . . , λ, graph Gi−1 has the claimed
property, we observe that each connected component of Gi resides within a facial
triangle of Gi−1. Since each non-empty facial triangle of Gi−1 in G induces a
planar 3-tree [15], the claim follows by observing that the removal of the outer
face of a planar 3-tree yields a plane graph, whose outer vertices induce an
internally-triangulated outerplane graph.
For the recursive step of our algorithm, assume that for some i = 0, . . . , λ−1
we have a 5-queue layout for each of the connected components of the graph Hi+1
induced by the vertices of Li+1, . . . , Lλ, that satisfies the following invariants.
M.1 the linear order is such that all vertices of Lj precede all vertices of Lj+1
for every j = i+ 1, . . . , λ− 1;
M.2 the level edges of Li+1, . . . , Lλ use two queues, Q0 and Q1;
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Li+1 Li+2 Lλ
d1O(ci)
1 2 3 4 5 6 7
d2 dk
Li+1 Li+2 Lλ Li+1 Li+2 Lλ
Hi+1
(a) For each of d1, . . . , dk all vertices of Lj precede all vertices of Lj+1; j = i+1, . . . , λ−1
pi Hi
Li+1 Li+1 Li+1
pi+1
1 2 3 4 5 6 7
pi+2 pλ
Li+2 Li+2 Li+2 Lλ Lλ Lλ
(b) The computed linear order based on pi, . . . , pλ
Fig. 4: Illustrations for the proof of Theorem 1.
M.3 for every j = i + 1, . . . , λ− 1, the binding edges between Lj and Lj+1 use
three queues, Q2, Q3, and Q4.
Based on these layouts, we show how to construct a 5-queue layout (satisfying
M.1–M.3) for each of the connected components of the graph Hi induced by
the vertices of Li, . . . , Lλ. Let Ci be such a component. By definition, Ci is
delimited by a connected component ci of Gi which is internally-triangulated
and outerplane. If none of the faces of ci contains a connected component of
Hi+1, then we compute a 2-queue layout of it using Lemma 2. Consider now the
more general case, in which some of the faces of ci contain connected components
of Hi+1. By M.1–M.3, we have computed 5-queue layouts for all the connected
components, say d1, . . . , dk, of Hi+1 that reside within the faces of ci.
We proceed by applying the two-level algorithm to the subgraph of Ci induced
by the vertices of ci and the vertices incident to the outer faces of d1, . . . , dk.
By the last observation we made in the two-level case, this will result in: (a) a
linear order O(ci) of the vertices of ci, (b) a relative order of the components
d1, . . . , dk, (c) an assignment of the (level-Li) edges of ci into Q0 and Q1, and
(d) an assignment of the binding edges between ci and each of d1, . . . , dk into
Q2, Q3 and Q4. Up to renaming, we assume that d1, . . . , dk is the computed
order of these components; see Fig. 4a.
By (c) and (d), all edges of Ci are assigned to Q0, . . . ,Q4, since the edges of
d1, . . . , dk have been recursively assigned to these queues. Next, we partition the
order of vertices of Ci into λ− i + 1 disjoint intervals, say pi, . . . , pλ, such that
pµ precedes pν if and only if µ ≺ ν. All the (level-Li) vertices of ci are contained
in pi in the order O(ci) by (a). For j = i+1, . . . , λ, pj contains the vertices of Lj
of each of the components d1, . . . , dk, such that the vertices of Lj of dµ precede
the vertices of Lj of dν if and only if µ ≺ ν; see Fig. 4b. The proof that M.1–M.3
are satisfied can be found in Appendix A. We summarize in the following.
Theorem 1. Every planar 3-tree has queue number at most 5.
We note here that queue layouts are closely related to track layouts; for
definitions refer to [7]. The following result follows immediately from a known
result by Dujmovic´, Morin, Wood [6]; see Appendix A for details.
Corollary 1. The track number of a planar 3-tree is at most 4000.
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Differences with Wiechert’s algorithm. Wiechert’s algorithm [23] builds
upon a previous algorithm by Dujmovic´ et al. [6]. Both yield queue layouts for
general k-trees, using the breadth-first search (BFS) starting from an arbitrary
vertex r of G. For each d > 0 and each connected component C induced by the
vertices at distance d from r, create a node (called bag) “containing” all vertices
of C; two bags are adjacent if there is an edge of G between them. For a k-tree,
the result is a tree of bags T , called tree-partition, so that (P.1) every node of
T induces a connected (k − 1)-tree, and (P.2) for each non-root node x ∈ T , if
y ∈ T is the parent of x, then the vertices in y having a neighbor in x form a
clique of size k. Both algorithms order the bags of T , such that the vertices of
the bags at distance d from r precede those at distance d+1. The vertices within
each bag are ordered by induction using P.1.
The algorithms differ in the way the edges are assigned to queues; the more
efficient one by Wiechert [23] uses 2k−1 queues (2k−1 for the inter- and 2k−1+1
for the intra-bag edges), which is worst-case optimal for 1- and 2-trees.
If G is a planar 3-tree and the BFS is started from a dummy vertex incident
to the three outervertices of G, then the intra- and inter-bag edges correspond
to the level and binding edges of our approach, while the bags at distance d from
r in T correspond to different connected components of level d.
To reduce the number of queues, we observed that in G (i) every node of
T induces a connected outerplanar graph, while (ii) each clique of size three by
P.2 is a triangular face of G. By the first observation, we reduced the number
of queues for intra-bag edges; by the second, we combined orders from different
bags more efficiently.
3 The Lower Bound
In the following, we prove that the queue number of planar 3-trees is at least
four. To this end, we will define recursively a subgraph of a planar 3-tree G and
we will show that it contains at least one 4-rainbow in any ordering. Starting
with a set of T independent edges (si, ti) with 1 ≤ i ≤ T and T to be determined
later, we connect their endpoints to two unique vertices, say A and B, which we
assume to be neighboring. We refer to these edges as (s, t)-edges.
As a next step, we stellate each triangle 〈A, si, ti〉 with a vertex xi, that is,
we introduce vertex xi and connect it to A, si, and ti. Symmetrically, we also
stellate each triangle 〈B, si, ti〉 with a vertex yi. Afterwards, we add one more
level, that is, we stellate each of the triangles 〈A, si, ti〉, 〈B, si, ti〉, 〈A, xi, si〉,
〈A, xi, ti〉, 〈B, yi, si〉 and 〈B, yi, ti〉 with vertices αi, βi, pi, qi, ui and vi, respec-
tively; see Fig. 5b. We further stellate 〈si, ti, αi〉 with α′i and then 〈si, ti, α′i〉 with
α′′i . Symmetrically, we stellate 〈si, ti, βi〉 with β′i and 〈si, ti, β′i〉 with β′′i .
Let GT be the graph constructed so far. We refer to vertices A and B as the
poles of GT and we assume that GT admits a 3-queue layout Q. By symmetry, we
may assume that A ≺ B and that si ≺ ti for each edge (si, ti). Consider a single
edge (si, ti) and the relative order of its endvertices to A and B. Then, there
exist six possible permutations: (P.1) si ≺ A ≺ B ≺ ti, (P.2) A ≺ si ≺ B ≺ ti,
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iα
′
iαi β
′′
i
(b)
Fig. 5: Construction of graph GT : Each gray subgraph in (a) corresponds to a copy of
the graph of (b).
(P.3) si ≺ A ≺ ti ≺ B, (P.4) A ≺ B ≺ si ≺ ti, (P.5) si,≺ ti ≺ A ≺ B, and
(P.6) A ≺ si ≺ ti ≺ B.
By the pigeonhole principle and by setting T = 6l, we may claim that at
least one of the permutations P.1-P.6 applies to at least l edges. We will show
that if too many (s, t)-edges share one of the permutations P.1-P.5, then there
exists a 4-rainbow, contradicting the fact that Q is a 3-queue layout for GT .
This implies that if T is large enough, then for at least one (s, t)-edge of GT
permutation P.6 applies. Based on this fact, we describe later how to augment
the graph that we have constructed so far using a recursive construction such
that we can also rule out permutation P.6. Thereby, proving the claimed lower
bound of four. We start with an auxiliary lemma.
Lemma 5. In every queue that contains r2 independent edges, there exists either
an r-twist or an r-necklace.
Proof. Assume that no r-twist exists, as otherwise the lemma holds. We will
prove the existence of an r-necklace. Let (s1, t1), . . . , (sr2 , tr2) be the r
2 indepen-
dent edges. Assume w.l.o.g. that si ≺ si+1 for each i = 1, . . . , r2 − 1. Consider
the edge (s1, t1). Since s1 is the first vertex in the order and no two edges nest,
each vertex ti, with i > 1, is to the right of t1. Since no r-twist exists, vertex
sr is to the right of t1. Thus, (s1, t1) and (sr, tr) do not cross. The removal of
(s1, t1), . . . , (sr−1, tr−1) makes sr first. By applying this argument r − 1 times,
we obtain that (s1, t1), (sr, tr), . . .
(
s(r−1)2+1, t(r−1)2+1
)
form an r-necklace. uunionsq
Applying the pigeonhole principle to a k-queue layout, we obtain the following.
Corollary 2. Every k-queue layout with at least kr2 independent edges contains
at least one r-twist or at least one r-necklace.
We exploit this result for permutations P.1-P.6 as follows. Recall that Q is a
3-queue layout for GT . So, if we set T = 18r
2 for an r > 0 of our choice, then at
least 3r2 (s, t)-edges of GT share the same permutation. Moreover, these edges
10 J. Md. Alam, M. A. Bekos, M. Gronemann, M. Kaufmann, S. Pupyrev
A B t3· · ·s4 t4x4 · · ·s3 s5· · ·
(a) x4 ≺ s3
A B t1· · ·s4 x4s3s2s1
(b) s3 ≺ x4 ≺ A
A B t1· · ·s4 x4s5s2s1 · · ·
(c) A ≺ x4 ≺ B
Fig. 6: Illustration for the Case P.1 when x4 ≺ B holds.
are by construction independent. Therefore, by Corollary 2 at least r of them
form a necklace or a twist (while also sharing the same permutation). In the
following, we show that if r (s, t)-edges, say w.l.o.g. (s1, t1), . . . , (sr, tr), form a
necklace or a twist (for an appropriate choice of r) and simultaneously share
one of the permutations P.1-P.5, then a 4-rainbow is inevitably induced, which
contradicts the fact that Q is a 3-queue layout. We consider each case separately.
Case P.1: Let r = 8. It suffices to consider the case, in which (s1, t1), . . . , (s8, t8)
form a twist, since in general for r > 1 the necklace case is impossible. Hence, the
order is [s1 . . . s8ABt1 . . . t8]. We show that x4 always yields a 4-rainbow; Fig. 6
shows the three subcases arising when x4 is such that x4 ≺ B holds. Clearly,
each yields a 4-rainbow. Since we did not use the edge (x4, A), by symmetry, a
4-rainbow is also obtained when B ≺ x4.
Case P.2: As in the previous case, we set r = 8 and we only consider the
case, in which (s1, t1), . . . , (s8, t8) form a twist, since the necklace case is again
impossible. Hence, the order is [As1 . . . s8Bt1 . . . t8]. One may verify that placing
x4 and x5 to the left of t8 always results in a 4-rainbow (see Appendix B for
details). For the case in which x4 and x5 are preceded by t8, we distinguish
between if x4 ≺ x5 holds or not. Both result in a 4-rainbow.
Case P.3: This case can be ruled out like Case P.2 due to symmetry.
Case P.4: Let r = 10. We distinguish two subcases based on whether the edges
(s1, t1), . . . , (s10, t10) form a twist or a necklace (in contrast to the previous case,
here both cases are possible).
We start with the twist case. Hence, the order is [ABs1 . . . s10t1 . . . t10]. Let
Z4...7 = {x4, . . . , x7} ∪ {y4, . . . y7} and let z4...7 be any element of Z4...7. Similar
to the previous case, we sweep from left to right and rule out easy subcases.
However, we have to ensure that we do not use any edge from z4...7 to A or B in
order to keep the roles of xi and yi interchangeable. Fig. 7 shows that we may
assume that t9 ≺ z4...7, that is, all x4, . . . , x7 and y4, . . . , y7 are preceded by t9.
Next, we show that we can always construct a 3-rainbow spanning (s8, t8),
which then yields the desired 4-rainbow. Let us take a closer look at the or-
dering of the 8 vertices in Z4...7. To prevent the creation of a 3-rainbow that
spans (s8, t8), we claim that the ordering has to comply with two requirements:
(R.1) the indices of the first 7 elements of Z4...7 are non-decreasing, and (R.2) for
the last 7 elements of Z4...7, it must hold that all x precede all y. Assume to
the contrary, that R.1 does not hold. Hence, there exists a pair of vertices, say
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· · ·A Bz4...7 s1 t1 t2 t3 t4· · · t7· · ·
(a) z4...7 ≺ A
A Bz4...7 s1 t1 t3· · · t10· · · t4 t7· · · · · ·
(b) A ≺ z4...7 ≺ B
AB t3· · · · · ·· · ·s3z4...7 t9t4 t7· · · t10· · ·
(c) B ≺ z4...7 ≺ s3
A B t3· · · t10· · ·s3 t9· · ·s4 s7· · ·
z4...7
(d) s3 ≺ z4...7 ≺ t3
A B t8· · · t10· · ·s8 t9t4 t7· · ·
z4...7
(e) t3 ≺ z4...7 ≺ t8
A B t8· · · t10· · · t9s8 z4...7s4 s7· · ·
(f) t8 ≺ z4...7 ≺ t9
Fig. 7: Illustration for the Case P.4 when z4...7 ≺ t9 holds.
w.l.o.g xj ≺ xi, with i < j and xi is not the last element of Z4...7. Then,
[si . . . sj . . . xj . . . xi] forms a 2-rainbow and together with the last element of
Z4...7 that is adjacent to either A or B, we obtain a 3-rainbow spanning (s8, t8);
a contradiction. Assume now that R.2 does not hold. Then, there exists a pair
yi ≺ xj with yi not being the first element. Let the first element be xl. Then,
[A . . . B . . . sl . . . xl . . . yi . . . xj ] is a 3-rainbow spanning (s8, t8); a contradiction.
Now, we show that R.1 and R.2 cannot simultaneously hold, which implies
the existence of a 4-rainbow. Consider the last element of Z4...7. Assume that R.1
and R.2 both hold. By R.2, we may deduce that the last three elements of Z4...7
belong to {y4, . . . y7}. Let them be yi, yj , y` as they appear from left to right.
Then, by R.1 we have that i < j. Consider now xj . By R.1, yi ≺ xj must hold.
This contradicts the fact that yi, yj , y` are the last three elements of Z4...7.
We continue with the necklace case. Here, the order is [ABs1t1 . . . s10t10]. We
make several observations about the ordering in the form of propositions; their
formal proofs can be found in Appendix B.
Proposition 1 Let w be a neighbor of si and ti for 3 ≤ i ≤ 8. Then, either
si−1 ≺ w ≺ ti+1 holds, or s10 ≺ w.
Proposition 2 Let w and z be two vertices that form a K4 with si and ti, for
3 ≤ i ≤ 8. Then, at least one of the following holds: s10 ≺ w or s10 ≺ z.
Proposition 3 Let w, z be neighbors of both si, ti, for 3 ≤ i ≤ 8. Then, at most
one of w and z is between si−1 and si or between ti and ti−1. Furthermore, if
one of w and z is between si−1 and si or between ti and ti−1, then the other is
not between si and ti.
Proposition 4 For 4 ≤ i ≤ 8, each vertex from the set {xi, yi, pi, qi, ui, vi} is
between si−1 and ti+1.
By Proposition 4, for 4 ≤ i ≤ 8, each vertex from {si, ti, xi, yi, pi, qi, ui, vi} is
in (si−1, ti+1). Then, the edges between these vertices cannot form a 2-rainbow,
as otherwise this 2-rainbow along with the two edges (A, t10) and (B, s10) would
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· · · pi si ti yixi · · ·BA s10 t10
(a) xi ≺ si ≺ ti ≺ yi
· · · pi xi yi tisi · · ·BA s10 t10
(b) si ≺ xi ≺ yi ≺ ti
Fig. 8: Contradiction for placing xi, yi, pi, qi, ui, vi in range (si−1, ti+1), 4 ≤ i ≤ 8.
form a 4-rainbow. Assume w.l.o.g. that xi ≺ yi. Then, by Proposition 3, one of
the following two conditions hold: (i) xi ≺ si ≺ ti ≺ yi, (ii) si ≺ xi ≺ yi ≺ ti;
see Fig. 8. In both cases, pi must precede both xi and si, as otherwise either
(pi, si), (xi, ti), or (pi, xi), (si, ti) would form a 2-rainbow; see Fig. 8. But then
there is no valid position for qi without creating a 2-rainbow in either case,
resulting together with (A, t10) and (B, s10) in a 4-rainbow.
Case P.5: This case can be ruled out like Case P.4 due to symmetry.
From the above case analysis it follows that if r is at least 10 (which implies
that T is at least 1,800), then for at least one (s, t)-edge of GT permutation P.6
applies, that is, there exists 1 ≤ i0 ≤ T such that A ≺ si0 ≺ ti0 ≺ B. Notice
that the edges (A,B) and (si0 , ti0) form a 2-rainbow.
We proceed by augmenting graph GT as follows. For each edge (si, ti) of
GT , we introduce a new copy of GT , which has si and ti as poles. Let G
′
T
be the augmented graph and let (s′1, t
′
1), . . . , (s
′
T , t
′
T ) be the (s, t)-edges of the
copy of graph GT in G
′
T corresponding to the edge (si0 , ti0) of the original
graph GT . Then, by our arguments above there exists 1 ≤ i′0 ≤ T such that
si0 ≺ s′i0 ≺ t′i0 ≺ si0 . Hence, the edges (A,B), (s′i0 , t′i0) and (si0 , ti0) form a
3-rainbow, since A ≺ si0 ≺ ti0 ≺ B holds. If we apply the same augmentation
procedure to graph G′T , then we guarantee that the resulting graph G
′′
T , which is
clearly a subgraph of a planar 3-tree, has inevitably a 4-rainbow. Hence, either
GT does not admit a 3-queue layout, as we initially assumed, or G
′′
T does not
admit a 3-queue layout. In both cases, Theorem 2 follows.
Theorem 2. There exist planar 3-trees that have queue number at least 4.
4 Conclusions
In this work, we presented improved bounds on the queue number of planar
3-trees. Three main open problems arise from our work. The first one concerns
the exact upper bound on the queue number of planar 3-trees. Does there exist
a planar 3-tree, whose queue number is five (as our upper bound) or the queue
number of every planar 3-tree is four (as our lower bound example)? The second
problem is whether the technique that we developed for planar 3-trees can be
extended so to improve the upper bound for the queue number of general (that
is, non-planar) k-trees, which is currently exponential in k [23]. Finally, the third
problem is the central question in the area. Is the queue number of general planar
graphs (that is, that are not necessarily planar 3-trees) bounded by a constant?
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Appendix
A Omitted Proofs from Section 2
Theorem 1. Every planar 3-tree has queue number at most 5.
Proof. Since M.1 is clearly satisfied for Ci, it remains to prove that the assign-
ment of the edges of Ci to Q0, . . . ,Q4 is such that M.2 and M.3 are satisfied.
Since the edges of Hi are partitioned into level and binding, the endvertices
of each edge are either in the same or in two consecutive intervals; in the former
(latter) case, it is assigned to Q0 or Q1 (to Q2, Q3 or Q4), since it is a level
(binding) edge. Edges assigned to Q0 and Q1 cannot nest, as otherwise our two-
level algorithm has computed an invalid assignment for the level edges of ci or
an invalid assignment in Q0 and Q1 has been recursively computed for d1 . . . , dk.
Similarly, any two (binding) edges of Q2, Q3 or Q4 cannot be nested, if both
bridge ci with the same component or with two different components of Li+1,
or both belong to the same component dj , for some j = 1, . . . , k. It remains
to prove that there exist no two nested edges of Q2, Q3 or Q4 that belong to
two different components dµ and dν and their endvertices are in two consecutive
intervals pj and pj+1, where 1 ≤ µ, ν ≤ k and j = i, . . . , λ− 1. The former holds
because of the two-level algorithm. The latter holds because all vertices of dµ
either precede or follow all vertices of dν in both pj and pj+1 (by the choice of
the relative order). So, M.1–M.3 are satisfied and the proof follows. uunionsq
B Omitted Proofs from Section 3
Details of Case P.2. Recall that in this case, the order is [As1 . . . s8Bt1 . . . t8].
Let us consider now every possible position of x4. Fig. 9 shows that a 4-rainbow
is always obtained when x4 ≺ t8. Hence, t8 ≺ x4 holds. Symmetrically, we can
obtain that t8 ≺ x5 holds. However, we have no knowledge about the relative
order of x4 and x5. In the following, we distinguish two subcases depending on
A B t1· · ·s2x4 · · · · · · t2 t3 t4
(a) x4 ≺ A
A B t1· · ·s3x4· · · · · · t3 t4 t8· · · · · ·
(b) A ≺ x4 ≺ s3
A B· · · t1 t8· · · · · ·s1 s2 s4 s4· · ·x4
x4
(c) s3 ≺ x4 ≺ B
A B t7 t8· · · t6· · · s7 · · ·t4 t4· · ·x4
x4· · ·
(d) B ≺ x4 ≺ t6
A B t8· · ·· · · s4 · · ·t4 t6 x4· · ·s6 · · ·· · · · · ·
(e) t6 ≺ x4 ≺ t8
Fig. 9: Illustration for the Case P.2 when x4 ≺ t8 holds.
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A B t8· · ·· · · s4 t4 t5 x4· · · s8 · · · x5
(a) t8 ≺ x4 ≺ x5
A B t8· · ·· · · s5 t4 x4· · · s8 · · · x5
(b) t8 ≺ x5 ≺ x4
Fig. 10: Illustration for the Case P.2 when t8 ≺ x4 and t8 ≺ x5 hold.
whether x4 ≺ x5 or x5 ≺ x4. Both subcases are illustrated in Fig. 10, which also
shows the existence of 4-rainbows, thus completing this case.
Details of Case P.4. In the following, we give the detailed proofs of Proposi-
tions 1–4 that we omitted in the main part.
Proposition 1. Let w be a neighbor of si and ti for 3 ≤ i ≤ 8. Then, either
si−1 ≺ w ≺ ti+1 holds, or s10 ≺ w.
Proof. Let z ∈ {si, ti} be the neighbor of w. We prove in the following that for
any placement of w, such that neither si−1 ≺ w ≺ ti+1 nor s10 ≺ w hold, there
is a 4-rainbow:
· · · Aw s1 t1 t2s2 · · ·B s i/
t i
(a) w ≺ A
A Bw sis1 t1 s2 · · · s i/
t i
(b) A ≺ w ≺ B
A B w· · · s10 t10· · · · · ·s i/
t i
s i
−
1
t i
−
1
(c) B ≺ w ≺ si−1
A B w· · · s10 t10· · · · · ·s i/
t i
t i
+
1
s i
+
1
(d) ti+1 ≺ w ≺ s10
Fig. 11: Illustrations for the proof of Proposition 1.
– if w ≺ A, then w ≺ A ≺ B ≺ s1 ≺ t1 ≺ s2 ≺ t2 ≺ z forms a 4-rainbow; see
Fig. 11a;
– if A ≺ w ≺ B, then A ≺ w < B ≺ s1 ≺ t1 ≺ s2 ≺ z ≺ t7 forms a 4-rainbow;
see Fig. 11b;
– if B ≺ w ≺ si−1, then A ≺ B ≺ w ≺ si−1 ≺ ti−1 ≺ z ≺ s10 ≺ t10 forms a
4-rainbow; see Fig. 11c and
– if ti+1 ≺ w ≺ s10, then A ≺ B ≺ z ≺ sT−1 ≺ tT−1 ≺ w ≺ s10 ≺ t10 forms a
4-rainbow; see Fig. 11d.
Since each case yields a 4-rainbow, the proof follows. uunionsq
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Proposition 2. Let w and z be two vertices that form a K4 with si and ti, for
3 ≤ i ≤ 8. Then, at least one of the following holds: s10 ≺ w or s10 ≺ z.
Proof. Since s4, t4, w, z form a K4, in any relative ordering of these four vertices,
they form a 2-rainbow. By Proposition 1, each of w and z is either between si−1
and ti+1, or after s10. But if both of them were between si−1 and ti+1, then the
2-rainbow by the edges of the K4, along with the two edges (A, t10), (B, s10)
would form a 4-rainbow; a contradiction. Hence, s10 ≺ w or s10 ≺ z must hold,
as desired. uunionsq
Proposition 3. Let w, z be neighbors of both si, ti, for 3 ≤ i ≤ 8. Then, at most
one of w and z is between si−1 and si or between ti and ti−1. Furthermore, if
one of w and z is between si−1 and si or between ti and ti−1, then the other is
not between si and ti.
Proof. In each of the cases where (i) both w and z are between si−1 and si, (ii)
both are between ti and ti−1, (iii) one is between si−1 and si, or ti and ti−1,
and the other is between si and ti, the 2-rainbow formed by the K4 induced by
the vertices w, z, si and ti, along with the two edges (A, t10) and (B, s10) form
a 4-rainbow. uunionsq
Proposition 4. For 4 ≤ i ≤ 8, each vertex from the set {xi, yi, pi, qi, ui, vi} is
between si−1 and ti+1.
Proof. Let w be any vertex from the set S = {xi, yi, pi, qi, ui, vi}. By Proposi-
tion 1, it is sufficient to prove that w is not after s10. Assume for a contradiction
that s10 ≺ w. Observe that for any vertex w from the set S, w has an edge (which
we call long) with exactly one of A, B, and an edge (which we call short) with
at least one of si, ti. On the other hand, consider the four edges (xi−1, αi−1),
(α′i−1, α
′′
i−1), (yi−1, βi−1) and (β
′
i−1, β
′′
i−1), each of which creates a K4 with si−1
and ti−1. By Proposition 2, one vertex from each of these four edges is after s10.
By the pigeonhole principle, at least two of these vertices are on the same side
of w. Call them a and b, where a ≺ b. Then, si−1 ≺ ti−1 ≺ s10 ≺ t10 ≺ a ≺ b
form a 3-rainbow. This together with the long edge (when w ≺ a ≺ b), or the
short edge (when a ≺ b ≺ w) form a 4-rainbow. uunionsq
C Track Layouts
A track layout of a graph G = (V,E) is a partition of its vertices into sequences,
called tracks, such that the vertices in each sequence form an independent set and
the edges between each two pairs of tracks form a non-crossing set. Formally, let
{Vi : 1 ≤ i ≤ t} be a partition of V , such that for every edge (u, v) ∈ E, if u ∈ Vi
and v ∈ Vj then i 6= j. Suppose that <i is a total order of Vi. Then, the ordered
set (Vi, <i) is called a track and the partition is called a t-track assignment of G.
An X-crossing in a track assignment consists of two edges (u, v) and (x, y), such
that u and x are on the same track Vi, v and y are on a different track Vj with
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u <i x and y <j v. A track layout is a track assignment with no X-crossings,
and the track number is the minimum k such that G has a k-track layout.
Track and queue layouts are closely related to each other, as shown by Duj-
movic´ et al. [7]. In particular, every t-track graph has a (t−1)-queue layout, and
every q-queue graph has track number at most 4q · 4q(2q−1)(4q−1). For the case
of graphs with bounded tree-width, a better upper bound on the track number
is known. For example, trees have track number 3 [10], outerplanar graphs have
track number 5 [7], series-parallel graphs have track number at most 15 [3], and
planar 3-trees have track number at most 5415 [3]. Next we improve the upper
bound for the track number of planar 3-trees, utilizing the following relation be-
tween acyclic chromatic number of a q-queue graph and its track number. Recall
that a vertex coloring is acyclic if there is no bichromatic cycle, that is, every
cycle receives at least three colors.
Lemma 6 (Dujmovic´, Morin, Wood [6]). Every q-queue graph with acyclic
chromatic number c has track-number at most c(2q)c−1.
Since the unique 4-coloring of a planar 3-tree is acyclic [11], combining
Lemma 6 with Theorem 1 we obtain the following result.
Theorem 1. The track number of a planar 3-tree is at most 4000.
