Scope and Purpose { This paper addresses a a new method to compute a center of polytope. We emphasize the computational aspects of the work since the mapping related with the method is a nonlinear mapping and any particular proof of convergence is a hard task. After de ne a measure of centricity we compare this new center with the analytic center for linear programming polytopes. The comparison is also done to the linear feasibility problem.
Introduction
In this work, we study the center of linear programming polytopes (i.e., a nite, non-empty intersection of linear inequalities). The importance of this study is due to the fact that interior point polynomial time algorithms for linear programming have either an explicit or an implicit centering mechanism.
Our rst task in this process is to de ne the notion of center of a polytope. This notion is easy for a simple, regular shaped polytope,but, becomes more complex when we consider a general polytope. This happens because we may de ne centers in di erent ways. For instance, the center of a polytope may be the center of the least volume ellipsoid that contains the polytope. Or, the center of the biggest ball inside the polytope. Therefore, the center of a polytope depends on the de nition we are using. But, fortunately, all those de nitions are equivalent in the sense that, if we obtain a center in polynomial time then we can solve linear programming in polynomial time.
The most used de nitons of centers of a polytope are presented in Section 2. In Section 3, we describe an algorithm to compute a center of linear programming polytope using weighted projections. The method assumes that we start at a feasible interior point of the polytope and each iterate is obtained as a convex combination of the orthogonal projections on the half spaces de ned by the inequalities plus a special projections on the same half spaces. The center is de ned as the xed point of the sequence generated by the method and we denote it, from now on, by p-Center.
The computational experiences are presented in Section 4. There, we compare the p-Center with the analytic center ( the most used notion of center in interior point methods ). This comparison is done in terms of centering quality only. We do not worry about making comparisons n terms of time or number of iterations, because the methods have di erent features.
The iterative approach used in our method has the following properties. no changes are made to the original matrix; it is less prone to accumulation errors; it is easily implemented in a parallel environment; it is less sensitive to redundant constraints; in a single iterative step, when we calculate x k+1 , the only iterate needed is the immediate predecessor x k .
De nitions of Center of a Polytope
There are several notions for the center of a convex set. We begin by describing a few of them.
Helly Centers
Let C be a convex body in < n . It is shown in 11] that there exists a point 2 C which divides any chord through into parts of lengths and such that 1 n + 1 + n n + 1 : (1) We will refer to as a Helly center, or simply an H center, because of its connection with the following theorem due to Eduard Helly 11].
Theorem 2.1 ( Eduard Helly, 1913 ) Suppose K is a family of at least (n + 1) convex sets in the n?dimensional Euclidean space < n and K is nite or each member of K is compact. Then if each (n + 1) members of K have a common point, there is a point common to all members of K.
John Centers
Another notion of a center for a convex body is the center of the circumscribing ellipsoid of least volume. Given a polytope S, let E denote the ellipsoid of least volume containing S. We de ne the center of E to be a John center of this polytope. This is because of the following result due to John 9] . Theorem 2.2 ( Fritz John, 1947 ) Let S be a polytope in the Euclidean n?dimensional space < n . Let E denote the ellipsoid of least volume containing S. Then E is unique and if we shrink E by a factor n about its center, we obtain an ellipsoid contained in S.
It turns out that a J center is also an H center. And, we can prove (see ( 13] ), ( 14] )) that any polynomial algorithm for computing one of these centers gives rise to a polynomial algorithm for solving linear programming problems.
Analytic Centers
Let S be a polytope described by a system of linear inequalities P n j=1 a ij x j b i for i = 1; 2; : : : ; m. The analytic center of S is the point = ( 1 ; 2 ; : : : ; n ) 2 < n which solves the maximization problem 
Since S is bounded this maximization problem has a solution. It can also be shown that the solution is unique. Thus the analytic center of a polytope is well-de ned. In ( 13] ), the author proved that given any of the centers described above, we may construct a polynomial time algorithm for solving linear programming problems. This shows that the centering mechanism is the main ingredient for polynomiality. And, in this work we propose a new notion of center, which is very easy to compute and yields a more central point than the analytic center approach.
The Method of Weighted Orthogonal Projections
In this section, we describe a method for nding a p-Center of a general polytope. Each iterate is obtained as a convex combination of projections into the hyperplanes associated with the inequalities that de ne the polytope. We assume the polytope described by a set S fx 2 < n : Ax bg is a full dimensional linear programming polytope and the matrix A contains, also, the nonnegative constraints. Let x k be a feasible interior point at some iteration k. Then, we de ne the following projections.
De nition 3.1 ( The orthogonal projection ) Let P i (x k ) = x k + (b i ? a t i x k ) a i ka i k be the orthogonal projection of a point x k onto the hyperplane associated with the inequality a t i x b i . Since the orthogonal projection P i (x k ) may be infeasible, we de ne an \orthog-onal" feasible projection.
De nition 3.2 ( The \orthogonal" feasible projection ) Let P i (x k ) = x k + i (P i (x k ) ? x k ); where i = max 0 < i 1 f : x k + (P i (x k ) ? x k ) 2 Sg be the \orthogonal" feasible projection associated with the inequality a t i x b i . Note that i is greater than zero since x k is assumed to be a feasible interior point and less or equal to 1 ( i = 1 when the orthogonal projection P i (x k ) yields a feasible point).
The centroid of the projected points on the boundary of S is the centroid of the convex hull of these points. Therefore, it is reasonable to think that the more points we have on the boundary, the better the convex hull of these points resembles the original polytope. With this on mind, we de ne a \partner" for each orthogonal projection.
De nition 3.3 Let P i (x k ) = x k ? i (P i (x k ) ? x k ); where i = max 0 < i 1 f : x k ? (P i (x k ) ? x k ) 2 Sg be the point obtained from P i (x k ) by doing a search in the direction ?(P i (x k ) ? x k ). Therefore, our polytope has a chord connecting P i (x k ) and P i (x k ) for the hyperplane associated with the i th inequality. That is, each inequality generates two points : P i (x k ) and P i (x k ). The new iterate x k+1 is the average of m midpoints P i (x k )+P i (x k ) 2 ; i = 1; 2; : : :; m, that is, Each iteration of the method is de ned as the centroid of the points P i (x k ) and P i (x k ) for i = 1; 2; : : : ; m, where m is the total number of constraints. Figure (1) illustrates the geometrical meaning of P i (x k ), P i (x k ) and P i (x k ). Note that when we projected in constraint (1), P 1 (x) is infeasible, therefore, we need to go back until feasibility is obtained , generating the point P 1 (x). And, nally, we walk in the opposite direction generating the point P 1 (x k ). The projections on the other constraints were not labeled but they were represented by the symbol \ " in the gure. Figure 1 : Geometrical Meaning of P i (x),P i (x) and P i (x) In Figure ( 2), we present polytopes in < 2 to illustrate the path generated by the mapping described in (3) . For each polytope, we started at di erent initial points. We observe that for the given polytopes the sequences generated by the mapping (3) converged to the same xed point. Unfortunately, in general, this is not the case. Although, in our numerical experiences we always obtained the same xed point starting from di erent initial points. But, we can construct a counter-example in two-dimensions. In the next section we talk about the existence of xed points for the sequences generated by the mapping (3).
Existence of xed points
The mapping described by (3) contains the matrix W (k) , which depends on iteration k, making any speci c convergence proof a di cult task. But, making use of a theorem presented by L. Brouwer ( 1]), we can say that there exists xed points for our mapping. Since the mapping (3) is continuous and S is a polytope then Brouwer's theorem proves that there exist a xed point for sequence generated by (3).
Computational Experiences
The algorithm proposed in (3) has been implemented in MATLAB. We performed numerical experiences to compare the centering quality of p-Center against the analytic center in several polytopes of di erent dimensions. Firstly, we show pictures of polytopes in two-dimensional space to illustrate the quality of the p-Center and the analytic center. Secondly, we present the numerical results on tables for random generated polytopes. And, nally, we show results on some NetLib problems. In all these problems, the p-Center behaved very well.
To measure the quality of the center, we propose a combination of two measures, which will be described next.
Measures of Centricity
To measure how good a center is, we need to de ne a measure of centricity. Since, a good center is a point that divides each chord passing through it in two equal parts, we use the following measure for centricity.
De nition 4.1 Let x be a feasible interior point of a polytope S and P i (x), 
the minimum distance from x to the boundary of the set S, as a second measure of centricity. Therefore, a pointx has a better centering quality than x if
In fact, the rst measure says how balanced the point is. And, the second measure how far the point is from the boundary. Our goal is to satisfy the criterion (6) but that is not always possible. Hence, we use a combination of both measures de ning
A good center, for us, will be the point that has a larger C(x). And, as we are going to show, for a great variety of instances, the p-Center is a better center than analytic center for this measure of centricity.
Examples in < 2
In this section, we presented some examples in < 2 . The reason for this is to better visualize the centering quality of p-Center and analytic center. Figure   ( 3) presents four polytopes in < 2 showing the p-Center (denoted by p) and the analytic center (denoted by a). Table 1 : Centricity Measures for the p-Center and Analytic Center. 
Randomly Generated Polytopes
We consider the problem of applying the projection method in randomly generated polytopes. Since special structure consistent with the class of real world problems being simulated is welcome, we generated the polytopes based on the work done by May ( 12] ). We worked on polytopes for di erent dimensions and for each dimension we generated 10 di erent polytopes. The tables below present the measures E(x),d min (x),C(x) and the average obtained for each dimension on each measure.
Number of p-Center
Analytic Center Constraints If we take in account the average for each dimension, we observed that the p-Center behaved better than the analytic center in all those problems.
Netlib Polytopes
Finally, we performed the computational experiences on some Netlib problems. We have transformed the problem to the dual format, i.e., all the constraints are of type \ ". In all the examples we have reached convergence. And, once more, the p-Center behaved well considering the measure used. where we assume is a full dimensional polytope. Also, we assume that ka i k = 1, i.e., b i ? a t i x is the real distance from x to the hyperplane fx 2 < n : b i ? a t i x = 0g. The following algorithm will explain how the method works.
Algorithm : To nd a feasible point in Otherwise :
There exist a k such that b k ? a t k x k > 0:
Let S k+1 = S k S fa t k x a t k x k g. Let x k+1 be the center of S k+1 . Let k = k + 1.
In the next section, we give an example to illustrate this procedure. We also apply the procedure to the same NetLib problems used in the previous section. The p-Center needs less cuts than the analytic center to get to a feasible point. We believe that this happens because the p-Center is more central than the analytic center.
An Illustrative Example
Let us consider the bidimensional polytope shown in the gures below as a shaded region. We de ne a square that contains the original polytope and its center as the initial point for the process. We use x 0 to denote the initial point and the symbol '*' is used to denote the center for each iteration. The symbol 'o' is used to denote the analytic center and the p-Center in Figure ( 
NetLib Problems
We solved some NetLib problems to verify the performance of the p-Center against the analytic center. Table 3 : Number of cuts Needed to get a Feasible Point
As we can note, the p-Center needed less cuts than the anlytic center to get to a feasible point. We believe this is the case because the p-Center is more central than the analytic center and, therefore, cuts a larger portion of the polytope.
Conclusions
The method described in this article has some nice properties as no changes are made to the original matrix; it is less prone to accumulation errors; it is easily implemented in a parallel environment; it is less sensitive to redundant constraints. Therefore, it can be applied in an environment of huge, sparse and unstructured matrices. And, to speed up the results a parallel implementation would be a must.
Based on our numerical experiments, the p-Center is more central than the analytic center. The performance of the p-Center was better than the analytic center if we consider our notion of centricity. Also, the p-Center behaved better for the feasibility problem applied to some NetLib problems. This bring us the belief that the p-Center is more central than the analytic center because the numerical experiences done show it cuts a larger portion of the arti cial polytope, pushing the centers towards the original polytope in a faster pace.
