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Abstract A productivity benchmarking case study is presented. Empirically valid 
evidence exists to suggest that certain project factors, such as development type and 
language type, influence project effort and productivity and a comparison is made 
taking into account these and other factors. The case study identifies a reasonably 
comparable set of data that was taken from a large benchmarking data repository by 
using the factors. This data set was then compared with the small data set presented by 
a company for benchmarking. The study illustrates how productivity rates might be 
misleading unless these factors are taken into account. Further, rather than simply 
giving a ratio for the company’s productivity performance against the benchmark, the 
study shows how confidence about the company’s performance can be expressed in 
terms of Bayesian confidence (credible) intervals for the ratio of the arithmetic means 
of the two data sets. 
 
1.0 Introduction and Background 
 
For commercial reasons the company that requested the productivity benchmark is to 
remain anonymous and will simply be referred to as “the company”. 
 The main objective of this case study was to provide a comparison of the productivity 
rates achieved by the company, during information systems development, with 
productivity rates world-wide. Some comparative assessments had already been 
undertaken at the company by comparing system productivity with data available in the 
paper produced by Reifer (Reifer 2002). Reifer’s paper includes data taken from 500 
projects for 38 organizations. This data source is less than 10 years old; and the project 
data is classified into twelve application domains. However, there are only 36 of these 
projects in the data processing domain, i.e. in a similar domain to the company’s main 
development domain. In the Reifer paper, productivity is defined as a count of the 
number of lines of program code delivered (SLOC) divided by the number of hours in 
a man-month used on project development. 
 
The company compared four projects with the Reifer data: 
 
P1) A sales system  
P2) A human resources system  
P3) A product flow system 
P4) An order processing system  
 
These projects had been selected by the company because ‘good’ quality data and 
experienced personnel, who could be consulted about these projects, were available. 
The projects comprised systems produced by more than one team and business 
function. Systems that had a high degree of change to legacy systems were not 
included in order to avoid potentially skewing the comparisons. Project duration was 
recorded using the company’s resource usage monitoring system and additional time 
for other aspects of development was added manually. The company data had been 
checked by the project manager and the project leader to confirm the accuracy of the 
delivered lines of code and the man-hours. Furthermore, the duration times were 
assumed to commence with the project initiation phase. However, the company thought 
that they might be understating their performance because the Reifer paper states that 
the productivity measure should be taken from requirements analysis. The company 
found, from their initial comparison, that military and science projects’ productivity 
appeared very low, but nevertheless the company believed they were nearly three times 
as efficient as standard data processing projects (i.e. on average the company produce 3 
SLOC for every 1 SLOC produced by the companies in the Reifer database). 
 
The company used a “worst case” scenario to calculate their productivity rates. The 
scenario was based upon the total number of hours logged against the project and total 
number of source lines delivered; and the company were very confident that these 
numbers were accurate. These numbers were compared with the Reifer paper in which, 
as noted by the company,  software requirements analysis appeared to relate to the start 
of internal design or program specification, in which case the company’s productivity 
rate would probably be better than they estimated.  
 
This study examines the Reifer paper. It also uses the International Software 
Benchmarking Standards Group Data Repository (ISBSG 2003). This repository holds 
data for projects that address feasibility, planning and requirements analysis as well as 
projects that do not address the complete life-cycle. Hence, a comparison with this data 
would give another insight into the company’s productivity. The data source in (ISBSG 
2003) is independently maintained, has world-wide demographics, covers several 
application domains, with a large proportion of projects belonging to the same domain 
as those of the company (see Appendix A) and 75% of the projects are less than 5 years 
old. 
 
The company left P1 out of their initial analysis because they said that “much of the 
work involved legacy changes, hence it is difficult to confirm the SLOC (the addition 
of P1 would increase the productivity performance of the company)”. However, the 
second data source includes both enhancement and new development projects. In this 
paper the benchmark data is compared with the company data both with and without 
P1. In addition, the company reported three of the four the company projects had a 
higher productivity than any of the projects in the Reifer paper. 
 
Section 2 of the paper provides a comparison of the company’s productivity against 
benchmark data across projects developed using all language types and across projects 
developed using fourth generation languages (4GLs). Section 3 discusses the findings 
of these comparisons.  
 
2.0 A Comparison of the company’s productivity against 
benchmark data 
 
The study uses three productivity measures: 
 
1) Hours per Line of Code HR/SLOC 
2) Source Lines of Code per Staff Month SLOC/SM 
3) Hours per Function Points HR/FP 
 
The most important measure for productivity, with respect to accuracy and consistency 
of the available benchmarking data, is Hours per Line of Code (HR/SLOC). This is 
because SLOC/SM varies with the definition of a staff month and the company do not 
use function point counting. Furthermore, a comparison of productivity levels should 
incorporate allowance for different population factors, the most important of which are 
system size, application domain, development type (i.e. enhancement, new 
development) and language generation type. Statistically valid evidence exists that 
indicates language type and development type have an impact on effort (Moses and 
Farrow 2004) and (Moses and Farrow 2005). Further statistical evidence also exists 
that demonstrates that productivity is dependent on language generation type 
(Kitchenham 1992). Anecdotal evidence also suggests that there is economy of scale in 
software development and that system size can have an impact on productivity (Putnam 
and Myers 1996). Thus, in order to compare productivity, it is helpful to make 
comparisons between data samples that possess similar population factors. For 
example, if a Fourth Generation Language (4GL) is used for development, 
comparisons should be made across projects that have also used 4GLs. An 
organisation’s productivity claim may be generally over stated if projects developed 
using 4GLs are compared with benchmark data that includes systems developed using 
3GLs. Hence, the study takes into account these four factors when comparing 
productivity.  
 
In addition, project team size has been shown to have an impact on effort (Moses and 
Farrow 2005). However, the issue of optimum team sizes is still at the research stage 
and when duration is considered for productivity evaluation this factor is reflected in 
the productivity level. Hence, given the total amount of effort for a project, there is no 
need to consider it as a separate factor during productivity comparison. It is contentious 
as to whether development platform (i.e. PC, mainframe, mini) has any impact on 
effort (Moses and Farrow 2004). Hence, development platform will not be considered 
as a separate factor in this study. Furthermore, much of the data held in software 
development project productivity and estimation data repositories have different 
project scopes. Hence, not all stages will have been undertaken and therefore effort will 
not have been recorded for some stages of some projects, see (Reifer 2002) and 
(ISBSG 2003). This study therefore makes productivity comparisons with data that 
include a variety of system sizes, development types, project scopes, development 
platforms and team sizes.  
 
In order to compare the productivity rate of the company, comparisons are made with 
International Software Benchmarking Standards Group, (ISBSG 2003) and Reifer 
Consultants Incorporated (Reifer 2002) data repositories. However, any comparisons 
with the Reifer data should be treated with caution because an undisclosed number of 
the SLOC values were derived using IFPUG backfire coefficients to transform FPs to 
SLOC. This practice, although sometimes used, has never been statistically validated. 
The transformation between FPs and SLOC is crude and inconsistent (Dekkers and 
Gunter 2000). Hence, this comparison could give spurious inferences. It is therefore 
essential to consider other sources of project information, i.e. (ISBSG 2003). 
Productivity measures using Function Points (for the ISBSG data) are also included in 
this study. They give some guide to the possible relationship between productivity 
measured using SLOC and FP ‘size’ measures, and knowledge of productivity in 
Hours/FP may prove useful in the future. 
 
Since many of the company’s systems are developed using Adabas/Natural and Natural 
is considered a 4GL, in the ISBSG repository, a comparison should be made across the 
4GL language type. Thus benchmarking comparisons are made for two language type 
scenarios: between the company’s data and the ISBSG data sample for all language 
types; and between the company’s data and an ISBSG data sample of 4GL projects, see 
Figure 4 Appendix A. The ISBSG repository also includes enhancement and new 
development projects, which means the inclusion of P1 in the company data should not 
skew the results. The ISBSG projects are largely information systems and transaction 
processing systems projects. There is also a larger proportion of in-house developments 
compared with outsource developments in the repository, see Figure 5 Appendix A. 
Furthermore, the ISBSG projects come from organisations distributed throughout the 
world, with most projects coming from Australia, USA and Japan, see Appendix A. 
Thus a world-wide comparison of the company’s productivity can be made using data 
sets that are likely to be similar across project scope, application domain, language type 
and development type.  
 
In order to make productivity comparisons in this study it is necessary to assume that 
SLOC are counted in approximately the same way for the company, the Reifer and the 
ISBSG data. Thus, for example, SLOC are the number of written lines of code in the 
language used and not the number of generated lines of 2 or 3GL code produced by a 
4GL. (A cross check was made in the ISBSG repository by comparing productivity in 
HR/FP to help ensure that SLOC in the ISBSG data set were equivalent to SLOC in the 
company data.) 
 
2.1 HR/SLOC across all Language Types 
 
Table 1 shows the descriptive statistics for the productivity measures for all language 
types and systems sizes world-wide, which are held in the ISBSG data repository and 
for which SLOC are available. 
 
Variable            N       N*     Mean   Median   Standard Deviation   
 
SLOC/HR      287        0     10.96     5.75      32.09 
HR/SLOC      287        0     1.115    0.174      9.530 
HR/FP            271       16    14.06     6.34       22.81 
 
Variable         Min        Max         Q1       Q3 
SLOC/HR     0.01       434.04      2.84    10.23 
HR/SLOC     0.002     149.358    0.098    0.352 
HR/FP           0.38       271.65        3.54    18.05 
 
Table 1 Statistics for the ISBSG data repository for all language types 
 The company’s worst case scenario is used in comparisons, because the data in ISBSG 
have project scopes that include feasibility, planning and requirements analysis effort. 
The company Man Hrs per Line (HR/SLOC) for each project are 0.06, 0.15, 0.12 and 
0.13, which gives a mean of 0.115, median of 0.1250 and a standard deviation of 
0.0387 when P1 is included; and, the mean becomes 0.133 and the median 0.13 when 
P1 is excluded. 
 
The mean for all language types across the 287 projects from ISBSG data repository 
that supplied a SLOC value is 1.115 and the median is 0.174. Therefore the distribution 
is positively skewed. Hence, most projects in the sample from the ISBSG data 
repository actually achieve a productivity value better than the 1.115 (and half the 
projects achieve a productivity level better than 0.174). However, the company’s 
project values and the means for HR/SLOC of 0.133 and 0.115 are both well below the 
ISBSG median value suggesting that by this measure the company are currently out-
performing companies in this ISBSG sample and they are about 8 or 9 times more 
productive at delivering SLOC (when the comparison is made across all language 
types). That is, on average the company produce 8 or 9 SLOC for every 1 SLOC 
produced by the companies in ISBSG database. Intuitively, this is likely to be very 
optimistic. 
 
 
Variable          N     Mean      Median  Standard Deviation 
 
FP                  287    474.3     243.0    1092.8 
Effort (Hrs)   287     6350      2002     12957 
SLOC            287    36460    11100   93435 
 
Variable          Min      Max       Q1       Q3 
FP                    0.0  16148.0     107.0    470.0 
Effort (Hrs)      5     124650      671       5310 
SLOC              70  1041687     3250     32548 
 
Table 2 Statistics for SLOC, FP and Effort for the ISBSG data repository 
 
 
Variable         N     Mean   Median  Standard Deviation 
Man Hours     4     2502     2061           2059 
SLOC             4    24562    25178       19632 
 
Variable             Min      Max       Q1       Q3 
Man Hours        511     5375        841      4604 
SLOC              3833    44061     5883    42626 
 
Table 3 Statistics for Man Hours and SLOC for the company data 
 
Project sizes in Hours for the ISBSG data are: mean 6350, median, 2002, standard 
deviation 12957; in FPs the mean is 474.3, median 243.0 and standard deviation 
1092.8; in SLOC the mean is 36460, median 11100 and standard deviation 93435, see 
Table 2. 
 
The company’s Hours of 2292, 1831, 5375 and 511 give a mean of 2502, median 2061 
standard deviation of 2059; and for SLOC 38322, 12034, 44061 and 3338, with mean 
24562, median 25178 and standard deviation of 19623, see Table 3.Thus the 
company’s projects in SLOC tend to be less skewed than those in the repository with 
similar mean and median and smaller standard deviation. The company’s projects are 
on average 10000 SLOC smaller. However, the median for the ISBSG data is much 
lower than the company’s. This implies that more than half of the ISBSG data are 
considerably smaller than the company’s projects (in terms of SLOC). Thus given that 
on average the company’s projects take about one third of the time to complete the 
reason for this would appear not to be due to their projects being of smaller size. So 
diseconomies of scale appear not to be the reason for the company’s higher 
productivity rate. Therefore, productivity appears to be genuinely better at the company 
since many of the projects in the ISBSG data repository are smaller than the company’s 
data sample. 
 
Variable        N     Mean   Median     Standard Deviation 
HR/SLOC    59   0.2818   0.1465             0.3629 
HR/FP          59    10.91     7.17                9.70 
 
Variable         Min         Max        Q1         Q3 
HR/SLOC      0.0348   1.6701     0.0988   0.3291 
HR/FP           1.65        46.56       4.45       14.99 
 
 
Table 4 Statistics for 4GL projects for productivity measures for the ISBSG data repository 
 
Variable        N      Mean   Median   Standard Deviation 
FP                 59     413.8     183.0        697.5 
SWE             59      4925     1238        10370 
SLOC           59    39844     5890        88575 
 
Variable      Min      Max       Q1       Q3 
FP               49.0   4078.0    106.0    382.0 
  
 
 
 
 
 
 
 
 
 
 
Table 5 Statistics for 4GL projects for SLOC, FP and Effort for the ISBSG data repository 
 
 
 
 
2.2 HR/SLOC for Fourth Generation Languages 
 
When the use of 4GLs, such as Natural, is taken into account then the ISBSG data size 
reduces to 59 projects. The ISBSG data then give rise to productivity levels for 
HR/SLOC of mean 0.2818, median 0.1465 and standard deviation of 0.3629 see 
Table 4 (and Appendix B Figure 1a). Again, these numbers compare favourably with 
the company Man Hrs per Line (HR/SLOC) of 0.06, 0.15, 0.12 and 0.13, which give a 
mean of 0.115, median of 0.1250 and a mean of 0.133 median 0.13 (for the data with 
P1 excluded). Thus, comparing projects that use 4 GLs in the ISBSG sample with the 
company’s data, the company are about 2.5 times more productive on average for the 
complete company data set and 2 times more productive excluding P1. 
 
From Table 5, the ISBSG data set has a distribution for size in Hours (SWE) which has 
mean 4925, median 1238 and standard deviation 10370; and in SLOC is mean 39844, 
median 5890 and standard deviation 88575. These compare to the company’s Hours 
of mean of 2502, median 2061 standard deviation of 2059; and for SLOC mean 
24562, median 25178 and standard deviation of 1962, Table 3. For 4 GLs the 
comparison shows the mean size in hours at the company is about half that in the 
ISBSG data, whilst the company’ median is much larger than that in the ISBSG data. 
The median for ISBSG suggests that the ISBSG data are positively skewed and include 
about 29 smaller projects than the median (see Appendix B, Figure 1d). These 29 
projects are thus smaller (in SLOC) than in the company data. From this we can infer 
that the company on average tackles smaller projects, but that the ISBSG data 
comprise a few large projects (see Appendix B, Figure 1c) and relatively large number 
of projects that are about one quarter the size (in SLOC) than the company sample.  
 
SWE           143    59878      632     3782 
SLOC         1201   436649     2480    23901 
Thus, when accounting for the distributional differences, the company’s projects are 
larger than most of the ISBSG projects and in spite of this size difference (and the 
potential for diseconomies of scale) the company are about 2.4 – 2.5 times more 
productive than the companies in the ISBSG 4GL data repository when using 
HR/SLOC to evaluate productivity.  
 
Furthermore, comparing these distributions of data for ISBSG and the company, using 
Bayesian statistical inference and lognormal statistical distributions to model the two 
samples of productivity data (and assuming that the two distributions belong to 
populations with different variances) there is a 95% probability that the mean of the 
distribution of the ISBSG data is greater than the mean of the company data; and the 
company’s mean and median productivity improvement are 2.2 and the 95% credible 
interval is 0.7 and 3.6. Hence, using Bayesian inference, we are 95% certain that the 
arithmetic ratio of the means lies in this range, which reflects our uncertainty due to the 
company sample size, (Spiegelhalter et al. 1996) and (Gelman et al. 1998). The two 
data sets are modelled using Monte Carlo Markov Chain (MCMC) simulation program 
in BUGS (Spiegelhalter et al. 1996), using lognormal distributions and non-informative 
prior information. Each distribution is regressed against a constant and no predictors in 
a linear regression using MCMC. For further information about MCMC, Bayesian 
inference or linear regression, see (Moses and Farrow 2005), (Spiegelhalter et al. 1996) 
and (Gelman et al. 1998). Appendix C shows how in general, for two linear regression 
equations, the Bayesian credible intervals can be determined for the ratio of arithmetic 
means of the dependent variables (productivity in HR/SLOC), which in this case study 
are the arithmetic means of the two data sets. This approach correctly back-transforms 
the ratio on the logarithmic scale and is more useful than the usual approach adopted to 
obtain confidence limits, which generally evaluates the geometric mean of the ratio 
rather than the arithmetic mean (Altman 1997). The geometric mean is always less than 
the arithmetic mean for a positively skewed distribution although it usually is about the 
same as the median of the distribution. However, the geometric mean is less well used 
and understood and consequently more difficult to interpret than the arithmetic mean. 
 
In addition, when all ISBSG projects with SLOC greater than the company mean of 
24562 are removed from the ISBSG data sample, then the company is actually 2.9 
times more productive on average. (That is, on average the company produce 2.9 
SLOC for every 1 SLOC produced by the companies in the ISBSG database that used 
4GLs.) Thus, the company clearly outperforms productivity on the smaller ISBSG 
projects: there is no decrease in performance for the company when their data is 
compared to smaller size projects. (In fact, the company are seen to be even more 
productive using this data sample, see Table 6.) 
 
 
Variable            N     Mean   Median    Standard Deviation 
HR/SLOC        45   0.3346   0.1668           0.4013 
SLOC/SM        45     1071        935                954 
SLOC               45     7284      3821              7398 
SWE                 45     1465       954               2022 
 
Variable           Min      Max       Q1           Q3 
HR/SLOC     0.0348   1.6701   0.1119   0.3926 
SLOC/SM           93      4488       397        1395 
SLOC              1201    23901     1913        8919 
SWE                  143    13362       475        1819 
 
Table 6 ISBSG data with projects of SLOC over 24000 removed 
 
 
 
 
 
 
Variable             N     Mean   Median      Standard Deviation 
SLOC/SM          59     1190     1065          903 
 
Variable             Min      Max       Q1       Q3 
SLOC/SM            93     4488      474     1579 
 
 
Table 7 SLOC/SM ISBSG data 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 8 SLOC/SM for the company data 
 
2.3 SLOC/SM for Fourth Generation Languages 
 
Variable                N     Mean   Median  Standard Deviation 
SLOC/SM             4     2036     1944         957 
SLOCminus/SM   3     1845     1279          1075 
 
Variable            Min      Max       Q1       Q3 
SLOC/SM        1171     3085     1198     2966 
SLOCminus       1171     3085     1171     3085 
Since staff month (SM) data is not available form the ISBSG repository it is necessary 
to estimate it. This is easy to do since HR/SLOC = 156/ (SLOC/SM) - assuming the 
company’s 156 hours per working month. The distribution of ISBSG productivity 
measured in SLOC/SM for ISBSG 4GL has mean 1190, median 1065 and standard 
deviation 903, see Table 7. The company’s worst cases are 2609, 3085, 1279 and 1171 
giving a distribution of mean 2036, median 1944 and standard deviation 957, Table 
8. 
 
Thus the company’s productivity using SLOC/SM measure compares very favourably 
with ISBSG and on average is 1.7 times more productive. Any conclusion with respect 
to SLOC/SM clearly depends on the definition of a SM, which we do not have for the 
companies in the ISBSG repository. 
 
The company, in the initial study, assumed 156 hours per staff month (39 hours x 4 
weeks) (i.e. 39 hours per week and 20 days per month) and the Reifer paper used 152 
hours per month. Reifer gives an average SLOC/SM of 330 with a range of 165 – 500 
(for 36 projects) for a SLOC range 165000 – 500000, which gives the company a 
productivity rate of between 7 to 2.4 times better (on average 6 times) using worst case 
scenario data. However, the Reifer data is not specifically 4GL and appears to include 
other generation languages.  
 
In addition, when all ISBSG projects with SLOC greater than the company mean of 
24562 are removed from the ISBSG data sample, then the company are actually 1.9 
times more productive on average, see Table 6. 
 
3.0 Discussion 
 
Using SLOC/SM calculations, from the data available, we cannot be very certain just 
how much more productive the company might be. The productivity comparison using 
HR/SLOC across factors likely to influence effort suggests that the company are about 
2.5 times more productive than other organisations world-wide. Using SLOC/SM the 
increase in productivity is about 1.8 to 1.7 times. Further, the value of 6 times from the 
Reifer paper uses an average SLOC/SM of 330 and appears to take no account of 
4GLs, uses backfiring coefficients to generate SLOC from Function Points and is thus 
is unlikely to be accurate. However, the two productivity measures in HR/SLOC and 
SLOC/SM should be equivalent. It seems unlikely (given the credible interval for 
HR/SLOC) that the company would be any less than 1.7 times more productive. Given 
that SLOC/SM comparisons are based on approximate values for SM, productivity at 
the company will be more accurately assessed using HR/SLOC. Thus using the 
benchmarking data in (ISBSG 2003), the company appears most likely to be at least 
two to two and one half times (on average) more productive than organisations world-
wide. 
 4.0 Conclusions  
 
Taking 4GLs, application domains and system size into account, allowing for different 
development types (enhancement and new development) and project scopes, this study 
indicates that the company is likely to considerably outperform most information 
systems producers in the ISBSG repository and in the Reifer database, in terms of 
SLOC productivity measures. In fact, using Bayesian inference the company 
outperforms other developers by about 2.2 times with 95% credible interval (0.7, 3.6). 
The authors consider that this is likely to be due to the factors identified by the 
company in their original study, which were: 
 
1. Projects are led by company staff with company knowledge of both 
systems and business processes.  
2. The company has an optimised development process with a focus on 
eliminating those activities that do not add value 
3. The company is data model driven which supports Rapid Application 
Development and the re-use of code.  
 
In addition, other factors that assist productivity could include use of a programming 
language and DBMS (Natural/Adabas) for which there are several man-years of 
experience within the organisation.  
 
Clearly ignoring the factors identified as influencing productivity and effort would give 
an unrealistic and much higher benchmark productivity ratio for the company. Further, 
the use of confidence intervals for the productivity ratio gives a more informative form 
of estimation. The mean productivity of the two skewed distributions was compared 
using lognormal distributions (and a correct procedure for transformation back to the 
original scale was used) and Bayesian probability distributions were used to derive 
credible intervals. This has given a more realistic range of productivity ratio values 
than could be achieved by using the usual confidence interval alternative for the 
geometric mean of the ratio.  
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Appendix A – ISBSG Release 8 Demographics 
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Figure 1 ISBSG data application domains 
 
0 50 100 150 200 250 300
Other
Brazil
France
India
United Kingdom
Canada
Netherlands
United States
Japan
Australia
Number of projects
 
 
Figure2 ISBSG geographic demography 
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Figure 3 ISBSG participating company type 
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Figure 4 Fourth Generation Languages and their proportions in the ISBSG repository 
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Figure 5 Proportion of outsourcing to in-house development 
Appendix B – ISBSG 4 GL data Histograms 
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                         Figure 1d HOURS (SWE) 
 
 
Figure 1 ISBSG 4GL data sample histograms 
 
Appendix C – Back Transformation to the original scale 
for the ratio of the arithmetic means of lognormal 
distributions 
 
