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Light-induced control of ions within small Coulomb crystals is investigated. By intense intracav-
ity optical standing wave fields, subwavelength localization of individual ions is achieved for one-,
two-, and three-dimensional crystals. Based on these findings, we illustrate numerically how the
application of such optical potentials can be used to tailor the normal mode spectra and patterns of
multi-dimensional Coulomb crystals. The results represent, among others, important steps towards
controlling the crystalline structure of Coulomb crystals, investigating heat transfer processes at the
quantum limit and quantum simulations of many-body systems.
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Introduction—Trapped ions, laser cooled into long-
range ordered structures, so-called Coulomb crystals,
are a prime example of strongly correlated matter sys-
tems which are of broad relevance for plasma, solid-
state and atomic physics [1, 2] as well as astrophysics,
and whose unique properties make it possible to exper-
imentally investigate various fundamental classical and
quantum many-body systems [3–12]. They also repre-
sent well-controlled systems for cavity quantum electro-
dynamics [13–17], quantum simulation [3–5, 18] and cold
chemistry experiments [19, 20].
The additional application of optical potentials to
trapped ions enlarges the range of possible applica-
tions. For instance, the interplay between optical and
Coulomb forces can be used to investigate friction at the
nanoscale [12, 21–30], the dynamics of ions in quantum
potentials [31, 32] or energy transport in coupled oscilla-
tors systems [23, 33–36]. Optical forces on ions can po-
tentially also be exploited for pure optical trapping [37–
39], useful for investigation of ultracold interactions be-
tween ions and neutrals [38, 40–43].
So far, experimental investigations of ion dynamics in
optical lattices have been limited to single ions [44–47]
or small one-dimensional crystals [17, 25, 27, 29, 48] in
radiofrequency traps. In this Rapid Communication we
investigate the control of the potential landscape and
normal modes of Coulomb-interacting particles in multi-
dimensional Coulomb crystals by a standing wave op-
tical potential. Depending on the relative strengths of
the Coulomb and optical forces various regimes of in-
terest may be considered: (i) When the optical poten-
tial is stronger than the Coulomb and trapping poten-
tials, the ions can be pinned along the standing wave
field direction. We investigate this regime experimen-
tally by demonstrating simultaneous subwavelength lo-
calization of up to eight 40Ca+ ions in one-, two- and
three-dimensional Coulomb crystals. In addition to the
abovementioned applications, the results are promis-
ing, e.g., for inhibiting spontaneous, thermally-activated
crystalline structure changes observed in large Coulomb
crystals [49], as optical lattice potentials such as those
applied here have been theoretically predicted to stabi-
lize and enable deterministic control of their crystalline
structure [50]. (ii) When the optical induced forces are
comparable to those of the trapping potential, the ap-
plication of the optical potential can be used to tailor,
in a static or dynamic fashion, the normal modes of
the crystals. We investigate this regime numerically and
show the occurence of non-trivial normal mode dynamics
for the multidimensional structures experimentally real-
ized. Such a tailoring opens a new playground for funda-
mental investigations of energy transfer processes at the
atomic scale, in which dimensionality plays a role [34, 35].
It could also have important applications in connection
with quantum many-body simulations with ion crystals
in Penning traps [51–53] or Paul traps [54–57], for which
using standing wave optical potentials for tailoring the
normal modes of two-dimensional crystals [53, 58, 59]
would be a complementary alternative to the application
of travelling waves [7, 11] and potentially enlarge the tool-
box for engineering effective spin-spin interactions.
Experimental setup—In the experiments, a number of
40Ca+ ions is produced and confined in a linear Paul trap
as described in detail in [60, 61] (Fig. 1). The trap oper-
ates at a radiofrequency (rf) of ∼ 3.98 MHz, with axial
and radial trap frequencies in the range 70-110 kHz and
180-400 kHz, respectively. The ions are first Doppler-
cooled for 62 µs, then optically pumped for 75 µs to the
|D3/2,m = +3/2〉 state (>98% efficiency per ion on av-
erage) by the combined application of light fields close to
resonance with the S1/2 → P1/2 (397 nm) and D3/2 →
P1/2 (866 nm) transitions in the presence of a 2.2 G bias
magnetic field along the z-axis (see [13]). The resulting
Coulomb crystal has a typical inter-ion distance of the
order of ∼ 20 µm. A 11.8 mm-long linear Fabry-Perot
cavity with moderate finesse (∼ 3000) and waist radius
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FIG. 1. (color online). (a) Experimental setup: ions trapped
in a linear Paul trap and arranged in a Coulomb crystal are
pinned along the z-direction by an intracavity standing wave
field. (b) Relevant energy levels in 40Ca+. The long blue
and short red straight arrows represent excitations by blue-
or red-detuned standing wave fields. The purple wavy ar-
row represents the subsequent emitted and detected photon.
∆/(2pi) ∼ 6.7 THz is the frequency difference between the
P1/2 and P3/2 states.
∼ 37 µm allows for the generation of a standing wave
along the z-axis with intensity up to ∼ 500 kW/cm2 at
the center of the trap. Ions are positioned at the ab-
solute center of the optical cavity following the method
of [62]. After switching off the optical pumping fields,
a σ−-circularly polarized standing wave field detuned ei-
ther to the blue or the red side of the D3/2 → P1/2 tran-
sition by ±0.76 THz is ramped up for 2 µs [46] and held
at its maximum level for 1 µs. An independent and abso-
lute calibration of the lattice potential depth experienced
by a single ion as a function of the intensity transmitted
out of the cavity is used as a reference [63], and a max-
imum lattice depth Tlatt ∼ 25 mK, corresponding to a
lattice vibrational frequency νlatt ∼ 3.7 MHz [64], can
be reached at this detuning in the limit of available laser
power. When an ion is excited to the P1/2 state by the in-
tracavity field, it leaves the |D3/2,m = +3/2〉 state with
97% probability by subsequently decaying to either the
|D3/2,m = ±1/2〉 states (3%) or predominantly to the
S1/2 state (94%) where it no longer interacts with the
standing wave [65]. The 397 nm photons scattered in the
latter case are detected by an intensified CCD camera,
gated to be active only during the 3 µs when the standing
wave is applied.
Experimental results—The measured scattering prob-
ability per ion and per experimental sequence is plotted
in Fig. 2 as a function of the optical lattice depth for
three different spatial configurations of the ions: a one-
dimensional 8-ion string, a two-dimensional 4-ion zigzag
crystal and a three-dimensional 6-ion octahedron crys-
tal [66], obtained for axial and radial trap frequencies of
(70,350), (85,170) and (105,190) kHz, respectively. The
insets in Fig. 2 show fluorescence images of these crystals.
To break the symmetry of the radial trapping potentials
and improve the long term orientational stability of the
zigzag and octahedron crystals, a small bias voltage re-
0 5 10 15 20 25
0.00
0.02
0.04
0.06
0.08
0.10
0.12
6 ion octahedron
0
5
10
15
20
25
0.00
0.02
0.04
0.06
0.08
0.10
0.12
4 ion zigzag
0
5
10
15
Su
b
se
q
u
en
t 
sc
at
te
ri
n
g 
fr
ac
ti
o
n
 (
%
) 
P
h
o
to
n
 s
ca
tt
er
in
g 
p
ro
b
ab
ili
ty
 p
er
 io
n
 
Lattice depth (mK) 
150µm 
150µm 
150µm 
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
8 ion string
0
5
10
15
20
25
30
35
FIG. 2. (color online). Photon scattering probability per ion
and per sequence as a function of the optical lattice depth
for an 8-ion string (top), a two-dimensional 4-ion zigzag crys-
tal (center) and a three-dimensional 6-ion octahedron crys-
tal (bottom). The red up-triangles/blue down-triangles are
experimental data points for the red-/blue-detuned lattices.
Each data point corresponds to the repetition of approxi-
mately 2 × 106 sequences. The upper red and lower blue
shaded areas are the theoretical scattering probabilities com-
puted from the measured initial temperatures, with the thick-
ness representing their error bar. The upper red and lower
blue continuous lines are the best results from single free pa-
rameter fits to the data. The upper red and lower blue dashed
lines show the theoretical scattering probabilities expected
for delocalized ions; the slight asymmetry between scattering
probabilities from red- and blue-detuned lattices is due to the
non-negligible excitation to the P3/2 state which is taken into
account in the model. The red arrow head on the fluores-
cence picture at the bottom indicates two out-of-plane ions
overlapping.
3sulting in a ∼ 3% difference in the radial frequencies was
applied. In the experiments, the orientational or config-
urational changes of the crystals occurred at a rate of
∼ 2 s−1 and ∼ 4 s−1 for the zigzag and octahedron crys-
tals, respectively. As detailed in the Supplemental Mate-
rial [67], the initial average axial temperature of the ions
in each configuration is evaluated by measuring their po-
sition variance based on the detected fluorescence images
prior to the application of the optical lattice, and calcu-
lating numerically the frequency of the normal modes
of motion from the axial and radial frequencies of the
trap [68, 69]. For the three crystals shown in Fig. 2, the
axial temperatures are found to be 3.6 ± 1.1, 3.5 ± 0.5,
and 3.1± 0.5 mK, respectively.
Analysis and discussion—Under these conditions, the
initial position distribution of each ion extends over sev-
eral lattice periods, so that the variation of the back-
ground trapping potential over one lattice period is small
with respect to the initial thermal energy. Moreover,
given the relatively large inter-ion distances used in this
work, the lattice-induced forces quickly overcome the
trapping and Coulomb forces along the axis as the lattice
intensity is ramped up over a timescale comparable or
shorter than the inverse of the secular axial frequencies.
As such, the ions can be expected to independently local-
ize close to the minima (maxima) of intensity of the blue
(red)-detuned standing wave field, as demonstrated with
a single ion in [46]. In principle, the scattering dynamics
of a multi-ion crystal are more complex than for a single
ion, since, as soon as one ion gets excited by the standing
wave field, it will decay with almost unit probability to
a state which is not affected by the lattice (see above).
However, in the limit where the probability of exciting
more than one ion in each sequence is low, the detected
scattering is essentially that of the first excited ion, thus
providing information on its average position distribution
inside the lattice potential before any depinning event.
We therefore base the analysis on the single-ion model
of Ref. [46], which, given the initial temperature of the
ions, yields a prediction of the probability per ion to have
scattered a photon during the application of the stand-
ing wave by determining the position distribution in the
lattice at each instant [67].
The predictions of the model based on the indepen-
dently measured initial temperatures are shown in Fig. 2
(shaded areas) for each configuration [70], and are gener-
ally observed to be in very good agreement with the ex-
perimental data points. For the octahedron crystal one
observes though a general tendency of the data points
to lie below the theoretical curves. This fact is likely
due to a globally reduced measured scattering probabil-
ity as a result of more frequent configurational changes (4
s−1) and heating of the entire structure followed by slow
recrystallization (º ms) occurring over the long acquisi-
tion period of 5 mins per data point. As an alternative
analysis, we also show in Fig. 2 the best fit results of the
theoretical model (Eqs.(1,2) in [67]) to the data points
with the initial temperature only left as a single free pa-
rameter (solid lines). Such fits yield initial temperatures
of 4.0±0.5, 3.9±0.9 and 2.7±0.8mK, respectively, in very
good agreement with the temperatures independently de-
termined from the fluorescence images. The resulting un-
certainties on the scattering probability (not shown) are
similar to the ones obtained via the first analysis based
on the initial temperature measurements. Note that this
analysis does not include reduced scattering due to heat-
ing of the crystal either.
In addition, we show on the right scale of the graphs of
Fig. 2 the subsequent scattering fraction, i.e., the fraction
of the signal that is due to the detection of any other pho-
ton than the first emitted one [67]. The single ion model
is observed to give accurate predictions not only for all
blue-detuned lattice data points, for which this fraction is
always less than 15%, but also for the red-detuned lattice
data points, for which this fraction may be substantially
higher. This may seem surprising since, as soon as one
ion in a crystal scatters a photon from the standing wave
field excitation, it decays with almost unit probability to
a state which is not affected by the lattice and therefore
changes the total potential energy of the system. The
change in potential energy of the ions still affected by
the optical lattice could possibly lead to a change in the
localization process as their configuration changes, which
would then alter subsequent scattering events. The ex-
periment should, however, be insensitive to such effects
for two reasons. First, the interaction time with the lat-
tice (3 µs in total) is never much longer than the period
of the highest-frequency normal mode (2.6 µs in the low-
est case of the 8-ion string). Consequently, the system
has too little time to relax and redistribute thermal en-
ergy between ions after a scattering event. Second, since
the initial position distribution of each ion extends over
several lattice sites, crystal distorsions due to pinning or
depinning alter the potential energy of the system by only
a fraction of the initial thermal energy.
Using the model predictions based on the experimen-
tally determined initial temperatures [67], we infer the
"bunching parameter" B = 〈sin2(kz)〉, which represents
the averaged normalized potential distribution (B is 0 for
ions perfectly localized at the potential minima and 1/2
for completely delocalized ions). For each of the configu-
rations of Fig. 2 pinned inside the deepest blue-detuned
lattice field (∼ 25 mK) the inferred values are 0.22±0.03,
0.22 ± 0.01 and 0.22 ± 0.02, respectively, which clearly
indicate that subwavelength localization in the optical
potential is achieved.
Micromotion—A general concern when experimenting
with ion Coulomb crystals in linear rf traps is the rf-
induced micromotion. Even for experiments with a single
ion, where the ion in principle can be trapped on an rf
nodal line, the ion’s dynamics can be compromised due
to resonances between the rf drive and the ion’s oscil-
4lation in the optical potential [37, 45, 46]. For multi-
dimensional crystals, some ions will furthermore always
be positioned away from the rf-field-free nodal line with
a resulting micromotion radial kinetic energy which can
easily exceed the thermal energy of the ion by orders of
magnitude [71, 72]. For instance, the off-axis ions of the
zigzag and octahedron crystals of Fig. 2 are estimated
to have micromotion radial kinetic energies correspond-
ing to ∼ 160 mK and ∼ 800 mK, respectively. Due
to the general coupling between axial and radial mo-
tional degrees of freedom, it is hence not immediately
clear that axial optical pinning of ions in such crystals
can be achieved by realistic experimental optical poten-
tial depths of only ∼ 25 mK. A theoretical analysis con-
firmed by numerical simulations at 0 K shows, however,
that the micromotion kinetic energy due to the Coulomb
interaction along the rf field-free direction is typically
several orders of magnitude smaller than the radial mi-
cromotion kinetic energies in a linear Paul trap, both
with and witout the optical potential present [72, 73].
For instance, for the 4-ion zigzag crystal, the amplitude
of the axial micromotion of the external ions in a 25 mK-
deep lattice is ∼4×10−3 times lower than the off-axis ion
radial micromotion amplitude, corresponding to 0.35 %
of the lattice period and an additional axial kinetic en-
ergy of ∼ 3 µK. Residual micromotion due to potential
parasitic axial components of the rf-field could be more of
a concern. An experimentally determined upper bound
of its amplitude in absence of lattice for the 8-ion string
leads to a maximal associated kinetic energy less than
0.4 mK for the outer ions. According to the numerical
simulations, this could lead in presence of a 25 mK-deep
lattice potential to an axial micromotion amplitude of up
to ∼17 % of the lattice period (corresponding kinetic en-
ergy ∼8 mK) for these ions. Such an excess micromotion
would, though, only contribute to the observed values of
〈sin2(kz)〉 by a few percent.
Normal mode spectrum—We finally turn to the
prospect of tailoring the normal mode spectrum and pat-
terns of Coulomb crystals by the application of an optical
lattice potential. To this end, we have numerically calcu-
lated the parametric continuation of the normal modes
as a function of the lattice depth for the three crystals
presented in this paper. Results obtained for the 4-ion
zigzag configuration are shown in Fig. 3a, and for the
other crystals in [67]. As observed, the mode spectrum
changes dramatically when changing the lattice from be-
ing a weak perturbation to becoming the dominant ax-
ial confining potential. At the latter point, the axial
and radial motional degrees of freedom nearly completely
decouples, and all axial modes have identical frequen-
cies. This degeneracy of the purely axial modes could,
e.g., facilitate the simultaneous resolved sideband laser
cooling [74] or cavity cooling [75] of all axial modes to
the ground state applying just a single-frequency laser.
While the radial mode frequencies do not become degen-
erate for strong axial confinement, they cluster though
within a significanly narrower distribution than without
a lattice. Consequently, this scenario might facilitate
ground state EIT cooling [76] of all radial modes with
fixed laser frequencies. Combining the two strategies for
axial and radial cooling should be an interesting route
to initialize small ion systems near their quantum me-
chanical ground state, which would be of relevance for
investigating energy transport and thermodynamics in
the quantum regime.
A perhaps even more remarkable feature is the com-
plex evolution of the individual modes at moderate lat-
tice depths. As an example, Figure 3b illustrates how the
center of mass mode (mode 2) and an essentially radial
mode (mode 3) in absence of a lattice are switching na-
ture as the lattice depth is adiabatically increased. One
can envision several applications of this feature. For in-
stance, both these two modes could potentially be cooled
to the ground state by combining direct sideband cool-
ing of only one of the two modes at a lattice depth out-
side the switching ("avoided crossing") area with fast non-
adiabatically ramping of the lattice through the avoided
crossing and adiabatically back again. Furthermore, by
clever combinations of adiabatic and non-adiabatic ramp-
ings of the lattice potential, one might eventually be able
to cool a larger number of modes.
From a many-body physics perspective, the avoided
crossings could be exploited to engineer hamiltonians
with specific effective mode-couplings [51, 52, 54–57], and
one could, e.g., investigate the decoherence of superposi-
tions of excitations of several of the modes converging to
axial modes with the same frequencies at deep lattices af-
ter applying various ramping sequences. Since the highly
non-trivial normal mode dynamics strongly depend on
the dimensionality as well as the number of ions, as illus-
trated in [67], the combination of ion Coulomb crystals
with optical potential opens an exciting playground for
investigating, exploiting and engineering complex inter-
actions between motional/phonon modes.
Conclusion—We have experimentally demonstrated
subwavelength localization of ions in multi-dimensional
ion Coulomb crystals by applying intense optical stand-
ing wave fields. The fact that micromotion in these mul-
tidimensional ion crystal structures does not impede the
lattice-induced localization is very promising not only for
achieving deterministic control of the crystalline struc-
ture of cold charged plasmas [50], but also for tailoring
complex dynamics of their normal modes with applica-
tions within energy transport at the quantum limit as
well as quantum many-body physics. As the specific
coupling between modes achievable depends on dimen-
sionality and number of ions, it expands the possibilities
for tuning complex interactions in these strongly coupled
systems, and may eventually be used in simulations of
"artificial" molecules.
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FIG. 3. (color online). (a) Evolution of the frequency of the in-plane normal modes of the 4-ion zigzag configuration as a
function of the lattice vibrational frequency νlatt. As a reference the center of mass mode frequency of a single ion is shown by
the gray dashed line. The two insets show the modes coordinates (in relative units) without lattice (0 MHz) and in presence
of the deepest lattice (5 MHz). (b) Evolution of the coordinates of the modes 2 and 3 (whose frequencies in absence of lattice
are respectively the second and third lowest, and shown by the red and blue lines in (a)), for low and high lattice frequencies
(0 and 5 MHz) and around the avoided crossing (0.1, 0.15 and 0.2 MHz, indicated by the vertical dotted lines in (a)).
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I. SUPPLEMENTARY RESULTS
A. Experimental results
To confirm the one-dimensional localization by the optical lattice potential, similar experiments were performed for
crystals with various number of ions and structural configurations. Figure 1 shows the scattering probability per ion
for both symmetrically blue- and red-detuned lattices with a fixed depth of ∼ 25 mK as a function of the number of
ions. The indicated initial temperatures are determined by fitting the average scattering probability from the standing
wave field with the single ion theoretical model.
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FIG. 1. (color online). Photon scattering probability per ion for ∼ 25 mK-deep lattices as a function of the number of ions
in the crystal. The red up-triangles/blue down-triangles are experimental data points for the red/blue detuned lattices. The
light-red and light-blue symbols show the corresponding results obtained from fitting to the theoretical model, while the red
and blue dashed lines show the predicted theoretical results for delocalized ions. The different shaded gray areas indicate the
subsequent scattering fraction levels.
B. Simulations
Figure 2 shows, for the three ion crystals experimentally realized (the 8-ion string, the 4-ion zigzag and the 6-ion
octahedron), the evolution of the frequency of the normal modes as a function of the lattice vibrational frequency
(depth). The evolution at low lattice depths is observed to strongly depend on dimensionality and number of ions, in
contrast to what happens at high lattice depths.
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FIG. 2. (color online). Evolution of the frequency of the normal modes as a function of the lattice vibrational frequency at the
bottom of the well for the three crystal configurations presented in the paper. The top scale gives the corresponding lattice
depth.
4II. OPTICAL LATTICE PARAMETERS
The lattice potential along the longitudinal trap axis is U(z) = U0 sin2(kz), with k the optical field wavevector.
The lattice depth, in units of temperature, is
Tlatt =
|U0|
kB
,
where kB is the Boltzmann constant. The vibrational frequency (in Hz) of a particle of mass M at the bottom of a
well of the lattice is
νlatt =
k
2pi
√
2kBTlatt
M
.
III. ANALYTICAL MODEL OF THE SCATTERING PROBABILITY FROM THE STANDING WAVE
FIELD
A. Single ion: adiabatically deformed pendulum [1, 2]
Here is detailed the model used in [1] in the case of a single ion. To match the experimental conditions the model
considers a single particle subject to a periodic potential in the coordinate, which is equivalent to a simple pendulum
model. During adiabatic ramp-up of the lattice potential, the classical action S of the ion’s trajectory is conserved.
The distribution of the action at any lattice depth U0 is thus identical to the one of the initial ideal gas, which allows to
calculate the energy distribution as well as the position distribution and the average scattering rate from the standing
wave field at any time of the slow evolution of the lattice depth.
a. Action distribution
In the limit of a vanishing optical lattice potential depth as compared with the particle energy, the momentum ±p
of the particle is independent of its position z between the boundaries ±zmax = ±pi/(2k), so the trajectory is a simple
rectangle in phase space and the action of the system S|U0=0 is directly proportional to the momentum
S|U0=0 =
∮
pdz = 2pi
k
|p|.
The distribution of the action in the initial thermal gas at temperature T0 is thus simply given by
P (S) = k2piP (|p|) =
k
2pi
2√
2piMkBT0
e
− p22MkBT0 =
√
k2
2pi3MkBT0
e
− k2S28pi2MkBT0 ,
and has the same form for any lattice depth U0 when raised adiabatically. One can thus write
P (S) = νlatt
U0
e
− s24kBT0/U0√
pikBT0/U0
,
where the dimensionless action s = νlattU0 S has been introduced.
b. Energy distribution
Due to the symmetry of position z and momentum p the action S(E) of a trajectory at a given energy E is
S(E) =
∮
pdz = 4×
√
2MU0
k
∫ kzmax
0
√
E
U0
− sin2(kz)d(kz) = U0
νlatt
s(E).
Here, zmax is the turning point of the particle’s motion if its energy E is lower than the lattice depth U0, or the
boundary zmax = pi/2k if its energy E is greater than the lattice depth U0. The dimensionless action s(E) has been
5introduced and can be written as a function of the complete elliptic integrals of the first kind K and second kind E
s(E) = 4
pi
×
 E
(
E
U0
)
−K
(
E
U0
)(
1− EU0
)
E ≤ U0√
E
U0
E (U0E ) E > U0.
Knowing the relation between action and energy, we deduce the energy distribution
P (E) = P (S) dSdE =
e
−s(E)2 U04kBT0
U0
√
pikBT0/U0
τ(E),
where
τ(E) = dsd(E/U0)
= 2
pi
×
 K
(
E
U0
)
E ≤ U0√
U0
E K
(
U0
E
)
E > U0.
Note that the distribution has an integrable singularity in U0.
c. Period of the trajectory
The period of a trajectory oscillating at a given energy E < U0 in a lattice well can be calculated as
T (E) =
∮
dt =
∮
dz/(dz/dt) = 4×
√
M
2k2U0
∫ kzmax
0
d(kz)√
E/U0 − sin2(kz)
= τ(E)
νlatt
,
so that τ(E) represents the period of the trajectory normalized to that of small oscillations at the bottom of the
lattice.
d. Position distribution
The position distribution of a trajectory at a given energy E is:
P (kz|E) =
∫ T
0
δ(kz − kz′(t))dt
T
= 1
piτ(E)
√
E/U0 − sin2(kz)
.
The total position distribution at a given energy depth U0 and initial temperature T0 can be deduced by numerical
integration over the energy distribution
P (kz) =
∫ ∞
U0 sin2(kz)
P (E)P (kz|E)dE.
e. Scattering rate
Solving the optical Bloch equations for a two-level system in steady state allows one to write the scattering rate
on the P1/2 → S1/2 transition from the lattice standing wave field excitation, Γsc, as a function of the position and
the time-dependent Rabi frequency of the lattice field, Ωlatt(t) =
√
4∆lattU0(t)
~ , when slowly varying the lattice depth
U0(t), where ∆latt is the standing wave field detuning from the transition:
Γsc(kz,Ωlatt(t)) = Γ397Πe =
Γ397
2
(Ωlatt(t) sin(kz))2
2
Γ2
P1/2
4 +
(Ωlatt(t) sin(kz))2
2 + ∆2latt
.
Πe is the population in the P1/2 state, ΓP1/2 is the total decay rate from the P1/2 state and Γ397 is the decay rate on
the P1/2 → S1/2 transition only.
The average over the position distribution slowly varying in time with the lattice depth U0(t) gives the scattering
rate at any time t
〈Γsc〉(t) =
∫ pi
−pi
P (kz, t)Γsc(kz,Ωlatt(t))d(kz).
6Because Γ2P1/2 ,Ω
2
latt << ∆2latt for our experimental parameters, we actually use in order to speed up the numerical
calculations
〈Γsc〉(t) = Γ397 Ωlatt(t)
2
4∆2latt
∫ pi
−pi
P (kz, t) sin(kz)2d(kz)
= Ilatt(t)
~ωlatt
σ397
∫ 1
0
P (sin(kz)2, t) sin(kz)2d(sin(kz)2)
= Ilatt(t)
~ωlatt
σ397〈sin(kz)2〉(t)
= Ilatt(t)
~ωlatt
σ397
〈
U
U0
〉
(t). (1)
We have introduced here the angular frequency of the lattice standing wave ωlatt = 2piνlatt, the antinode intensity
of the lattice standing wave Ilatt, and the scattering cross section on the P1/2 → S1/2 transition σ397. It is indeed
possible to write the average of the normalized potential at a given energy E
〈sin(kz)2〉(E) =
∫ min( EU0 ,1)
0
P (sin(kz)2|E) sin(kz)2d(sin(kz)2)
=

1− E
(
E
U0
)
K
(
E
U0
) E ≤ U0
E
U0
(
1− E(
U0
E )
K(U0E )
)
E > U0.
It can be numerically integrated over the energy distribution to give the averaged normalized potential for a given
lattice depth U0 and an initial temperature T0
B = 〈sin2(kz)〉 =
〈
U
U0
〉
,
also called bunching parameter and used as a measure of the degree of localization.
f. Photon scattering probability
If we denote by P (t) the probability to be in the initial state, we have
dP (t)
dt = −〈Γsc〉(t)P (t).
Finally, the detected photon scattering probability after a time t0 is the probability to have left the initial state after
a time t0, i.e the difference between the probability P (0) to be in the initial state at the beginning and the probability
P (t0) to be in the initial state at the time t0:
p(t0) = P (0)− P (t0) = P (0)
(
1− exp
[
−
∫ t0
0
〈Γsc〉(t)dt
])
.
Because of the optical pumping in the initial state during the preparation, we have P (0) Ä 1 and:
p(t0) = 1− exp
[
−
∫ t0
0
〈Γsc〉(t)dt
]
. (2)
B. Generalization to few ions crystals and potential deviations from the single ion model
In the main text, we make use of the scattering probability per ion and per sequence. In case of small strings,
the scattering probability is considered identical for each ion and the model is thus strictly identical to the single ion
model. In case of the zigzag and octahedron crystals, the scattering of indivual ions is calculated with the single ion
model in which the lattice depth is adjusted for each ion depending on its radial position in the beam profile, and the
presented curves are the scattering probability averaged over the ions.
7As soon as one ion in a crystal scatters a photon from the standing wave field excitation, it decays with almost
unit probability to a state which is not affected by the lattice. Thereby, it changes the total potential energy of the
system. The change in potential energy of the ions still affected by the optical lattice could possibly lead to a change
in the localization process as their configuration changes, which would then alter subsequent scattering events.
This experiment should, however, be insensitive to such effects for two reasons. First, the interaction time with
the lattice (3 µs in total) is never much longer than the period of the highest-frequency normal mode (2.6 µs in the
lowest case of the 8-ion string). Consequently, the system has too little time to relax and redistribute thermal energy
between ions after a scattering event. Second, since the initial position distribution of each ion extends over several
lattice sites, crystal distorsions due to pinning or depinning alter the potential energy of the system by only a fraction
of the initial thermal energy.
Another possible complexity is imperfect optical pumping, which leads to an exponential decrease with N of the
probability to have initially all ions in the state addressed by the lattice. However, this effect is less critical than that
of a sudden depinning, since the lattice is slowly raised in presence of the unaffected ions, and it has observed to only
reduce the scattering probability linearly.
IV. SUBSEQUENT SCATTERING FRACTION
We assume binomial statistics of the scattering of the ions in anN -ion crystal with an identical scattering probability
per ion p. The probability for the ions in the crystal to scatter Np photon is given by
PN (Np) =
(
N
Np
)
pNp(1− p)N−Np ,
so the average number of scattered photons is N × p. The probability to scatter no photon at all is then PN (0) =
(1−p)N . The complementary of PN (0) is the probability to scatter at least 1 photon: PN (Np ≥ 1) = 1− (1−p)N . As
the first photon emitted exists as soon as some photon has been emitted, the average number of first emitted photons
is 1 × PN (Np ≥ 1) = 1 − (1 − p)N . The subsequent scattering fraction f of signal due to the detection of any ohter
photon than the first one is finally given by
f = 1− 1− (1− p)
N
Np
.
V. MICROMOTION KINETIC ENERGY
For any ion located at a distance r0 from the rf-field free point in a “non peculiar” crystal, i.e. a crystal where the
pseudo-potential limit correctly predicts the mean positions of the ions, the amplitude of excess micromotion Aµ,u
along any direction u is identical to the single ion case [3], and is given as a function of the parameter qu of the trap
along the considered direction by
Aµ,u = r0
qu
2 .
The associated average kinetic energy for a particule of mass M is then given by
Ekinµ,u =
1
4MΩ
2
rfA
2
µ,u ≡
1
2kBT
kin
µ,u,
where T kinµ,u represents the temperature associated to the driven micromotion energy.
VI. DETERMINATION OF THE INITIAL TEMPERATURE
The initial temperature of the ions is estimated from fluorescence pictures taken at the end of the Doppler cooling
part of the sequence. We follow the method developped in [4, 5] for single ions and for strings of ions in [6] by
introducing the crystal’s normal modes of motion [7]. We have extended this method to two- and three-dimensional
crystals, which we detail below before tackling the experimental procedure.
8A. Theory
1. Normal mode decomposition
We consider an N -ion crystal in the pseudo-potential consisting of an axial harmonic trap with angular frequency
ωz and a radial harmonic trap with angular frequency ωr. The temperature is assumed to be low enough that the
motional amplitude of each ion is small compared to the average distance between ions. A first order Taylor expansion
of the total potential can be written as the sum of the potential of uncoupled harmonic oscillators, which define the
3N normal modes associated with the three-dimensional motion.
The excursions of the m-th ion from its equilibrium position (x0m, y0m, z0m) are denoted by (δxm, δym, δzm), so that,
in a given direction u, um(t) = u0m + δum(t). Let (b
p
l )1≤l≤3N and λp be the 3N coordinates and the eigenvalue of
the p-th eigenvector of the matrix describing the approximated potential in the Lagrangian normalized by ω2z . The
amplitude Qp of the p-th mode with frequency ωp = ωz
√
λp can then be written as
Qp =
N∑
m=1
bpmδxm +
N∑
m=1
bpN+mδym +
N∑
m=1
bp2N+mδzm,
With these notations we have in each direction
δxm =
3N∑
p=1
bpmQp, δym =
3N∑
p=1
bpN+mQp, δzm =
3N∑
p=1
bp2N+mQp.
Because these normal modes are uncoupled, one has:
〈δx2m〉 =
3N∑
p=1
(bpm)2〈Q2p〉, 〈δy2m〉 =
3N∑
p=1
(bpN+m)2〈Q2p〉, 〈δz2m〉 =
3N∑
p=1
(bp2N+m)2〈Q2p〉.
and,
〈 ˙δxm2〉 =
3N∑
p=1
(bpm)2〈Q˙2p〉, 〈 ˙δym
2〉 =
3N∑
p=1
(bpN+m)2〈Q˙2p〉, 〈 ˙δzm
2〉 =
3N∑
p=1
(bp2N+m)2〈Q˙2p〉.
In the most general case, let Tm,u be them-th ion’s temperature in the direction u (u = x, y, z) and Tp the temperature
associated with the p-th normal mode. The preceding relations imply that
Tm,x =
3N∑
p=1
(bpm)2Tp, Tm,y =
3N∑
p=1
(bpN+m)2Tp, Tm,z =
3N∑
p=1
(bp2N+m)2Tp.
In general, the normal modes do not necessarily have the same temperature. As each mode is a harmonic oscillator,
we have though the relation
kBTp = M〈Q˙2p〉 = Mω2p〈Q2p〉,
and the variances of the spatial excursions in the three directions can be expressed as a function of the normal mode
temperatures as
〈δx2m〉 =
kB
M
3N∑
p=1
(bpm)2
Tp
ω2p
, 〈δy2m〉 =
kB
M
3N∑
p=1
(bpN+m)2
Tp
ω2p
, 〈δz2m〉 =
kB
M
3N∑
p=1
(bp2N+m)2
Tp
ω2p
.
2. Thermal equilibrium
We now assume complete thermal equilibrium of the system, i.e. that all the normal modes have the same tem-
perature T . Because
∑3N
p=1(b
p
i )2 = 1 ∀i, this implies that all ions also have the same temperature T , identical in each
9direction. The variance of the spatial excursions become
〈δx2m〉 =
kBT
M
3N∑
p=1
(bpm)2
ω2p
, 〈δy2m〉 =
kBT
M
3N∑
p=1
(bpN+m)2
ω2p
, 〈δz2m〉 =
kBT
M
3N∑
p=1
(bp2N+m)2
ω2p
.
Let us define constants associated with each ion and direction
γ2m,x =
3N∑
p=1
(bpm)2
λp
, γ2m,y =
3N∑
p=1
(bpN+m)2
λp
, γ2m,z =
3N∑
p=1
(bp2N+m)2
λp
,
so that one can write in the usual harmonic oscillator form
〈δx2m〉 =
kBT
Mω2z
γ2m,x, 〈δy2m〉 =
kBT
Mω2z
γ2m,y, 〈δz2m〉 =
kBT
Mω2z
γ2m,z.
It is clear that ions in a string at a temperature T have a lower position excursion than the single ion at the same
temperature because γm,z < 1 ∀m. Note that all variances have been expressed as a function of the frequency of the
center of mass mode frequency in the axial direction, because the potential was initially normalized to it.
B. Experimental analysis
1. Evaluating the γ parameters
• To obtain the values of the γ parameters for a given configuration, i.e. for a certain number of ions and fixed axial
and radial frequencies, we make use of a Matlab program to numerically calculate from the pseudo-potential the
mode coordinates (bpl )1≤l≤3N and their eigenvalues λp. Given the experimental uncertainty on the trap frequencies,
a minimization of the difference of the calculated ion positions with the measured positions on fluorescence pictures
is performed as a function of the trap frequencies to obtain more precise values.
• In the radial direction, the modes coordinates have to be projected to account for the fact that the image plane is
at 45◦ from the radial trap axes. If rm is the m-th ion’s coordinate in the radial direction in the image plane, one has
rm =
xm + ym√
2
,
δrm =
3N∑
p=1
bpm + b
p
N+m√
2
Qp =
3N∑
p=1
bpm,radQp,
〈δr2m〉 =
kBT
Mω2z
γ2m,rad,
where the parameter γm,rad is defined as
γ2m,rad =
3N∑
p=1
(bpm,rad)2
λp
=
3N∑
p=1
(bpm + b
p
N+m)2
2λp
.
2. Picture analysis
• The thermal distribution of a harmonic oscillator in presence of a damping force and Brownian motion, as it is the
case in the final stage of cooling, is almost gaussian [8]. All modes have thus a gaussian distribution, which implies
that the distribution of each excursion δum is also gaussian.
• The fluorescence spot observed on a picture is in each direction the convolution of the distribution of δum with the
Point Spread Function of the imaging system, which we assume to be gaussian with variance σ2res. The final recorded
10
spot is thus gaussian with a variance in each direction given by
σ2m,u = 〈δu2m〉+ σ2res =
kBT
Mω2z
γ2m,u + σ2res.
The resolution of our imaging system is σ2res,ax = 2.23±0.02 µm in the axial direction and σ2res,rad = 2.09±0.02 µm in the
radial direction, and the pixellisation of our images with the experimental magnification corresponds to 0.92 µm/pixel.
• In the analyzed direction, the spot of the ion is integrated along the orthogonal direction and fitted by a gaussian
function. The analysis is performed with Matlab with a Trust Region algorithm and the error bars are given by the
95% confidence bounds.
• In principle, the analysis should be carried out by processing all ions and directions at once with the equilibrium
temperature T as sole free parameter. In practice, we analyze all ions only in the z-direction for the following reasons:
• For strings, the lack of coupling, at leading (quadratic) order, between the radial and longitudinal degrees of
freedom makes it possible to consider thermal equilibrium in the longitudinal direction separately.
• For 2D and 3D configurations, we experimentally obtain stable configurations by introducing a small bias volt-
age on one pair of diagonal electrodes in order to introduce an asymmetry between the two radial frequencies.
The exact value of this asymmetry plays an important role when numerically calculating the radial spatial
extensions. When the asymmetry is low, a mode with very low frequency corresponding to a large radial
extension of the off-axis ions is present as a vestige of the degeneracy. This mode tends to disappear with
increasing asymmetry, thus reducing the spatial extension of ions in the radial direction. This phenomenon
translates into relatively large variations of the γ values for off-axis ions in the radial direction. As an exam-
ple, for the 6 ion octahedron crystal, the superimposed off-axis ions can have their radial γ value modified
by 12% when the relative difference of frequency is changed by 10%. In contrast, the γ values in the axial
direction have variations of the order of ∼ 10−4. We thus analyze ions in the axial direction only, and evaluate
that the error in the temperature measurement due to the uncertainty on the γ values should not exceed ∼ 10−3.
• Typically, we observe that the application of this method leads to relative error bars on the initial temperature
estimation of the order of 20%. We discuss below potential sources of systematic errors whose effects are found to be
within this experimental uncertainty.
C. Systematic errors
1. Doppler cooling
The damping force due to Doppler cooling could lead to frequency shifts of the normal modes. A very conservative
estimate based on the detunings and Rabi frequencies of the cooling lasers gives a systematic relative error lower than
6 · 10−3 on the temperature.
2. Effect of micromotion
In each direction, the secular motion of the m-th ion is written as a function of the normal mode amplitudes
um,sec(t) = u0m +
3N∑
p=1
bpmu+mQp(t) = u
0
m + δum,sec(t),
where mu = 0, N, 2N depending on the direction.
According to [3], in an ideal trap and for a non peculiar crystal, the amplitude of the micromotion depends on the
position u and the qu parameter along the considered direction as Aµ,u = u qu2 . If the highest frequency of the secular
motion is small compared to the trap rf frequency, the total trajectory of the m-th ion can be written at first order
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in qu:
um(t) =
(
u0m +
3N∑
p=1
bpmu+mQp(t)
)(
1 + qu2 cos(Ωrf t)
)
= δum(t) + u0m
(
1 + qu2 cos(Ωrf t)
)
.
• The position distribution to consider is then modified compared to the ideal case as it is given by the distribution of
δum which includes the ordinary micromotion and the position distribution of the excess micromotion u0m qu2 cos(Ωrf t).
• First, the part without excess micromotion δum has a gaussian distribution and has its variance given by
〈δu2m〉 = 〈δu2m,sec〉
(
1 + q
2
8
)
.
In the case of a string along the trap axis, an experimental upper bound of qz has been determined to be
∼ 5 · 10−4 in the conditions of these experiments, which leads to a negligible change of the position distribution
and a relative error of ∼ 3 · 10−8 on the temperature measurement.
In the case of 2D or 3D crystals, since qz is very small and because of the coupling between degrees of freedom,
the value to consider along the axial direction is the effective parameter q′z ∼
(
qrad
4
)2 [3], whose value, for
qrad ∼ 0.14, is ∼ 1.2 · 10−3 in our experimental conditions. This leads also in this case to a negligible change of
the position distribution and a relative error of ∼ 2 · 10−7 on the temperature measurement.
• Therefore, the relative broadening of the position distribution in presence of micromotion is for all presented cases
dominated by the amplitude of the excess micromotion. For all our experiments, the excess axial micromotion
amplitude does not exceed 20 nm for the most external ions, whereas the width of the spatial distribution is
at least ∼ 1 µm. A very conservative estimate would give a corresponding relative error on the temperature
measurement of ∼ 4 · 10−2.
Since the excess micromotion amplitude is negligible in comparison with the spatial thermal distribution, the position
distribution stays gaussian and one still has the relation:
〈(um − u0m)2〉 ≈ 〈δu2m〉 ≈ 〈δu2m,sec〉 =
3N∑
p=1
(bpmu+m)
2〈Q2p〉.
Therefore, one still has in the thermal equilibrium hypothesis
〈(um − u0m)2〉 ≈
kBT
Mω2z
γ
′2
m,u,
with
γ
′2
m,u =
3N∑
p=1
(bpm)2
λ′p
,
where γ′m,u now includes any shift of frequency of the normal modes due to micromotion in the eigenvalue λ′p = ω
′2
p /ω
2
z .
• In the case of a string along the trap axis, the frequencies of the axial normal modes are unchanged because there
is no coupling, to leading (quadratic) order, between radial and axial directions. In the case of 2D or 3D crystals,
the frequencies of the normal modes will in general be shifted, as compared to the pseudo-potential case, because of
the coupling between degrees of freedom [3]. The exact values of the modes frequencies could in principle have quite
an influence on the temperature results, and only a complete Floquet-Lyapunov computation would tell about the
relative error made on the frequencies. Because we have low qrad values for our multi-dimensional crystals, we can
expect the shift to be small [9]. As an example, if we consider a relative frequency shift of the order of 3 · 10−2, such
as observed in [9], this would lead to a relative error on the temperature lower than 6 · 10−2.
VII. CALCULATION OF THE NORMAL MODES IN PRESENCE OF THE OPTICAL LATTICE
Using a Matlab program identical to the one providing the γ values useful to the measurements of the temperature
of the ions without lattice, we numerically calculate the normal modes coordinates and frequencies (i.e. eigenvalues)
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in presence of a supplementary periodic potential corresponding to the lattice. Because the equilibrium positions of
the ions change with the depth of the lattice potential, it is increased small step by small step for which the numerical
minimization is done using the equilibrium positions of the previous step as the initial condition.
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