



























first has to  learn how to control the game and the way  in which  it conveys the  instructional material, before 
this material  itself can be  learned. Games  in turn are products that have to be made beforehand and have a 
preset pace, and often do not take into account the individual learning rate.  
People  learn  at  different  speeds,  which  may  lead  to  a  number  of  problems.  Firstly,  the  rich  multimodal 
information of  a  game may overload  the  limited working memory  capacity of  a player,  leading  to  incorrect 
learning  (Moreno  &  Mayer,  2007),  and  some  learners  will  therefore  benefit  from  a  slower  pace  in  the 
presentation of  instructional material  in order to correctly organize all the new  information that  is coming  in. 
Conversely, efficient learning may also be hindered by cognitive underload, where the learner is stimulated too 
little,  for  instance when  a quick  learner plays  a  game  that has  a  slow pace  in order  to  accommodate  slow 
learners. Cognitive underload can lead to (passive) fatigue, which has been shown to result in disengagement 
from  the  task and higher distractibility and can subsequently degrade performance  (Saxby et al, 2007; Paas, 
Renkl & Sweller, 2004). If a game were to actively prevent the player from becoming cognitively overloaded or 
underloaded, it could therefore both be more efficient. 
Secondly and  closely  related  to  this, Csikszentmihalyi  (1988) posited  that one  can experience  the  feeling of 
flow,  which  is  a  feeling  where  someone  is  completely  engaged  in  an  activity  to  the  point  of  losing  self‐
consciousness  and  the  activity  becomes  rewarding  in  its  own  right,  and  that  this  leads  to  the  individual 
functioning at his or her fullest capacity (Shernoff et al, 2003). This is achieved when the provided challenge is 
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Summarizing,  if quick  learners were able  to progress  in  the game at a  faster pace,  for  instance because  the 
game recognizes their proficiency and adapts the game accordingly, engagement in performing the task could 
be  enhanced which  in  turn  results  in  a  higher  efficiency  of  the  game.  Similarly,  a  slower  pace  for  slower 
learners  would  also  improve  engagement  and  efficiency  for  them.  In  this  paper  we  will  examine  in  an 
experimental  study  whether  adapting  a  serious  game  to  the  proficiency  of  players  improves  learning  and 
engagement.  But  first  we  will  discuss  in  next  section  different  aspects  of  adaptivity  in  general,  how  we 






(Walker,  2009);  2)  the  game  play  mechanics;  e.g.  adjusting  shooting  difficulty  by  providing  player  aim 
assistance, according to individual skills (Brathwaite & Schreiber, 2009); 3) adapting the attributes of the non‐
player characters in the game; e.g. when domain knowledge is automatically gathered by the game, based on 





A  next  issue  in  creating  adaptive  games  is  to  decide  on  the method  of  generating  the  content.  Lopes  and 
Bidarra  distinguish  two  general  methods.  First,  offline  adaptivity  (or  customized  content  generation); 
adjustments  are  made  considering  player‐dependent  data,  but  prior  to  initiating  the  gameplay.  Secondly, 
online adaptivity, i.e. adjusting the game to its players, in real time, as they play. 
A further discussion on the way adaptation can be  implemented  in games and the associated challenges can, 










be  adapted  to  the  player  automatically  in  a  non‐obtrusive  way.  Automatically  assessing  and  adapting  the 





Kart  and Need  for  Speed,  implement  a  simple  adaptation  known  as  ‘rubber banding’: when  the player  lags 
behind the other racing contestants, they will slow down in order to let the player catch up with them – when 
the player is up front, his opponents will become faster and try to keep up with him. 





the  game  exerted  on  the  player  during  game  play.  At  the  same  time,  the  player  reported  at  set  intervals 
whether they found the game too easy, just right or too difficult, and whether they were enjoying the game or 
would like to quit. This research is relevant to our own for two reasons. One, they discovered that people who 
found  the  game  too difficult  and wanted  to quit  actually had  lower  stress  levels  than when  the  game was 
moderately difficult. They argued that this  is due to the player becoming disengaged with the game, thereby 
corroborating  the  previously  made  assertion  that  too  high  a  challenge  leads  to  cognitive  overload  and  is 
detrimental to the engagement or flow experience. Two, a version of the game where the game automatically 
assesses and adapts to the stress  level of the player was shown to  lead to higher engagement and better  in‐
game  performance  (in  terms  of  how many  robots were  defeated)  than  in  conditions with  preset  difficulty 
levels, even for the easy difficulty level. 
Another  interesting example of how  to  adapt  the  game  to  the player  is  the entertainment  game The Elder 
Scrolls 4: Oblivion. Here, the player roleplays a character  in a  large and open medieval  fantasy world. As the 
player  encounters  new  locales,  performs  quests  and  defeats  monsters,  his  or  her  character  will  gradually 
become  stronger  and  gain  better  weapons  and  items  (see  further  Shute  et  al,  2009).  Because  the  game 
features an open world for the player to explore freely, this traditionally  leads to problems where the player 
may encounter monsters that are far too strong for his or her avatar to defeat at that point in time. To counter 
this and provide  the optimal experience  for everyone,  the player’s adversaries  in  the game also progress  in 
power at  the same  rate as  the skill  level of  the player. Contrarily  to what would be expected, many gamers 
criticized  this  feature, as  it made  them  feel  that  their actions were  largely  inconsequential  (Bostan & Ogut, 
2009);  they  were  not  getting  stronger  than  their  enemies  and  therefore  they  didn’t  feel  like  they  were 
mastering the game. 





how  to do  so. As digital games  are played on  computers, which  require  that every game  rule  and  in‐game 
problem encountered is computable, determining whether the player succeeded is often easily quantifiable.  
2.3 Dynamic adaptivity in the serious game Code Red Triage 
As  indicated  we  want  to  study  whether  the  online  adaptation  of  the  challenge  or  difficulty  of  a  learning 
experience  to  the proficiency of players,  improves  learning and enhances engagement. Following Bailey and 
Katchabaw (2005) we use the term dynamic adaptivity to designate online adaptation of game experiences in 
terms of complexity and matching that to the proficiency of players.  In order to test this hypothesis we used 
the  serious  game  Code  Red  Triage,  a  total  conversion  mod  of  Half‐Life  2  (Van  der  Spek,  Wouters  &  Van 
Oostendorp,  2011).  The  game  is  designed  to  teach  the  triage  procedure,  a  procedure  for  medical  first 
responders  to  prioritize  the  victims  of  a  mass  casualty  event  according  to  how  urgently  the  victim  needs 





then  told  to  find  the  subway platform and perform  the  triage procedure on  the victims. Upon  reaching  the 
subway platform, a visible timer starts counting down from seventeen minutes. When the timer reaches zero, 
the  game  ends.  This  timer was  added  to  instill  a  sense  of  immediacy  and  stress;  in  practice  almost  every 
participant is able to triage all victims comfortably within this time. At the subway platform, the player can then 












              triage category 
In the case of Code Red Triage, we already have a measure to assess how well the player is performing in the 
game, namely the in‐game score, which provides us with an objective measure of whether the player is able to 
correctly apply  the procedure  to a given victim case. The player’s performance can  therefore be seen as an 





order of  complexity  (i.e.  the number of  steps needed  to  come  to a  correct  categorization),  these groups of 
victims are called ‘victim tiers’. In the set of victims 6 tiers or levels of complexity were distinguished. In other 
words, the attributes of the non‐player characters were varied in complexity. If a player scores above a preset 
threshold, he or  she has proven  to have a  certain  level of proficiency and  can move on  to a more  complex 





more of  the  remaining cases of  that  tier before going  to  the next  level of complexity.  In other words, more 
successful players  could attain  the most  complex  case  in  less  cases, and  consequently  learn  to perform  the 
triage  more  efficiently.  In  the  control  version  of  the  game  all  (19)  cases  were  presented  in  a  gradually 
increasing complexity.  
We hypothesize  that players  feel more engaged by  the dynamic adaptive version, because  the game always 
remains challenging (compared to a control version), and secondly we expect in the dynamic adaptive version 



















of  pairs  of  concepts  from  the  triage  procedure.  These  ratings  could  subsequently  be  used  to  elicit  a 
participant’s  knowledge  structure  with  the  Pathfinder  metric  (Schvaneveldt,  Durso  &  Dearholt,  1985)  and 
compared to the knowledge structure of experts; resulting in a similarity measure that indicated how well the 




our  case we  focused  on  8  important  concepts  from  the  triage  procedure  and  consequently  28  pairs were 
presented  for  the  related  judgments. The created networks were compared with  the  referent structure  that 
was derived by averaging the elicited knowledge structures of the current researchers. 
The engagement of players was measured by using the subscale of the  ITC Sense of Presence  Inventory (ITC‐
SOPI),  which  indicates  the  participant’s  feelings  of  engagement  with  a  twelve  item  five‐point  Likert  scale 
(Lessiter et al, 2001).  If the challenge of the game  is better adjusted to the abilities of the player, one would 
expect  the player  to be drawn  into  the game more, which we hoped  to see expressed  in  the scores on  this 







frames  per  second.  The  participants were  asked  to  perform  the  structural  knowledge  assessment with  the 
PCKNOT software. Then, the knowledge test was administered. Before playing the game, the participants were 
given  instructions about Code Red Triage and were  informed about  its goal. Nothing was  revealed  to  them 
about the condition they took part  in. Playing the game from start to finish took each participant at most 25 
minutes: a few minutes for the entry level, a few more for the hallway part and a maximum of 17 minutes was 
allowed  for  the metro platform part,  in which  the  triages  took place. The scores participants  reached  in  the 
game gave  information about their performance (see also section 2.3). Directly after the participants finished 
playing the game, they were asked to fill out the engagement questionnaire. They were then asked to do the 
structural knowledge assessment and knowledge  test as before, but with  the questions  in a different order. 



















An ANCOVA with  the pretest  as  covariate,  condition  as  fixed  factor  and posttest  score divided by  the  total 

























We hypothesized  that  a  serious  game  that dynamically  adapts  its  challenge, or  complexity presentation,  to 
quick  learners could make a serious game more engaging and more efficient. The first part of the hypothesis 
was not confirmed, while  the second part was confirmed; participants  in  the adaptive game version  learned 
significantly more per victim case than in the control condition, and were therefore more efficient.  
We found no difference in the engagement ratings. If the improved learning per unit of instruction was due to 




other  determinants  of  engagement,  such  as  the  game’s  setting,  world,  expectations,  control  interface,  et 
cetera, to show up as a difference on the rating scale, but the adaptive version may still be preferred when the 
conditions were placed  side by  side. A  second explanation  could be  related  to  the  fact  that we only  asked 
participants to appraise their engagement after the game. It is unclear whether a continuous measurement of a 
participant’s engagement, for  instance with an  infrared camera as  in the research by Yun et al  (2009), as we 
mentioned  in  the  introduction, would have  resulted  in higher  ratings  throughout  the  game  in  the  adaptive 
version.  Thirdly,  people  may  play  games  for  different  reasons;  a  higher  challenge  could  lead  to  higher 
engagement  in some players, whereas  it has the opposite effect on others. Lastly, and perhaps as a result of 
the previous explanation, we found that the homogeneity of the engagement questionnaire (Cronbach’s alpha) 
was  low.  Perhaps  this  measurement  problem  contributed  to  the  fact  that  we  did  not  find  an  effect  of 
engagement.  
We  saw  that participants  learned more  per  victim  case  in  the  adaptive  condition  compared  to  the  control 
condition. It could be that the moment a participant grasps the procedure to resolve a victim case pertaining to 







an  increase  in  engagement  does  not  seem  necessary  to  enhance  learning  efficiency.  Also  the  correlation 
between engagement and learning efficiency appeared to be low and not significant (p > .05) for both groups 
of  participants. However  for  this  finding  too,  the  same  remarks  as  before  should  be made  concerning  the 
measured engagement of players. 
All  in  all,  a  rather  simple  alteration  of  a  serious  game  where  it  dynamically  adapts  the  presentation  of 
complexity  to  the player’s performance and  thereby  its challenge has been  shown  to markedly  improve  the 
efficiency  thereof. This  is a promising result  for serious games developers  that worry about the comparative 
efficiency  of  their  game,  as  well  as  for  researchers  interested  in  improving  games  with  the  aid  of  more 
sophisticated adaptation engines.  It can also be a useful result  for entertainment game developers, as many 
games need to incorporate tutorial levels that are necessary for players to understand the game, but are not a 




Above  we  already  mentioned  two  limitations  to  our  study,  viz.  that  it  is  impossible  to  conclusively  state 
whether dynamically adapting to the player’s performance only resulted in more efficient instruction, or also in 
deeper  learning,  and  that  it  is  unclear  whether  participants  differed  in  engagement  during  gameplay.  In 
addition,  another  limitation  of  our  experimental  setup  that  warrants  future  research  is  that  we  did  not 




and  implementation process. We  focused on  the nature of  the non‐player  characters  and  let  them  vary  in 
number of steps needed to perform a correct triage. Several alternatives are open for continued research to 
the  role  of  dynamic  adaptation.  For  instance,  the  set  of  buttons  for  executing  the  triage  actions  could  be 
adapted, that is, starting simple and increasing over time, depending on performance. Or the feedback given to 
players  could be  adapted, e.g.  stating more or  less explicitly what went  right  and what went wrong during 
performing the triage.  
Finally,  another  option  for  making  training  procedures  adapt  themselves  to  participants  is  the  notion  of 
adaptability.  In  this  form of offline adaptation participants  indicate  themselves what direction  they want  to 
practice  and  what  part  of  the  procedure  they  want  to  repeat.  These  are  questions  that  still  need  to  be 
examined in the future.  
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