ABSTRACT Since the last few decades, a class imbalance has been one of the most challenging problems in various fields, such as data mining and machine learning. The particular state of an imbalanced dataset, where each class associated with a given dataset is distributed unevenly. This happens when the positive class is much smaller than the negative class. In this case, most standard classification algorithms do not identify examples related to the positive class. A positive class usually refers to the key interest of the classification task. In order to solve this problem, several solutions were proposed such as sampling-based over-sampling and under-sampling, changes at the classifier level or the combination of two or more classifiers. However the main problem is that most solutions are biased towards negative class, computationally expensive, have storage issues or taking long training time. An alternative approach to this problem is the genetic algorithm (GA), which has shown the promising results. The GA is an evolutionary learning algorithm that uses the principles of Darwinian evolution, it is a powerful global search algorithm. Moreover, the fitness function is a key parameter in GA. It determines how well a solution can solve the given problem. In this paper, we propose a solution which uses entropy and information gain as a fitness function in GA with an objective to improve the impurity and gives a more balanced result without changing the original dataset. The experiments conducted on different datasets demonstrate the effectiveness of the proposed solution in comparison with the several other state-of-the-art algorithms in term of Accuracy (Acc), geometric mean (GM), F-measure (FM), kappa, and Matthews correlation coefficient (MCC).
I. INTRODUCTION
Over the past few decades, imbalanced problems have become one of the challenging problems in the area of data mining, machine learning [44] - [46] . As far as binary classification problems are concerned, a dataset is referred to as imbalanced if the sample quantity is not equal in both classes [43] , otherwise, this problem is not very important if there is a very few difference between positive and negative class samples. Moreover, the positive class as compared to negative class is much smaller in term of sample size. Moreover, positive class generally considers the main class of interest in imbalanced problems. However, most traditional classification algorithms cannot overcome this problem as they are designed to achieve overall high accuracy, although they are more likely to mis-classify samples of positive class as a negative class. To find a good solution for both the The second approach is algorithm-based approach. The objective of this approach is to modify the classifier in order to pay more attention to the positive class. Some examples including re-sampling methods or classifier's ensemble in combination with boosting-algorithms. Furthermore, this technique isn't flexible as compared to the data level techniques, since it depends largely on a particular classifier, the modifications are therefore designed to solve the problem of class imbalance for a particular classifier [47] - [49] . Another important alternative approach for handling the class imbalance problem is cost-sensitive based approach, the idea is to assign mis-classification costs via cost matrix. The main drawback of this approach is that the cost of errors for different classes is not even in most imbalance problems and is usually unknown in most databases [41] , [42] . Ensemble based approaches systematically combine data level and algorithmic level methods. However, the main drawback is adding more classifiers increases computational complexity.
In order to overcome this problem, an alternative approach is GA. GA is a powerful global search algorithm and a promising data mining and search technique for classifiers that successfully solve the range of classification problems [35] . In addition, the cost adjustment in GA can be applied to the fitness function. In the fitness function common techniques are used either by improving performance criteria or by using fixed classification costs for negative and positive class examples [40] . In previous studies such as Syafiq et al. [55] proposed a model to solve the class imbalance problem by using Genetic programming (GP) and SVM. They modeled the class imbalance problem as an optimization problem. In order to evaluate their model, they use wilt disease dataset and compare the accuracy of their model with different classifiers. Their proposed model has good accuracy as compare to existing classifiers. But the main drawback is long training time due to computational overhead. SVM has the problem of space complexity when the data size is large which also increases training time. In [58] , the authors proposed a novel Diversified Error Correcting Output Code (DECOC) algorithm for solving multi-class imbalance problem. They combined the improved Error Correcting Output Codes (ECOC) to find the best classification algorithm to tackle class imbalance and diversified ensemble learning framework. The proposed technique is applied on 19 different publicly available datasets and compared the performance of their algorithm with 17 other state-of-the-art imbalance algorithms. The proposed algorithm effectively achieves the best overall performance but the weak point of DECOC is that it is computationally very expensive.
To measure the class certainty, entropy is an effective approach to information theory. Shannon [39] stated that entropy is used as a negative-logarithmic-function that finds the possibility of the occurrence of an event. Whereas information gain is used to the possible reduction in entropy. For classification task, several researchers used Shannon entropy for classification tasks [36] - [38] .
For handling the class imbalance dataset problem, the scope of this research is to deeply investigate the imbalanced classification problem that we are trying to solve from a perspective of effectiveness (the ability to accurately classify an unknown dataset) and efficiency (the speed of classifying data). At present, the state-of-the-art techniques performs at data level (sampling-based under-sampling and over-sampling) [12] , [27] - [29] , [31] , ensemble-based techniques [18] , [24] , [26] , [30] , [32] , and cost-sensitive based techniques [15] , [16] . However, the effectiveness and efficiency of imbalanced data learning was not fully considered. In this research, the base assumption is that classification accuracies of both classes are equally important. The theme of this research is to surpass the existing techniques.
In this paper, we proposed a new solution that uses entropy and information gain as a fitness function in GP with an objective to solve the class imbalance problem without modifying the original dataset. For doing this, we consider that the imbalance is basically impurity and the impurity is basically measured by entropy which in turn is calculated by information gain. We then calculate the fitness function to evaluate the adopted solution for classifying the imbalanced data set. This novel technique will reduce the imbalance classification problem that equally deal with positive and negative classes.
Some key objectives of the proposed research are as follows:
1) The core objective of this research is to find the way in general to deal with class imbalance dataset classification problem. In this regard, we have proposed a new approach with an objective to improve the impurity in the dataset by using entropy and information gain as a fitness function in GP. 2) Proposed fitness function will help to measure the impurity and to pure the dataset for further classification which will helps to determine the actual cause, this may be applicable for many practical applications such as anomaly-detection [61] , risk-management [60] , software-engineering [62] , social-media-mining [63] , and medical diagnosis etc. 3) All learning data are considered useful and should not be excluded (techniques of external data balancing can eliminate useful learning examples in training). 4) Analyze the effect of using new approach on original datasets and to improve the classification training time. Also to check the effectiveness of our approach as compared to other state-of-the-art algorithms. 5) Analyze the impact of using new approach and evaluate the classifier's performance by using Acc, GM, FM, kappa, and MCC. The remainder of the paper is organized as follows: Section 2 discusses the problem statement. Section 3 provides research contributions. Section 4 provides research questions. Section 5 provides a detailed literature on imbalanced problems and discusses the advantages and disadvantages of each solution. The proposed method is provided in Section 6. Section 7 provides the experimental setup.
Several experiments and discussions are presented in Section 8 and Section 9 contains the final comments of our work.
II. PROBLEM DESCRIPTION
The classification problem of highly imbalanced class distributions in datasets can pose a significant challenge for data mining and machine learning domain. The imbalance dataset degrades the performance, overall accuracy and classification decisions are often biased towards the negative class that leads to the misclassification of the positive class samples. It also treats them as noise. In many applications, lower instances of a class are relatively more important and interesting ones [59] .
Class imbalance causes many difficulties that hinder the performance of data mining and machine learning techniques [59] :
Firstly: the lack of data, few positive class samples in the training set tends the classifiers to falsely detect them and the decision boundary is far from the true one.
Secondly: the class distribution, the standard classifiers assume that the training samples are equally distributed between classes. However, the positive class ratio is very low in many real-world applications (e.g. 1:100, 1:1000 or more than 1 to 10000).
Lastly: the cost of errors is uneven and is usually unknown for different classes.
In previous studies such as Syafiq et al. in [55] , proposed a model to solve the class imbalance problem by using GP and SVM. They modeled the class imbalance problem as an optimization problem. In order to evaluate their model, they use wilt disease dataset and compare the accuracy of their model with different classifiers such as SVM, GSVM and SMOTE-SVM. Four main tasks are included in the proposed algorithm i.e., attributes generator, attributes selector, train the decision function of SVM and evaluate the fitness function of SVM. Their proposed model has higher accuracy as compare to existing classifiers. However, the main drawback is long training time due to computational overhead, SVM has problem of space complexity when data is large, which also increase training time. Moreover, biggest things to understand about GAs is that the power come from the crossover, not from mutation. Most researchers seem to think that having a large population is more important than the mutation. In [58] , proposed a novel DECOC algorithm for solving multi-class imbalance problem. They combined the improved ECOC to find the best classification algorithm to tackle class imbalance and diversified ensemble learning framework. The proposed technique is applied on 19 different publicly available datasets and compared the performance of their technique with 17 state-of-the-art multi-class imbalance algorithms. The proposed algorithm efficiently achieves the best overall performance with less computational complexity but the weak point of DECOC is that it is computationally very expensive.
In this paper, we present a new solution that uses entropy and information gain as fitness function in GP by considering that the imbalance is basically impurity and the impurity is basically measured by entropy which in turn is calculated by information gain. Furthermore, we are trying to solve this problem from a perspective of effectiveness (the ability to accurately classify an unknown dataset) and efficiency (the speed of classifying data). Moreover, we used original datasets without any preprocessing techniques to solve the imbalance datasets problem to achieve our objective. For handling the class imbalance problem, we use different datasets in our work as mentioned in Table 4 .
III. RESEARCH CONTRIBUTIONS
In this paper, we develop a new approach that uses entropygain-based fitness function in GP for imbalance data learning. Our proposed approach Entropy and Information Gain based fitness function in Genetic Algorithm (EIG-GA) mostly performed well as compared to the existing approaches from experimentation. We achieve average FM score of 89.8% compared to a baseline of 78% and 83.3% and average GM we achieve 91% compared to a baseline of 83.5% and 87%, and average Kappa we achieve 86.4% compared to a baseline of 75.7% and 81.3%, and average MCC we achieve 85.3% compared to a baseline methods of 73.6% and 78.9%.
Our contribution in this research are as follows:
1) The paper shows how classification problems can be addressed with imbalanced data by using GP, with a focus on improving the imbalanced classification problem rather than the traditional methods of data balancing. This paper also shows that configuring the fitness function in GP is more important for improving the positive and negative class performance. 2) This paper uses fitness function based on entropy and information gain in GP to perform cost adjustment between the positive and negative class accuracies, which allows the imbalanced dataset to be applied directly in the learning process without first re-balancing the data (through sampling). By using this objective in the learning process, we can improve classification in both classes in term of Acc, GM, FM, kappa, and MCC. On these measures, we then compared our algorithm with state-of-the-art algorithms.
3) The novelty of this approach is that an entropy-gainbased fitness function for imbalanced data is used directly in the learning process and achieve sufficient level of accuracy. 4) In order to get more generalized the concept, we utilize the datasets from KEEL [77] and UCI [78] 
IV. RESEARCH QUESTIONS
The proposed study also focuses on the following research questions: 1) From algorithm level approach, which classifier is best fit for imbalance problem? 2) From data level approach, which approach is best fit for imbalance problem? 3) From ensemble-based approach, which classifiers combined to perform well on imbalance dataset problem? 4) Is it good to make an artificial data for balancing the dataset by using sampling methods? 5) What is the best individual classifier that fit for imbalance dataset problem?
V. RELATED WORK
In literature, several optimized solutions and algorithms are given to solve the problem of the imbalanced class. In order to deal with the imbalance problems, there are four possibilities in the learning stages: first, the technique of re-sampling (mainly changes in the distribution of classes); Second, the choice of features that are at the data level; The third is the classifier's level or algorithms (handled internally in the algorithm) and the fourth is ensemble learning (a combination of two or more classifiers). In addition, mainly the focus is to address the imbalance problem either by modification in the data level, which may be obtained by sampling methods or at the algorithm level. The following are the approaches to deal with class imbalance problem.
Sampling is one of the most commonly used approaches to validate data mining and machine learning models, also known as data preprocessing, which handles the imbalance problem by balancing the training data-set [9] , [10] . Two approaches are used to make a balanced data-set which are under-sampling and over-sampling.
Under-Sampling Techniques:
One of the most common and simplest strategies to balance the data-set by randomly eliminating samples of the majority class till the minority and majority classes were balanced. However, this technique can cause losing useful information. Yen and Lee [13] propose a cluster-based under-sampling approach that improves the accuracy of classification for the positive-class. They divided the training data into groups and then delegated data is selected from each group for the negative class in relation to the proportion of the negative-class samples for positive-class samples. Their effects showed that cluster-based testing improved predictability accuracy in addition to being more stable than another sampling method. Their results show that cluster-based sampling increases the accuracy of prediction and is more stable than other sampling methods.
Yua et al. [27] proposed ant colony optimization (ACO) based an under-sampling technique. This particular technique provided the best and most optimal balance established, although this technique requires a lot of time, instead of a simple sampling technique. Barandela et al. [11] proposed a method i.e., wilson's editing, an under-sampling method. It uses k-nearest neighbors from each majority class sample based on 3-NN. If the sample is poorly classified, it is excluded from the final set of data that represents the negative-class.
In [5] , Rahman and Davis considered the method proposed in [4] , used to separate samples in the k-cluster from the majority class and select a subset for each cluster. All subsets are then combined separately for the positive-class in order to get different training data sets. However, under-sampling is generally used, which can result in the loss of useful information, eliminating important patterns. In [34] , Diao et al. proposes an under-sampling technique that compresses the training dataset with minimum loss of information. The main purpose of their work is to make a trade-off between training dataset size and loss of information.
Over-Sampling Techniques:
Over-sampling is used when the amount of data is insufficient for classification. It tries to balance the data by simply creating copies of typically existing samples or adding more samples to the minority class. However, this approach may cause over-fitting and computationally expensive. To deal with this problem, SMOTE based method [6] that generates synthetic samples instead of replication of existing positive-class samples. The proposed solution increases the classifier performance and learning biased to the minority-class. However, they applied this solution only for binary class samples, this can also lead to overlap between classes, Moreover, it does not take into consideration the neighbors of positive-class samples. By using SMOTE, [6] generated new samples from the original ones for the minority class for further generation. While in [7] , they modified the technique in [6] and new over-sampling technique is proposed also called incremental SMOTE examining the generated samples of a synthetic minority for further generation. In [29] author's analyzes the effect of sampling approaches on highly imbalance dataset. Their experiments showed that performance depends on the number of samples in the training-set. However, over sampling is time consuming.
In [3] , Verbiest et al. proposed a new technique using a combination of SMOTE with fuzzy rough set theory. This technique enhances the efficiency of SMOTE with the help of removing those samples that have a low value to the fuzzy region. Recently, a new SMOTE combined with distance based under-sampling is proposed in [12] .
Although the advantages of using SMOTE is to efficiently balance the data. However, it may cause noise in the data-set and other problems. In order to overcome this problem, an active learning SMOTE [28] approach is proposed, that chooses the particular best and useful samples for learning. In [31] , Burnaev et al. discuss various ways to improve the imbalance problem by re-sampling the dataset, i.e., add or remove element from the dataset. They also investigate the impact of re-sampling on classification accuracy. Their results show that re-sample may or may not improve the classification accuracy depending on the specific task. Other ways not to re-sample the data side but to build new method in order to improve quality. Juan and Li-li [8] , proposed a new over-sampling technique that uses clustering and GA. Reference [1] , introduced a new wrapper based over-sampling technique. For this purpose, they used GA as a optimization search engine to find the best regions with regard to over-sampling.
B. COST-SENSITIVE BASED LEARNING METHODS
Cost-sensitive based learning approaches are designed based on cost that is imposed on a classifier when a mis-classification take place. Several studies are related to cost-sensitive learning for imbalance class distribution, like Aouada [15] , improves Random Forest (RF), and integrates cost-sensitive learning for weighted RF and sampling methods for balanced RF. Kothandan [16] , studied the usage of cost-sensitive learning and SMOTE sampling with two SVM steps. To deal with class imbalance, author proposes two empirical approaches [17] . The first approach is a combination of cost-sensitive with sampling whereas, the second approach optimizes the cost ratio by using cost-sensitive learning approach. They concluded the final outcomes and analyzed that the cost matrix decreases with the use of the first approach, but the second approach has better performance.
C. ONE-CLASS LEARNING BASED METHODS
In this method, the classifier learned only from the target class (minority class samples). This method increases the classifier's performance on unseen data that belongs to minority class. One-class learning can perform better when dealing with imbalanced data. Recently, Kim and Ahn [19] proposed a method that combined under-sampling with one-class SVM (OSVM). They used the nearest k-inverse neighbors to remove the emissions, to solve the problem of parameter selection in unbalanced data. However, Decision Tree (DT), Naive Bayes (NB) and many other classifier's cannot be built based on recognition-based method.
D. ENSEMBLE-BASED METHODS
Ensemble learning is one of the most frequently used approaches to solving the problem of class imbalance [24] - [26] . The main goal of ensemble is to enhance the overall performance of a single classifier. The best-known methods of the ensemble are bagging and boosting. To promote the model variance, each model is trained by bagging technique [20] .
In [21] , Khoshgoftaar et al. theoretically studied the utilization of different data sampling along with Boosting including SMOTE, Borderline SMOTE, under-sampling, over-sampling and Wilson's editing. From their analysis, they came to the particular conclusion that Boosting increases overall performance over-sampling strategies while the most effective performance is usually obtained by under-sampling.
In [32] , Patel et al. proposed a new approach to the hybrid fuzzy weighed nearest neighbor for search, a better overall classification efficiency for both the minority and the majority classes of unbalanced data. Fuzzy classification helps to classify objects more correctly because it determines how much the object belongs to the class. Their empirical results show the improvements in the classification of unbalanced data with a different ratio of imbalance, compared to other approaches.
In [30] , there is not a single solution that sufficiently solves the imbalance problem. They claimed that a number of methods exist for solving the problem of imbalanced data for specific areas of application for specific tasks. Their particular current work is basically an enhancement of entropy-based classifiers with weights multiplication in order to fix the imbalance class problem at the classifier's level.
Ricardo et al. [18] discussed that the solution to class imbalance problem through pairwise rankers improves efficiency of training data. They also show that by combining other approaches with these pairwise models improve performance and balance the dataset. But the problem is training time is usually higher on the very big dataset.
Van Loi et al. [2] , addresses the problem of imbalance in the credit card data-set and solve this problem by using GA. They proposed two new fitness function based on previous studies. Their experiments show that GA overcomes the imbalance problem and without GA accuracy drastically decreases.
Khoshgoftaar et al. [22] and Govindaraj and Lavanya [23] combined random under-sampling with AdaBoost (RUSBoost). By using RUSBoost, they randomly eliminate samples from the majority-class to obtain the desired distribution. In [14] , performance have been enhanced by applying SMOTE together with AdaBoost, and the target function uses optimization approach, such as GA.
E. OTHER RELATED WORKS
In [79] , Bartosz et al. concentrate on ensemble method for addressing multi-class imbalance problem by applying an adaptive training algorithm. Their algorithm focuses on VOLUME 7, 2019 creating local ensembles of the classifier and split input features space into number of clusters. Weighted-sum method is used for combination to control the degree of distribution. They applied their proposed technique on Multi-class imbalanced dataset, available on KEEL [77] repository. The main feature of their research is to create a local competence and delegation classifier and applied weighted-sum combination independently in each cluster.
A novel algorithm DECOC [58] for solving multi-class imbalance problem combines the improved ECOC to find the best classification algorithm to tackle class imbalance and diversified ensemble learning framework. The proposed technique is applied on 19 different publicly available datasets and compared the performance with 17 state-of-theart multi-class imbalance algorithms. The proposed algorithm effectively achieves the best overall performance with best accuracy, but it is computationally expensive.
Data gravitational classification is proposed in [73] for solving the classification in which matrix of weights is associated with importance of each attributes. The proposed algorithm improves the performance in making decision boundaries by considering both local and global information. The proposed algorithm is evaluated on 35 standard and 44 imbalanced data sets. From the experimentation they achieved high accuracy, area under the curve (AUC) and Cohen's kappa rate as compared to other state of the art imbalance classification methods.
In [74] , GP is applied for predicting the academic failure from high dimensional and imbalanced data. Authors collected data of the students enrolled at Academic Unit Preparation at autonomous University of Zacatecas, where student are in the age of 15 to 18 years, however the collected data contains only information of students enrolled at their first years of study with age 15-66 years. Then they preprocessed their data by applying data cleaning, data partitioning and variable transformation. Their results reveal that approaches for selecting the best features, data balancing and cost-sensitive classification have a high impact for improving the accuracy.
Entropy-based matrix learning machine (EmatMHKS) proposed by [64] for imbalanced dataset, with a fuzzy membership evaluation approach. The proposed technique has been evaluated on 10 real-world datasets including PimaIndians, Page-blocks, Abanole19, Yeast, miRNA, Satimage, Ecoli, Transfusion and Haberman. Authors used accuracy and computational complexity as evaluation metrics. They also evaluated the performance of their proposed algorithm on statistical comparisons and applied Friedman-Nemenyi test.
In [65] , Changming and Wang have proposed a novel SVM-based approach for handling two major problems namely, class imbalance and high dimensionality. The approach has an advantage to improve predictive performance of SVM formulations which deals with highly imbalanced data by eliminating irrelevant features. The proposed techniques have been evaluated on 12 microarray datasets for binary classification which include GORDON, GLIOMA, SRBCT, BHAT3, BHAT1, BHAT2, CAR2, BULL, CAR1, BHAT4, CAR3 and CAR4. Results shows that feature selection improves classification performance, AUC was improved on five out of six datasets, however the results were slightly worse on GLIOMA dataset as compared with that obtained without feature selection. This clears that gain in performance is not the only reason for performing feature selection. Another limitation of this work is that the proposed algorithm is unable to handle multi-class classification.
A class certainty based fuzzy membership evaluation has been proposed in [68] for handling class imbalance problem. Entropy-based fuzzy SVM is proposed to handle the samples with higher class certainty which signifies the importance of high-class certainty. Authors used imbalanced dataset from KEEL imbalanced datasets benchmark repository and evaluated the performance on 64 benchmark datasets. They classified datasets into three groups: low imbalanced, medium imbalanced and high imbalanced datasets. Results are compared with FSVM, SVM-SMOTE, SVM-OSS, SVM-RUS, SVM, Easy-Ensemble, AdaBoost and 1-NN.
Class imbalance problem addressed with biased SVM and weighted SMOTE proposed in [70] . Biased SVM combined with SMOTEBoost for handling the class imbalance problem, as biased SVM gives better control over sensitivity as compared to SVM. To address the problem of considering all minority data samples, authors used weighted SMOTEBoost and evaluated on two datasets, showing better results in terms of accuracy and sensitivity. Table 1 shows the advantages and disadvantages of proposed methods based on four approaches (under-sampling, oversampling, cost-sensitive, ensemble) with regard to be able to handling the class imbalance problem and Table 2 shows learning approaches of previous works on class imbalance classification.
VI. PROPOSED METHOD
In this section, we describe the proposed procedure for addressing the problems associated with imbalanced datasets. Most classification decisions are often biased towards the negative class because of the imbalance distribution of data, which lead to the misclassification of positive class samples. Our main objective of this paper is to improve the classification accuracy of the positive class by avoiding the drawbacks of the existing methods described in the previous section.
The proposed solution enhances the GA based on the class imbalance problem. Therefore, let the problem that we are attempting to solve first be formulated. Let Y denotes the initial data set, with In case of an imbalanced class dataset, we have n 1 < n 0 which, if left unhandled can negatively affect the efficiency of a classifier. We start with Shannon entropy in our work, because entropy is a widely used in information theory. Initially entropy is used to characterize the impurity of an arbitrary set of examples or we can say entropy is a measure of uncertainty, impurity or disorder contained in each amount of information that received. Moreover, lower entropy provides more certain information. Whereas, information gain Eq. (1) is a measure of change in entropy or expected reduction in entropy.
From Equation (1), where k is the number of classes defined in the data-set and P i is the proportion of samples related to each class C i from initial data-set D. If P i is equal to 0 means if no sample related to that class in the data-set, then from Equation(1) it does not return undefined because it is multiplied by another zero P i .
Gain(D, S)
From Equation (2) where Gain(D, S) represents the expected reduction in entropy due to sorting on S. Here D v is the sum of the entropies of each subset that are weighted by the fraction of the examples
As far as our problem statement is concerned, we consider that an imbalance is basically impurity and the impurity is basically measured by entropy and the entropy is calculated by information gain. Therefore, if we obtain the maximum information gain on each sample in the population, this means that the impurity is removed from the data-set and proceeds to clean data. Moreover, entropy tackles much better over-fitting and achieves better results than other techniques, but normally increases time complexity. The problem here, is learning time and computational costs, so we decided to use an entropy and gain-based fitness function in GA. Since, GA is an evolutionary algorithm based on the principles or natural selection of Darwin. GA takes minimal time to find a good solution because it has a high convergence rate. Another important thing about GA is that, GA carries out parallel searches in the given solution space and less chance of getting stuck in local optima. Moreover, GA works with a solution-set rather than with one solution compared to other optimization methods. Furthermore, GA handles the complex problems with less computational efforts. In our work, we proposed a new solution based on the fitness function, using entropy and information gain. This EIG-GA is shown in Figure 1 . Next, we explain the step-by-step working of our proposed work and it is shown in Algorithm 2.
A. THE EIG-GA 1) POPULATION
The EIG-GA procedure begins with a population that contains random individuals. The size of the initial population can be determined on the basis of the problem. From Table 3 , we define a population of 100 individuals and the total number of generations is 50. In addition, each population is generated by the well-known method ramped-half and-half [55] . for j = 1 to j <= Pop_Size/(2 * max_depth) do 3: Pop + = Full_initialization(i) 4: Pop + = Grow_initialization(i) 
2) FITNESS EVALUATION
The main key of the EIG-GA is the fitness function. From Equation, F fitness (f(x)) is calculated based on the entropy and information gain of each individual in order to balance the accuracy and manage the generated attributes that lead to new f (x).
In addition, the fitness function is also estimated based upon how many generations are generated to achieve our good fitness to prevent overfitted classification model.
The function f (max(Ent), min(IG)) is the function that selects the highest value of entropy and the lowest value of information gain, and nGn is the number of generations in f (x). 
3) ELITISM
Elite selection is usually carried out to preserve the fittest chromosomes. In addition, it is mainly used to ensure that good-quality chromosome do not miss upon next generation when population is updated. We use the elitism strategy to preserve our best fitness scores. Once the elitism step is completed, we move on to the next phase to create a new population again.
4) CREATING A NEW POPULATION
The next step is to generate a new population after each individual fitness is evaluated. The process involves three operations to create a new population which are selection, crossover and mutation. Below is the briefly explanation of these operations for selecting parents and offspring generation. 1) Selection: For offspring generation, ''Tournament selection method'' is used for the selection of parents. First, we created a group of 10 individuals selected randomly from the current population. Furthermore, the best individual based on a fitness assessment was chosen as the first parent to breed a new individual, the same process selects a second parent. The role of parental selection is to distinguish between individuals and give preference to the best individual as next generation parents [56] . 2) Crossover: The objective of the crossover operator is to create a new offspring from a parent pair [56] . In this work, we have used a uniform crossover (P cross ) 0.9 as crossover rate. 3) Mutation: In order to maintain the genetic diversity in the population, we have employed random replacement Indiv_1, Indiv_2 = Crossover(Individual_1, Individual2) 18: end if 19: if P mutate ≤ 0.1 then 20: Indiv_1.Mutate() 21: Indiv_2.Mutate() 22: end if // Add to New_Population 23: New_Pop.add(Indiv_1) 24: New_Pop.add(Indiv_2) 25: end while Pop._Set_Population(New_Pop) // Evaluating the Fitness for all individual from Pop Total_Fitness = 0; 26: for i = 1 to Pop_Size do 27 :
28:
Total_Fitness + = Ffitness 29: end for // Perform elitism 30: for i = 1 to _Elitism do 31: New_Pop[count] = pop._getFittest() 32: count++; 33: end for 34: end while 35: return Pop of bit with 0.1 as the mutation rate(P mutate ) in this work. In general, the crossover rate remains higher, while the mutation rate remains lower. The lower mutation rate maintains randomness in the population in order to prevent chromosome repetition while the higher rate of crossover prevents premature convergence in the optimum local solution. In addition, the most important thing to understand about GA is that the power comes from the crossover not from the mutation since most researchers believe that so having a large crossover rate is more important than the mutation. The population fitness is reassessed after crossover and mutation and compared to the previous population fitness. The whole process goes on until the criteria for termination are met. Table 3 shows the parameters for GA.
5) TERMINATING CONDITIONS
For our designed algorithm, we used the following termination conditions if one of the following conditions is met algorithm terminates the search:
1) The fitness value has reached an optimal global value.
2) The number of total generations have reached their limits. The GA returns the best individual with the best fitness score on testing data, after the whole procedure is completed, we then compared the performance with other modern classification algorithms by using the same training and testing data-set.
VII. EXPERIMENTAL SETUP
In this section, an experimental environment is established for the propose approach to demonstrate the performance on imbalanced datasets, keeping in mind that we used the original datasets in our experiments. To evaluate the performance, 30 datasets are used from the UCI [78] and KEEL [77] repositories and compared the results with state-of-the-art algorithms as shown in Table 6 . The running time of our approach with state-of-the-art algorithms on different datasets, along with average results and algorithm ranks are taken as the final outcome to evaluate, which technique has good performance in term of evaluation measures such as Acc, GM, FM, kappa, and MCC to analyze the effectiveness and efficiency. We also compare the execution time (in seconds) in order to demonstrate the efficiency of the proposed EIG-GA method and the results are shown in Table 12 . Moreover, some non-parametric statistical tests are used to validate the experimental results [82] , [84] . To assess whether there are significant differences in algorithm results, we performed different non-parametric statistical tests such as Iman and Davenport [85] , Friedman test, Wilcoxon Signed rank test [80] , [81] and Bonferroni-Dunn post-hoc test [85] . These useful non-parametric tests recommended by Demsar [83] . Our proposed approach is implemented in C++ and Matlab, we used Shark machine learning library and Open Beagle for implementation of our approach. The following subsections provides a description of the datasets, about evaluation measurements of the proposed method.
A. DATASET DESCRIPTION
In this subsection, we used the total of 30 datasets from KEEL [77] , and UCI dataset repository [78] for the comparison of the techniques to address the class imbalance problem. Table 4 shows the dataset source and characteristics based on imbalance ratio (IR) and the total instances of each class.
B. EVALUATION CRITERIA
By convention, the data of the minority class is the positive class label and the data of the majority class is the negative class label. Accuracy is used as the main criteria to assess the performance of a classification. But this seems inadequate when dealing with the imbalanced datasets. In this work, we used other evaluation metrics that are described in VOLUME 7, 2019 this section. Furthermore, the performance of our proposed method is assessed and compared with other approaches to these evaluation metrics. Table 5 shows a confusion matrix used in this paper to construct the relevant evaluation measurements.
1) ACCURACY (Acc)
This is the simplest measure to evaluate classification models. It calculates the proportion of correctly classified instances. SP also called True Negative Rate (TNR). The specificity concerns the ability of the classifier to identify negative outcomes. Consider the medical test example for a certain disease to identify. The specificity of the test is the proportion of patients who don't have the disease and test it negative successfully. In other words;
4) PRECISION (PR)
In order to obtain the value of PR, the total number of positive examples correctly classified is divided by the total number of positive examples predicted. A high-precision example labeled as positive.
5) G-MEAN (GM)
GM maximizes the classification accuracy of the entire population on the basis of the balance accuracy between the positive the negative. In other words, GM is only high if both classification accuracy is high.
FM is used when the performance on both positive and negative classes needed to be high.
Kappa is an important measure of classification performance, especially on imbalanced datasets. It measures how much better the classifier compares to the assumption of the target distribution. The interpretation of the Kappa result from −1 to 1, less than 0.20 shows poor agreement or perfect disagreement; 0.21 to 0.40 shows fair agreement; 0.41 to 0.60 shows moderate agreement; 0.61 to 0.80 shows good agreement; 0.81 to 1.00 shows perfect agreement; Kappa definition is given in Equation (11): 
8) MATTHEWS CORRELATION COEFFICIENT (MCC)
MCC can be defined as a correlation coefficient between target and prediction. It usually varies between −1 and +1. −1 shows that there is a perfect disagreement between the actual and the prediction, 1 when there is a perfect agreement. The MCC calculates the strength of the classifier by considering all four results of the confusion matrix, it can often provide a more balanced model accuracy assessment, even for imbalanced data sets [56] .
VIII. RESULTS AND ANALYSIS
The experimental results of various research studies are presented and discussed in this section. Firstly, we compare the performance of state-of-the-art algorithms on various imbalanced datasets and validate the results using non-parametric statistical tests. Secondly, the computational complexity of different methods in terms of execution time (in seconds) and evaluate the efficiency of EIG-GA with state-of-the-art algorithms. Finally, a discussion is conducted to analyze the results obtained from evaluation metrics. 
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A. PERFORMANCE COMPARISON OF CLASS IMBALANCE CLASSIFICATION ALGORITHMS
In this subsection, the performance of these 15 algorithms is examined, using five different evaluation metrics. In Figure 2 to Figure 6 , the ACC, GM, FM, Kappa and MCC performance of each method is shown on all 30 datasets using boxplot graph. The symbol ''o'' in the boxplot graph means a performance that is abnormal on a dataset, that symbol ''o'' representing a single dataset. From Figure 2 to Figure 6 , we have the following observations and we also answer the research questions with comments: 1) EIG-GA performs best on all the five measures. 2) CUSBoost is best fit for imbalance problem on data level approach when comparing the accuracy on ''flare-F'' dataset. 3) Multiple classification algorithms are usually more efficient to combine than to use a single classification approach, as seen in the box-plot graph of Acc in Figure 2 . 4) Under and over-sampling usually manage to balance the dataset, however, both techniques have pros and cons but here we can say no it's not good to make an artificial data unless if we have a huge difference between positive and negative classes.
5) From class imbalance perspective SVM can better fit to this type of problems but as we describe earlier in the previous section about cons of SVM.
1) ACCURACY (Acc)
The effectiveness of the EIG-GA on imbalance datasets is examined and compared with SVGPM, DECOC, FSVM, EFSVM, SMOTE-SVM, KNN, MLP, Weighted-SMOTE, RUSBoost, CUSBoost, SMOTEBoost, and AdaBoostM1. For assessment purposes, the results from different datasets (rows) and methods (columns) are shown in Table 6 by using 10-fold cross-validation. The proposed EIG-GA method is superior to other methods in 23 of 30 datasets and achieves competitive Acc results. The best results are highlighted in BOLD for the algorithms on each dataset. From Table 6 , the last two rows, the average values of Acc and average ranks for all datasets are listed respectively. It is evident that: 1) In general, we have observed that EIG-GA performs better than the SVM-based methods (i.e., SVGPM, GSVM, FSVM, ESVM, and SMOTE-SVM) on almost all imbalance datasets, which validates EIG-GA method has better classification performance on imbalance datasets. This good classification behavior is based on the fact that the EIG-GA fitness function ensures that the improved Acc is not significantly different from each other, for each GA solution created in EIG-GA. Moreover, interestingly our method has equal accuracy results with DECOC on 2 datasets i.e., ''phoneme'' and ''tic-tac-toe'' which shows both methods performs best on these datasets whereas on some datasets we have worst than other methods, but overall on average Acc our method outperforms. From Table 6 we also notice that some state-of-theart methods have worst performance on some datasets that are Weighted-SMOTE, CUSBoost, RUSBoost and SMOTEBoost.
2) The average Acc of our method is higher than the baseline methods (i.e., SVGPM and DECOC) over the adopted imbalance datasets, this shows that EIG-GA is very useful in handling imbalanced datasets compared to other algorithms. 3) EIG-GA is the leading algorithm based on average ranking results in comparison with 14 other algorithms as in Table 6 , which shows its effectiveness on imbalance datasets.
1.1) STATISTICAL COMPARISON
In order to compare statistically the effectiveness of proposed algorithms with the state-of-the-art algorithms, a nonparametric statistical test is conducted i.e., Friedman test. For this test, the average ranks of the compared methods are taken from last row of Table 6 . Let k denotes the no# of compared methods that is k = 15 and n denotes the no# of imbalance datasets that is n = 30 used in the experiments. Let r j i be the rank of jth methods on the ith datasets. The average rank of the jth algorithm is calculated as R j = 1 n n i=1 r j i . According to the null hypothesis that all methods are equivalent, and their rankings should be equivalent to R j , the Friedman statistic [68] , [83] 
is distributed according to χ 2 F with (k − 1) degrees of freedom (df), where n and k are reasonably large. Iman and Davenport [85] show the pessimistic behavior of Friedman χ 2 F [83] . Thus, the statistic
are distributed with (k − 1) and (k − 1)(n − 1) df according to the F-distribution. From Table 6 , the proposed EIG-GA method with an average score of 1.63 is noted rank first, the DECOC method ranks the second with the score of 3.60 and so on. To validate that the measured average-ranks are differ significantly from the mean-rank shown by the null-hypothesis R j = 8. According to equation (14) , for 15 methods and 30 datasets, F F is distributed according to the F-distribution with (15 − 1) = 14 and (15 − 1)(30 − 1) = 406 df. The p − value computed by F(14, 406) is less than 0.0001 1 also critical value of F(14, 406) for α = 0.05 is 1.716. Since F F > F(14, 406)(26.16 > 1.716), the test rejects the null hypothesis and therefore, it can be said that there are statistically significant differences between the Acc result of the methods. Next, we proceed with a Dunn [85] test to find which method provide best results. The CD is formulate as;
The Figure 7 demonstrates the Bonferroni-Dunn test on Acc rate with α = 0.05, the CD of which is 3.603. This diagram shows a bar graph, the values of which are proportional to the mean rank obtained from each method [73] . The CD are displayed as a thicker horizontal line [73] and the values 1 The p-value is computed from the source https://www.graphpad.com/quickcalcs/pValue1 above this line are methods which have significantly different results from the EIG-GA control method. EIG-GA performs significantly better than SMOTEBoost (12−1.63 = 10.37 > 3.603) whereas Weighted-SMOTE (12 − 11.77 = 0.23 < 3.603) does not, while SMOTE-SVM is just below the critical difference, but close to it (12 − 8.430 = 3.57 ≈ 3.603). Observing from Figure 7 , all other methods but DECOC and MLP performs significantly worst than EIG-GA. EIG-GA successfully overcomes the SVGPM method, which obtains the 4th average rank and 3rd average Acc. Table 7 shows the experimental results for GM. For assessment purposes, the results from different datasets (rows) and methods (columns) are shown in Table 7 by using 10-fold cross-validation. The proposed EIG-GA method is better than other methods in 19 out of 30 datasets and achieves competitive GM results, but it loses on 11 datasets. The best results are highlighted in BOLD for the comparative algorithms on each dataset. Again, EIG-GA approach performed better than the other approaches in terms of the average GM value and average ranking results. Whereas, we lose on one dataset ''hepatitis'' result from baseline paper SVGPM and also worst GM result from another baseline paper DECOC on ''tic-tac-toe'' dataset. Moreover, the proposed EIG-GA approach achieves the average GM of 0.910, which improves from DECOC 4% (0.910 − 0.870), and SVGPM 7.5% (0.910 − 0.835) according to average GM respectively. These results indicate that the generalization characteristics of EIG-GA in both classes are consistent with its GM value, which in the final experiment never falls below 0.90 or 90%. Because the EIG-GA fitness function ensures that the decision function of the overall generation is as low as possible. From Table 7 , the last two rows, the average values of GM and average ranking results for all datasets are listed respectively. 
2) GEOMETRIC MEAN (GM)
2.1) STATISTICAL COMPARISON
From Table 9 , the proposed EIG-GA method with an average score of 1.90 is noted rank first, the DECOC method ranks the second with the score of 3.867 and SVGPM method ranks the forth with the score of 5.633 and so on. shows that the test rejects the null hypothesis and therefore, it can be said that the GM results of the compared methods are significantly different on the adopted imbalance datasets.
The Figure 8 demonstrates the Bonferroni-Dunn test on GM with α = 0.05, the CD of which is 3.603. All other methods but DECOC and MLP performs significantly worst than EIG-GA. Observing Figure 8 , all other methods but DECOC and MLP performs significantly worst than EIG-GA, EIG-GA successfully overcomes the SVGPM method. Interestingly, SVGPM retains the 4th best average rank. methods (columns) are shown in Table 8 by using 10-fold cross-validation. The proposed EIG-GA method is better than to other methods in 22 out of 30 datasets and achieves competitive FM results, but it loses on 8 datasets. The best results are highlighted in BOLD for the comparative algorithms on each dataset. Again, EIG-GA approach performed better than the other approaches in terms of the average FM value and average ranking results. Whereas, we have worse FM result from baseline paper DECOC on ''tic-tactoe'' dataset. Moreover, the proposed EIG-GA approach achieves the average FM of 0.898, which improves from DECOC 6.5% (0.898 − 0.833), and SVGPM 11.8% (0.898 − 0.780) according to average FM respectively. These results indicate that the generalization characteristics of EIG-GA in both classes are consistent with its FM value, which in the final experiment never falls below 0.89 or 89%. Because the EIG-GA fitness function ensures that the decision function of the overall generation is as low as possible. In the last two rows of Table 8 the average values of FM and average ranking results for all datasets are listed respectively.
3) F-MEASURE (FM)
3.1) STATISTICAL COMPARISON
From Table 8 , the proposed EIG-GA method with an average score of 1.817 is noted rank first, the DECOC method ranks the second with the score of 4.60 and SVGPM method ranks the fifth with the score of 6.0 and so on. F(14, 406) is less than 0.0001 1 which shows that the test rejects the null-hypothesis and therefore, it can be said that the FM results of the compared methods are significantly different on the adopted imbalance datasets.
The Figure 9 demonstrates the Bonferroni Dunn test on FM with α = 0.05, the CD of which is 3.603. All other methods but DECOC and KNN performs significantly worst than EIG-GA, have been observed from Figure 9 . EIG-GA successfully overcomes the DECOC and SVGPM. SVGPM achieve the 5th best average results.
4) KAPPA
A further objective used to ensure the robustness and credibility of our experiments is the values of Kappa. Therefore, the Kappa is used to prove intuitively and objectively in our experiments to demonstrate consistency of the results and the reliability of the classification. The interpretation of a Kappa outcome from −1 to 1 as mentioned in previous subsection. Table 9 shows the experimental results for Kappa. For evaluation purposes, the results from different datasets (rows) and methods (columns) are shown in Table 9 by using 10-fold cross-validation. The proposed EIG-GA method is better than the other methods in 23 out of 30 datasets and achieves competitive Kappa results, but it loses on 7 datasets. However, their average values and average rankings results are significantly different. The best results are highlighted in BOLD for the comparative algorithms on each dataset. Moreover, interestingly our method have same accuracy results with DECOC on ''tic-tac-toe'' dataset and same results with MLP on ''vowel0'' dataset and also same with EmatMHKS on ''wine'' dataset, which shows the mentioned methods performs best on these datasets whereas on some datasets we have worse performance than the other methods but overall on average Kappa our method outperforms the other methods. From Table 9 , our proposed work shows that the interpretation of the kappa value of EIG-GA shows that there is a good agreement with 0.864 or 86.4% as per kappa ranges. From last two rows of Table 9 , the average values of Kappa and average ranking results for all datasets are listed respectively.
4.1) STATISTICAL COMPARISON
From Table 9 , the proposed EIG-GA method with an average score of 1.55 is noted rank first, the DECOC method ranks the second with the score of 4.05 and SVGPM method ranks the third with the score of 6.367 and so on. From the Friedman According to equation (14) , for 15 methods and 30 datasets, F F is distributed according to the F-distribution with (15 − 1) = 14 and (15 − 1)(30 − 1) = 406 df. The p-value computed by F(14, 406) is less than 0.0001 1 which shows that the test rejects the null hypothesis and therefore, it can be said that the Kappa results of the compared methods are significantly different on the adopted imbalance datasets.
The Figure 10 demonstrates the Bonferroni Dunn test on Kappa with α = 0.05, the CD of which is 3.603. All other methods but DECOC, considerably worse than EIG-GA, have been observed from Figure 10 . EIG-GA successfully overcomes the DECOC and SVGPM.
5) MATTHEWS CORRELATION COEFFICIENT (MCC)
Another performance measure in this study is MCC, we analyzed the MCC scores achieved by EIG-GA and other methods to the imbalanced datasets. For assessment purposes, the results from different datasets (rows) and methods (columns) are shown in Table 10 by using 10-fold cross-validation. The proposed EIG-GA method is better than to other methods in 22 out of 30 datasets and achieves competitive MCC results, but it loses on 8 datasets. However, their average values and average rankings results are significantly different. The best results are highlighted in BOLD for the comparative algorithms on each dataset. Whereas, we have worse MCC result from baseline paper DECOC on ''tic-tac-toe'' dataset. Moreover, interestingly our method has same accuracy results with SVGPM on ''pageblocks'' which shows the mentioned methods performs best on these datasets whereas on some datasets we have worse than the other methods but overall on average MCC our method outperforms than the other methods. From Table 10 , we can see that EIG-GA works best than the other methods. The 0.789 and 0.736 of MCC score achieved by the DECOC and SVGPM which is good but less or nearly to 0.853. This shows that EIG-GA performed much better than other methods. From Table 10 , In the last two rows, the average values of MCC and average ranking results for all datasets are listed respectively.
5.1) STATISTICAL COMPARISON
From Table 10 , the proposed EIG-GA method with an average score of 1.650 is noted rank first, the DECOC method ranks the second with the score of 4.333 and SVGPM method ranks the fifth with the score of 6.650 and so on. According to equation (14) , for 15 methods and 30 datasets, F F is distributed according to the F-distribution with (15 − 1) = 14 and (15 − 1)(30 − 1) = 406 df. The p − value computed by F(14, 406) is less than 0.0001 1 which shows that the test rejects the null hypothesis and therefore, it can be said that the Kappa results of the compared methods are significantly different on the adopted imbalance datasets.
The Figure 11 demonstrates the Bonferroni-Dunn test on Kappa with α = 0.05, the CD of which is 3.603. All other methods but DECOC performs significantly worst than EIG-GA, have been observed from Figure 11 .
Next, we perform wilcoxon signed rank test [80] between EIG-GA and other state-of-the-art algorithms. This test, which Demsar [83] recommends, is a non-parametric alternative to the paired t-test that ranks the performance difference of two classifiers for each dataset, ignores signs, and compares the ranks for the positive and the negative differences [80] . To conclude all the results related with wilcoxon signed rank test for GM, FM, Kappa and MCC our general analysis is that DECOC method is the best compared to the other methods, but our EIG-GA method outperforms it, with a confidence level higher than 95%
B. TIME COMPLEXITY ANALYSIS
It is interesting to analyze the computational complexity or running time performance of all methods. From Table 12 we report the running-time efficiency of our method with 14 other methods. From Table 12 , it is clear that DECOC and SVGPM is very time consuming than EIG-GA, since it needs to train a huge time to build model. Whereas we see that KNN, AdaBoostM1 [69] and MLP [69] have very efficient execution running time to build model, but these methods have worse accuracy metrics i.e., Acc, GM, FM, Kappa, and MCC in previous section. Overall, we conclude that EIG-GA has not so good or bad performance. It is concluded that the overall performance along with computational complexity, our proposed method EIG-GA performs better than other state-of-the-art algorithms.
C. DISCUSSION
In this paper, we are trying to solve class imbalance problem from a perspective of effectiveness (the ability to accurately classify an unknown dataset) and efficiency (the speed of classifying data). Moreover, we used original datasets without any preprocessing techniques. For handling the class imbalance problem, we used 14 other state-of-the-art algorithms and 30 imbalance datasets from UCI and KEEL repositories to analyze and compare the results of our method with other methods by using evaluation metrics and some statistical test to show the performance under specific conditions. Table 11 is the comparison between EIG-GA and the 14 other state-of-the-art methods on the five assessment criteria's, where the symbol ''1'' refers EIG-GA is better than or equivalent in performance with the method to be compared, whereas the symbol ''0'' indicates that EIG-GA is worse than the compared method, e.g. the symbol ''1'' in the first row in Table 11 indicates that the Acc result of EIG-GA on the 1st dataset is better than of SVGPM, whereas the symbol ''0'' indicates the worse performance. From Table 11 we also notice that, there is no constant winner on the 30 datasets that can always beat all the other methods. However, the overall performance of EIG-GA is higher than the other methods. 
IX. CONCLUSIONS
Under-sampling and over-sampling methods are often used in the skewed repository to deal with the imbalanced dataset problem. However, both methods can cause either the loss of important data or adding insignificant classification data that can affect the prediction accuracy for minority examples in the imbalanced dataset. This paper proposes the new classifier EIG-GA (which uses entropy and information gain as a fitness function), as a solution to the imbalanced classification task and has obtained very good results on unseen data for many imbalance datasets. The results show that the proposed EIG-GA approach performs better than the other methods in terms of effectiveness and efficiency with regard to evaluation metrics i.e., Acc, GM, FM, kappa, and MCC. In future, we suggest that the EIG-GA should be enhanced on the basis of one of the key elements that is an improvement in the fitness function. 
