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A BOUND FOR THE MAXIMUM WEIGHT OF A LINEAR CODE
SIMEON BALL AND AART BLOKHUIS
Abstract. It is shown that the parameters of a linear code over Fq of length
n, dimension k, minimum weight d and maximum weight m satisfy a certain
congruence relation. In the case that q = p is a prime, this leads to the bound
m ≤ (n− d)p− e(p− 1), where e ∈ {0, 1, . . . , k− 2} is maximal with the property
that (
n− d
e
)
6≡ 0 (mod pk−1−e).
Thus, if C contains a codeword of weight n then n ≥ d/(p− 1) + d + e.
The results obtained for linear codes are translated into corresponding results
for (n, t)-arcs and t-fold blocking sets of AG(k − 1, q). The bounds obtained in
these spaces are better than the known bounds for these geometrical objects for
many parameters.
1. Introduction
A linear code C is a k-dimensional subspace of Fnq , where Fq denotes the finite field
with q elements. We say that C has length n and dimension k. The weight of
a vector is the number of non-zero coordinates and we denote by d the minimum
non-zero weight of C. The Hamming distance between two vectors u and v is the
number of coordinates in which they differ. It is a simple matter to observe that
the minimum distance between any two vectors of C is d, the minimum weight of
C. For more on linear codes, see [8] or [11].
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Let q = ph, where p is a prime. In Section 5 we shall prove that if there is a
linear code of length n, dimension k, minimum distance d and maximum weight
m ≥ n− d+ 1 then for all  ≥ 1, the coefficient of X(n−d)q−m+ in
(X − 1)−m(Xp − 1)(n−d)q/p
is divisible by qk−1.
In Section 6 we shall prove that when q = p this leads to the bound
(1.1) m ≤ (n− d)p− e(p− 1),
where e ∈ {0, 1, . . . , k − 2} is maximal with the property that(
n− d
e
)
6≡ 0 (mod pk−1−e).
Hence, if C contains a codeword of weight n then
(1.2) n ≥ d/(p− 1) + d+ e.
In Section 7 we translate the bounds obtained to bounds for (n, t)-arcs and t-fold
blocking sets of hyperplanes in AG(k − 1, q), the Desarguesian affine space.
We begin, however, in Section 2 with a discussion of the usefulness of these results
and make a comparison with some known bounds.
2. Some discussion of the bounds
Let us first consider the bound (1.1) on the maximum weight of a codeword in a
linear code over Fp. Imagine one wants to construct a 3-dimensional code of length
n = 145 and minimum distance d = 133 over F13. Since(
12
1
)
6≡ 0 (mod 13)
the maximum weight of a codeword in such a code, according to (1.1) is
m ≤ 12.13− 12 = 144,
so there is no codeword of weight 145. A linear code with these parameters was
found by Braun et al. [2], however the maximum weight of a codeword in this code
is 141. This does not undermine the usefulness of (1.1) in this case because knowing
that there is no codeword of weight 145 can help in when one wants to construct
such a code. A popular method for constructing linear codes is to use anti-codes [8,
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Section 17.6]. This is equivalent to finding a t-fold blocking set B of PG(k − 1, q),
a set of points with the property that every hyperplane of PG(k − 1, q) contains at
least t points of B and some hyperplane contains exactly t points of B. One writes
down a generator matrix whose columns consist of all the points of PG(k − 1, q)
taken once and then remove the columns which belong to B. If the bound (1.1)
implies m < n then one cannot remove all the points on a hyperplane, in other
words the t-fold blocking set B does not contain a hyperplane.
We are not aware of any examples of linear codes where m < n and the bound (1.1)
is acheived apart from the following almost trivial codes.
The even weight code over F2 where n is odd, k = n − 1 and d = 2. Since
(
n
2
) 6≡ 0
mod 2, we can put e = k − 2 and then (1.1) gives m ≤ 2(k − 1)− (k − 2) = k < n
and the maximum weight is k for this code. The other example is the 2-dimensional
MDS code where n = p + 1 and d = p. Then (1.1) gives m ≤ p < n and again the
bound is obtained.
Now consider a linear code C with a codeword of weight n over a prime field. Thus
we have the bound (1.2). As with all bounds for a linear code, the fact that we have
three parameters n, k and d (we suppose q is fixed), we may consider the bound as
a bound for one of them when we fix the other two parameters.
Let us consider a linear code over F2 with d = 7 and k = 12. If there is a code of
length n = 22 then, since
(
15
10
)
= 1 mod 2, we can put e = k− 2 = 10 and then (1.2)
implies n ≥ 24, a contradiction. Hence n ≥ 23 and indeed the binary Golay code is
such a code of length 23.
As a further example, consider a linear code over F3 with d = 6 and k = 6. If there
is a code of length n = 11 then, since
(
5
4
)
= 2 mod 3, we can put e = k − 2 = 4 and
then (1.2) implies n ≥ 13, a contradiction. Hence n ≥ 12 and indeed the extended
ternary Golay code is such a code of length 12.
However, the bound is probably best used in the following way. If we try to extend
a linear code then we should try and increase the minimum distance too (since
otherwise we cannot correct nor detect any more errors and there is no reason to
extend) so it is natural to fix r = n − d and k. Now, once they are fixed e is
determined and (1.2) becomes an upper for n (or equivalently d).
By writing d =
∑k−2
i=a dip
i < pk−1, da 6= 0, the p-ary expansion of d we can compare
(1.2) to the Griesmer bound ([6]) which states that for a linear code of length n,
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dimension k and minimum distance d over Fp,
n ≥
k−1∑
i=0
dd/pie.
We have
d/(p− 1) + d+ e−
k−1∑
i=0
dd/pie = (
k−2∑
i=a
di)/(p− 1) + e+ 1 + a− k.
Since e depends on n− d and k (and so not directly on d), this can be positive, and
improve on the Griesmer bound, but can also be negative and therefore not. Note,
we reiterate that the bound (1.2) is only valid for linear codes over a prime field
that contain a codeword of weight equal to its length, whereas the Griesmer bound
is valid for all linear codes.
Codes which contain a codeword of weight equal to its length arise in a number of
contexts. For example in [8, Section 19.6], they count the number of such binary
linear codes C which are weakly self-dual, i.e. C ⊆ C⊥ and conclude that many
such codes exist. They also appear in the program GUAVA [5, Section 5.1] in the
operation AugmentedCode(C), where the all-one vector is added to the rows of a
generator matrix of a linear code C in order to increase the dimension of the code.
They also appear when we construct a linear code from an anti-code using a t-fold
blocking set which contains a hyperplane of PG(k − 1, q).
Finally, we mention the Plotkin bound [9] which applies to all codes where d ≥
n(q − 1)/q, in other words when the relative minimum distance is large. As we
shall see in Section 4 all linear codes which contain a codeword of weight equal to
its length satisfy n ≤ (n − d)q and so d ≤ n(q − 1)/q, i.e. the relative minimum
distance is bounded above for such codes.
To prove (1.1) and (1.2) we shall use some very basic properties of complex charac-
ters, which we review in the next section.
3. Group characters
Let G be the additive group of Fk−1q and denote by Gˆ = {χu | u ∈ G} the multi-
plicative group of characters, so
χu(x) = e
2piiTr(x·u)/p,
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where q = ph for some prime p, Tr is the trace function from Fq to Fp and x · u is
the standard inner product.
Lemma 3.1. Let g(x) =
∑
χ∈Gˆ cχχ(x), where cχ ∈ Z. If g(x) = 0 for all x ∈ G\{0},
then qk−1 divides g(0).
Proof. We have
g(0) =
∑
x∈G
g(x) =
∑
x∈G
∑
χ∈Gˆ
cχχ(x) =
∑
χ∈Gˆ
cχ
∑
x∈G
χ(x) = cχ0|G|,
since
∑
x∈G χ(x) = 0 unless χ = χ0 in which case it is |G|. 
4. Linear codes containing a codeword of weight equal to its
length
Let C be a linear code of length n, dimension k and minimum distance d which
contains a codeword of weight n. Let A be a k × n generator matrix for C, so that
C = {xA | x ∈ Fkq}, whose k-th row is a codeword of weight n. Let S be the multi-
set of n vectors of Fkq which are the columns of A. For any x = (x1, . . . , xk) ∈ Fkq ,
the vector xA has at least d non-zero coordinates and so it has at most n − d
zero coordinates. Hence, there are at most n − d vectors (s1, . . . , sk) ∈ S with the
property that
x1s1 + · · ·+ xksk = 0.
Therefore, there are at most n− d vectors in S on the hyperplane of Fkq defined by
the equation
x1X1 + · · ·+ xkXk = 0.
Multiplying u ∈ S by a non-zero scalar does not affect this property, so we can
assume that the k-th coordinate of each of the vectors in S is 1. Thus, we can
consider S as a subset of AG(k − 1, q). As we have seen, every hyperplane of
AG(k − 1, q) contains at most n− d points of S.
Now, fix an x ∈ Fk−1q , x 6= 0 and consider the q hyperplanes of AG(k− 1, q) defined
by the equation
x1X1 + · · ·+ xk−1Xk−1 = α,
where α ∈ Fq. Each of these hyperplanes contains at most n− d points of S, which
has size n, and so n ≤ (n− d)q.
The following theorem suggests that in general there is a much better bound.
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Theorem 4.1. Let C be a linear code of length n, dimension k and minimum
distance d over Fq, where q = ph and p is prime. If C contains a codeword of
weight n then, for all  ≥ 1 and γ ≥ n− d, the coefficient of Xγq−n+ in
(X − 1)−n(Xp − 1)γq/p
is divisible by qk−1.
Proof. Let
f(X, x) =
∏
u∈S
(X − χu(x)),
so that it is a polynomial whose coefficients are complex valued functions, and for
every x ∈ G this defines a polynomial f(X, x) ∈ C[X]. Let
g(X, x) =
∞∑
j=0
gj(x)X
j
be defined by f(X, x)g(X, x) = 1 and note that
gj(x) =
∑
χ∈Gˆ
cχχ(x),
for some cχ ∈ Z. Furthermore, for some γ ≥ n− d, define
h(X, x) = (Xp − 1)γq/pg(X, x)
and so
f(X, x)h(X, x) = (Xp − 1)γq/p.
For x0 ∈ Fk−1q , x0 6= 0, and α ∈ Fq, there are at most n− d points u ∈ S such that
x0 · u = α. Thus, the multi-set {χu(x0) | u ∈ S} contains each p-th root of unity
repeated at most (n− d)q/p times. This implies that f(X,x0) divides (Xp − 1)γq/p
and so h(X, x0) is a polynomial, and it is a polynomial of degree γq− n. Therefore,
for all  ≥ 1, the coefficient of Xγq−n+ in h(X, x0) is zero. Hence, the function
b(γq−n+)/pc∑
r=0
(−1)r
(
γq/p
r
)
gγq−n+−rp(x)
is zero, for all x = x0 6= 0.
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By Lemma 3.1,
b(γq−n+)/pc∑
r=0
(−1)r
(
γq/p
r
)
gγn−n+−rp(0) ≡ 0 (mod qk−1),
and so the coefficient of Xγq−n+ in h(X, 0) is divisible by qk−1.
It only remains to note that since f(X, 0) = (X − 1)n, we have
h(X, 0) = (X − 1)−n(Xp − 1)γq/p.

5. A condition on the parameters of a linear code
Theorem 4.1 has the following corollary.
Corollary 5.1. Let C be a linear code of length n, dimension k, minimum distance
d and maximum weight m over Fq, where q = ph and p is prime. If m ≥ n− d+ 1
then, for all  ≥ 1 and γ ≥ n− d, the coefficient of Xγq−m+ in
(X − 1)−m(Xp − 1)γq/p
is divisible by qk−1.
Proof. The code C is shortened to a code of length m, dimension k and minimum
distance d′ (where m − d′ ≤ n − d) containing a codeword of length m. Apply
Theorem 4.1 to the shortened code. 
We introduce a sum pi`,m which will allow us to exploit this congruence. Let ∆ be
the set of p-th roots of unity and define
pi`,m =
∑
δ∈∆
(δX − 1)−m(Xp − 1)`q/p.
The coefficient of Xrp in pin−d,m is p times the coefficient of Xrp in
(X − 1)−m(Xp − 1)(n−d)q/p,
for all r ∈ N. Therefore, if we can calculate the exact number of times p divides the
coefficients of pin−d,m then we can use Corollary 5.1 to obtain a bound for m.
We will use the following lemma.
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Lemma 5.2. For ` ≥ 1,
pi`,m =
q−1∑
t=1
q/p∑
i=dt/pe
(
q/p
i
)(
ip
t
)
(−1)q/p−ipi`−1,m−t + pi`−1,m−q.
Proof. For all δ ∈ ∆, using the binomial theorem,
(Xp − 1)q/p =
q/p∑
i=0
(−1)q/p−i
(
q/p
i
)
X ip =
q/p∑
i=0
(
q/p
i
)
(1 + (δX − 1))ip(−1)q/p−i
=
q/p∑
i=0
ip∑
t=0
(
q/p
i
)(
ip
t
)
(−1)q/p−i(δX−1)t =
q∑
t=0
q/p∑
i=dt/pe
(
q/p
i
)(
ip
t
)
(−1)q/p−i(δX−1)t.
Note that 0 = (1 + (−1))q/p = ∑q/pi=0 (q/pi )(−1)i, so we have that
(Xp − 1)q/p = (δX − 1)q +
q−1∑
t=1
q/p∑
i=dt/pe
(
q/p
i
)(
ip
t
)
(−1)q/p−i(δX − 1)t
Since
pi`,m =
∑
δ∈∆
(δX − 1)−m(Xp − 1)`q/p =
∑
δ∈∆
(δX − 1)−m(Xp − 1)(`−1)q/p(Xp − 1)q/p,
the lemma follows. 
We can repeatedly apply Lemma 5.2, reducing the first subindex by one and reducing
the second subindex successively by t1, t2, . . . , t`. By setting s to be the number
of these tj’s that are not equal to q we can write this reduction as in the following
lemma.
Lemma 5.3.
pin−d,m =
n−d∑
s=0
(
n− d
s
) ∑
t1,...,ts∈{1,...,q−1}
ct1 . . . ctspi0,m−(t1+...+ts)−(n−d−s)q,
where
ct =
q/p∑
i=dt/pe
(
q/p
i
)(
ip
t
)
(−1)q/p−i.
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In general it seems difficult to calculate the exact number of times p divides ct and
so be able to apply Corollary 5.1. However, in the case q = p this is easily done,
since for 0 < t < q = p,
ct =
(
p
t
)
(−1)q/p−1.
This is what we shall use in the following section.
6. Linear codes over a prime field
Theorem 6.1. Let C be a linear code of length n, dimension k, minimum distance
d and maximum weight m over Fp, where p is prime. Then
m ≤ (n− d)p− e(p− 1),
where e ∈ {0, 1, . . . , k − 2} is maximal with the property that(
n− d
e
)
6≡ 0 (mod pk−1−e).
Proof. By shortening the code C if necessary, which may possibly decrease n − d,
we can suppose that m = (n− d)p− e(p− 1) + 1.
If m ≤ n− d then, since e ≤ k − 2, we have n− d ≥ (n− d)p− (k − 2)(p− 1) + 1
and so k − 1 > n − d, which contradicts the Singleton bound [10]. Hence, in this
case there is nothing to prove.
If m ≥ n− d+ 1 then by Corollary 5.1, for all  ≥ 1 the coefficient of Xe(p−1)+−1 in
(X − 1)−m(Xp − 1)n−d,
is zero modulo pk−1.
As mentioned before, the coefficient of Xrp in pin−d,m is p times the coefficient of
Xrp in
(X − 1)−m(Xp − 1)n−d,
for all r ∈ N. Choose  so that p divides e(p−1)+ −1 and note that the coefficient
of Xe(p−1)+−1 in pin−d,m is zero modulo pk.
Consider the terms in the sum in Lemma 5.3.
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If m− (t1 + · · ·+ ts)− (n− d− s)p ≤ 0 then pi0,m−(t1+···+ts)−(n−d−s)p is a polynomial
and moreover it is a polynomial of degree
e(p− 1)− sp− 1 +
s∑
j=1
tj ≤ e(p− 1)− s− 1,
and so has no term of degree e(p− 1) + − 1.
If s ≤ e− 1 then m− (t1 + · · ·+ ts)− (n− d− s)p ≤ 0 and so pi0,m−(t1+···+ts)−(n−d−s)p
has no term of degree e(p− 1) + − 1.
If s ≥ e + 1 then since p divides ctj for all j = 1, . . . , s,
(
n−d
s
) ≡ 0 mod pk−1−s by
hypothesis, and all coefficients of pi0,m−(t1+···+ts)−(n−d−s)p are divisible by p, all terms
in the sum in Lemma 5.3 are zero modulo pk.
If s = e and m− (t1 + · · ·+ ts)− (n− d− s)p ≥ 1 then −(t1 + · · ·+ ts) + s ≥ 0 and
so tj = 1 for all j = 1, . . . , s.
Thus, the coefficient of Xe(p−1)−1+ in pin−d,m is the coefficient of Xe(p−1)−1+ in(
n− d
e
)
ce1pi0,1,
and since c1 = p and the coefficient of X
e(p−1)−1+ in pi0,1 is p(−1)e(p−1)−1+, it is not
zero modulo pk, a contradiction. 
7. (n, r)-arcs and t-fold blocking sets of AG(s, q)
An (n, t)-arc in AG(s, q) is a set S of points with the property that any hyperplane
contains at most t points of S and some hyperplane contains exactly t points of
S. Reversing the construction of Section 4, the code generated by the (s + 1) × n
matrix whose columns are the vectors in S and where the (s + 1)-th row is the all
one vector is linear code of length n, dimension s+1 and minimum distance at least
n− t. Therefore, Corollary 5.1 has the following corollary.
Corollary 7.1. If there is an (n, t)-arc in AG(s, q), where q = ph and p is prime,
then for all  ≥ 1 the coefficient of X tq−n+ in
(X − 1)−n(Xp − 1)tq/p
is divisible by qk−1.
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And Theorem 6.1 has the following corollary.
Corollary 7.2. If there is an (n, t)-arc in AG(s, p), where p is prime, then
n ≤ (t− e)p+ e,
where e ∈ {0, 1, . . . , s− 1} is maximal with the property that(
t
e
)
6≡ 0 (mod ps−e).
A t-fold blocking set of hyperplanes in AG(s, q) is a set B of points of AG(s, q)
with the property that every hyperplane contains at least t points of B and some
hyperplane contains exactly t points of B. The complement of B is a (qs−|B|, qs−1−
t)-arc of AG(s, q). Hence, the above corollaries imply the following for t-fold blocking
sets.
Corollary 7.3. If B is a t-fold blocking set of AG(s, q), where q = ph and p is
prime, then for all  ∈ N = {1, 2, . . .} the coefficient of X |B|−tq+ in
(X − 1)|B|−qs(Xp − 1)(qs−1−t)q/p
is divisible by qs.
And in the case that q is prime we have the following corollary.
Corollary 7.4. If B is a t-fold blocking set of AG(s, p), where p is prime, then
|B| ≥ tp+ e(p− 1),
where e ∈ {0, 1, . . . , s− 1} is maximal with the property that(−t
e
)
6≡ 0 (mod ps−e).
These bound should be compared with the following bounds.
The bound of Bruen [4]
|B| ≥ (t+ s− 1)(q − 1) + 1,
is a general lower bound, which improves on the trivial |B| ≥ tq for t ≤ (s−1)(q−1).
This bound had been obtained previously for t = 1 by Jamison [7] and Brouwer and
Schrijver [3].
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The bound from [1], which was proven there for t < q, states that
|B| ≥ tq + (s− 1)(q − 1)
provided that ( −s
t− 1
)
6≡ 0 (mod p).
For many parameters Corollary 7.3 will allow one to calculate a better lower bound
than these previously known bounds, as Corollary 7.4 indicates in the case q is
prime. Indeed, for q prime the bound
|B| ≥ tq + (s− 1)(q − 1)
extends to all t provided that( −t
s− 1
)
= (−1)s+t
( −s
t− 1
)
6≡ 0 (mod p),
which improves on Bruen’s bound by t− 1.
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