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1. Introduction
Let {Xn,n 1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ), with the
joint distribution density function
pn(x1, . . . , xn), xk  0, 1 k n. (1)
Let Q be another probability measure on (Ω,F), and {Xn,n 1} be an independent random sequence on the measure Q ,
with the product density function as follows:
πn(x1, . . . , xn) =
n∏
k=1
fk(xk), (2)
where fk(xk) stands for the density function of the random variable Xk (k = 1,2, . . .). Let
rn(ω) = pn(X1, . . . , Xn)
πn(X1, . . . , Xn)
= pn(X1, . . . , Xn)∏n
k=1 fk(Xk)
; (3)
Ln(ω) = ln rn(ω); (4)
r(ω) = limsup
n→∞
1
n
Ln(ω), (5)
where ω is a sample point, and Xk stands for Xk(ω) for brevity. In statistical terms, rn(ω), Ln(ω) and r(ω) are called the
likelihood ratio, the log-likelihood ratio and the asymptotic average log-likelihood ratio, respectively (cf. [9]). Obviously, if
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r(ω) 0 a.s. in any case.
Let Laplace transformation of the functionals gk(Xk) of the random variable Xk be as follows:
f˜k(s) = Ee−sgk(Xk) =
∞∫
0
e−sgk(xk) fk(xk)dxk, k 1. (6)
Throughout this paper, we assume that gk(x) is a measurable function for each k  1 and there exists a constant s0 ∈
(0,1) such that
f˜k(s) < +∞, s ∈ [−s0, s0], k 1. (7)
In order to prove the main results in this paper, we will need the following lemma.
Lemma 1.1. Let fn(x1, . . . , xn) be a probability density functions for the (X1, . . . , Xn) on (Ω,F , P ). Let Q be another probability
measure on (Ω,F), gn(x1, . . . , xn) be the density functions on the measure Q for this sequence. Then
limsup
n→∞
1
n
ln
gn(X1, . . . , Xn)
fn(X1, . . . , Xn)
 0, P-a.s. (8)
Proof. It is easy to see that Zn = gn(X1, . . . , Xn)/ fn(X1, . . . , Xn) is a nonnegative superior martingale and E P (Zn)  1
(see [10]), where E P denotes the expectation under the measure P . By Markov’s inequality, we have
∞∑
n=1
P
{
1
n
ln
gn(X1, . . . , Xn)
fn(X1, . . . , Xn)
 ε
}
=
∞∑
n=1
P (ln Zn  εn) =
∞∑
n=1
P
(
Zn  eεn
)

∞∑
n=1
E P Zn
eεn

∞∑
n=1
(
e−ε
)n
< ∞, for all ε > 0.
Since ε is arbitrary, (8) holds by the Borel–Cantelli lemma. 
Recently, Liu and Wang [7] studied the strong limit theorem on gambling system. Yang and Yang [6] have proved two
strong limit theorems for arbitrary stochastic sequences, and obtained a strong law of the Dubins–Freedmen type. Liu [9]
further studied the strong deviation theorems and the strong laws of large numbers by using the analytic methods.
In this paper, we extend the analytic technique proposed by Liu (see [1,3]) to the case of the functionals of dependent
nonnegative continuous random variables. By using the approach of Laplace transform proposed by Liu [2], we establish
a class of strong deviation theorems represented by inequalities and described by asymptotic average log-likelihood ratio
for the functionals of dependent random variables. As corollaries, we obtain several strong laws of lager numbers for the
random variable functionals. The results of this paper improve and extend the corresponding results due to Wang [5] and
Li, Chen et al. [4,8].
2. Main results and proofs
Theorem 2.1. Let {Xn,n 1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ), r(ω) and
f˜k(s) be deﬁned by (5) and (6), respectively. Let D0 = {ω: r(ω) < ∞} and P (D0) = 1, gk : [0,+∞) → [0,+∞) be nondecreasing for
each k 1. Then
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 α
(
r(ω)
)
a.s., (9)
where
m(s) = limsup
n→∞
1
n
n∑
k=1
[
− f˜k(s) − 1
s
− Egk(Xk)
]
; (10)
α(x) = inf
{
m(s) − x
s
: − s0 < s < 0
}
, x 0 (11)
and
α(x) 0, lim
x→0+
α(x) = α(0) = 0. (12)
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f (s, xk) = e
−sgk(xk) fk(xk)
f˜k(s)
. (13)
From (6) and (13), we have
∞∫
0
f (s, xk)dxk = 1. (14)
Setting
fn(s, x1, . . . , xn) =
n∏
k=1
f (s, xk) =
n∏
k=1
e−sgk(xk) fk(xk)
f˜k(s)
, (15)
by virtue of (14) and (15), it is easy to see that fn(s, x1, . . . , xn) is an n element probability density function. Suppose that
Tn(s,ω) = fn(s, X1, . . . , Xn)
qn(s, X1, . . . , Xn)
, (16)
from Lemma 1.1, there exists D(s) ∈F with P (D(s)) = 1 such that
limsup
n→∞
1
n
ln Tn(s,ω) 0, ω ∈ D(s). (17)
By (3)–(5), (15)–(17), we have for arbitrary s ∈ [−s0, s0]
limsup
n→∞
[
−s1
n
n∑
k=1
gk(Xk) − 1n
n∑
k=1
ln f˜k(s)
]
 r(ω), ω ∈ D(s). (18)
Taking s = 0 in (18), it follows that
r(ω) 0, ω ∈ D(0). (19)
As −s0 < s < 0, by the inequality ln x x− 1 (x > 0) and superior limit property:
limsup
n→∞
(an − bn) d ⇒ limsup
n→∞
(an − cn) limsup
n→∞
(bn − cn) + d,
we obtain
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 limsup
n→∞
1
n
n∑
k=1
[
− ln f˜k(s)
s
− Egk(Xk)
]
− r(ω)
s
 limsup
n→∞
1
n
n∑
k=1
[
− f˜k(s) − 1
s
− Egk(Xk)
]
− r(ω)
s
, ω ∈ D(s). (20)
From (10) and (11),
m(s) = limsup
n→∞
1
n
n∑
k=1
[
− f˜k(s) − 1
s
− Egk(Xk)
]
= −1
s
limsup
n→∞
1
n
n∑
k=1
[
f˜k(s) − 1+ sEgk(Xk)
];
α(x) = inf
{
m(s) − x
s
: − s0 < s < 0
}
, x 0.
Letting
h(s) = limsup
n→∞
1
n
n∑[
f˜k(s) − 1+ sEgk(Xk)
]
,k=1
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lim
s→0−
− f˜k(s) − 1
s
= − lim
s→0−
f˜ ′k(s) = lim
s→0−
∞∫
0
e−sgk(xk)gk(xk) fk(xk)dxk = Egk(Xk).
Clearly, lims→0− m(s) = 0. By inequality ex − 1− x > 0 (x > 0), we have
f˜k(s) − 1+ sEgk(Xk)
=
∞∫
0
e−sgk(xk) fk(xk)dxk −
∞∫
0
fk(xk)dxk +
∞∫
0
sgk(xk) fk(xk)dxk
=
∞∫
0
[
e−sgk(xk) − 1− (−sgk(xk))] fk(xk)dxk  0. (21)
Thus m(s) 0, and so α(x) 0.
Now, we prove that m(s) is continuous in interval (−s0,0). From the deﬁnitions of h(s) and m(s), we only need to prove
that h(s) is continuous in interval (−s0,0).
For arbitrary ε > 0 and −s0 < s + s, s < 0, by (6) and the property of gk(x) for k ∈ N , there exists M > 0 such that
∞∫
M
es0gk(xk) fk(xk)dxk <
ε
3
,
this implies that
∞∫
M
e−(s+s)gk(xk) fk(xk)dxk <
ε
3
;
∞∫
M
e−sgk(xk) fk(xk)dxk <
ε
3
. (22)
In view of (22), we have∣∣∣∣∣
+∞∫
0
e−sgk(x) fk(x)dx−
+∞∫
0
e−(s+s)gk(x) fk(x)dx
∣∣∣∣∣

∣∣∣∣∣
M∫
0
[
e−sgk(x) − e−(s+s)gk(x)] fk(x)dx
∣∣∣∣∣+ 23ε

∣∣1− e−sgk(M)∣∣
M∫
0
e−sgk(x) fk(x)dx+ 23ε

∣∣1− e−sgk(M)∣∣ f˜k(s) + 23ε. (23)
By (23), we obtain∣∣∣∣∣
+∞∫
0
e−sgk(x) fk(x)dx−
+∞∫
0
e−(s+s)gk(x) fk(x)dx
∣∣∣∣∣< ε, as s → 0, (24)
for every k ∈ N . Therefore, we have by (21) and (24)
h(s) − h(s + s)
= limsup
n→∞
1
n
n∑
k=1
[
f˜k(s) − 1+ sEgk(Xk)
]− limsup
n→∞
1
n
n∑
k=1
[
f˜k(s + s) − 1+ sEgk(Xk)
]
 lim inf
n→∞
1
n
n∑[
f˜k(s) − 1+ sEgk(Xk)
]+ lim inf
n→∞
1
n
n∑[− f˜k(s + s) + 1− sEgk(Xk)]
k=1 k=1
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n→∞
1
n
n∑
k=1
[
f˜k(s) − f˜k(s + s)
]
−ε, as s → 0. (25)
Imitating (25), we can prove h(s) − h(s + s)  ε (s → 0). Thus |h(s) − h(s + s)| → 0 (s → 0). Consequently, h(s) is
continuous in the interval (−s0,0) with respect to the variable s, this implies that m(s) is also continuous in (−s0,0).
Let Q − be a set of negative rational numbers on (−s0,0), then (20) holds for every s ∈ Q − and ω ∈ D(s). Moreover, let
D∗ =⋂s∈Q − D(s), then P (D∗) = 1. Let sn ∈ Q − (n = 1,2, . . .) be such that
lim
n→∞
[
m(sn) − r(ω)
sn
]
= α(r(ω)), ω ∈ D∗ ∩ D0. (26)
By (10), (11), (20) and (26), we have
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 α
(
r(ω)
)
, ω ∈ D∗ ∩ D0. (27)
By P (D∗ ∩ D0) = 1 and (27), it is obvious that (9) holds.
Finally, we will prove that limx→0+ α(x) = 0.
As x > 0, we have −s0 < −
√
x
(1+√x ) s0 < 0. Hence, we have by (11)
0 α(x)m
(
−
√
x
1+ √x s0
)
+
√
x(1+ √x )
s0
.
It follows from lims→0− m(s) = 0 that
lim
x→0+
α(x) = α(0) = 0. (28)
Therefore, we complete the proof of Theorem 2.1. 
By the proof method of Theorem 2.1 and Theorem 1 in [4], we can prove the following theorem:
Theorem 2.2. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ),
r(ω), f˜k(s) and D0 be given as above. If gk : [0,+∞) → [0,+∞) is nondecreasing for each k 1, then
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 β
(
r(ω)
)
a.s., (29)
where
m(s) = lim inf
n→∞
1
n
n∑
k=1
[
− f˜k(s) − 1
s
− Egk(Xk)
]
; (30)
β(x) = sup
{
m(s) − x
s
: 0 < s < s0
}
, x 0 (31)
and
β(x) 0, lim
x→0+
β(x) = β(0) = 0. (32)
Theorem 2.3. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ),
r(ω), f˜k(s) and D0 be given as above. If gk : [0,+∞) → [0,+∞) for all k ∈ N, and
limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2 m < +∞, (33)
then
lim inf
n→∞
1
n
n∑[
gk(Xk) − Egk(Xk)
]
μ
(
r(ω)
)
a.s., (34)k=1
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μ(x) = sup
{
− sm
2
− x
s
: 0< s < s0
}
, x 0 (35)
and
μ(x) 0, lim
x→0+
μ(x) = 0. (36)
Proof. By the proof of Theorem 2.1, (18) holds, that is
limsup
n→∞
[
−s1
n
n∑
k=1
gk(Xk) − 1n
n∑
k=1
ln f˜k(s)
]
 r(ω), ω ∈ D(s). (37)
Letting 0< s < s0, dividing two sides of (37) by −s, we have
lim inf
n→∞
[
1
n
n∑
k=1
gk(Xk) + 1n
n∑
k=1
ln f˜k(s)
s
]
− r(ω)
s
, ω ∈ D(s). (38)
By (38) and the property of inferior limit:
lim inf
n→∞ (an − bn) d ⇒ lim infn→∞ (an − cn) lim infn→∞ (bn − cn) + d,
we get
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 lim inf
n→∞
1
n
n∑
k=1
[
− ln f˜k(s)
s
− Egk(Xk)
]
− r(ω)
s
, ω ∈ D(s). (39)
By virtue of inequality ex  1+ x+ 12 x2 (x < 0) and ln x < x− 1 (x > 0), we obtain
ln f˜k(s) = ln Ee−sgk(Xk)  ln E
[
1− sgk(Xk) + 12
(
sgk(Xk)
)2]−sEgk(Xk) + s22 E
[
gk(Xk)
]2
. (40)
It follows from (39) and (40) that
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
− s
2
limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2 − r(ω)
s
, ω ∈ D(s). (41)
Since
μ(x) = sup
{
− sm
2
− x
s
: 0< s < s0
}
(42)
and
m = limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2
< ∞, (43)
obviously, μ(x) 0 (x 0). When x > 0, 0<
√
x
(1+√x ) s0 < s0, we obtain from (42)
0μ(x)−
√
xms0
2(1+ √x ) −
√
x(1+ √x )
s0
. (44)
Thus, limx→0+ μ(x) = 0, this implies that (36) holds.
Let Q + be a set of positive rational numbers on (0, s0), then (41) holds for every s ∈ Q + and ω ∈ D(s). Moreover, let
D∗∗ =⋂s∈Q + D(s), then P (D∗∗) = 1. Take sn ∈ Q + (n = 1,2, . . .) such that
lim
n→∞
[
− snm
2
− r(ω)
sn
]
= μ(r(ω)), ω ∈ D∗∗ ∩ D0. (45)
By view of (41), (42), (43) and (45), we have
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
μ
(
r(ω)
)
, ω ∈ D∗∗ ∩ D0. (46)
Since P (D∗∗ ∩ D0) = 1, it follows form (46) that (34) holds. The proof of Theorem 2.3 is completed. 
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r(ω), f˜k(s) and D0 be given as above. If gk : [0,+∞) → [0,M] for all k ∈ N, then
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 τ
(
r(ω)
)
a.s., (47)
where
τ (x) = sup
{
− sM
2
2
− x
s
: 0< s < s0
}
, x 0, (48)
and
τ (x) 0, lim
x→0+
τ (x) = 0.
Proof. Since gk : [0,+∞) → [0,M] for all k ∈ N , we have
limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2  M2 < +∞.
By virtue of Theorem 2.3, (47) holds. 
Theorem 2.4. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ),
r(ω), f˜k(s) and D0 be given as above. If gk : [0,+∞) → [0,M] for all k ∈ N (M is a positive constant), then
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 κ
(
r(ω)
)
a.s., (49)
where
κ(x) = inf
{
−es
2
M2 − x
s
: max
(
−s0,− 1
M
)
< s < 0
}
, x 0, (50)
and
κ(x) 0, lim
x→0+
κ(x) = 0. (51)
Proof. By the proof of Theorem 2.3, (37) holds. Letting −s0  s < 0, dividing two sides of (37) by −s, we obtain
limsup
n→∞
[
1
n
n∑
k=1
gk(Xk) + 1n
n∑
k=1
ln f˜k(s)
s
]
 r(ω)
s
, ω ∈ D(s). (52)
By (52) and the property of superior limit, we have
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 limsup
n→∞
1
n
n∑
k=1
[
− ln f˜k(s)
s
− Egk(Xk)
]
− r(ω)
s
, ω ∈ D(s). (53)
Since max{−s0,− 1M } < s < 0, then −sgk(Xk) 1. By the inequalities ex  1 + x + 12 ex2 (x 1) and ln(1 + x) < x (x > −1),
we get
ln f˜k(s) = ln Ee−sgk(Xk)  ln E
[
1− sgk(Xk) + 12e
(
sgk(Xk)
)2]−sEgk(Xk) + es22 E
[
gk(Xk)
]2
. (54)
As s ∈ (max{−s0,− 1M },0), (53) and (54) imply that
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
−es
2
M2 − r(ω)
s
, ω ∈ D(s). (55)
From (50)
κ(x) = inf
{
−es M2 − x : max
(
−s0,− 1
)
< s < 0
}
, x 0,2 s M
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limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 κ
(
r(ω)
)
a.s.
Hence, (49) and (51) hold. The proof is completed. 
Theorem 2.5. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ),
r(ω), f˜k(s)and D0 be given as above. If gk : [0,+∞) → [0,+∞) for all k ∈ N, and
limsup
n→∞
1
n
n∑
k=1
f˜k(−s0) M(s0) < +∞, (56)
then
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 δ
(
M(s0), r(ω)
)
a.s., (57)
where
δ(x) = sup
{
− 2se
−2
(s − s0)2 M(s0) −
x
s
: 0< s < s0
}
, (58)
and
δ(x) 0, lim
x→0+
δ(x) = δ(0) = 0. (59)
Proof. Let 0 < s < s0. By the proof of Theorem 2.1, (18) holds. Hence
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 lim inf
n→∞
1
n
n∑
k=1
[
− ln f˜k(s)
s
− Egk(Xk)
]
− r(ω)
s
 lim inf
n→∞
1
n
n∑
k=1
[
− f˜k(s) − 1
s
− Egk(Xk)
]
− r(ω)
s
−1
s
limsup
n→∞
1
n
n∑
k=1
E
{
e−sgk(Xk) − 1− [−sgk(Xk)]}− r(ω)s , ω ∈ D(s). (60)
In view of the inequality ex − 1− x 12 x2e|x| and (60), we have
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
− s
2
limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2(
es
)gk(Xk) − r(ω)
s
− s
2
limsup
n→∞
1
n
n∑
k=1
∞∫
0
[
gk(xk)
]2(
es−s0
)gk(xk)es0gk(xk) fk(xk)dxk − r(ω)s , ω ∈ D(s). (61)
Let H(x) = txx2 (0 < t < 1), x ∈ [0,+∞), then the function H(x) takes the maximum value at x = − 2ln t ∈ [0,+∞), that is
Hmax
(
− 2
ln t
)
= 4e
−2
(ln t)2
. (62)
By 0 < es−s0 < 1, and gk(xk) ∈ [0,+∞), we obtain
[
gk(xk)
]2(
es−s0
)gk(xk)  4e−2
2
. (63)(s − s0)
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lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
− 2se
−2
(s − s0)2 M(s0) −
r(ω)
s
, ω ∈ D(s), (64)
where P (D(s)) = 1. By (58)
δ(x) = sup
{
− 2se
−2
(s − s0)2 M(s0) −
x
s
: 0< s < s0
}
, (65)
and so δ(x) 0. When x > 0, we have from (65) that
0 δ(x)−
2
√
x
1+√x s0e
−2
(
√
x
1+√x s0 − s0)2
M(s0) − x√x
1+√x s0
= − 1
s0
√
x(1+ √x )(2e−2M(s0) + 1). (66)
Therefore, limx→0+ δ(x) = 0, this implies that (59) holds. Taking sn(ω) ∈ Q + , n = 1,2, . . . such that
lim
n→∞
[
− 2sne
−2
(sn − s0)2 M(s0) −
r(ω)
sn
]
= δ(r(ω)), ω ∈ D∗∗ ∩ D0, (67)
where D∗∗ =⋂s∈Q + D(s), and (64) holds for every sn ∈ Q + and ω ∈ D(sn). By (64), (65) and (67), we have
lim inf
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 δ
(
r(ω)
)
, ω ∈ D∗∗ ∩ D0. (68)
By virtue of P (D∗∗ ∩ D0) = 1 and (68), it is obvious that (57) holds. Theorem 2.5 is proved. 
Theorem 2.6. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ),
r(ω), f˜k(s) and D0 be given as above. If gk : [0,+∞) → [0,+∞) for all k ∈ N, and
limsup
n→∞
1
n
n∑
k=1
f˜k(−s0) M(s0) < +∞, (69)
then
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 θ
(
r(ω)
)
a.s., (70)
where
θ(x) = inf
{
− 2se
−2
(s + s0)2 M(s0) −
x
s
: −s0 < s < 0
}
, (71)
and
θ(x) 0, lim
x→0+
θ(x) = 0. (72)
Proof. Letting −s0 < s < 0, by the proof of Theorem 2.1, (18) holds. Hence
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
− s
2
limsup
n→∞
1
n
n∑
k=1
E
[
gk(Xk)
]2(
es
)(−gk(Xk)) − r(ω)
s
− s
2
limsup
n→∞
1
n
n∑
k=1
∞∫
0
[−gk(xk)]2(es+s0)(−gk(xk))es0gk(xk) fk(xk)dxk − r(ω)s , ω ∈ D(s). (73)
Let L(x) = txx2 (1< t < +∞), x ∈ (−∞,0], then the function L(x) takes the maximum value at x = − 2 ∈ (−∞,0]. That isln t
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(
− 2
ln t
)
= 4e
−2
(ln t)2
. (74)
Since 1 < es+s0 < +∞, −gk(xk) ∈ (−∞,0],
[−gk(xk)]2(es+s0)(−gk(xk))  4e−2
(s + s0)2 . (75)
By (73) and (75), we have for arbitrary −s0 < s < 0 that
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
− 2se
−2
(s + s0)2 M(s0) −
r(ω)
s
, ω ∈ D(s), (76)
where P (D(s)) = 1. By (71)
θ(x) = inf
{
− 2se
−2
(s + s0)2 M(s0) −
x
s
: −s0 < s < 0
}
. (77)
Similar to the proof of Theorem 2.4, we obtain that θ(x) 0 and limx→0+ θ(x) = 0. Furthermore,
limsup
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]
 θ
(
r(ω)
)
a.s. (78)
Therefore, (70) holds. This completes the proof of Theorem 2.6. 
By virtue of Theorems 2.1–2.6, r(ω) can be thought of as a measure of the random deviation between the real distribu-
tion and independent production distribution. Moreover, r(ω) also is the random deviation measure for 1n
∑n
k=1 gk(Xk) and
1
n
∑n
k=1 Egk(Xk). The smaller r(ω) is, the smaller the deviation is.
In Theorems 2.1 and 2.3, 2.5, the functional sequences have different properties, which lead to establish the strong
deviation theorem under the different conditions. In Theorem 2.1, the functional sequence gk : [0,+∞) → [0,+∞) is non-
decreasing for each k  1. In Theorems 2.3 and 2.5, the functional sequence gk : [0,+∞) → [0,+∞), but not required
to be nondecreasing. Hence, we add conditions (33) and (56), and establish Theorems 2.3 and 2.5, respectively. However,
the conditions (33) and (56) are completely different. Therefore, Theorems 2.3 and 2.5 are two theorems of the same the
functionals and different constraint conditions for the stochastic sequences.
3. Strong law of large numbers
By virtue of Theorems 2.1 and 2.2, we easily establish the following theorem:
Theorem 3.1. Let {Xn,n 1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ), r(ω) be
deﬁned by (5), and P ({ω: r(ω) = 0}) = 1. If gk : [0,+∞) → [0,+∞) is nondecreasing for each k 1, then
lim
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]= 0 a.s. (79)
In view of Corollary 2.1 and Theorem 2.4, we also obtain the following conclusion.
Theorem 3.2. Let {Xn,n 1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ), r(ω) be
deﬁned by (5), and P ({ω: r(ω) = 0}) = 1. If gk : [0,+∞) → [0,M] for all k ∈ N, then
lim
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]= 0 a.s. (80)
By Theorems 2.5 and 2.6, the following conclusion is obvious.
Theorem 3.3. Let {Xn,n  1} be a sequence of nonnegative continuous random variables on the probability space (Ω,F , P ), r(ω)
and f˜k(s) be given as above, P ({ω: r(ω) = 0}) = 1 and (56) holds. If gk : [0,+∞) → [0,+∞) for all k ∈ N, then
lim
n→∞
1
n
n∑
k=1
[
gk(Xk) − Egk(Xk)
]= 0 a.s. (81)
862 X. Wang / J. Math. Anal. Appl. 389 (2012) 852–862Remark. Our work in this paper extends and improves the corresponding results of some current literatures for strong
deviation theory and strong law of large numbers in the following aspects:
(a) The strong deviation theorems of some current literatures are extended to the case of the functional sequence of
nonnegative stochastic variables. Moreover, we obtain some strong deviation theorems and strong laws of large numbers for
the dependent random variable functionals by using the difference functionals.
(b) Theorems 2.1–2.4 in this paper improve Theorems 1–4 in [4]. Here we remove the condition that for the tail prob-
ability functions sequence {qn(x)} there exists upper bounded function q(x) such that qn(x) q(x), x 0 for all n  1 and∫ +∞
0 q(x)dx < +∞.
(c) In fact, by Theorems 2.1–2.4 can be expressed similar results to Theorems 1–4 in [5]. Therefore, Theorems 2.1–2.4
also improve main results in [5], which remove the condition that there exit a constant C > 0 and random variable X for
sequence {Xn,n 1} such that supn1 P {Xn > x} C P {X > x} for all x > 0.
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