Abstract: Agriculture is backbone of Indian economy, contributing about 40 per cent towards the Gross National Product and provide livelihood to about 70 per cent of the population. According to the national income published in Economic survey 2014-15, by the CSO, the share of agriculture in total GDP is 18 percent in 2013-14. The Rabi crops data released by the Directorate of Economics and Statistics recently indicates that the total area coverage has declined; area under wheat has gone down by 2.9 per cent. Therefore needs to be do research to study weather situation and effect on crop production. Pre harvest forecasting is true essence, is a branch of anticipatory sciences used for identifying and foretelling alternative feasible future. Crop yield forecast provided useful information to farmers, marketers, government agencies and other agencies. In this paper Multiple Linear Regression (MLR) Technique and discriminant function analysis were derived for estimating wheat productivity for the district of Varanasi in eastern Uttar Pradesh. The value of Adj. R 2 varied from 0.63 to 0.94 in different models. It is observed that high value of Adj. R 2 in the Model-2 which indicated that it is appropriate forecast model than other models, also the value of RMSE varied from minimum 1.17 to maximum 2.47. The study revealed that MLR techniques with incorporating technical and statistical indicators (Model 2) was found to be better for forecasting of wheat crop yield on the basis of both Adjusted R 2 and RMSE values.
INTRODUCTION
Wheat (Triticum aestivum L.) is an important cereal crop in India occupying second place, next to rice in production and which plays a critical role in food security. India raises almost exclusively winter wheat. The major wheat growing areas in India are located in the northern regions of the country. The state of Uttar Pradesh produces the most wheat in India, accounting for 31.19 percent of India's total wheat production. The Varanasi division comprises of four districts viz. Varanasi, Ghazipur, Chandauli and Jaunpur. Varanasi has about 69399 ha of the total area under wheat crop and has productivity is about 27.23 q/ha. (Dacnet 2015) . The government systems, agricultural businesses and farmers depending on agriculture for sustenance, may all be significantly responsive to fluctuations in weather, largely through the impacts on production and associated management intervention. The pre-harvest forecast of crop yield is likely to provide valuable information in regard to sale, storage, export, industries and government for advanced planning. The use of statistical models in forecasting food production and prices for agriculture and livestock sectors holds great significance. Similar work have been done by many , 2231-5209 (Online) All Rights Reserved © Applied and Natural Science Foundation www.ansfoundation.org scientist viz. Jain et al. (1980) developed pre harvest model which was reliable to forecast rice yield only after about two months of sowing. Agrawal et al. (2001) developed forecasting model for wheat in Vindhyanchal Plateau zone of Madhya Pradesh. It was reported that reliable forecasting yield could be obtained when the crops were 12 weeks old i.e. about 2 month before harvest. Lee et al. (2011) developed wheat regression models that account for the effect of weather are developed to forecast wheat yield and quality. Rai and Chandrahas (2000) developed pre harvest forecast model for rice based on weather variables using techniques of discriminant function analysis in Raipur district. It was found that forecast of rice crop can be made about two months before harvest. Agrawal et al. (2012) used discriminant function analysis for developing wheat yield forecast model for Kanpur. The approach provided reliable yield forecast about two months before harvest.Skill in pre harvest forecasting offers considerable opportunities to crop managers through the potential to provide improvements in the overall farming system involved. The objective of the present study was to develop a simple approach for forecasting the wheat yield before harvesting using weather parameters.
MATERIALS AND METHODS
The study was carried at Varanasi district of eastern Uttar Pradesh. It is located in the middle Ganga valley of North India, in the eastern part of the state of Uttar Pradesh. The study was carried out in the year 2012-13. It utilized secondary yearly yield data of wheat (q/ ha) for 27 years (1982-83 to 2008-09) Fig.1 Statistical techniques: The Multiple linear regression techniques (MLR) was used for developing pre-harvest forecast models using predictors as appropriate unweighted and weighted weather indices. This methodology further improves by incorporating statistical & technical indicators as regressors along with weather indices/score. Another approach used for obtaining preharvest forecast models was discriminant function analysis. The detailed methodology is explained below: Pre harvest forecast models based on weather indices: In this method, weekly data on weather variables of 18 weeks have been utilized for constructing weather indices (weighted & un-weighted along with their interactions). The weighted indices are weighted accumulations of the weather variables over weeks, where weight being correlation coefficient between detrended yearly crop yields and weather parameters with respective weeks (Agrawal et al. 2001 (Agrawal et al. , 2007 . The forms of indices are given as below:
and Where, j = 0, 1 (where, '0' represents un-weighted indices and '1' represents weighted indices) m = Week up to forecast (m=18 th ) w = week number (1, (Refens et al. 1994 ). The fitted model is:
Model-2
Where, A 0 is the intercept, α 1, α 2, …., α 12 are the regression coefficients, MA, EMA, OSC, and ROC are technical indicators and RAN, VAR, M3, M4, CV, MD, β1 and β2 are statistical indicators which were produced through time series yield data (Garde et al. 2012) . , c are the regression coefficient e is error term normally distributed with mean zero and constant variance Pre harvest forecast models using Discriminant function analysis: The statistical technique of discriminant function is a technique which discriminates between various groups of objects on the basis of characters which are considered to be relevant. The procedure start with crop years have been divided in to three groups namely congenial, normal and adverse on the basis of crop yield adjusted for trend effect.
Method-1
In this method, weekly data on weather variables of 18 weeks have been utilized for constructing weighted indices along with their interactions as . Total twenty eight weighted indices were considered and next two discriminant score have been obtained from these indices. For quantitative forecast, regression models were fitted by taking the discriminant scores and trend variable as the regressors and crop yield as the regress and (Agrawal et al. 2012) . The form of the developed model is as follows:
Model-3
Where, A 0 = intercept of model 's (i=1,2,3) = the regression coefficients and are the two discriminant scores T = trend variable e is error term normally distributed with mean zero and constant variance Method-2 In this method, discriminant scores have been computed using seven weather parameters for the first week (42 nd SMW). At second week (43 rd SMW), seven weather parameters along with the scores computed at the first week (42 nd SMW) have been used as discriminator variables. Based on these variables the discriminant analysis has been done and two new discriminant score have been obtained. The same calculations have been repeated at third week (44 th SMW). This procedure continued up to 18 th week (7 th SMW) and final two discriminant score have been obtained. The regression model has been fitted by these two scores ob- In this method, average of total of weighted indices from first week to 18 th weeks was done. This average computed indices utilized for calculating discriminant scores using discriminant function analysis and two discriminant score have been obtained. This model considered complete weather indices of relative different weeks. The data on these two discriminant scores along with trend variable were used to developed the model through stepwise regression technique. The fitted model is given below:
Model-5
Where, and are are the two discriminant scores on average weighted indices. A 0 , 's (i=1,2,3), and T are as defined in model 3 Comparison and validation of forecast models: The coefficient of determination (Adjusted R 2 ) is general used to for checking adequacy of the model. It is preferable to used, when models to be compared are based on different number of independent variables. On adding a independent variables in the model, Adjusted R 2 increases only if the addition of regressor reduces residual mean square. Therefore it is important in evaluating and comparing the developed models. Another method was taken under consideration for the comparison of developed pre harvest forecasting models is the Forecast Error percentage and it is calculated using following formula:
In addition to Forecast errors (%), Root Mean Square Error (RMSE) was calculated as a measure of comparing two models. The formula of RMSE is given below: RMSE = Where, n is the number of years for which forecasting has been done.
RESULTS AND DISCUSSION
Wheat yield forecast models were developed using stepwise MLR techniques, therefore all included vari- Garde et al. (2012) .
Conclusion
This study concluded that stepwise techniques MLR can be successfully used for pre-harvest wheat crop yield forecasting. This model was most consistent and can be applied on zone or state level. The study also revealed that incorporating of technical and statistical indicators can increase the efficiency of the model. The technique of Discriminant function was found useful in classifying the crop year in to congenial, normal and adverse year with respect to crop yield further weather score developed through Discriminant function analysis method. The proposed model by incorporating technical and statistical indicators along with weather indices was found to be best as compared to 
