A divide-and-conquer method is developed for solving the generalized eigenvalue problem Ax = Bx, where A; B are real symmetric tridiagonal and B is positive de nite. It is a generalization of Cuppens method for the standard eigenvalue problem, where B = I, being based on rank one modi cations. This method is complementing a method developed by Borges-Gragg using bordering modi cations.
Introduction
In this note we discuss a numerical method for solving the tridiagonal eigenvalue problem Ax = Bx; (1) where A; B are real symmetric tridiagonal matrices and B is in addition positive de nite.
In 3] Cuppen introduced a divide-and-conquer method for the case B = I. It is based on rank one modi cations.
Dedicated to W.B. Gragg at the occasion of his 60. birthday Borges and Gragg, using modi cations by bordering, developed later on in 1] a method for the general case (1) . Independently Gu studied the bordering approach in 5] for the standard eigenvalue problem B = I.
Somewhat earlier, around 1988, the rst author had sketched a generalization of Cuppens approach, namely using rank one modi cations, to the case that B too is tridiagonal. In the Diplomarbeit 7] an algorithm based on these notes was developed and tested. As the numerical results seemed not to be very promising, they were never published outside 7] . Inspired by the publication of 1] the study of this topic was resumed in the Diplomarbeit 8]. By introducing a better solver for the secular equation numerically satisfying results were achieved. It turned out that further improvements were possible by using an updating for the eigenvectors developed by GuEisenstat, see 6] .
Encouraged by some people in the audience of a talk at the Householder meeting in Pontresina 1996, and in order to complete the picture we dare to publish these results belatedly.
The algorithm
In the sequel we develop an algorithm for (1) . It consists of two phases, a divide or splitting phase, and a conquer or construction phase. 
In the divide phase we nd a split index s, which is typically near n=2 and a vector v such that . This is done in the next three sections. First we reduce the solution of (11) to the problem of nding roots of a certain rational function and determine intervals in which these roots are located. Then we develop a solver in each of the intervals using rational interpolation. This gives the approximate eigenvalues. Then we discuss the calculation of the eigenvectors which are used in the recursive solution of the problem, namely to nd the matrices Q i in (9) and (10). Here P0 indicates that in the sum the indices j and j + 1 are left out.
Though this approach parallels that of
We observe that r > 0 and s > 0. Hence i (x) = 0 has at least one solution in I j . Unfortunately we were not able to prove that in all cases there is only one such root in I j , though this was never observed numerically. We take this root (or in general the root in I j nearest to x i ) as new approximation x i+1 to . As in the nite case we see that r > 0 and s > 0. Hence there is at least one solution of i (x) = 0 in I 0 . Again we were not able to show that there is only one such root in I 0 . Similar formulas hold for I n .
In all cases determining this root amounts to the solution of a cubic equation. In our experiments we used the MATLAB routine roots. Cubic convergence, as expected by (17), was observed throughout. We want to nd v such that the determinant of the lefthand side is Q n i=1 ( i ?
). The determinant of the right hand side is given by
Equating both terms for = d r ; r = 
A somewhat tedious argument using the assumptions on the position of the i with respect to the d i and gives h r > 0; r = 1; : : : ; n: So there are real solutions of the problem and they are given by (18). 2.
One chooses in (18) that root v r which has the same sign as the original w r . Observe that h r can be calculated to high relative accuracy, as only products are involved.
Concluding remarks
In this paper it was our main intention to present an alternative approach to the numerical solution of the generalized tridiagonal eigenvalue problem. We have stressed the points in which we di er from the earlier papers 3] and 1]. Here we will touch upon the issue of numerical implementation and numerical experiments, but elaborating on this point is beyond the scope of these notes.
In 8] we have run many examples to compare the methods described above and the method of 7] . There a simpler solver was used. Also the modi cation of the eigenvector was not yet known then. In particular several choices of the tolerances used in the solver and in the de ation procedure were tested.
Our algorithm turned out to be stable and quite reliable. Due to the cubic convergence only very few steps were necessary to determine the eigenvalue in an interval.
In many cases using the modi ed version of the eigenvectors improved the accuracy of the result, though not always. This happened in particular, if w ?w was not very small.
A comparison with the method in 1] was not intended. We would expect that due to the faster size reduction and due to the fact that determining the zero of the solver in the latter method amounts to solving only a quadratic equation, while ours is cubic, the latter method might be faster.
