The first four conditional moments of the integrated variance implied by the GARCH diffusion process are derived analytically. Based on these moments and on a power series method an analytical approximation formula to price European options under the GARCH diffusion model is obtained. Monte Carlo simulations show that this approximation formula up to order three is accurate for a large set of reasonable parameters and highlight potential instabilities of the fourth term. Finally, the closed-form approximation formula is used to shed light on the qualitative properties of implied volatility surfaces induced by GARCH diffusion models.
Introduction
In this paper we study European option prices in stochastic volatility models where the underlying asset follows a geometric Brownian motion with instantaneous variance driven by a GARCH diffusion process. Precisely, we derive analytically a closed-form approximation for European option prices under the GARCH diffusion model. Stochastic volatility models were introduced by Hull and White (1987) , Scott (1987) and Wiggins (1987) to overcome the drawbacks of the Black and Scholes (1973) and Merton (1973) model. Volatilities, stochastically changing over time, account for random behaviours of implied and historical variances and generate some log-returns features observed in empirical studies; see, for instance, Mandelbrot (1963) and Fama (1965) . Unfortunately, in the stochastic volatility setting it is difficult to derive closed or analytically tractable option pricing formulae even for European options. The Hull and White (1987) and Heston (1993) models have an analytical approximation and a quasi-analytical formula to price European options, respectively. For other stochastic volatility models numerical methods are available. However, these procedures are computationally intensive and when large trading books have to be quickly and frequently evaluated are practically not feasible.
In this paper, we derive an analytical approximation for European option prices when the variance is driven by an uncorrelated GARCH diffusion process. Our approximation formula is related to the Hull and White (1987) option pricing expansion and involves the conditional moments of the integrated variance over the time to maturity. Using Monte Carlo simulations, we investigate the pricing performance of our formula based on the first two, three and four conditional moments of the integrated variance, respectively. The simulation results highlight potential instabilities of the fourth term and show the accuracy across strike prices and times to maturity of the approximation based on the first three conditional moments of the integrated variance. This formula is easy to implement and can be used to study the implied volatility and the variance risk premia associated to the GARCH diffusion model. The GARCH diffusion model is the 'mean reverting' extension of the Hull and White (1987) model where the variance follows a geometric Brownian motion and it improves such a model under several aspects. The mean reverting drift gives stationary variance and log-returns processes (cf. Genon-Catalot et al., 2000) and allows for the inclusion of the variance risk premium, which seems to be a significant component of the risk premia in many currency markets; cf. Guo (1998) and references therein. On the contrary, for the Hull and White model the option pricing approximation is available only when the variance drift is equal to zero. Furthermore, the mean reversion allows us to approximate long maturity option prices, while the option pricing approximation for the Hull and White model holds only for short maturity options; cf. Hull and White (1987) and Gesser and Poncet (1997) . This is an remarkable feature because long-term options represent an important market.
The Hull and White (1987) option pricing expansion holds only when the asset price and the variance processes are uncorrelated. This assumption implies symmetric volatility 'smiles', i.e. symmetric shapes of implied volatilities plotted versus strike prices; cf. Hull and White (1987) and Renault and Touzi (1996) . Typically, foreign currency option markets are characterized by symmetric volatility smiles; cf., for instance, Chesney and Scott (1989) , Melino and Turnbull (1990) , Taylor and Xu (1994) and Bollerslev and Zhou (2002) . Therefore the model considered in this paper is appropriate to price currency options. Indeed, also in some index option markets the non zero correlation between asset prices and variances can be neglected without increasing option pricing errors; cf. Chernov and Ghysels (2000) and Jones (2003) for empirical studies on Standard & Poor's 500 and Standard & Poor's 100, respectively.
The GARCH diffusion process driving the underlying asset price has several desirable properties. It is positive, mean reverting, with a stationary inverse Gamma distribution and satisfies the restriction that both historical and implied variances be positive. Hence, it fits the observation that empirical variances seem to be stationary and mean reverting; cf. Scott (1987) , Taylor (1994) , Jorion (1995) and Guo (1996 Guo ( , 1998 . Moreover, the GARCH diffusion model allows for rich volatilities and asset prices patterns. For instance, it produces large autocorrelation in the squared log-returns, arbitrary large kurtosis and finite unconditional moments of log-returns distributions up to a given order, as observed in empirical studies; cf., for instance, Dacorogna et al. (2001) and Cont (2001) . On the contrary, when the variance follows a square root process, as in the Heston (1993) model, the corresponding stationary Gamma distribution implies log-returns distributions with finite unconditional moments of any order and 'not very large' kurtosis. Empirical poor performances of the Heston model are reported by several authors; see for instance Andersen et al. (2002) , Jones (2003) and the references therein.
Furthermore, Nelson (1990) showed that a sequence of discrete time GARCH(1,1) in mean model (GARCH(1,1)-M; cf. Engle and Bollerslev, 1986) converges in distribution to the GARCH diffusion model. Hence, the involved problem of making inference on continuous time parameters may be reduced to the inference on a GARCH(1,1)-M model; cf., for instance, Engle and Lee (1996) and Lewis (2000) . This is an important advantage compared to other stochastic volatility models which lack these simple estimators.
The specific contributions of this paper are the following. We derive analytically the first four exact conditional moments of the integrated variance implied by the GARCH diffusion process. This result has several important implications. First and foremost, these conditional moments allow us to obtain an analytical approximation for European option prices under the GARCH diffusion model. This approximation can be easily implemented in any standard software package. As we will show by Monte Carlo simulations, the approximation based on the first three conditional moments is very accurate across different strikes and maturities for a large set of reasonable parameters. Secondly, our analytical approximation allow to easily study volatility surfaces induced by GARCH diffusion models. Thirdly, the conditional moments of the integrated variance implied by the GARCH diffusion process generalize the conditional moments derived by Hull and White (1987) for log-normal variance processes. Finally, the conditional moments of the integrated variance can be used to infer by a GMM-type estimator the continuous time parameters of the GARCH diffusion model using high frequency data; cf. Bollerslev and Zhou (2002) .
The rest of the paper is organized as follows. Section 2 introduces the GARCH diffusion model. Section 3 presents the analytical approximation formula to price European vanilla options under the GARCH diffusion model. In Section 4, using Monte Carlo simulations, the accuracy of the approximation is investigated across different strike prices and time to maturities for different parameter choices. Section 5 studies implied volatility surfaces induced by the model and Section 6 concludes.
The Model
Let S = (S t ) t≥0 be the underlying currency price and V = (V t ) t≥0 its latent instantaneous variance. (S t , V t ) t≥0 satisfies the two-dimensional GARCH diffusion model; cf. Wong (1964) and Nelson (1990) ,
where c 1 , c 2 and c 3 are positive constants, µ is the positive constant drift of dS t /S t , B and W are mutually independent one-dimensional Brownian motions on some filtered probability space (Ω, F, F t , P) with P the objective measure. We set the initial time t = 0 and (
The process V is mean reverting, with c 1 /c 2 the long-run mean value and c 2 the reversion rate; cf. also equation (4). For c 2 'small' the mean reversion is 'weak' and V t tends to stay above (or below) the long-run mean value for long periods, i.e. it generates volatility clusters. The parameter c 3 determines the random behaviour of the volatility: for c 3 = 0 the volatility process is deterministic, for c 3 > 0 the kurtosis of log-returns distributions is larger than 3. When c 1 = c 2 = 0, the GARCH diffusion process reduces to the log-normal process without drift in the Hull and White (1987) model. Given V 0 > 0, V t is positive P-a.s., ∀t ≥ 0, and the strong solution is
cf. Karatzas and Shreve (1991, p. 360 Nelson (1990) . When 2c 2 > c 2 3 , the V process is strictly stationary, ergodic with conditional mean
and variance
.
The unconditional expectations of (4) and (5) imply for the unconditional mean and variance of V
In Section 4 we will infer some reasonable parameters for the variance process using equations (6). Higher order unconditional moments of V can be derived by the stationary Inverse Gamma distribution.
The Inverse Gamma stationary distribution of V has finite moments up to order r if and only if r < 1 + 2c 2 /c 2 3 , implying that log-returns distributions have finite unconditional moments up to order 2r. Moreover, when c 2 3 tends to 2c 2 , the kurtosis of log-return distributions diverges to infinity and the correlation between squared log-returns approaches 1/3. Some empirical studies show that speculative log-returns distributions of several assets have not finite moments of all orders; cf., for instance, Dacorogna et al. (2001) and Cont (2001) .
An other important empirical observation is that periods of high volatilities and periods of more volatile volatilities tend to coincide; cf., for instance, Jones (2003) . Hence, the volatility of volatility seems to be level dependent. Under the GARCH diffusion model, the volatility σ t := √ V t follows the dynamics,
Hence, the volatility of volatility is level dependent. On the contrary, under the Heston (1993) , the volatility of volatility is not level dependent; cf. Heston (1993, p. 328) .
Under the inference point of view, the GARCH diffusion model has an important advantage over other stochastic volatility models. Nelson (1990) showed that the GARCH diffusion model is the continuous time limit of a discrete time GARCH(1,1) in mean model of Engle and Bollerslev (1986) . Hence, the involved problem to make inference on the continuous time parameters may be reduced to the inference on a GARCH(1,1) in mean model. Such a procedure has been advocated, for instance, by Engle and Lee (1996) and Lewis (2000) .
In the following section we will derive an analytical approximation formula for European options when the underlying currency price satisfies equations (1)-
The Option Pricing Formula
As in other studies (cf., for instance, Chesney and Scott, 1989; Heston, 1993; Jones, 2003) , we specify the variance risk premium λ(V, S, t) as a linear function of V , λ(V, S, t) = λV . Then, the risk-adjusted process is still a GARCH diffusion process, Under the risk-adjusted dynamics in equations (7)-(8) the option pricing result in Hull and White (1987) holds: the price C sv for a European call with time to maturity T and strike price K is given by
where C bs is the Black and Scholes (1973) option price, V T is the integrated variance over the time to maturity T ,
and
is not known and the option price C sv is not available in closed-form. The expectation in equation (9) can be computed by Monte Carlo simulation, but such a procedure is very time-consuming. Hull and White (1987) provide an analytical approximation for C sv in (9). They compute the Taylor expansion of C bs in equation (9) around the conditional mean of V T obtaining a series option pricing formula that involves only the conditional moments of V T and the sensitivities of the Black and Scholes price to the variance. Denoting by
, the i-th centered conditional moment of V T , the option pricing series is
with derivatives
So far, the conditional moments of the integrated variance have been calculated analytically only for few specifications of the variance process,
(1) for the mean reverting Ornstein-Uhlenbeck process Cox and Miller (1972, Sec. 5.8 ) derived the first two conditional moments of V T ; (2) for the geometric Brownian motion without drift Hull and White (1987) derived the first three conditional moments of V T and the first two conditional moments of V T for the variance process with drift. During the revision of this paper, we learned that Sabanis (2002) derived the first seven conditional moments for this process; (3) for the squared root process Bollerslev and Zhou (2002) derived the first two conditional moments. Lewis (2000a) derived the first four conditional moments of the integrated variance for the general class of affine processes.
Given the analytical conditional moments of V T it is very easy to price European options by the series approximation in equation (11). Garcia et al. (2001) use this formula to price European options under the Heston model as an alternative to the Heston option pricing formula; cf. also Ball and Roma (1994) . Indeed, implementing integral solutions for option prices, such as the Heston formula, can be very delicate due to divergence of the integrand in some regions of the parameter space.
We derive the second, the third and the fourth conditional moments of V T when the variance V is driven by the GARCH diffusion process (2). The first conditional moment was already known in the finance literature. For convenience, in the following proposition we state only the first two conditional moments. The third and the fourth conditional moments and the corresponding derivations will be made available to the interested reader upon request.
Higher order moments are essential to capture the 'smile' effect of implied volatilities; cf., for instance, Bodurtha and Courtadon (1987) for PHLX foreign currency options and Lewis (2000) . We denote these conditional moments by M 
These moments are obtained using properties of Brownian motion such as independence and stationarity of non-overlapping increments and the linearity of dV t in V t . As already observed, for c 1 = 0 the GARCH diffusion process reduces to the log-normal process with drift and then M gd 1 , M gd 2c reduce to the conditional mean and variance of V T in Hull and White (1987, p. 287) .
Given the first four conditional moments of V T , under the GARCH diffusion model the call price is
and M gd 4c are lengthy expressions, the closed-form approximation formula (14) can be easily implemented in any standard software package providing option prices by just plugging in model parameters without any computational efforts.
As we will show in the next section, our approximation formula (14) is very accurate for a large set of reasonable parameters. Intuitively, when the time to maturity T is 'short', V T is not too far from
, then we expect approximation (14) to converge quickly. When the time to maturity T increases and the condition 2c 2 > 3c 2 3 holds, for the stochastic strong law of large numbers, V T tends to c 1 /c 2 , the mean value of the stationary distribution V , and M 2c , M 3c and M 4c go to zero. Therefore, we expect the approximation formula (14) to work well also for 'long' maturities. On the contrary, in the Hull and White (1987) model, where the variance V t follows a log-normal process without drift, M 2c and M 3c tend to infinity when T increases and the series (11) fails to give the right price; cf. Hull and White (1987) and Gesser and Poncet (1997) . The effect of moving to a mean reverting process from a log-normal process is to avoid that the variance explodes or goes to zero when T increases.
The conditions 2c 2 > 3c 2 3 ensures that the stationary distribution of V t has finite moments (at least) up to order four. When 2c 2 approaches 3c 2 3 , the formula (14) becomes less accurate for long maturities, as for instance in Table (4), where the condition is violated. In this case, the variance process is 'too volatile', that is the volatility of volatility parameter c 3 is 'too large' and/or the mean reversion rate is too weak (c 2 is 'too small'). However, this condition seems to be generally satisfied in options markets; cf. Section 4. Lewis (2000) derived a closed-form approximation for European option prices for a large class of stochastic volatility models including the GARCH diffusion model (7)-(8). Lewis's approximation formula is based on a second order Taylor expansion of some complex integrals around c 3 = 0; cf. Lewis (2000, pp. 77-84) . Taking a Taylor expansion of the moments in our formula (14) around c 3 = 0 and truncating it at the second order would generate Lewis's formula. Therefore, for the GARCH diffusion model, our approximation is more accurate.
In the following section, we study by Monte Carlo simulations the accuracy of our approximation formula (14).
Monte Carlo Simulations
In order to verify the accuracy of approximation (14) we estimate European option prices using Monte Carlo simulations. The advantage of this approach is that the standard error of estimates is known. Specifically, we compute put option prices according to equation (9) using the conditional Monte Carlo method; cf. Boyle et al. (1997) . We divide the time interval [0, T ] into s equal subintervals and we draw s independent standard normal variables (υ i ) i=1,...,s . We simulate the random variable V t in (8) over the discrete time iT /s, for i = 1, . . . , s, using the Milstein scheme (cf. Kloeden and Platen, 1999) ,
where ∆t := T /s. Then, we compute the Black and Scholes put option price P (n) bs with squared volatility s
Finally, iterating this procedure N times we obtain the Monte Carlo estimate for the put option price
with the corresponding Monte Carlo standard error
When N goes to infinity, P mc converges in probability to the put option price implied by (9). Notice that we do not need to simulate the price process S.
To simulate the variance process (8) we use parameter values inferred from empirical estimates of model (7)-(8). Typically, for currency and index daily log-returns the unconditional mean of V , c 1 /c * 2 , ranges from 0.01 to 0.1 per year using 252 trading days. The 'half life' varies from few days to about a half year; cf. Chesney and Scott (1989) , Taylor and Xu (1994) , Xu and Taylor (1994) , Guo (1996 Guo ( , 1998 and Fouque et al. (2000) . This implies that c * 2 ranges from 1 to 40. We recall that for the present model the 'half life' equals ln (2)/c * 2 years and is the time necessary after a shock to halve the deviation of V t from its long-run mean value, given that there are no more shocks. For the parameter c 3 empirical estimates of discrete GARCH(1,1)-M model on currency and index daily log-returns range from about 1 to 4; cf., for instance, White (1987a, 1988) and Guo (1996 Guo ( , 1998 . For stock log-returns, these estimates are generally smaller.
For the Monte Carlo simulations, we consider times to maturity for European put options ranging from 30 to 504 trading days. We wrote a Matlab code to run N = 10 6 simulations. The computation time varies between about 14 hours for T = 30 days to 15 hours for T = 504 days on a PC Pentium IV 1GHz, running Windows XP.
In Table 1 we simulate the risk-adjusted variance process (8) using parameter values that we infer (cf. Nelson, 1990 ) from the GARCH(1,1) estimates in Guo (1996) for the dollar/yen exchange rates, i.e. c 1 = 0.16, c * 2 = 18 and c 3 = 1.8. As in Guo (1996) we assume the variance risk premium λ(S, V, t) = 0. The variance process is quickly mean reverting (the half life is about 10 trading days) and rather volatile, the two-standard deviation range for V is from 0.003 to 0.014; see equations (6). Table 1 shows the Monte Carlo put price P mc ; the put price P gd (i) given by the approximation formula (14) truncated up to order i-th, for i = 2, 3, 4; the corresponding pricing error e p (i)% defined as e p (i)% := 100( P
gd(i)
− P mc )/P mc and the Monte Carlo standard error e mc . The pricing errors e p allow to evaluate the contributions of the different terms to option prices. The average pricing errors for e p (2)%, e p (3)% and e p (4)% are −0.094, 0.049 and −0.067, respectively. Although the variance process is rather volatile, the high mean reversion rate c * 2 implies that the integrated variance process V T tends to stay around E[V T |V 0 ] and that the approximation (14) works well. Indeed, almost all errors are practically negligible across all strikes and maturities, as they are within bid-ask spreads observed on currency option markets. Typically, bid-ask spreads on currency options are larger than 2% of out of the money option prices and about 1% for more liquid at the money options.
In Table 2 we simulate the variance process (8) using the risk-neutral parameters reported by Melenberg and Werker (2001) for the Dutch EOE index. The variance risk premium was inferred using European call options on the Dutch index. The estimated correlation between price and volatility was nergligible. The risk-neutral coefficients are c 1 = 0.53, c * 2 = 29.23 and c 3 = 3.65. The long-run mean value of the variance is 0.018 and the two-standard deviation range for V is 0-0.038. Table 2 is organized as Table 1 . The average pricing errors for e p (2)%, e p (3)% and e p (4)% are 0.129, 0.010 and −0.174, respectively. In this case pricing errors e p (3)% are almost always lower than 1% (except one case). Unfortunately, for some parameter choice, the fourth term in (14) can be highly unstable across times to maturity and strike prices, due to the high variability of the fourth derivative of the Black and Scholes price. Hence, even though M gd 3
M gd
In Table 3 and Table 4 we use parameter values that give a reasonable variance process as discussed in Hull and White (1988) . In Tables 3 we set c 1 = 0.18, c * 2 = 2 and c 3 = 0.8. The parameter value c * 2 is quite small and implies a 'slow' mean reverting variance process (8) with half life of about 87 trading days. The unconditional mean and standard deviation of V are 0.090 and 0.039, respectively, and the two-standard deviation range for V is 0.011-0.169. As the volatility of V t is not too large, the process V T tends to stay around E[V T |V 0 ] and hence the series approximation (14) is very accurate. The average pricing errors for e p (2)%, e p (3)% and e p (4)% are −0.035, 0.044 and −0.018, respectively.
In Table 4 we set c 1 and c * 2 as in Table 3 and c 3 = 1.2. This implies that the standard deviation of V is 0.068 and the two-standard deviation range for V is 0-0.225. The average pricing errors for e p (2)%, e p (3)% and e p (4)% are −0.246, 0.401 and −1.412, respectively. The errors e p (3) are still very small, but slightly larger than in Table 3 as the variance process is more volatile than in the previous case. The pricing errors e p (4)% are very large, especially for long maturities, because the fourth unconditional moment of V t is not finite as the condition 2c 2 > 3c 2 3 does not hold.
Finally, in Table 5 we set c 1 = 0.09, c * 2 = 4 and c 3 = 1.2 as in Lewis (2000) . The unconditional mean of V is 0.022, the 'half life' is about 44 trading days and the two-standard deviation range for V is 0.001-0.043. Also in this case pricing errors are generally quite small and the averages for e p (2)%, e p (3)% and e p (4)% are 0.024, 0.020 and 0.053, respectively.
Although e p pricing errors in Tables 1-5 are generally very small, such errors seem to display some patterns especially for long maturities. A possible explanation is as follows. The Black and Scholes put price, which is the first term in the approximation formula given by (14), tend to be larger than the corresponding Monte Carlo put price. The second term in the put option price P gd (2) is almost always negative reducing the price bias of the Black and Scholes formula and partially explaining the negative pricing errors e p (2) in Tables 3-5. The third term in P gd (3) is almost always positive inducing the positive pricing errors e p (3) observed in the tables. The contribution of the fourth term in P gd (4) has not a clear sign.
The simulation results reported in Tables 1-5 show that, for some short maturities and deep out of the money options, P gd(2) prices are not enough accurate, as pricing errors e p (2) are larger than bid-ask tolerance. Using the option price approximation P gd(3) reduces the previous largest pricing errors and generally gives errors e p (3) within bid-ask spreads. In some cases (cf. Tables 1-2), due to the instability of the fourth term in approximation formula (14), the option price approximation P gd (4) gives large pricing errors. Therefore, it seems to be convenient to truncate after three terms the option pricing formula (14) for a simpler and, in some cases, more precise approximation.
We simulate the variance process (8) also for other reasonable parameter choices (not reported here) and we find similar results. The approximation formula P gd(3) induces pricing errors smaller than 1% for at the money options and smaller than 2% for out of the money options. Then, this approximation formula gives accurate prices within the tolerance expected because of market frictions. Table 2 P mc Monte Carlo put prices computed by N = 10 6 simulations; P gd(i) GARCH diffusion put prices approximated by (14) truncated up to order i-th, for i = 2, 3, 4; e p (i)% = 100( P gd(i) − P mc )/P mc ; e mc Monte Carlo standard error. Model parameters: 
Implied Volatility Surfaces
In this section we study the implied volatility induced by the GARCH diffusion model (7)- (8) Renault and Touzi (1996) show that, for any stochastic volatility process, the assumption of no correlation between price and variance induces symmetric 'volatility smiles', i.e. symmetric shape of implied volatilities with respect to m = ln (S 0 /K) + (r − d)T as a function of the strike prices; cf. also Hull and White (1987) . The functional dependence of implied volatilities on time to maturity, i.e. the 'term structure pattern', depends on the specific variance process. In the following we study qualitatively the volatility smile and the term structure pattern induced by the GARCH diffusion model. As in Table 5 we set c 1 = 0.09, c * 2 = 4 and c 3 = 1.2 and we compute the GARCH diffusion option prices (14) and the implied volatilities for different strikes and maturities. Figure 1 shows volatility smiles for time to maturities equal to 30, 60, 90 and 120 days. Figure 2 shows the volatility surface for time to maturity between 30 and 120 days and strike prices between 90 and 110. As the implied volatility is symmetric with respect to m, volatility smiles are quite symmetric with respect to the forward price. Moreover, the convexity of the volatility surface increases when the time to maturity decreases. These features of implied volatility surface were observed for all parameter choices (positive parameters). When the time to maturity increases the volatility surface flattens because the random variable V T converges to the the long-run mean value c 1 /c * 2 by the stochastic strong law of large number and σ
for all strike prices. These results are in qualitative agreement with the empirical evidence on volatility surfaces observed in currency option markets, where volatility smiles are quite symmetric with respect to the forward price, very pronounced at short maturities and almost flat at long maturities; cf., for instance, Chesney and Scott (1989) , Melino and Turnbull (1990) , Taylor and Xu (1994) , and Bollerslev and Zhou (2002) . Table 5 . Table 5 .
We derive analytically the first four conditional moments of the integrated variance under the GARCH diffusion model. Using these moments we obtain an analytical approximation formula to price European options under the GARCH diffusion model. Monte Carlo simulations show that our formula based on the first three conditional moments of the integrated variance is accurate across different strikes and maturities. For some parameter choices, the approximation formulae based on the first two and four conditional moments are less accurate. Finally, we study implied volatility surfaces induced by GARCH diffusion models and we find that volatility smiles and term structure patterns are in qualitative agreement with volatility surfaces typically observed in the foreign exchange option markets.
A Proof of Proposition 3.1
In the following, we derive the first two conditional moments of the integrated variance V T for the GARCH diffusion process, We also need the following lemma ].
