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The appearance of unconventional superconductivity near many heavy-fermion quantum critical
points (QCPs) motivates investigation of pairing correlations close to a “beyond Landau” Kondo-
destruction QCP. We focus on a two-Anderson-impurity cluster in which Kondo destruction is
induced by a pseudogap in the conduction-electron density of states. Analysis via continuous-time
quantumMonte-Carlo and the numerical renormalization group reveals a previously unstudied QCP
that both displays the critical-local moment fluctuations characteristic of Kondo destruction and
leads to a strongly enhanced singlet-pairing susceptibility. Our results shed light on the extent
to which different kinds of magnetic interactions induce pairing correlations in non-Fermi liquid
settings, thereby providing new insights into the mechanism for unconventional superconductivity
in quantum critical metals.
PACS numbers: 71.10.Hf, 71.27.+a, 74.40.Kb, 74.70.Tx, 75.20.Hr
Heavy-fermion metals represent a prototype system in
which unconventional superconductivity is driven by an-
tiferromagnetic correlations [1, 2]. Experiments on these
strongly correlated systems have revealed quantum criti-
cality in a wide range of compounds. Detailed theoretical
and experimental studies have provided evidence for dif-
ferent classes of quantum critical point (QCP). One class
follows the Landau theory, in which criticality is dictated
by the fluctuations of an order parameter. Here, the
broken-symmetry state is a spin density wave, and the
theoretical description starts from the spatial and tempo-
ral fluctuations of the antiferomagnetic order parameter
[3–5].
Another class of QCP goes beyond the Landau frame-
work, in that it involves new critical modes besides order-
parameter fluctuations. The additional critical modes de-
scribe a critical destruction of the Kondo entanglement
between the localized magnetic moments and conduc-
tion electrons [6, 7]. An important example of a Kondo-
destruction QCP occurs in CeRhIn5, which has the high-
est Tc among all the Ce-based heavy-fermion supercon-
ductors [8–11] and is generally believed to have a dx2−y2
superconducting gap symmetry. A sudden change of the
Fermi-surface topology at the antiferromagnetic QCP in
CeRhIn5, accompanied by a diverging tendency of the
carrier effective mass [12], defy explanation within the
spin-density-wave scenario for quantum criticality. In-
stead, these properties provide evidence supporting the
Kondo-destruction picture.
How unconventional superconductivity arises near a
Kondo-destruction QCP has yet to receive systematic
theoretical study. The question is challenging because
the normal state is a non-Fermi liquid with Landau quasi-
particles turned critical. It has previously proved illumi-
nating to study the notion of Kondo destruction within
quantum impurity models [13–17]. Indeed, the QCP
in the single-impurity pseudogap Kondo and Anderson
models captures similar critical properties to the Kondo-
destruction QCP in the lattice problem (as solved within
an extended dynamical mean field theory [6]), including a
vanishing Kondo energy scale, ω/T scaling of the dynam-
ics, and a fractional exponent in the temperature depen-
dence of the local spin susceptibility. However, due to its
single-site nature, a single-impurity model is not suitable
for studying unconventional non-local pairing. An avenue
for addressing this important issue has been opened by
the development of a cluster extended dynamical mean-
field theory (C-EDMFT) [18], which maps the periodic
Anderson model to a quantum cluster model coupled to
self-consistently determined fermionic and bosonic baths,
where the latter decoheres and eventually destroys the
Kondo entanglement [19].
The logical first step toward the full C-EDMFT treat-
ment of pairing correlations near a Kondo-destruction
QCP is to study the corresponding properties in non-
self-consistent quantum cluster models. Recent work
[20] has shown enhanced pairing correlations in an Ising-
anisotropic two-impurity Bose-Fermi Anderson model
where the mechanism for Kondo destruction is the cou-
pling of the z components of the impurity spins to a
bosonic bath. This finding raises two important ques-
tions: Does Kondo-destruction quantum criticality ro-
bustly promote superconducting pairing correlations? If
so, what types of interaction are important?
In this work we study a two-impurity pseudogap An-
derson model with Ising exchange between the impurity
spins, where the driving force for Kondo destruction—the
exchange coupling of the impurity spins to a conduction
2band with a density of states that vanishes in power-law
fashion at the Fermi energy—preserves SU(2) symmetry.
On general grounds, we can postulate that spin-isotropic
magnetic interactions, which promote spin-singlet for-
mation, would further boost the enhancement of pair-
ing correlations. We will demonstrate that this indeed
is the case for the Kondo-destruction QCP in the two-
impurity pseudogap Anderson model when compared
with the Ising-anisotropic two-impurity Bose-Fermi An-
derson model.
Model and solution methods: The two-impurity Ising-
anisotropic Anderson Hamiltonian is
H =
∑
k,σ
ǫk c
†
kσckσ +
V√
Nk
∑
k,j=1,2,σ
(
eik·rjd†jσckσ +H.c.
)
+
∑
j=1,2,σ
ǫd d
†
jσdjσ +
∑
j=1,2
Unj↑nj↓ + IzS
z
1S
z
2 , (1)
with ǫk being the conduction-electron dispersion, V the
hybridization (assumed to be local), Nk the number of
unit cells in the host, ǫd the impurity level energy, U
the on-site repulsion, and Iz the Ising exchange cou-
pling between the impurities at positions r1 and r2;
Szj =
∑
α,β d
†
jα
1
2σ
z
α,βdjβ , where σ
z
α,β is the Pauli matrix.
The conduction-band density of states is chosen to be
ρ(ǫ) =
1
Nk
∑
k
δ(ǫ− ǫk) = ρ0|ǫ/D|rΘ(D − |ǫ|), (2)
where D is the half-bandwidth. For r > 0, ρ(ǫ) has a
pseudogap at the Fermi energy (ǫ = 0). The impurity-
band coupling is fully specified by the hybridization func-
tion Γ(ǫ) = π
∑
k V
2δ(ǫ− ǫk) = Γ0|ǫ/D|r with hybridiza-
tion width Γ0 = πρ0V
2.
For simplicity, we consider only the particle-hole-
symmetric case ǫd = −U/2 and take the limit of in-
finite separation |r1 − r2| in which there is a van-
ishing hybridization-induced Ruderman-Kittel-Kasuya-
Yosida interaction and the two impurities are coupled
only via the Ising exchange Iz . With Iz = 0, we have
two independent one-impurity pseudogap models; for
0 < r < 12 , a Kondo-destruction QCP [21] that we de-
note CR1 separates a Kondo phase (Γ0 > Γc) from a
local-moment phase (Γ0 < Γc). With Γ0 = 0 and Iz > 0,
the two impurity spins are decoupled from the conduc-
tion band and anti-align in an Ising antiferromagnetic
configuration. Our goal is to probe the quantum phase
transitions that arise when both Γ0 > 0 and Iz > 0 [22].
We can begin by analyzing the perturbative effect of
the coupling Iz near the single-impurity critical point
CR1. At this QCP, 〈Szi (τ)Szi 〉 ∼ τ−(1−x1), with x1 being
an r-dependent exponent that satisfies 0 < x1(r) < 1
[16]. Since the impurities decouple, 〈Sz1 (τ)Sz2 (τ)Sz1Sz2 〉 ∼
τ−2(1−x1). The scaling dimension of Sz1S
z
2 is thus seen
to be 1 − x1(r) and we obtain the scaling dimension
[Iz ] = x1(r). The Hamiltonian term IzS
z
1S
z
2 is therefore
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FIG. 1. (a) Conjectured RG flow of the symmetric two-
impurity pseudogap Anderson model. Gray dots represent
unstable fixed points and black dots represent stable fixed
points. CR1 is the unstable fixed point of the single-impurity
pseudogap Anderson model. CR2 is the unstable fixed point
of the two-impurity model studied in this work. The red
line marks the separatrix and phase boundary. (b) Phase
boundary of the symmetric two-impurity pseudogap Ander-
son model on the Iz–Γ0 plane for r = 0.2, U = −2ǫd = 0.3
and for r = 0.4, U = −2ǫd = 0.1. The boundary value of Γ0
obtained from NRG calculations is plotted before extrapola-
tion to the continuum limit [27]. (c) Crossover scale T ∗ from
the NRG vs |Γ0−Γc| on both sides of the phase boundary for
r = 0.2, Iz = 1.54, Γc ≃ 0.5503 and for r = 0.4, Iz = 0.73,
Γc ≃ 0.8032. Fits to T
∗ ∝ |Γ0 − Γc|
ν yield estimated expo-
nents given in the text.
a relevant perturbation at CR1 and will likely lead the
two-impurity model to a new unstable fixed point CR2
as shown on a conjectured RG flow diagram in Fig. 1(a).
Since the pseudogap breaks conformal invariance, the
model (1) cannot be treated nonperturbatively using
conventional analytical methods and we instead em-
ploy continuous-time quantum Monte-Carlo (CT-QMC)
[23, 24] and the numerical renormalization group (NRG)
[25, 26]. We present results for two representative cases:
(i) r = 0.2, U = 0.3 and (ii) r = 0.4, U = 0.1, where
we have set the energy scale D = 1. In CT-QMC cal-
culations we vary Iz at fixed Γ0, and are able to reach
sufficiently low temperatures to access the asymptotic
quantum critical regime. We fix Iz and vary Γ0 when
applying the NRG, a technique that can reach arbitrarily
close to absolute zero but has limited ability to calculate
finite-temperature dynamics. Further numerical details
are described in the Supplemental Material [27].
Quantum critical properties: A critical phase bound-
ary can be mapped out within the NRG by looking for
the hybridization width Γc(Iz) at which the asymptotic
3low-energy many-body spectrum jumps from that of one
stable fixed point to another. The phase boundaries for
our two representative cases are plotted Fig. 1(b). For
Γ0 close to Γc, the NRG spectrum flows away from the
critical spectrum toward one or other of the stable fixed
points around a crossover temperature T ∗ ∝ |Γ0 − Γc|ν .
Using this relation, illustrated in Fig. 1(c), one obtains
ν−1 = 0.334(2) for r = 0.2 and ν−1 = 0.1835(4) for
r = 0.4.
To search for a QCP using CT-QMC, we examine
the Binder ratio B(β, Iz) [28] defined as B(β, Iz) =
〈M4〉/〈M2〉2, where the staggered impurity magnetiza-
tion M = β−1
∫ β
0 dτ [S
z
1 (τ)− Sz2 (τ)]. Plots of B(β, Iz)
vs Iz for different values of β = 1/kBT should all cross
at the location Iz = Ic of any QCP, as is indeed shown in
Fig. 2(a) for r = 0.2 and Fig. 2(b) for r = 0.4. A scaling
collapse of the form
B(β, Iz) = f
(
β1/ν(Iz − Ic)/Ic + Cβ−φ/ν
)
(3)
(where the term involving C accounts for sub-leading
finite temperature corrections) demonstrates that the
quantum phase transition at Iz = Ic is second order, as il-
lustrated in Fig. 2(c). By minimizing the quality function
S(Ic, ν
−1) [29] (see [27] for details), we find the recipro-
cal correlation-length exponent to be ν−1 = 0.33(4) for
r = 0.2 and ν−1 = 0.20(2) for r = 0.4, reproducing the
corresponding values from the NRG to within estimated
errors [30].
The static staggered local spin susceptibility (the
order-parameter susceptibility), defined as χz = β〈M2〉,
diverges at the QCP as
χz(Iz = Ic, T ) ∼ T−x, (4)
as seen in Fig. 2(d). The values of x(r) from CT-QMC
[x(0.2) = 0.78(4) and x(0.4) = 0.34(5)] and the NRG
[x(0.2) = 0.78588(3) and x(0.4) = 0.35075(3)] are in good
agreement. We have also calculated the connected spin
susceptibility, χcz = β(〈M2〉 − 〈|M |〉2), which based on
the scaling hypothesis can be described by χcz(β, Iz) =
βxg
(
β1/ν(Iz − Ic
)
/Ic + Cβ
−φ/ν); see plots in [27]. The
estimated values of Ic, ν
−1, and x are all consistent with
those reported above.
We summarize our results for the critical exponents
ν−1 and x at the two-impurity pseudogap QCP CR2
in Table I, where we have also included NRG values of
the order-parameter critical exponent β defined through
M(Γ0, T = 0, h = 0) ∝ (Γc − Γ0)β and the magnetic
critical exponent 1/δ defined through M(Γ0 = Γc, T =
0, h) ∝ |h|1/δ, h being an external field that couples
solely to the staggered impurity spin (see plots in [27]).
These exponents take values different from those at the
single-impurity pseudogap QCP CR1 [16], demonstrating
that CR2 represents a distinct critical point. Moreover,
they obey scaling relations δ−1 = (1 − x)/(1 + x) and
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FIG. 2. (a,b) Binder ratio B(β, Iz) from CT-QMC vs Iz at
various inverse temperatures β for (a) r = 0.2, Γ0 = 0.5 and
(b) r = 0.4, Γ0 = 1.5. (c) Scaling collapses of data in (a)
giving Ic = 1.56(7), ν
−1 = 0.33(4) and of data in (b) giving
Ic = 3.75(7), ν
−1 = 0.20(2). (d) Static staggered local spin
susceptibility χz vs T at the estimated location Iz = Ic of the
QCP, calculated using CT-QMC and the NRG. Fitting to Eq.
(4) yields the values of x given in the text.
ν−1 = (1−x)/2β expected to hold at an interacting crit-
ical point [16].
We turn to the dynamical properties at CR2
of the single-particle Green’s function Gi,σ(τ, T ) =
〈Tτd†i,σ(τ) di,σ〉 and the spin correlation function
χz(τ, T ) = 〈Tτ [Sz1 (τ)−Sz2 (τ)](Sz1−Sz2 )〉. Guided by pre-
vious work on the single-impurity models [13–15, 17], we
find from CT-QMC (see [27]) that these functions share
similar power-law forms in the low-T , large-τ limit:
Gi,σ(τ, T ) ∼ [πT/ sin(πτT )]ηG(r), (5)
χz(τ, T ) ∼ [πT/ sin(πτT )]ηχ(r), (6)
with exponents ηG(0.2) = 0.795, ηG(0.4) = 0.600,
ηχ(0.2) = 0.213, and ηχ(0.4) = 0.657. As expected,
ηχ = 1− x is satisfied within numerical accuracy. More-
over, our results suggest that (i) the relation ηG = 1− r
known to hold at CR1 [31] also applies at CR2, and (ii)
0 < ηG < 1 and 0 < ηχ < 1, so Gi,σ and χz will also obey
ω/T scaling on the real frequency axis [17]. This supports
the conclusion that CR2 is an interacting critical point.
Pairing susceptibilities: We study static pairing sus-
ceptibilities χα(β, Iz) =
∫ β
0 dτ〈Tτ∆†α(τ)∆α〉 with ∆d =
(d2↓d1↑ − d2↑d1↓)/
√
2 (singlet channel) [32] and ∆p =
r source 1/ν x β 1/δ
0.2 CT-QMC 0.33(4) 0.78(4)
NRG 0.334(2) 0.78588(3) 0.31991(2) 0.11990(4)
0.4 CT-QMC 0.20(2) 0.34(5)
NRG 0.1835(4) 0.35075(3) 1.7701(2) 0.48066(4)
TABLE I. Critical exponents (defined in the text) at the two-
impurity pseudogap QCP CR2. Parentheses enclose the esti-
mated error in the last decimal place.
4χ d
 
(β,
 
I z)
1
1.5
2
2.5
Iz/D
0 0.5 1 1.5 2 2.5
βD=50 
     100 
     200 
     400 
(a) r=0.2
χ d
 
(β,
 
I z)
0.5
1
1.5
2
 
Iz/D
0 2 4 6
βD=800  
     1600 
     3200 
(b) r=0.4
χ d
(τ,
T,
I z=
I c)
10−4
10−3
10−2
10−1
 
piTD-1/sin(piτT)
10−3 10−2 10−1 100
βD=50  
     100  
     200  
     400  
     800  
   1600  
   3200  
r=0.4 × 10
r=0.2
(c)
Im
 χ d
(ω
,
 
T=
0,
 I z
=
I c)
10−2
10−1
ω/D
10−12 10−8 10−4
r=0.2  
    0.4  
(d)
FIG. 3. Singlet pairing susceptibility: (a,b) static suscepti-
bility χd(β, Iz) vs Iz at various inverse temperatures β for
(a) r = 0.2, Γ0 = 0.5, and (b) r = 0.4, Γ0 = 1.5. (c)
Imaginary-time susceptibility χd(β, τ ) at Iz = Ic, consistent
with a 1/τ 1+y decay with y = 0.075 for r = 0.2, Γ0 = 0.5 and
y = 0.012 for r = 0.4, Γ0 = 1.5. (d) NRG results for the imag-
inary part of the real-frequency susceptibility, Imχd(ω) ∝ ω
y,
at Γ0 = Γc, T = 0, calculated both for r = 0.2, Iz = 1.54
yielding y = 0.077(1) and for r = 0.4, Iz = 0.73 yielding
y = 0.0139(1).
(d1↑d2↑ + d1↓d2↓)/
√
2 (triplet channel). Using the gen-
eral four-point correlation function formula in CT-QMC
[33], we find singlet pairing to be significantly enhanced
near the QCP, as shown in Figs. 3(a) and 3(b). By con-
trast, triplet pairing is monotonically suppressed as Iz
increases (see plots in [27]).
At T = 0, the imaginary part of the dynamical pairing
susceptibility Imχd(ω) can be calculated using the NRG.
We plot data for Γ0 = Γc(Iz) in Fig. 3(d) and for other
cases in [27]. Our results can be summarized in the form
Imχd(ω) sgn(ω) ∝


|ω∗D |y| ωω∗ |1−2r |ω| < ω∗, Iz < Ic
|ω∗D |y| ωω∗ |1+2r |ω| < ω∗, Iz > Ic
| ωD |y ω∗ < |ω| < ω1,
(7)
where ω1 is the high-energy scale marking the upper
bound of the quantum critical regime and ω∗ ≃ T ∗ is
the scale for crossover into the low-temperature phase.
This implies that at the critical point, χd(τ) ∼ 1/τ1+y,
cf. Fig. 3(c). The NRG gives y = 0.077(1) for r = 0.2
and y = 0.0139(1) for r = 0.4, values that agree very well
with the CT-QMC estimates of y = 0.075 and y = 0.012,
respectively. Equation (7) also implies (see [27]) that
near the QCP,
Reχd(ω = 0) =C1(r) − C2(r)
(
1
y
− 1
1± 2r
)
×
( |(Iz − Ic)/Ic|ν
D
)y
(8)
with ± corresponding to Iz > Ic or Iz < Ic, and C1(r)
and C2(r) being independent of Iz . Given that yν ≪ 1,
Reχd(ω = 0) should have a pronounced cusp at Iz = Ic,
as confirmed by the numerical data in Figs. 3(a) and 3(b).
Discussion and Summary: We now remark on several
points. First, in the single-impurity pseudogap Anderson
model, the impurity spectral function vanishes/diverges
as |ω|±r in the local-moment/Kondo-screened phase [34],
corresponding to G(τ) ∼ 1/τ1±r for Iz > Ic or Iz < Ic.
Our calculations suggest that this property also holds
in the current two-impurity model (see [27]). This in-
dicates that the frequency dependences of Imχd(ω) at
the Kondo-screened and local-moment fixed points do
not acquire any singular correction [21]. By contrast,
the 1/τ1+y dependence of the singlet pairing correlation
function at Iz = Ic reflects the relevance of vertex correc-
tions at an interacting critical point. Since CR1 and CR2
both exist only for 0 < r < 12 , we expect that y is always
smaller than 1 ± 2r and that as r → 12 , y and 1 − 2r
both approach 0 before CR1 and CR2 merge with the
Kondo-singlet fixed point and disappear. We therefore
conclude that pairing fluctuations are always strongest
in the quantum critical regime. This demonstrates that
the underlying Kondo-destruction QCP promotes singlet
superconducting pairing.
Second, we return to the issue raised earlier of the
extent to which different kinds of magnetic interactions
induce pairing correlations in non-Fermi liquid settings.
Compared to the Ising-anisotropic Bose-Fermi Ander-
son model [20], the interactions that induce Kondo de-
struction in the pseudogapped Anderson model are spin
isotropic; note that the decoupled impurity problem at
CR1 has SU(2) symmetry. Even though the problem is
no longer fully SU(2) invariant at the fixed point CR2,
the spin-flip fluctuations are still enhanced, as observed
from the transverse component of the spin susceptibil-
ity χ+−(τ) having a slower power-law decay compared
to its tree-level form (see [27]). This implies that our
model has strong correlations in the spin-singlet chan-
nel. Consistent with general considerations, our results
demonstrate that the superconducting pairing correla-
tions in the singlet channel are much stronger here than
in the Ising-anisotropic two-impurity Bose-Fermi Ander-
son model.
To summarize, we have found a quantum critical point
in the two-impurity Anderson model with a pseudogap
density of states. It exhibits critical Kondo destruction
and shows all the hallmarks of an interacting fixed point,
such as hyperscaling relations among critical exponents
and ω/T scaling in the dynamical properties. The singlet
pairing susceptibility is found to be sharply peaked at the
quantum critical point. Our results elucidate how differ-
ent kinds of magnetic interactions promote spin-singlet
pairing correlations in non-Fermi liquid settings, and pro-
vide the basis for understanding superconductivity in the
Kondo-destruction quantum critical heavy-fermion sys-
tems such as CeRhIn5.
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Methods
The CT-QMC hybridization expansion algorithm allows us to stochastically sample the perturbation series in the
hybridization term free of any sign problem in the infinite separation limit. The average perturbation order exceeds
103 per orbital for the largest inverse temperature, β = 3200 at Γ0 = 1.5. Within our specific case, we find the
auto-correlation time measured in terms of successful updates will grow not only as temperature is lowered and
perturbation order increases, but also as one increases Iz deep into the magnetic ordered phase, where a domain wall
like structure can form in the imaginary time direction. Therefore, we have introduced an additional global update
in addition to the standard local one kink (a kink refers to a creation and annihilation operator pair) and two kinks
update, by exchanging all the kinks between different orbitals within a imaginary time interval of length around β/2
(with a probability that satisfies detailed balance), to prevent the sampling process from getting trapped in some
meta-stable state.
The NRG runs were performed for Wilson discretization parameter Λ = 9, retaining between 1000 and 4000 many-
body eigenstates after each iteration. The Wilsonian discretization of the conduction band reduces the effective density
of states so it is appropriate to compare NRG calculations for hybridization width Γ0 with continuum-limt (Λ → 1)
results for hybridization width Γ0/A(Λ, r), where A(Λ, r) is defined in Ref. 21 of the main text. Hybridization widths
reported in the text are the values entered into the NRG calculations and do not include the discretization correction
factor.
Finite Size Scaling of Binder Cumulant
The value of ν−1 and Ic is determined through minimization of the quality function S(Ic, ν
−1), which is essentially
the mean square deviation of the scaled data points with respect to the unknown universal function. For k sets
of data points represented by {xij , yij}, where i = 1, · · · , k labels different β and j labels different Iz , we define
S(Ic, ν
−1) = 1/N
∑
i,j(yij−Yij)2. Here Yij is the estimated value of the universal function at xij by linear interpolation
from the rest of sets {xi′j , yi′j}, i′ 6= i. During the scaling collapse, we start by including all the sets, and then
gradually excluding the highest temperature data until the result reaches convergence. Only data points satisfying
β1/ν(Iz − Ic)/Ic . 1 are included. The best estimate of Ic and ν−1 is where S(Ic, ν−1) reaches its minimum Smin.
We estimate the error by requiring S(Ic + δIc, ν
−1 + δν−1)− Smin ≃ Smin/2.
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FIG. S1. Contour plot of quality function S(Ic, ν
−1) × 104 for the scaling collapse shown in Fig. 2(c) for (a) r = 0.2 and (b)
r = 0.4.
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FIG. S2. Connected static staggered spin susceptibility χcz(β, Iz) vs Iz at various inverse temperatures β for (a) r = 0.2, Γ0 = 0.5
and (b) r = 0.4, Γ0 = 1.5. (c)(d) Scaling collapse of χ
c
z(β, Iz) in (a) and (b) respectively, with Ic = 1.53(6), ν
−1 = 0.37(8),
x = 0.75(4) at r = 0.2 and Ic = 4.0(2), ν
−1 = 0.26(4), x = 0.42(7) at r = 0.4. The deviation from exponents in Table I can be
attributed to stronger finite-size corrections to χcz.
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FIG. S3. (a) Scaling of the single-particle Green’s function G(τ, T, Iz = Ic) (averaged over impurity site and spin) with
πT/ sin(πτT ). We find G(τ → ∞, T → 0, Iz = Ic) ∼ [πT/ sin(πτT )]
ηG(r) with ηG(0.2) = 0.795 and ηG(0.4) = 0.600,
consistent with ηG = 1 − r (b) Scaling of the staggered spin correlation function χz(τ, T, Iz = Ic) with πT/ sin(πτT ). We
find χz(τ → ∞, T → 0, Iz = Ic) ∼ [πT/ sin(πτT )]
ηχ(r) with ηχ(0.2) = 0.213 and ηχ(0.4) = 0.657, consistent with ηχ = 1 − x.
Calculations are performed at Γ0 = 0.5 at r = 0.2 and Γ0 = 1.5 at r = 0.4.
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FIG. S4. Static triplet pairing susceptibility χp(β, Iz) vs Iz at various inverse temperatures β for (a) r = 0.2, Γ0 = 0.5 and (b)
r = 0.4, Γ0 = 1.5.
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FIG. S5. Single-impurity Green’s function G(τ, T ) in (a) the Kondo-screened phase (Iz = 0, Γ0 = 0.5 for both r = 0.2
and r = 0.4) and (b) the local-moment phase (Iz = 3, Γ0 = 0.5 for r = 0.2 and Iz = 2, Γ0 = 0.5 for r = 0.4). Fitting
to Gi,σ(τ, T ) ∼ [πT/ sin(πτT )]
ηG(r) over Iz < Ic gives ηG(0.2) = 0.77 and ηG(0.4) = 0.57, while fitting over Iz > Ic gives
ηG(0.2) = 1.21 and ηG(0.4) = 1.45. Results are consistent with G(τ ) ∼ 1/τ
1±r for Iz > Ic or Iz < Ic.
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FIG. S6. Transverse component of the staggered spin susceptibility χ+−(τ ) at Iz = Ic, Γ0 = 0.5 for r = 0.2. χ+−(τ ) =∫ β
0
dτ 〈Tτ
1
2
(S+1 (τ ) − S
+
2 (τ ))
1
2
(S−1 − S
−
2 )〉/2, with S
−
i = d
†
i↓di↑ and S
+
i = S
−
i
†
, such that χz = χ+− at the Iz = 0 SU(2)-
symmetric point. The result is consistent with χ+−(τ ) ∼ 1/τ
1+y , with y taking the same value (within numerical uncertainty)
as found in the singlet pairing susceptibility χd(τ ).
9Additional data from NRG
M
( Γ
0,
 
T=
0,
 h
=0
)
10−12
10−8
10−4
100
(Γc - Γ0 )/D
10−8 10−6 10−4 10−2
r=0.2 
    0.4  
(a)
M
( Γ
0=
Γ c
,
 
T=
0,
 h
)
10−10
10−5
100
h/D
10−24 10−21 10−18 10−15 10−12
r=0.2 
    0.4  
(b)
FIG. S7. (a) Staggered local moment M(Γ0, T = 0, h = 0) vs Γc−Γ0, fitted to M ∝ (Γc−Γ0)
β with β = 0.31991(2) for r = 0.2
and β = 1.7701(2) for r = 0.4. (b) Staggered local moment M(Γ0 = Γc, T = 0, h) vs staggered external magnetic field h, fitted
to M ∝ h1/δ with 1/δ = 0.11990(4) for r = 0.2 and 1/δ = 0.48066(4) for r = 0.4. Calculations are performed at Iz = 1.54(0.73)
for r = 0.2 (0.4).
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FIG. S8. Imχd(ω) at T = 0 in (a) Kondo-screened and (b) local-moment phases. The low-frequency asymptotics give (a)
Imχd(ω) sgn(ω) ∝ |ω|
1−2r and (b) Imχd(ω) sgn(ω) ∝ |ω|
1+2r. Calculations are performed at Γ0 = 0.5503 and Γ0 = 0.8032,
respectively.
Derivation of Eq. (8)
We make use of the Kramers-Kronig relation
Reχd(ω = 0) =
1
π
∫ ∞
−∞
dω′
Imχd(ω
′)
ω′
. (S1)
Because Imχd(ω
′) is odd,
Reχd(ω = 0) =
2
π
∫ ∞
0
dω
Imχd(ω)
ω
(S2)
=
2
π
(
∫ ω∗
0
dω +
∫ ω1
ω∗
dω +
∫ ∞
ω1
dω)
Imχd(ω)
ω
, (S3)
where ω∗ ∼ |(Iz− Ic)/Ic)|ν is the crossover scale into the quantum critical regime, and ω1 is some upper cutoff, which
we have assumed to be independent of Iz . The high-frequency non-universal part should only have a weak dependence
on Iz , so we put
∫∞
ω1
dω [Imχd(ω)]/ω ≃ D1(r).
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Now we substitute Eq. (7) in the main text.
Reχd(ω = 0) =
2
π
∫ ω∗
0
C
(
ω∗
D
)y ( ω
ω∗
)1±2r 1
ω
dω +
2
π
∫ ω1
ω
C
(
ω∗
D
)y
1
ω
dω +D1(r) (S4)
=
2
π
C
(
ω∗
D
)y
1
1± 2r +
2
π
C
1
y
(ωy1 − ω∗y)
Dy
+D1(r) (S5)
=
2C
π
[
1
y
ωy1
Dy
−
(
ω∗
D
)y (
1
y
− 1
1± 2r
)]
+D1(r) (S6)
From NRG data, the proportionality constant C has negligible dependence on Iz . Finally we replace ω
∗ by |(Iz −
Ic)/Ic)|ν to obtain
Reχd(ω = 0) = C1(r) − C2(r)
(
1
y
− 1
1± 2r
)( |(Iz − Ic)/Iz|ν
D
)y
, (S7)
where
C1(r) =
2C(r)
π
1
y
ωy1
Dy
+D1(r), C2(r) =
2C(r)
π
. (S8)
