substituting the relation (8a) into (16), we have R:'=(I+A-'qKE)Rf'I.
The matrix q acts as a shift operator on the block columns of Kg, so that qKx is a lower block banded matrix, cf. (8b). Denote then K is lower block banded and
The Mapping Result
Comparing now the two results (12) and (19) for the covariance factor R,!l2, we find 
then we conclude
The global relation (22) can be reduced to a local one by noting that the matrices K , C, and A are all lower block banded, hence
where K; (respectively, Ci, Ai) is the ith block column of K (respectively, C, A ) . Now notice from (18) that Ki corresponds to the Kalman gain Kgi+ I , i , so that we have obtained an alternative expression for the KaIman gains at different times in terms of Wiener theory. This result generalizes the stationary one in [8, p. 6621, [9, p. 1731, and [IO, ch. 3.
We should note that the factorization of a block matrix is not unique, and that (22) is true under the block factorization (1 I), giving the block banded C necessary for a recursive realization of (12). Also notice that the mapping result (23) does not show yet how one can get the matrix Rji2 from the multivariable Wiener theory. However, by noting from (14c) and (18) that K has to be strictly lower banded, it is clear that Rflf; = C,;t -= ci*l.
IV. CONCLUSION
A relationship between Wiener theory and Kalman filtering has been presented for nonstationary finite-dimensional processes. The results give an expression for the K h a n gain in terms of the innovation filter by Wiener theory, which generalizes the stationary case. Similar relations can be found for the filter and smoothing estimators.
The main difference between the modes of this paper and others which used matrix operators to model time varying processes, e.g., in [4]-[6] and [13] , [14] , is our use of system operators in MFD forms along with their connection to state-space forms. Several additional general results for time-varying realizations of multivariable linear systems are given in [7] . Here we note that among other possible realizations of the system operator matrix, the one by diagonals turns out to be intimately related to the ladder form. The advantages of this form, including modular structure and good numerical behavior makes it even more attractive for future research. 
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A Simulation Aid to Gain Estimates for Robust Tuning Regulators
D. H. O W N S AND A. CHOTAI
Abstract-Gain estimates for Davison's robust tuning regulator are shown to be directly computable from plant open-loop step data using low-order simulation techniques. At no stage of the procedure is a detailed model of plant dynamics required.
I. INTRODUCTION
The robust tuning regulator originally proposed by Davison [I] provides a simple but effective way of generating integrating process controllers without the need to have a detailed model of the plant available. More precisely, given the rn-inputlrn-output stable multivariable plant described by the state-space model
in R " , the integrating unity negative output feedback controller with transfer function matrix
will stabilize the plant, reject constant disturbances, and track step setpoint changes for gains E in some (nonempty) range 0 < E < E* provided that G(o) is nonsingular. The matrix e o ) can be computed directly from the plant transfer function matrix
Manuscript received March 5 , 1984. This work was supported by SERC under Grant
The authors are with the D e m e n t of Control Engineering, University of Sheffield,
GRJB123250.
Sheffield, England. 
E. GAIN ESTIMATES FROM SIMULATION DATA
The control design philosophy described in [2] is to design the controls on the basis of a simple, low-order approximate stable plant model GA(s) in such a manner that the resultant controller is guaranteed to stabilize the real plant. The basic result is summarized as follows.
Lemma I 12, (Theorem 4)) Let GA have step response matrix YA(r) and define the "modeling error," t 2 0,
E(r) = Y(t) -YA(t) A [ W ( r ) , . . . , ~9 ) ( t ) ]
with columns EO(t), 1 5 j 5 m. Suppose that K stabilizes GA and that simulations are undertaken to reliably calculate the matrix
Wa(t)_a[wy(t), .e., W!!'(f)].
(4)
where W21(t) is the response from zero initial conditions of the system (I + KGA)-'K to the input vector Eo'(t). 
and hence that W, is just the response from zero initial conditions of the system diag {h$s)}lsjsm to the normalized error Eo(r). This completes the proof.
In practical terms the result provides, for a given value O~E > 0, an off-line means of checking the stability of the implemented scheme by using the step data directly and without the need to use or construct a detailed plant model. The actual computations involved consist of the normalization operation (9) and m2 simulations of the second-order systems (8). Both operations can easily be undertaken even with limited computing facilities. The final requirement is to check the spectral radius condition (1 1). The best answers obtainable from the theory are obtained by choosing y. = r(NE(WA)) but more conservative estimates can be used to eliminate the need for eigenvalue calculations, e.g., estimates obtained from eigenvalue estimation theorems such as Gershgorin's theorem. For any given value of E , the computations described will either predict stability or will be inconclusive (when yt 2 1). Note, however, that condition (1 1) is automatically satisfied for all small enough positive gains E provided that E ( = ) is small enough, and hence that the theory predicts stability in a nonempty range o < e < E: where e,*= min ( E : E > O , y,=l}.
The actual computation of E ,* can be undertaken rapidly and efficiently by elementary search techniques. The implicit requirement that E ( m ) is "small" is easily guaranteed by choosing, for example, Go = G(o) when E ( w ) = 0.
III. ILLUSTRATIVE EXAMPLE
Consider the boiler-furnace system described by Rosenbrock where he used the method of canonical transformation [ 1 11. Luenberger showed that by using a linear time-invariant dynamic system, the state vector of a completely observable linear time-invariant system can be estimated. Siswosudarmo [ 141 also made a serious study of the design of state estimators using canonical forms. However, results obtained by these authors were restricted to the case of linear time-invariant systems. Research in state estimation was later extended by many authors [3] . [9] , and [I21 to the case of time-varying systems.
This note presents a simple approach for the design of a state estimator of time-varing systems. Two matrix operators will be introduced to develop a canonical transformation, Then using this transformation a full order dynamic system with any desired set of eigenvalues can be constructed to asymptotically estimate the state of a time-varying system which is uniformly observable and "lexicography-fixed."
Matrix notations used throughout this paper are summarized below: 
