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El objeto ultimo de la presente Tesis Doctoral es el estudio, a nivel formal, de
los sistemas concurrentes. Es bien sabido que la aparición de la concurrencia
representa un aumento radical en la complejidad de los sistemas. Ello se pone
en particular de manifiesto en los modelos teóricos desarrollados para abordar
su estudio a un nivel formal. En consecuencia, en los primeros modelos tales
se abstraen todos los aspectos de los procesos concurrentes que se consideran no
fundamentales de los mismos, de manera que se pueda razonar a nivel formal sobre
el comportamiento de los procesos, sin que la complejidad del modelo formal en
cuestión oscurezca y dificulte dichos razonamientos. Naturalmente, el coste que se
ha de pagar debido a las susodichas simplificaciones, es la perdida de toda aquella
información que voluntariamente se ha abstraído en el proceso de modelización.
Todo ello se observa en particular en los distintos modelos formales que ini-
cialmente se desarrollaron, como son las Redes de Petri [PetSl, Rei8Sl y las de-
nominadas Algebras de Procesos, como CSP [Hoa8S], OCS [MilSO,Mil891 y ACP
[BK84). En todas las versiones básicas de estos modelos, se parte de una forma
u otra de la idea de que un sistema concurrente evoluciona mediante la ejecución
en cada momento por parte de una de sus componentes (o de todas aquellas que
deban sincronizar al efecto para hacerlo posible) de una acción de entre las que
en ese momento sea capaz de ejecutar. Ello liga inmediatamente la concurren-
cia con el no-determinismo, pues si en un momento son varias las acciones que
podrían ejecutarse, no se toma partido por ninguna de ellas, sino que se considera
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que todas ellas son igualmente posibles, si bien finalmente sólo uno de los posibles
funcionamientos se producíra en cada ejecución del sistema.
De hecho, en la práctica se ha comprobado que, una vez abstraídos aspectos
como la equidad (fairness) en las elecciones, el paralelismo real (posible uso de
varios procesadores al tiempo) o la duración de las acciones, en la modelización
de dicho no-determinismo se encuentra la clave de cara a contar con una buena
modelización de la concurrencia. Un magnífico trabajo, en el que ello se pone de
manifiesto, y en el que además se hace una exposición detallada de la denominada
semántica de pruebas, previamente presentada en [NH84J,es [Hen8S].
Ahora bien, una vez estudiados en profundidad los modelos básicos, es opor-
tuno el tratar de ampliarlos o modificarlos en lo preciso, de modo que puedan pasar
a estudiarse aquellos aspectos, fundamentalmente cuantitativos, que se habían per-
dido como resultado de las abstracciones en que aquéllos se basaban. En concreto,
se cuenta ya con abundantes resultados en temas como el paralelismo real [Tau89,
Win87, 01d87, DNM9O], los modelos temporizados [RR87, MT90, RR88, 0rt90] o
la equidad [0587, Fra86, RZ92].
Otro de dichos aspectos, en cierta forma relacionado con el ditimo de los an-
teriormente citados, es precisamente el que constituye el centro de atención del
presente trabajo. Se trata de la introducción en el modelo de informaciones proba-
bilísticas que cuantifiquen las decisiones no-deterministas que aparecen en el seno
de cada proceso. Es obvio al respecto, que en la práctica evaluaciones cuantitativas
del comportamiento de un proceso pueden resultar tanto o más interesantes que
evaluaciones meramente cualitativas. Así, la simple posibilidad de un mal com-
portamiento de un sistema puede resultar irrelevante si la probabilidad de que el
mismo se presente es nula o despreciable. En concreto nuestra aproxímacion se
centrará en el estudio del tema en el marco de las álgebras de procesos, y más es-
pecíficamente en la definición y estudio de una extensión probabilística del modelo
OSP.
Aunque por las características técnicas del mismo, consideramos que el presente
trabajo es notablemente novedoso, es sin embargo bien cierto, que no se trata en
absoluto del primer trabajo dedicado al estudio de las versiones probabilísticas
de las álgebras de procesos, si bien no hace apenas cuatro años, más o menos
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el momento en que comenzó a gestarse nuestro trabajo, que se publicaron los
primeros trabajos de una cierta entidad dedicados al tema. Nos limitaremos aquí
a referenciar los primeros de dichos trabajos, que junto con otros más recientes
seran comentados brevemente en el transcurso de la próxima seccion.
El primero de los trabajos relacionados con la cuestión es [L589], donde se
estudian una clase de sistemas de transición probabihsticos, definiendo para los
mismos una extensión probabilística de la noción de bisimulación ([MilSO, Mil83j)
en la que se basa la semántica usual del lenguaje CCS. El tema es posteriormente
tratado de nuevo en [Chr9OB,Chr89l.
Ya en el marco de las álgebras de procesos el primer trabajo ha sido [0J590], en
donde se describe un lenguaje denominado PCCS, versión probabilística de SCCS
[MilS3],que es a su vez una version síncrona del lenguaje 008. En dicho trabajo se
describe la sintaxis del lenguaje, su semántica operacional y unas leyes algebraicas,
todo lo cual queda ilustrado por un ejemplo de cierta envergadura. Posteriormente,
en [CSST9O] se continúa con el tema, presentándose tres semánticas operacionales
del lenguaje, sobre cada una de las cuales se define la correspondiente noción de
bisimulación. Dichas semánticas reciben los nombres de reactiva, generativa y es-
tratificada. Por último, en [J590, SS9O] se analizan algunos aspectos adicionales del
lenguaje: en el primero se estudian distintas nociones de equivalencia de procesos,
mientras que en el segundo se estudia la noción de prioridad.
1.1 Antecedentes y estado actual del tema
El no-determinismo como elemento fundamental en la modelización de la concu-
rrencia, tomó auge en la segunda mitad de la década de los setenta, aunque los
primeros trabajos se remonten a períodos anteriores. Podemos citar los trabajos
de Milner [Mil80] y Hoare [Hoa78] como elementos fundamentales que sentaron las
bases de lo que ha sido, en los últimos años, uno de los campos más fructíferos de la
Informática Teórica. Sendas versiones revisadas y actualizadas de dichos trabajos
[Hoa8S, Mil89], se han convertido ya en clásicos de la literatura especializada.
Aparte de sus interesantes aspectos teóricos, alrededor de dichos modelos se han
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desarrollado también múltiples aplicaciones prácticas, que constituyen de hecho la
justificación última de su existencia. En particular, en el terreno de los lenguajes
de programación se cuenta con el lenguaje de programacion concurrente OCCAM,
basado en OSP, mientras que LOTOS es un lenguaje de especificación, adoptado
como estándar 150 para la especificación de protocolos, basado fundamentalmente
en CCS.
Entre los trabajos más importantes en los que se han puesto las bases teóricas
para el estudio de las álgebras de procesos, hemos de citar los de Brookes [Bro83],
que desarrolló el modelo semántico de procesos en el que se basa la semántica de-
notacional de OSP, y estudió la semántica axiomática del lenguaje, comparándola
con la anterior. Dicho modelo fue mejorado posteriormente en [BRSS], donde se
incorporó el fenómeno de divergencia. Por otra parte, citaremos de nuevo [Hen88],
donde se estudia en profundidad la semántica de pruebas, y se relaciona con la
semántica denotacional y la semántica axiomática.
Y como quiera que, como ya hemos comentado, el campo de los modelos for-
males de la concurrencia, y en particular el de las álgebras de procesos, ha resultado
tremendamente fructífero en los últimos años, resultaría tremendamente costoso
tanto en tiempo como en espacio, hacer un recorrido exhaustivo sobre sus diferen-
tes facetas, por lo que nos centraremos en lo sucesivo en el terreno concreto de las
versiones probabilísticas de las álgebras de proceso.
Las álgebras de procesos probabilísticos estudiadas hasta la fecha tienen en
comun la inclusión de, al menos, un operador de elección y otro de composición
paralela; sin embargo las mismas nos presentan distintas variantes a la hora de
extender probabilísticamente dichas operaciones. Las diferencias fundamentales
aparecen en el tipo (o tipos) de elección considerados y en el hecho de si el pa-
ralelismo es o no sincronizado. Por otra parte, existen también diferencias en el
tipo de equivalencias entre procesos que se consideran, en función de los distintos
marcos que se utilizan para definir la semántica de los procesos probabilísticos. En
lo sucesivo centraremos la presentación de los modelos que hemos considerado más
representativos, fundamentalmente en el comentario de como se concretan en cada
uno de ellos dichas variantes.
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1.1.1 Sistemas basados en CCS
Comenzaremos nuestro estudio describiendo un par de aproximaciones que re-
presentan versiones probabilísticas cíe 005. Entre ellos, tenemos en primer lugar
PCCS, un lenguaje que fue descrito inicialmente por Ciacalone y otros en [CJSYOI,
donde se presentó un modelo operacional del mismo. Como ya indicamos, la base
del lenguaje es la versión síncrona de 005, 5005 [Mil83]. La sintaxis del lenguaje
es la siguiente:
E ::= OIX1Lcx:EI Z[pdE¡ Dondep~c(0,1],3p.=1 ¡
leí ,EI
E~F¡ ETA E[f] fiz1XÉ
El hecho de estar basado en un lenguaje síncrono simplifica notablemente las
notaciones y la definición de la semántica del lenguaje; sin embargo ello se consigue
a costa de sacrificar potencia descriptiva, pues aquellos sistemas que son asíncronos
por naturaleza han de ser sincronizados de una manera artificial para poder ser
modelados con el lenguaje. Tal artificiosidad queda por ejemplo de manifiesto, en
el mismo ejemplo presentado en dicho articulo, donde se representa una version
del protocolo AUN’.
A partir de la semántica operacional definida, se introduce una noción de bisi-
mulación que induce la correspondiente noción de equivalencia entre procesos. A
continuacion se presentan una serie de leyes algebraicas que se cumplen en el mo-
delo semántico inducido por dicha noción de equivalencia.
El siguiente paso consiste en introducir las nociones básicas que permiten definir
una noción de distancia entre los procesos semánticos, la cual dota al conjunto
formado por los mismos de la estructura de espacio métrico. Dicha distancia se
define a partir de una cuantificación de la noción de bisimulación, denominada
¿-bisimulación, que permite una desviación acotada por e en la simulación de cada
paso de los procesos comparados. Más exactamente, la distancia entre dos procesos
vendrá dada por el menor valor e, para el cual ambos son ¿-bisimilares. Así, dos
procesos bisimilares se encuentran a distancia 0, y por lo tanto son de hecho uno
mismo, de lo cual se sigue que el universo inducido de procesos semánticos coincide
con el correspondiente bajo la bisimulación. La definición de este espacio métrico
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(el cual de hecho sólo se define sobre el subconj unto de procesos deterministas)
parece ser el punto de partida para un trabajo más exhaustivo, que se anuncia de
hecho en las conclusiones del artículo en cuestión, pero qué no nos consta que haya
sido divulgado hasta la fecha.
Por el contrario, la semántica operacional del modelo si es estudiada con mas
detalle por Van Glabbeck y otros, en un trabajo posterior [CSST9O], donde se
proponen tres posibles versiones de la semántica denominadas Reactiva, Generativa
y Estratificada, de entre las cuales la segunda coincide con la definida en el primer
trabajo.
El modelo Reactivo, basado en el sugerido en [Pnu8S], entiende que los procesos
reaccionan frente al estímulo presentado por un agente exterior, el cual solicita
la ejecución de una determinada acción (de forma similar a lo que en [MilSO]
representan la presión de botones, aunque sin permitir la presión simultánea de
varios de ellos), de manera que las probabilidades sólo se corresponden con las
distintas formas que se tengan de ejecutar cada acción posible, cada una de las
cuales, cuando sea seleccionada por el exterior, será ejecutada con seguridad. Así,
en el proceso
1 3 1[—]a: E~ + [—]a: E2 + [—]b: E3
6 6 6
se tiene que si la acción seleccionada por el entorno es a, la misma será ejecutada
con seguridad, pasando el sistema a comportarse como E1 con probabilidad 1/4
y como E2 con probabilidad 3/4; mientras que si la acción ejecutada es la b, el
sistema pasará a comportarse como E3 con probabilidad 1.
Por el contrario, en el modelo generativo se entiende que el sistema es auto-
suficiente para tomar todas las decisiones, sin responder a ningún requerimiento
del exterior. De esta forma las probabilidades indicadas serán aplicadas en primer
lugar para decidir la acción a ejecutar, y luego la correspondiente continuacion.
Finalmente, el modelo estratificado pretende ser una combinación de ambos,
pero a la postre es más bien una versión del generativo, en la que las probabilidades
vienen jerarquizadas en la forma en que se indica en la sintaxis del proceso, de
manera que ante la imposibilidad de ejecutar una acción, su probabilidad no se
reparte entre todas las demás, sino sólo entre las que están a su mismo nivel. Así,
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en el ejemplo
si la acción c no puede ser ejecutada por el entorno en que se encuentra el proceso,
la acción a continuará con probabilidad 1/3, mientras que en el modelo generativo
al ser las probabilidades de las tres acciones iguales, si una de ellas no puede
intervenir en el sorteo, su probabilidad se reparte entre todas las demás acciones,
con lo que la probabilidad de ejecutarlas continuaría siendo la misma para ambas
siendo por tanto igual a 1/2.
Estas tres versiones son analizadas con cierto detalle, proponiéndose para cada
una de ellas una semántica operacional y la correspondiente noción de bisimulación
asociada. Todas ellas son relativamente sencillas, lo cual se debe al hecho de que
siempre se mantienen separadas las características de los modelos reactivo y gene-
rativo. Volveremos al tema en la sección siguiente, en la que presentamos nuestro
propio trabajo, pues el deseo de fundir en un único modelo las características di-
ferenciadas de los modelos generativo y reactivo, motivado por la coexistencia en
el lenguaje OSP de sus operadores de elección externa e interna es el que justifica
el mismo, así como, por desgracia, es el principal culpable de su bastante mayor
complejidad.
Jou y Smolka comparan en [J590] una serie de nociones de equivalencia entre
procesos para el caso generativo, presentando además una axiomatización correcta
y completa de la equivalencia entre procesos finitos inducida por la bisimulación.
Por otra parte, Hansson y Jonsson ([HJ9O, Han9l, Han92]) introducen otro
lenguaje basado en COS en el que incorporan cuantificación de tiempo y probabili-
dad, al que denominan TPCCS. La base probabilística que utilizan tiene naturaleza
generativa, pues es el sistema quien decide sobre la ejecución de las acciones. Sin
embargo, junto a la elección probabilística, incorporan una elección no determi-
nista, si bien la sintaxis del lenguaje impone que ambos tipos de elección deban
alternarse de forma estricta.
Como veremos en su momento, este modelo de procesos, que en este caso se
impone como punto de partida, se parece en gran medida a aquél al que nosotros
hemos llegado como resultado final, en la búsqueda de las formas normales que
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caracterizan la equivalencia inducida por las semánticas que hemos desarrollado.
Ello es bien probable que no deba achacarse a la mera casualidad, pero no obs-
tante lo que sí es cierto es que los autores de dichos trabajos, en momento alguno
han justificado la razón por la que estudian en concreto dicha clase sintáctica de
procesos.
Por otra parte, queremos dejar aquí constancia de lo que nos parece un error
importante en el primero de dichos artículos [HJ9OI. Se trata del hecho de que
a pesar de que en principio la sintaxis impone que las acciones entre las que se
elige en el caso de las elecciones no-deterministas sean distintas, sin embargo está
también permitido que en dicho contexto aparezca una composición paralela, la
cual puede dar lugar a elecciones entre acciones idénticas. Ello sucede en particular
en el caso de las acciones internas generadas por las sincronizaciones. Esta cuestión
es parcialmente corregida en la siguiente versión del trabajo ([Han9l]) en la que las
acciones internas aparecen etiquetadas con la acción original cuya sincronización
las produjo, manteniéndose en este caso una decisión externa (y por tanto no
cuantificable probabilísticamente) respecto a qué acción se ejecutará. No obstante,
en ambos trabajos se queda sin aclarar el comportamiento de un sistema que debe
decidir entre dos procesos que comienzan con la misma accion.
1,1.2 Sistemas basados en CSP
.11. J. Zic, en su artículo [Zic9O]expone la posibilidad de extender OSP en términos
de probabilidad y tiempo. Sin embargo, se limita a justificar la necesidad de la
extensión y a dar una orientación de la ruta a seguir para hacerlo, sin entrar en
absoluto en los detalles, ni por tanto en las dificultades, de la tarea.
Ofrece en dicho trabajo la idea de plantear un operador de elección externa
probabilístico, para el cual las probabilidades dependerían de un entorno exterior
variable, en función del cual se obtendrían los distintos comportamientos del op-
erador. Sin embargo, arguye como principal dificultad para la realización de la
tarea, el hecho de que la asignación de una distribución de probabilidad que go-
bierne las decisiones que toma un proceso, requeriría un conocimiento del entorno
del mismo. En cierta forma nosotros hemos seguido esa idea al definir la semántica
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de pruebas de nuestro lenguaje, en la que los tests juegan el papel de medio exterior
que interacciona con el proceso; pero como quiera que dicha semántica se define
considerando todos los tests posibles, se tiene que a la postre no se hace ninguna
suposición sobre el medio externo concreto subyacente.
Por último, Karen Seidel presenta en [5ei92]una versión probabilística de OSP
con una sintaxis similar a la por nosotros considerada. La sintaxis de su lenguaje,
también denominado PCSP, es la siguiente:
P ::= STOP ¡ SKIP X ¡ a—’P P~fl PI P~O PI P\B I f(P) ¡
Como se vera en su momento, la notación P ~ fl P aquí utilizada, es similar a la
nuestra [pj]P ri [p2]P,siendo también similar el significado que se da al operador
de elección interna que representan. Respecto al operador de elección externa,
también es similar la notación que se emplea, pero desconocemos el significado
que se pretende que la misma tenga, puesto que en la versión incompleta del
trabajo de que disponemos (gentilmente enviada por su autora) no llega a discutirse
dicho operador. Lo mismo podemos decir respecto al operador de ocultación,
aunque en esta ocasión la sintaxis difiere, pues no se cuantifica probablísticamente
la operación, por lo que desconocemos cómo se tratará la ejecución de las acciones
internas que genera.
Con respecto al operador de composición paralela, al ser totalmente sincroni-
zado, es elemental su significado y coincide con el nuestro en el que caso de que el
conjunto de sincronización es el total de acciones del alfabeto. No ocurre lo mismo
en el caso de interleaving, en el que las probabilidades son internas. Discrepamos
con esta interpretación, puesto que sería tanto como afirmar que en dos terminales
conectadas a un computador central, sería el sistema el que debería decidir qué
terminal será atendida. Ello parece razonable en el caso de que ambos realicen una
petición, pero si uno está inactivo, por ejemplo porque su operador está tomando
un café, entendemos que el otro no debería esperar también por el hecho de que el
sistema haya decidido atender al primero en primer lugar.
Por otra parte, la forma de estudiar los procesos difiere notablemente de la
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utilizada en nuestro trabajo, pues se dedica fundamentalmente a estudiar las dis-
tribuciones de probabilidades que se generan en el marco de la Teoría de Proba-
bilidades, obteniendo a partir de dicho estudio una serie de leyes que obedecen los
procesos.
1.1.3 Otros modelos
La primera referencia de la que tenemos constancia, en la que se discute un modelo
algebraico de procesos concurrentes en el que se incorporan aspectos cuantitativos
probabilísticos, es [L589], donde la aproximación a los procesos concurrentes se
hace en base a las transiciones operacionales que generan, al margen de sintaxis
concreta alguna para los mismos.
En dicho trabajo, una vez definido el sistema de transiciones probabilístico
como modelo semántico de los procesos probabilísticos, se define un sistema de
testeo de los mismos, mediante el cual se pueden obtener propiedades de los proce-
sos concurrentes analizando su respuesta frente a los tests. La semántica obtenida
se compara con la inducida por una noción de bisimulación probabilística, basada
en la bisimulación fuerte. Se muestra que, por medio de dichos tests, es posible
distinguir con una probabilidad tan cercana a uno como se desee, entre procesos
que no sean equivalentes por bisimulación, lo que prueba que, en este sentido pro-
babilístico, el mecanismo de testeo sí captura la bisimulación, a diferencia de lo
que sucede en el marco del no-determinismo no cuantificado probabilísticamente
(véase [HM8SI).
Además, las propiedades obtenibles por testeo pueden ser descritas por medio
de una Lógica Modal Pro babilz’stica, similar a la de Hennessy y Milner [HM8S], de
forma que se obtiene un entorno que permite validar un proceso con respecto a su
especificación, siempre que ésta venga dada por una serie de propiedades descritas
con dicho lenguaje.
Bloom y Meyer ([BM89]) estudian la relación existente entre la bisimulación
original ([Mil89]) y la probabilística, mostrando que dos procesos (no probabilís-
ticos) P y Q son bisimilares si y sólo si existe una asignación de probabilidades
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a las transiciones de ambos, tales que los procesos resultantes E’ y Q’ son proba-
bilísticamente bisimilares.
Por otra parte, iones y Plotkin en JJP9O] proporcionan un entorno general
para definir la semántica de lenguajes de programación probabilísticos, en el que
se estudian constructores tales como la composición secuencial, las instrucciones
condicionales, y los bucles, junto a una elección probabilística interna y a una
composición paralela con una decisión probabilística de qué proceso debe ser el
que ejecute la primera acción, no existiendo en cambio constructores que permitan
una elección de tipo externo como el de OSP.
1.2 Resumen y Plan del trabajo
En este trabajo nos hemos marcado como objetivo el estudio de un lenguaje apro-
piado para la especificación de procesos concurrentes que, junto con las facetas que
quedan capturadas por los modelos clásicos desarrollados al efecto, nos permitiese
además el modelado de propiedades cuantitativas probabilísticas de los procesos.
En concreto hemos tomado como base el modelo OSP definido por C.A.R.
Hoare en [Hoa8Sl, al cual hemos añadido una serie de mecanismos probabilísticos
que permiten indicar la distribución de probabilidades que un sistema utiliza para
tomar sus decisiones. Para dicho lenguaje hemos buscado una semántica apropi-
ada, que al mismo tiempo que nos permitiese capturar la información probabilistica
añadida, mantuviese en la mayor medida posible la correccion de las leyes que se
tienen en el lenguaje OSP original.
Como hemos visto en la sección anterior, los modelos hasta ahora estudiados,
se basan bien en las ideas reactivas en las cuales las elecciones se entienden como
externas, de manera que sí en un momento dado existe la posibilidad de ejecutar
una acción y el entorno desea hacerlo, ello sucederá con seguridad, o en las gener-
ativas, en las que se considera que el sistema es completamente autónomo, y por
tanto toma todas sus decisiones de forma interna. Pero en OSP coexisten ambos
tipos de elección, y para ambos deseamos conservar sus características propias.
Ello nos lleva a interpretar la elección externa de forma reactiva, y sin embargo la
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interna de modo generativo. Curiosamente, si bien las definiciones de ambos tipos
de modelos han probado ser relativamente sencillas, la mezcla adecuada de ambos
resulta ser mucho más complicada, fundamentalmente por la necesidad de tener
que renunciar a los modelos clásicos de espacios de probabilidad a la hora de definir
la semántica del lenguaje, pues ni es cierto que la suma total de las probabilidades
de todos los cómputos ha de ser 1 como sucede en el caso generativo, ni la suma
de las probabilidades de ejecutar cada traza posible ha de ser igualmente igual a
la unidad, como sucede en el caso reactivo.
Con estas ideas en mente, intentamos una primera aproximación, basada en las
técnicas operacionales descritas en los primeros trabajos aparecidos sobre procesos
probabilisticos, en concreto PCOS. Sin embargo, con estas técnicas llegamos a
la conclusión de que no es posible mantener el comportamiento del operador de
ocultación de OSP, que cuando actúa en un contexto de elección externa, introduce
por un lado una componente de elección interna, pero mantiene al mismo tiempo
un cierto grado de elección externa, como expresa la ley clásica de OSP
(a —+ P O b —* Q)\a P\a fl (P\a O b —* Q\a)
Puesto que pretendíamos el mantenimiento de una version adecuada de esta
ley en nuestro lenguaje PCSP, o lo que es lo mismo, deseábamos mantener dife-
renciadas las características de los dos operadores de elección de OSP, llegamos
a la conclusión de que era necesario distinguir en cada momento la capacidad de
elección de que dispone el entorno exterior para seleccionar la acción a ejecutar en
cada instante del desarrollo del proceso.
Pensamos que el marco mas natural para poner de manifiesto la capacidad
de influencia que en cada momento tiene el medio exterior en el funcionamiento
de un proceso, era el de la semántica de pruebas [Hen8S]. Como quiera que era
preciso decidir la acción a ejecutar en los casos en que el proceso está dispuesto a
ejecutar una serie de acciones, y el entorno a su vez permite que se opte entre varias
de ellas, introdujimos probabilidades en los tests, cuyo único objetivo es resolver
dichas elecciones. De esta forma, las decisiones internas del sistema, cuantificadas
en la sintaxis del mismo, junto con las decisiones del medio exterior, cuantificadas
en la distribución de probabilidad del test, dan lugar a una única distribución que
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nos define la probabilidad de aceptación de un test por parte de un proceso, que
denotaremos por P j it.
La idea que permite visualizar la manera en que se define dicha probabilidad,
consiste en imaginar que en cada paso el sistema resuelve en primer lugar todas
las elecciones internas que encuentra antes de la ejecución de acción visible alguna,
entre las que se encuentran tanto aquellas indicadas explícitamente por el cor-
respondiente operador, como las generadas implícitamente por los operadores de
elección externa, paralelismo y ocultación. Tras la resolución de dichas elecciones
internas, el proceso alcanza un determinado estado, que viene definido por el con-
junto de acciones que el sistema queda en disposición de aceptar. Alcanzado el
estado, corresponde al entorno representado por el test, decidir la acción a ejecu-
tar. Ello da lugar a una nueva elección que se resolverá en base a la distribución de
probabilidad indicada en el test, si bien una vez normalizada la misma, al excluirse
del test aquellas acciones que no estén permitidas en el estado alcanzado.
Une vez que el estudio por medio de los tests nos conduce a desentrañar los
secretos de la evolución de un proceso probabilistico, surge de manera natural la
idea en que basar la definición de un dominio de procesos que nos sirva para definir
una semántica denotacional de los mismos, equivalente a la de pruebas previamente
definida. Obtenemos en concreto, que un proceso probabilístico vendrá dado por
un árbol de decisiones, que alternativamente serán de dos tipos: en primer lugar
decisiones internas que corresponderán a nodos cuyas ramas hijas están etiquetadas
por subconjuntos disjuntos del alfabeto de acciones de los procesos. Cada una de
dichas ramas tendrá también asociada una probabilidad, de forma que la suma de
todas las probabilidades de esas ramas sea a lo sumo 1, representando la diferencia
hasta 1 la probabilidad con que el proceso divergeen ese punto, al quedar sumergido
en una serie de elecciones internas indefinidas. Por otra parte, cada uno de dichos
arcos finaliza en un nodo externo, del que a su vez pende una rama distinta para
cada acción del conjunto que etiqueta a la rama con la que se accede al nodo
externo en cuestión, la cual irá etiquetada por la correspondiente acción, siendo su
destino un nuevo nodo interno.
Una vez definida en base a dicho dominio la semántica denotacional, compro-
bamos que la misma es equivalente a la semántica de pruebas definida previamente.
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Es decir, si dos procesos pasan con la misma probabilidad cada test que les es ofre-
cido a ambos, entonces serán equivalentes denotacionalmente, y viceversa.
Seguidamente nos planteamos la construcción de un sistema de axiomas y reglas
que nos permita razonar en un marco algebraico sobre la equivalencia semántica
entre procesos sintácticos. De cara a probar la completitud de dicho sistema,
utilizamos el hecho de que todo proceso PCSP puede reescribirse utilizando dicho
sistema lógico, en una forma normal de la forma
= ACZ 1/JAlE [Ñ-~1ci —* Pa,A
donde >3 PA = 1, y Ra,A está también en forma normal.
Acs
Podemos observar que, curiosamente, las formas normales son extraordinaria-
mente simples comparadas con las correspondientes al caso ordinario, pues las
condiciones de cierre bajo convexidad y unión que en aquel caso aparecían, dejan
de ser necesarias, y tampoco las distintas continuaciones tras la ejecución de una
misma acción han de ser necesariamente idénticas. Ello se debe al hecho de que en
el presente caso probabilístico, los tests son capaces de detectar todos los posibles
estados de un proceso, y de aislar la continuacion correspondiente a cada uno de
ellos.
Por último definimos una semántica operacional equivalente a las anteriores
para lo cual la misma ha de tener una conexión muy fuerte con la semántica de-
notacional previamente definida, en el sentido de que las transiciones de la misma
han de ir etiquetadas además de por la acción ejecutada a la que corresponden,
por un conjunto de acciones que representa la oferta del proceso en el estado en
el que se encuentra. Ambos datos irán acompañados por la probabilidad corre-
spondiente, que representa la probabilidad de alcanzar dicho estado, y por tanto
es independiente de la acción ejecutada a la postre.
Para terminar, se prueba que la semántica operacional definida es equivalente
a las anteriores, lo cual no ofrece excesiva dificultad, dado el parecido ya reseñado
entre la misma y la denotacional previamente definida.
En conclusión, hemos obtenido cuatro modelos semánticos de PCSP, todos




5. operacionalSistema de axiomas-——- 5. denotacional
Figura 1: Resultados obtenidos
ellos equivalentes, que nos sirven para razonar a distintos niveles sobre el compor-
tamiento de los procesos probabilísticos. Ello queda expresado de forma gráfica en
la figura 1.
En lo que respecta al contenido de los siguientes capítulos del trabajo, indi-
caremos que comenzaremos en el capítulo 2, describiendo de una manera rápida
las técnicas utilizadas a lo largo del trabajo, en particular la semántica de los
lenguajes, y la aplicación de las mismas al lenguaje OSP clásico.
En el siguiente capítulo introduciremos el lenguaje PCSP, presentando la que
fue nuestra primera aproxímacion a la definición de la semántica del mismo. Como
ya hemos indicado, se trata de una semántica operacional, la cual se corresponde
de forma natural con una semántica denotacional de trazas. El capítulo concluye
con un ejemplo no trivial que ilustra la aplicabilidad del lenguaje. Una version
previa y resumida del contenido de este capítulo, puede encontrarse en [CFV92~
Desgraciadamente, un modelo tan simple como el presentado, nunca podrá
capturar el significado que deseamos para el operador de ocultación, que no es
otro que el que entendemos mas coherente con la interpretación clásica en OSP del
mismo operador. Dicha imposibilidad se mostrará en particular para la semántica
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en principio propuesta, por medio de un contraejemplo adecuado.
En el capítulo 4 presentamos la semántica de pruebas que nos permite sol-
ventar las dificultades anteriores. Siguiendo el proceso habitual en estos casos,
comenzamos definiendo el concepto de test (probabilístico en este caso), para a
continuación definir la probabilidad con la que cada proceso pasa un test, por in-
ducción estructural respecto de su sintaxis. Ello queda lejos de ser trivial en lo que
se refiere al estudio de varios operadores, especialmente los de elección externa y
ocultación, pues como ya hemos indicado, el punto de partida para la definición es
la noción de estado, la cual no queda de manifiesto de forma explícita en absoluto,
en la sintaxis de los procesos.
En el capítulo 5, estudiamos una semántica denotacional, comenzando por
definir el dominio de procesos semánticos, para luego definir las correspondientes
versiones semánticos de cada operador del lenguaje. Por último probamos la equi-
valencia entre esta semántica denotacional y la de pruebas, la cual se basa en
la posibilidad de computar en base a los tests la probabilidad de alcanzar cada
estado, junto con la de aislar la continuación de cada proceso tras la ejecución de
una accion en un determinado estado.
En el capítulo 6 introducimos el sistema de prueba que nos servirá para razonar
algebraicamente sobre la equivalencia entre procesos. Probaremos que el mismo es
correcto y completo respecto a la semántica de testeo, en base a la noción adecuada
de forma normal previamente comentada.
En el siguiente capítulo construimos una nueva semántica operacional inspirada
en las ideas que han ido surgiendo a lo largo de los anteriores capítulos, gracias a
lo cual nos es posible probar la equivalencia entre la misma y las presentadas con
anterioridad.
Finalmente, en el capítulo 8 exponemos las conclusiones obtenidas con esta
Tesis Doctoral, e indicamos las líneas a seguir para extender el mismo en un futuro.
Capítulo 2
Generalidades
Dedicaremos este capítulo a la presentación de los conceptos fundamentales en
relación con el tema de las semánticas de lenguajes formales, concretando en espe-
cial la exposición en lo referente a su aplicación al modelo OSP. Ello nos servirá de
punto de partida de cara a abordar el estudio de la versión probabilistica de dicho
modelo que constituye el tema central del presente trabajo.
2.1 Sintaxis de lenguajes
Definición 2.1 (Signatura)
Dada una colección de nombres de tipos ..... . , D,,, una signatura ~ = (Op, p),
sobre la misma viene dada por un conjunto Op de nombres de funciones, a cada
uno de los cuales, f se le asocia un dominio, que es una tupía (eventualmente
vacía) de nombres de tipos, y un rango, que es también un nombre de tipo. Ello
lo representaremos en la forma
f: Dí,x...xDim —> D1
Por su parte p es una funcion
p:Op—flN
que define la andad de cada operación, con la restricción de que el dominio de
cada operación tiene tantos argumentos como indica su andad.
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A las funciones de Op se les llama operadores de la signatura, y en el caso
particular de que su andad sea nula, diremos que se trata de constantes. O
Definición 2.2 (2-Algebra)
Dada una signatura 2, una 2-Algebra es un par <A, SA> donde
• A es una colección de conjuntos, uno por cada nombre de tipo. Al conjunto
A1 asociado al dominio D1 le denominaremos soporte del mismo
•
2A es un conjunto de funciones definidas sobre los conjuntos soportes de la
2-álgebra,
{fÁ/fCOp}
cada una de las cuales va asociada a una operación de la signatura 2, siendo
su dominio de aplicacion, rango y andad compatibles con el perfil definido





Así pues, una 2-Algebra es simplemente una interpretación de los símbolos que
aparecen en la signatura 2, consistente en un conjunto por cada nombre y una
interpretación de los símbolos de operaciones como funciones entre dichos conjun-
tos. Naturalmente, una misma signatura puede tener multitud de interpretaciones
distintas, incluso aun cuando los conjuntos soportes sean los mismos. Una de
ellas, de particular importancia es la conocida como Álgebra Libre o Álgebra de
Términos, cuyos conjuntos soportes están constituidos por objetos puramente for-
males, que son los denominados términos de la signatura, los cuales son secuencias
de símbolos de la signatura 2, bien construidos en atención a los dominios y ran-
gos de sus operaciones. La interpretación de las funciones de la signatura se define
simplemente anteponiendo a los argumentos de la aplicación de una función, el
símbolo de función correspondiente a la misma.
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En lo sucesivo nos centraremos en el estudio de las signaturas homogéneas, que
son aquéllas que tienen un sólo tipo. Ello nos es posible, pues si bien cuando se
estudian lenguajes en general se precisan álgebras heterogéneas, en el caso concreto
de las álgebras de procesos es suficiente contar con álgebras homogéneas.
Definición 2.3 (Términos)
El conjunto de términos bien formados correspondiente a la signatura 2, que de-
notaremos por 25, es el menor conjunto de cadenas de símbolos de operación de
la misma que satisfacen
1. Si f E 2 tiene andad 0, entonces la cadena formada por el símbolo f está en
Tr.
2. Si f c 2 tiene andad k > 0, entonces la cadena formada por los símbolos
f(it1,.. . ,t~) está en Ts, siempre que it1,.. .,tk sean términos de Tr.
O
Definición 2.4 (Algebra Libre)
El álgebra libre sobre la signatura homogénea 2, es aquélla que tiene como soporte
el conjunto de términos de la misma, interpretándose las funciones por medio de
la simple aplicación sintáctica de las mismas, esto es, si f 6 2 tiene andad k > 0,
entonces la función
fr~ : T~ —+
aplica cada tupía de términos <it1,... , en el término f(t1,... , tk). En el caso
de las constantes omitiremos los paréntesis correspondientes a los, en tal caso,
inexistentes argumentos, de manera que la constante f vendrá representada por el
mismo término f. O
De cara a definir los procesos a nivel sintáctico, utilizaremos una signatura
homogénea adecuada, sobre el tipo de procesos Proc, representando los términos
del álgebra libre correspondiente, los procesos finitos sintácticos.
De cara a la incorporación de los procesos infinitos, introducimos una serie
de elementos auxiliares. Contaremos en primer lugar, con un conjunto infinito
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contable de identificadores Idf, que se suelen denominar variables de proceso, sí
bien a nivel formal trataremos los mismos como nuevas constantes distinguidas.
Por otra parte, introducimos una familia de operadores unarios, cada uno de los
cuales viene asociado a una variable ~ E Idf, y se representa con la notación g ~.P.
Los términos correspondientes a la signatura así ampliada, serán en los sucesivo
los denominados procesos sintácticos.
De esta definición se desprende que los identificadores son en sí mismos términos
de la nueva álgebra, y por tanto procesos, que se verán como variables. Dicha
interpretación se mantiene hasta que los mismos ocurren en el contexto de un
término recursivo asociado a ese mismo identificador.
Para formalizar esta situación, introducimos las nociones de ocurrencias de
identificadores libres y ligadas, inducidas por la construcción ¿.P.
Definición 2.5 Sea P un término y ~ una ocurrencia de un identificador en P.
Decimos entonces que:
• ocurre libre en P su nos encontramos en alguno de los siguientes casos:
P = op(Pi P~) donde ~ ocurre libre en algún P1
P = p&P’ con 6 ~ y ~ ocurriendo libre en
Por tanto, una aparición de ~ es libre si no está en el marco de una recursion
correspondiente a la variable en cuestion.
• Una aparición de ~ es ligada si no es libre.
• El término P es cerrado si no tiene apariciones libres de identificadores.
O
Por ejemplo, en el término ¡¿ ¿.<~ ~ a —* STQP), el identificador e ocurre en el
contexto de ji, por lo que su ocurrencia no es libre; se trata por lo tanto de un
proceso cerrado.
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Como quiera que al definir la semántica, cada operador de recursión acabará
con la variabilidad de los identificadores que liga, tendremos que los procesos ce-
rrados tendrán un significado concreto, aún a pesar <le que contengan variables.
Es en tales procesos en quienes estamos en último término interesados, si bien la
técnica de análisis estructural que utilizamos a la hora de analizar los procesos, nos
obliga también a estudiar los procesos que contengan variables libres. Al respecto
introducimos la siguiente
Definición 2.6 (Sustituciones sintácticas)
Sean P y Q dos términos, el término P[Q/~] es el que se obtiene sustituyendo toda
aparición libre de ¿ en el término P por el término Q. En el caso de que la variable
sustituida se sobreentienda por el contexto, escribiremos simplemente P[Q] para
expresar el resultado de la correspondiente sustitución. Por último, generalizamos
dicha notación para cubrir el caso en el que realizamos reiteradamente una misma
sustitución, definiedo al respecto
. .., pn+i[QJ = P[P~[Q]]
O
2.2 Semántica de lenguajes
Como ya hemos indicado anteriormente, una misma sintaxis admite multitud de
interpretaciones, definidas por medio de las correspondientes álgebras asociadas a
la misma. Ya hemos destacado entre ellas el álgebra de términos, que de mane-
ra informal podríamos describir como aquella interpretación que en realidad no
interpreta nada. Por esa razón, el álgebra de términos tiene por lo general más
elementos de los que sería intutivamente deseable, en el sentido de que habitual-
mente tendremos distintos modos de describir sintácticamente un mismo proceso
semántico. En consecuencia se precisan mecanismos mas complejos para definir
formalmente lo que conocemos como semántica de un lenguaje, que en último
término no será otra cosa que un mecanismo para distinguir exactamente aquellos
procesos que deseemos considerar como no equivalentes.
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A continuación haremos un rápido repaso a las diversas técnicas para describir
semánticamente un lenguaje.
2.2.1 Semántica denotacional
El objetivo de una semántica denotacional es asignar a cada objeto del lenguaje
(en nuestro caso a cada proceso sintáctico) un objeto matemático definido de un
modo preciso, captando el significado pretendido del mismo. La semántica será
entonces una función matemática que asignará a cada proceso un objeto.
Dichos objetos son elementos tomados de un conjunto V, que llamaremos do-
mznzo semántico, dotado de cierta estructura, con el fin de lograr que las ecuaciones
recursívas = g~iP que definen el significado pretendido de la recursión, tengan
solución. Para ello utilizamos la técnica de los puntos fijos. En concreto nosotros
recurriremos a un orden parcial entre los elementos del dominio semántico.
Definición 2.7 Una relación < sobre un conjunto V es un orden parcial cuando
verifica las propiedades antisimétrica, reflexiva y transitiva.
• Vz E V x _
• Vx,y EV z <y A y =m * .x = y
• Vx,y,z EV x =y A y =z !=‘ x < z
O
Definición 2.8 Dado
un conjunto X G V
superior en X.
un dominio V dotado de un orden parcial < decimos que
es dirigido si todo subconjunto finito de X tiene una cota
VY E PYRX) Bz E X Vv E Y y _
o
Definición 2.9 Un dominio V dotado de un orden parcial =es un orden parcial
completo (CRO) si verifica las dos condiciones siguientes:
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1. Existe un elemento mínimo, que denotaremos por 1.
Vx E 1V: 1 ‘Vr





Proposición 2.1 Dado un CPO ID, si consideramos el conjunto 7D’~ = V x ... x 1V
(n veces), y lo dotamos del denominado orden puntual, o también llamado de
componente a componente, definido por
Oobtenemos un nuevo CPO.
Definición 2.10 Sean V,V’ dos OPO’s y ~ : ID —~ ID’; decimos que
1. ~ es estricta si conserva el elemento mínimo:
«1v) = -Lv’
2. ~ es monótona si conserva el orden parcial:
d, Ev c12 4’ «d1) ~v’ «d2)
3. ~ es continua si conserva los límites de los conjuntos dirigidos:
VX G ID X dirigido «LvX) Uw«X)
O
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Proposición 2.2 Sean ID y ID’ dos CPO’s, y ~ : ID” —~ ID’ una función entre
ellos. Tenemos que ella es continua su lo es componente a componente. O
Proposición 2.3 Sean ID y ID’ dos CPO’s, y ~ : ID” —* ID’ una función entre
ellos. Tenemos que ~ es continua su
1. ~ es monótona y
2. VX C ID X dirigido : d.(UX) =LJ~(X).
O
Teorema 2.1 (Punto fijo, J<naster-Tarski)
Dado ID un CPO, toda función 4< ID —* ID monótona tiene un menor punto fijo
en ID, que denotaremos fix(4). Si además 4 es continua se verifica
fix(4) = U{4”(i) vi =0}
siendo 40(d) — d,... , 4n+i(d) — 4(4”(d)). O
Tras estas consideraciones estamos en condiciones de definir qué es un modelo
denotacional y qué una semántica denotacional basada en el mismo.
Definición 2.11 Un modelo denotacional M corrrespondiente a una signatura
homogénea, viene dada por un CPO IDA4 y un conjunto {OPM op E Op} de
operadores continuos OPM :
1VM >< ... X ID~ —~ O
Definición 2.12 Sea M un modelo denotacional, entonces un entorno es una
función 8 : Jdf —~ 1VM que asigna a cada identificador un elemento del dominio
semántico. O
Definición 2.13 Sea M un modelo denotacional y sea Ent el conjunto de en-
tornos, entonces la semántica denotacional inducida por M viene dada por la
función
—* (Ent — VM)
definida por
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1. ./vi~f(P1, . . . , P,~)~(8) = fM(MI[Pi]H8),. . . ,
2. MIJfl(8) =
3. MEji~P~(8) = fix(Ad.MEFI(8[d/~1)), donde £[d/~] es el entorno idéntico a
£ salvo en ¿, donde su valor es el d E IDAI indicado.
O
Evidentemente, la necesidad de los entornos sólo aparece en el contexto de tér-
minos abiertos, para los cuales es preciso interpretar de alguna manera las variables
libres contenidas en los mismos. Por el contrario el valor semántico de los términos
cerrados será independiente del entorno, por lo que tiene sentido hablar de los
mismos sin referirnos a ningún entorno concreto.
2.2.2 Semántica operacional
En las semánticas operacionales, el significado de un término (proceso) ya no se
obtiene directamente por medio de una función, sino a partir de la descripción
de la forma en que dicho proceso va evolucionando, transformándose en otros
términos. Ello se formaliza por medio de un sistema de transiciones, definido al
efecto. Agrupando todas Jas posibles evoluciones de todos los términos, tendremos
descrito el comportamiento de cada proceso.
La forma más usual de representar la evolución de los procesos es mediante un
sistema de transiciones etiquetado.
Definición 2.14 Un sistema de transiciones etiquetado viene dado por una terna
<S,A,{—f-+,aE Al> donde
• 5 es un conjunto a cuyos elementos llamamos los estados del sistema,
• A es un conjunto, cuyos elementos nos servirán para etiquetar las transi-
ciones, y
• ~ c 8 x 5 es un conjunto de transiciones etiquetadas por a, cada una de
las cuales está permitida en su primer estado, conduciéndonos al segundo.
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O
aSi ~ c 5, el significado de la transicion ~i—~~2 es que un proceso en estado
.s~ puede “evolucionar en la forma a” pasando al estado ~2
2.2.3 Semántica ecuacional o algebraica
En la semántica ecuacional o algebraica, la técnica utilizada para caracterizar
un lenguaje es puramente (valga la redundancia) algebraica. Introducimos para
ello un conjunto de ecuaciones (axiomas) y unas reglas que definen un sistema de
derivación lógico al que denominamos sistema de prueba ecuacional, o simplemente
sistema de prueba.
Una ecuación es un par de términos, que en general contendrán variables, escrito
en la forma t = t’. Su significado es que para cualquier asignación de términos a las
variables que aparecen en la ecuación, los dos términos resultantes son equivalentes.
Junto a las ecuaciones que demos, tendremos una serie de reglas, cada una
de las cuales estára formada por un conjunto finito de ecuaciones que llamamos
premisas, y una ecuacion, que denominamos conclusión. El significado es que sí
bajo una asignación de variables, se satisfacen las premisas de una regla, también
se satisfará la conclusión de la misma.
El sistema lógico resultante nos permite realizar pruebas, que son secuencias de
sentencias de la forma
it1 = 4, t2 = . . . ,ti = tL .
donde cada sentencia es o bien un axioma, o bien puede ser derivada aplicando al-
guna regla a algunas de las sentencias anteriores. Indicaremos mediante la notación
1- it = it’ el que t = t’ es una sentencia derivable en el sistema de prueba.
Sea R una relación de equivalencia, decimos que el sistema de prueba es correcto
respecto a R si para todo par de términos cerrados it y it’, se tiene
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Por otra parte, decimos que es completo respecto a 1? si
<t,t’>ER 4’Ht=t’
Un sistema de prueba es un mecanismo muy abstracto para caracterizar la
semántica de un lenguaje, que tiene como ventaja a su favor el de su sencillez y
concisión; pero a cambio, se trata de un mecanismo indirecto, y por otra parte las
ecuaciones y reglas que los constituyen pueden ser poco intuitivas y en ocasiones
demasiado artificiales, por lo cual los sistemas de prueba suelen desarrollarse y
presentarse tras haber definido otra semántica mas explícita (denotacional, opera-
cional, o similar), con respecto a la cual hemos de demostrar que el sistema de
prueba propuesto es correcto y completo, con lo cual tendremos una presentación
equivalente más abstracta de la semántica original.
2.3 Sintaxis de CSP
OSP es un lenguaje algebraico utilizado para describir sistemas compuestos por
procesos que evolucionan de forma concurrente. La idea básica en que se apoya,
consiste en considerar que en principio dichos procesos evolucionan de una forma
independiente, hasta que deban ejecutar acciones comunes a varios cíe ellos, para
lo cual habrán de sincronizar. Este mecanismo de sincronización permite además
modelar la comunicacion entre procesos. En el modelo, como sucede en general
en todos aquellos campos en los que se aplican técnicas de abstracción, se igno-
ran todas aquellas características que resultan irrelevantes para el estudio de la
cuestión en la que hemos fijado nuestro interés, que en este caso es la concurren-
cia. En consecuencia se abstrae el significado concreto de las acciones ejecutadas
por los procesos, que en consecuencia quedan exclusivamente representadas por el
identificador que las denota.
En línea con lo visto en la sección anterior, la sintaxis del lenguaje OSP viene
dada por una signatura sobre un único género de procesos, que incluye operado-
res para representar todos los elementos fundamentales de la concurrencia, unos
explícitamente, y otros por medio de combinaciones de dichas operaciones. Como
ya hemos indicado anteriormente, el punto de partida sobre el que se definen los
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procesos es el conjunto de acciones que los mismos pueden ejecutar. Dichas acciones
se describen en la siguiente subsección.
2.3.1 Acciones y Alfabeto de un Proceso
Cada proceso de OSP está definido sobre un conjunto de acciones, que representan
la realización de eventos por el mismo. Como ya hemos precisado, en OSP no
nos importa el significado de las acciones; éstas pueden representar intutivamente
cuestiones tan diversas como asignaciones en un lenguaje de programación, la
introducción de una moneda en la ranura de una máquina, el funcionamiento de
un reloj, el envío de una señal telefónica, etc.
El conjunto de acciones que un proceso puede realizar se denomina su alfabeto.
En la versión del lenguaje que nosotros utilizaremos consideraremos que todos los
procesos tienen un mismo alfabeto, que supondremos finito, pero arbitrariamente
grande, de manera que contenga todas las acciones que precisemos utilizar.
Por otra parte, y dentro del mecanismo de abstracción de las características
de las acciones que se consideran irrelevantes para nuestro estudio, entendemos
que las acciones no llevan asociada una duración concreta, si bien asumimos que
la misma es siempre finita. Dicha abstracción nos lleva a considerar la ejecución
de las acciones como un proceso instantáneo. En consecuencia el factor tiempo,
en lo que de cuantitativo tiene, no será tenido en cuenta al realizar la descripción
de procesos mediante este lenguaje, ni por tanto podrá ser estudiado en el marco
del modelo. Ello por supuesto no implica que el tiempo no se refleje en términos
cualitativos, pues, como veremos es precisamente la ordenación temporal (relativa)
de las acciones ejecutadas por un proceso, la que nos proporciona la semántica del
mismo.
Otra consecuencia de la visión de un proceso como un agente capaz de ejecutar
una serie de acciones (totalmente) ordenadas temporalmente, es que en OSP, al
menos en tanto nos quedemos con su semantica de entrelazamiento (interleavin9)
clásica, no es posible describir la ejecución simultánea de acciones, o más exacta-
mente la necesidad o imposibilidad de que tal cosa suceda. Así, cuando no exista
relación de causalidad entre dos acciones, tendremos la posibilidad de ejecutar
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las mismas en un orden cualquiera. Podríamos en cambio considerar que cuando
aparece la necesidad de sincronizar para ejecutar una cierta acción, justamente se
está imponiendo la ejecucion simultánea de las distintas acciones que sincronizan.
Ello sería admisible desde el punto de vista intuitivo, pero no así a nivel formal,
pues cuando se produce la ejecución de una acción por medio de una cierta sin-
cronización, se entiende que dicha accion es una sóla, si bien de cara a su ejecución
deben colaborar los distintos procesos que se sincronizan.
En general, denotaremos a las acciones con letras minúsculas a, b,..., etc, mien-
tras que a los conjuntos de acciones los denotaremos usualmente con las primeras
letras mayúsculas, A, B,..., etc. Por último, indicaremos que en general los pro-
cesos serán denotados mediante las letras mayúsculas, P, Q,. . . , etc.
2.3.2 Operadores del lenguaje
Seguidamente describiremos brevemente las operaciones que forman la signatura
del álgebra de procesos OSP. No entraremos sin embargo, en un análisis de las
propiedades de las mismas, cuyo desarrollo detallado puede encontrarseen [Hoa8Sl.
La sintaxis de los procesos finitos del lenguaje OSP viene definida por la sigui-
ente expresión BNF:
P ::= STOPICHÁOSIa—~PIP VI PjPEP
PHPIP HIQIP\a
STOP: El proceso más sencillo imaginable es el proceso que nunca hace nada.
Lo denotamos por STOP, y simboliza una máquina rota, incapaz de realizar accion
alguna.
OllAOS: Un proceso que puede comportarse en todo momento de cualquier
forma, siendo su comportamiento absolutamente imprevisible. Se trata en conse-
cuencia del proceso más no determinista de todos.
PREFIJO: Nos permite indicar que un proceso comenzara ejecutando una de-
terminada acción. En concreto, a —* P realizará la acción a, y después pasará a
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comportarse de la forma indicada por el proceso P.
ELECCION INTERNA: Nos permite definir procesos cuyo comportamiento es de-
cidido por el sistema, escogiendo para ello entre sus dos argumentos a su libre arbi-
trio, sin intervención posible del medio exterior en dicha decisión, ni conocimiento
(en principio) por parte del mismo de la decision tomada.
ELECCION EXTERNA: El proceso P O Q se comporta como P (resp. Q) si el
entorno pide la realización de una acción que sólo puede hacer P (resp. Q). Si el
entorno pide una acción que pueden hacer ambos, entonces es de nuevo el sistema
quien toma libremente la decisión de cuál de los dos procesos será el que la ejecute,
siendo el proceso escogido el que continuará ejecutándose.
CONCURRENCIA: El operador fl permite agrupar procesos que se ejecutan
concurrentemente, sincronizando para la ejecución de cada acción. Así, dada una
accion a, cuando uno de los argumentos desea ejecutar dicha acción, debe esperar
a que el otro se encuentre también en disposición de ejecutar esa misma accion.
Por ejemplo, en una máquina de expedición de chicles, la acción moneda puede
corresponder a la introducción de una moneda por parte de un usuario. Por tanto,
cuando la máquina llega a ese punto, debe quedar esperando a que el usuario
introduzca una moneda (es decir, ejecute también esa acción).
INTERLEAV[NG: El operador ~ modela otro tipo de ejecución en paralelo en el
cual no existe sincronización. En esta composícion cada uno de los procesos puede
evolucionar en respuesta a los requerimientos del medio exterior con independencia
del otro.
Estos dos últimos son los operadores paralelos de la versión original [Hoa8S]de
OSP, que es la que discutiremos en este breve capítulo introductorio. Sin embargo,
se ha desarrollado posteriormente [Bro83] una nueva version del lenguaje, en la
que dichos operadores son sustituidos por un i~nico operador de concurrrencía mas
general, el cual lleva un argumento adicional, que es un conjunto de acciones,
que define el conjunto de acciones de sincronización. Así, el proceso P ¡lA Q
corresponde a la ejecución concurrente de los procesos P y 9, los cuales deben
sincronizar para ejecutar las acciones del conjunto A, mientras pueden ejecutar
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independientemente las acciones que no pertenezcan a dicho conjunto. Dado que
esta nueva versión del modelo es más compacta, al contar con un operador menos
pero al mismo tiempo más flexible, dada la mayor generalidad del nuevo operador
paralelo, se ha hecho práctica común la utilización de la misma, tendencia a la que
nosotros nos uniremos, siendo la misma la que tomaremos como punto de partida
para definir nuestro lenguaje PCSP, objeto de esta tesis.
OCULTACION (HIDDING): En un proceso puede interesarnos abstraer los efec-
tos de alguna accion en particular, para lo cual dispondremos del operador de
ocultación, cuyo efecto consiste en hacer invisibles, y por tanto incontrolables por
el medio exterior, las ejecuciones de la acción ocultada.
De cara a la definición de procesos infinitos, que resultan de capital importancia
cuando se desea modelar sistemas reactivos, el lenguaje cuenta con un operador
recursivo adicional.
RECURSION: En OSP se utiliza la técnica descrita en la sección anterior, de
introducción de procesos variables junto con los operadores (sintácticos) de punto
fijo, para definir los procesos infinitos (recursivos). Así, pX.(a — X) representa
un proceso que realiza indefinidamente la acción a, lo que ilustra la interpretación
habitual de un proceso pX.P definido recursivamente, consistente en verlo como
una solución (distinguida) de la ecuación asociada Al = P.
2.4 Semántica denotacional de CSP
El comportamiento de un proceso lo describimos de manera denotacional por medio
de su conjunto de rechazos. Un rechazo de un proceso es un par formado por una
secuencia de acciones ejecutadas por el mismo (una traza) y un conjunto finito
de acciones, cuyo significado es que el proceso puede ejecutar dicha traza, tras
lo cual puede rechazar simultaneamente la ejecución de las acciones indicadas en
el conjunto. Por tanto el conjunto de rechazos F que define un proceso es un
subconjunto de P(2* x P(2)), que ha de satisfacer una serie de condiciones:
1. (<>~ 0) e F, donde <> representa la traza vacía.
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2. (sit,0) E Fr4 (s,@) EF.
3. VCWy (s,W)eF!=.(s,V)eF.
4. Sea U = {a 1 (sc, @) e F} y sea W un subconjunto finito de 2—U, entonces
(s, V) E F =~ (s, V u W) e F.
La función semántica [1]que define la semántica denotacional de OSP se define
como es usual, por inducción estructural, en la forma siguiente
[STOP1] = {(<>,X) / Al C 2, Al finito>
¡[CHAOS]] {(s,X)/s e 2”AAl C 2 Al finito>
¡[a — 1’]] = {(<>,Al)/X C (2— {a}) A Al finito> U {(<a>s,X)/(s,Al) E [PU
[Fn 91] = [P]u[Q1]
o = {(<>~ Al)/(<>, X) e [Pj fl [QUU
{(s, X)/s ~ <> A ((s, X) E [P1]U [91]))
[JP II 91] = {(s,Al U Y)/(s,X) E [P1]A (s,Y) E [91])
[P j¡¡ 91] = {(u, X)/Bs, t.(s, Al) E [P1]A (it, Al) E [91 A u E rnerpe(s, t)}
merge(s, it) es el conjunto de mezclas de las trazas s y it
[P\a1] = {(.s\a, X)/(s, Al U {a>) E [Pfl U {((s\a)it, X)/(s, Al u {a})
e [P1] A (it, Al) E [CHAOS1] A Vn (san, ~)E [fl}
.s\a se obtiene eliminando las ocurrencias de acciones a en s
2.5 Semántica operacional de ásp
Como hemos indicado, el significado operacional de un proceso vendrá dado por las
posibles evoluciones del mismo. En este caso introducimos al efecto un par-de sis-
temas de transiciones: uno etiquetado que representa las evoluciones con acciones
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visibles, y otro no etiquetado para indicar las evoluciones (internas) autónomas de
un proceso. Así, la transicion
representa que el proceso P ejecuta la acción a, y pasa a comportarse como el
proceso 9, mientras que
P—Q
nos indica que el proceso P puede pasar a comportarse, por decisión interna, corno
el proceso 9, sin que sea visible la ejecución de acción alguna.
La tabla 1 recoge la definición estructurada del conjunto de transiciones opera-
cionales de los procesos, tanto visibles como internas.
2.6 Sistema de prueba para CSP
Es posible describir de una forma más compacta la semántica de OSP, por medio
de un Sistema de Prueba. El mismo consta de un conjunto de axiomas y reglas, que
reflejan las propiedades de cada operador del lenguaje, junto con las interrelaciones
entre los mismos. Dichos axiomas definen la noción de equivalencia semántica entre
procesos, junto con el orden entre los mismos inducido por la relación de orden en
que se basa la definición de la semántica denotacional. El uso de esta relación de
orden es preceptivo, aún en el caso de que en principio sólo estemes interesados en la
equivalencia entre procesos, de cara a incluir en el marco axiomático el tratamiento
de los procesos definidos recursivamente.
El núcleo del sistema lo constituye el conjunto de axiomas correspondiente a los
procesos finitos definibles a partir de la constante STOP, por medio del operador
prefijo y los dos operadores de elección, que presentamos en la tabla 2. Por su
parte, en la tabla 3 se muestran las reglas generales que nos indican la relación
entre la equivalencia y la relación de orden entre procesos, y el hecho de que todos
los susodichos operadores son monótonos respecto de dicho orden.
Posteriormente, en la tabla 4 incluimos los axiomas que nos permiten razonar
sobre procesos infinitos. Al respecto tenemos por una parte los axiomas corres-














































Tabla 1: Semántica operacional de OSP
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(Al) PnP~P (A7) Pn(QOR)~(PnQ)o(PnR)
(A2) POP~P (AS) PE(QnR)~(POQ)M(PCR)
(A3) PnQ~QnP (A9) POSTOP~P
(A4) POQ~9OP
(AS) Pn(9nR)~(PnQ)nR (AlO) Pr1QCP
(A6) PO(QOR) (POQ)OR (Ah) (a—P)fl(a--+Q)~a--PriQ(A12) (a — P)O(a -~ 9) a — PVI 9
Tabla 3: Reglas para procesos finitos
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Tabla 4: Axiomas y reglas para procesos recursívos
dominio de procesos, y los axiomas correspondientes al operador de recursion.
Por último, en la tabla 5 se reflejan los axiomas correspondientes a los opera-
dores de composición paralela, entrelazamiento y ocultación. Dichos axiomas nos
muestran que en todos los casos se trata de operaciones derivadas, por poderse
reescribir toda aplicación de las mismas sobre términos construibles con las ope-
raciones básicas antes consideradas, a un nuevo término en el que sólo aparecen
dichas operaciones.
De cara a probar la completitud de dicho sistema de prueba introducimos
unas formas normales o canónicas de los términos definibles con el lenguaje, las
cuales nos permiten describir la totalidad de los procesos semánticos así definibles,
quedando además definidos de forma muy explícita los correspondientes valores
semánticos, lo que facilita enormemente la manipulación y comprensión de los
mismos.
Definición 2.15 Sea A una familia de conjuntos de acciones. Llamaremos alfabeto
del mismo, y lo denotaremos por 2(A), al conjunto 2(A) = {a E 2 ]A E A
a E A. Diremos que dicha familia es saturada su para cada 1< ~ 2(A) se tiene que
si A C 1< para un cierto A EA,entonces 1< EA. O




donde A es una familia saturada, y cada P
0 está a su vez en forma normal.
En el caso particular de que A sea vacía, convenimos en que se trata del proceso
OllAOS, mientras que la posible aparición de un conjunto vacío en la familia, daría
lugar a un proceso STOP.
(B1) Pr CHAOS CHAOS (B3) CHAOS E P
(B2) PCCHAOS GRAOS (B4) P[(,4P)¡~] E
VQEFIN(P):QER(R) PEER
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(PARO) P¡¡CHAOS CHAOS





P ¡1 CHAOS CHAOS
P ¡¡¡ STOPEP
P ~ (QVIR)E(P ¡¡1 9)rI(P R)


















Tabla 5: Axiomas para procesos derivados
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Puesto que dos formas normales nunca son equivalentes, probar la equivalen-
cia entre dos procesos se reduce a comprobar que su forma normal es la misma,
mientras que la prueba de completitud del sistema (en lo que se refiere a procesos
finitos) se reduce a probar que, en efecto, el mismo nos permite reescribir todo




El lenguaje OSP ([Hoa8S] y [Bro83]) ofrece un formalismo adecuado para la es-
pecificación de sistemas distribuidos no deterministas. En el presente capítulo
presentaremos la extensión probabilistica de dicho lenguaje, a cuyo estudio se
ha dedicado el presente trabajo. El lenguaje resultante, al que hemos denomi-
nado OSP probabilístico (PCSP), hemos procurado que mantenga en lo posible las
propiedades fundamentales del lenguaje madre, incorporando de manera coherente
las nociones probabilísticas básicas.
3.1 Sintaxis de PCSP
La sintaxis de POSP es una sencilla variante de la de OSP, con la única diferen-
cia de añadir una distribución de probabilidades a todos aquellos operadores que
conllevan (explícita o implícitamente) una elección. La expresamos mediante la
siguiente expresión BNF
P 2= STOP 1 X ¡ a — P 1 [MI’ rl [p2]P ¡ [pi]P o [MP
¡ [p1]P ¡¡A [p2iP ¡ P\(a,p) ¡ pAl.P
dondepe LO,1],pl,p2 E [0,1],conp1+p2= 1 yX E Idi.
39
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El significado intuitivo de cada uno de los operadores es el siguiente:
STOP : STOP sigue representando a una máquina rota, incapaz de realizar accion
alguna.
PREFIJO Dados un proceso P y una acción a, a — P es un proceso que en primer
lugar ejecuta con seguridad, es decir con probabilidad 1, la acción a para después
pasar a comportarse como el proceso P.
ELECCIÓN INTERNA: Dados dos procesos Py 9,ypí,p2 6 [0,1] tal que Pí+P2 = 1,
entonces [pi]P VI [p2]Q es un proceso que se comporta como P con probabilidad
pi y como 9 con probabilidad p2.
ELECCIÓN EXTERNA: Dados dos procesos P y 9, y Pí,p2 c [0,1] tal que p, +P2 =
1, entonces [p,]P O [p2]9 es un proceso cuyo comportamiento es en principio
determinista. Así, si el entorno del proceso decide ejecutar una acción y uno de los
dos procesos P y 9, pero no ambos, están dispuestos a ello, la acción será ejecutada
por el proceso dispuesto a ello, lo que sucederá con la misma probabilidad con la
que ambos argumentos hayan alcanzado los estados correspondientes, continuando
después la ejecución del proceso que ejecutó la acción. Sólo en el caso de que
ambos estén en disposición de ejecutar dicha acción la elección será aleatoria, de
acuerdo con las probabilidades Pi y P2. Y como quiera que las distribuciones
de probabilidad que rigen ambos procesos son independientes, la probabilidad de
ejecutar una accion es siempre mayor en el proceso resultante de elegir entre dos,
que en cualquiera de ellos, pues ahora una acción sólo será rechazada cuando
ninguno de los procesos esté en disposición de ejecutarla.
Obsérvese, que aún en el caso de que todas las posibles acciones a ejecutar
por ambos procesos fuesen comunes, la elección externa no sería equivalente a la
interna, ya que para calcular la probabilidad con la que se ejecutará una accion,
además de las probabilidades asociadas a la elección misma, hay que tener en
cuenta, y ello se hace de manera diferente según se trate de la elección interna
o externa, las probabilidades que cada proceso tiene de aceptar la ejecución de
dicha acción. En consecuencia, aún bajo las hipótesis restrictivas mencionadas,
la equivalencia entre los resultados de aplicar los dos operadores de elección, sólo
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se tendrá en el caso de que ambos argumentos sean deterministas, es decir estén
en disposición de ejecutar todas las acciones que ofrezcan con probabilidad 1.
Encontramos así una primera diferencia, por otra parte bien razonable, con el
caso no-probabilístico, en el que ambos operadores de elección coinciden cuando se
aplican sobre argumentos deterministas que ofrecen un mismo conjunto de acciones.
COMPOSICIÓN PARALELA: Dados dos procesos P y 9, PI,P2 E [0,11 tales que
Pi +P2 = 1 y un conjunto de acciones A, entonces [pi]P ¡¡A [p2]9 es un proceso que
corresponde a la ejecución concurrente de P y 9, sincronizando sobre las acciones
de A. Dada una acción a E A, para que pueda ejecutarse, ambos procesos deben
estar en condiciones de ejecutarla, obteniéndose como resultado de esa ejecución
conjunta, una uníca acción a. Para las acciones no contenidas en el conjunto de
síncronízacion A, se actúa exactamente igual que en el caso de la elección externa
de manera que si uno sólo de los procesos puede ejecutar la acción lo hará, mientras
el otro permanecerá en el mismo estado; mientras que si ambos están en disposición
de hacerlo, se decidirá de manera aleatoria, en base a las probabilidades pi y P2
quien lo hará, continuando también el proceso no escogido en su estado de partida.
OCULTACION: Dado un proceso P y un par (a, q), con a E 2 y q E [0, 1], P\(a, q) es
un proceso en el que las ejecuciones de la acción oculta a no pueden ser observadas,
decidiéndose internamente cuando se harán, cuando ello sea posible, en base a la
probabilidad q indicada. En realidad ello sólo debe reflejarse a nivel formal en el
marco de aquellas elecciones externas en las que aparezca la acción ocultada como
una de las opciones. En este caso, el entorno no mantiene siempre su posibilidad
de elegir, pues el sistema puede decidir autónomamente la ejecución de la acción
ocultada.
RECURSIÓN: La recursión se incorporará exactamente como en el lenguaje madre
OSP, tanto en lo que a sintaxis como en lo que a semántica hace referencia.
Todas estas ideas informales sobre los comportamientos de los procesos proba-
bilísticos serán formalizadas, en una primera aproximación, que a la postre com-
probaremos que es en exceso simplista, en la siguiente sección, en la que presen-
tamos una primera semántica operacional para nuestro lenguaje. En concreto,
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una primera consecuencia de dicha simplicidad es, como comprobaremos, la im-
posibilidad de definir la semántica del operador de ocultación, que por lo tanto
consideraremos excluido temporalmente.
3.2 Semántica operacional de PCSP
La semántica que presentaremos a continuación, y que posteriormente utilizare-
mos vía un ejemplo sencillo pero no trivial, para razonar en lo posible, sobre los
comportamientos de procesos probabilísticos, es una semántica operacional. Así
vamos a definir la evolución o ejecución de un proceso mediante un sistema proba-
bilístico de transiciones (veáse [L589]), cuyas transiciones seran aquellas generables
por medio de un conjunto de reglas, cada una de las cuales contribuye a definir el
significado de uno de los operadores del lenguaje. La definición de la semántica
seguirá el estilo estructurado de Plotkin [Plo8ll y Milner [Mil89].
Definición 3.1 Una transición probabilz’stica observable es una tupía <P,9,a,p>
donde P y 9 son procesos, a E 2, y p E (0, 1]. Usualmente representaremos una
transición en la forma:
O
En la tabla 6 presentamos las reglas que permiten generar las transiciones proba-
bilísticas que definen esta primera semántica operacional para PCSP.
a
En algunas de dichas reglas aparece la noción derivada P—~ que representa
la probabilidad con la que el proceso P aceptará la ejecución de la acción, y cuya
definición formal dejamos para más adelante. Antes introduciremos una serie de
conceptos y terminología, auxiliares.
Definición 3.2 Llamamos semantica operacional del lenguaje PCSP (sin opera~
dor de ocultación) al multiconjunto de transiciones probabilísticas que pueden ser
inferidas aplicando el sistema de reglas anterior, donde cada transición aparece
tantas veces como formas diferentes haya de derivarla. O





[q]P VI [1 — q]R -
2-—pq 9
P2~Q
[q]R ri [1— q~P p(i—q) 9
nOn,n O
4) ~ —½
donde s = pqr + p(l — q)
PÁp,9Aq9’
[r]P O [1 — r]Q 2..~ 9’
donde s = pq(1 — r) + (1 — p)q




[q]P ¡¡A [1—q]9 —~--~ [q]P’ ¡¡A [1 — q]Q
donde s = pp’q + p(l — y,’)
P aQaQ/«~
4
[1— q]P ¡¡A [q]9 —, [1—q]P hA [q]9’
8) [q]P ¡lA [1 — q]9 ..t~,p, [qlP’¡¡A [1 — q]9’
donde s = pp’q + p(l — y,’)
donde P[9/X] representa la sustitución sintáctica
en P del identificador X por el proceso 9
9)
Tabla 6: Primera semántica operacional
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Notación: Sea T = P ~ 9, una transición inferida usando las reglas semánti-
cas. Llamaremos una derivada inmediata de P a la tupía <a,9,p>. De la misma
forma, diremos que a es una acción inmediata de P con probabilidad p para ser
ejecutada por medio de T, y que 9 es un proceso a-derivado de P con probabilidad
y, correspondiente a 1.
Comentaremos brevemente a continuación las distintas reglas del sistema. Las
tres primeras son suficientemente claras, por lo que no precisan de mayor comen-
tario. En las reglas cuarta y quinta, la probabilidad de que el proceso [r]P O [1—r]Q
ejecute la acción a y pase a comportarse como P’ o como 9’ dependiendo de la
regla aplicada, se calcula considerando la posibilidad de que o bien P o bien 9 eje-
cuten dicha acción. Sin embargo, si ambos procesos pueden ejecutar dicha acción,
sólo uno de ellos podrá ser elegido para hacerlo, y esta elección se hará teniendo
en cuenta la probabilidad r indicada en la elección externa, que en concreto define
la probabilidad con la que seleccionaremos el primer proceso cuando esta situación
se presente.
Las reglas sexta y séptima definen la parte de la semántica del operador paralelo
correspondiente al caso de entrelazamiento. Con ellas se indica que si la accion a
ejecutar no pertenece al conjunto de sincronización, será realizada por el proceso
componente que esté capacitado para ello. Si ambos procesos lo estuvieran, se
elegirá aleatoriamente, de manera análoga a como se ha descrito para el operador
de elección externa, atendiendo en este caso a la probabilidad asociada al operador
de composición paralela, que indica también en este caso, la probabilidad con la
que será escogida en tales situaciones la primera componente.
La octava regla describe el caso en el que la acción a ejecutar pertenece al
conjunto de sincronización. Precisamos entonces que la acción sea ejecutada por
ambos procesos simultáneamente, y esto obviamente ocurrirá con una probabili-
dad igual al producto de las correspondientes a las transiciones de los procesos
componentes que hayamos combinado para obtener la transición en cuestión del
proceso paralelo.
Finalmente, la última regla trata al operador recursivo en la forma tradicional,
no necesitando por ello de ningún comentario adicional
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Ahora podemos definir formalmente el concepto de probabilidad con la que un
proceso P ejecuta una acción a, lo que se hace en la forma siguiente:
Definición 3.3 Sea a una acción y P un proceso. Diremos que p es la probabilidad
con la que P ejecuta la acción a, inducida por la presente semántica operacional
lo que representaremos en la forma
su y, = >3p~ donde 1 es el multiconjunto de transiciones
¿El
p rn~. p.
que ejecutan la acción a, que pueden ser derivadas, con derivaciones diferentes,
utilizando las reglas del sistema. O
Ejemplo 3.1 La transición
11 1 1
-4 P VI [-]Q) rl [-la —> STOP —½ P22 2 2
puede inferirse utilizando el sistema de reglas.
por 1
a — STOP~L1 STOP por 1
n [~]QA, 9 por 2
a
E [1 [~]Q) VI [~]n—~ STO? —~ P por 4
Con lo cual se ha derivado la transición tras cuatro pasos de inferencia, co-
rrespondientes a la aplicación de las reglas 1, 1, 2 y 4, respectivamente. O
Como ya hemos indicado, de la forma en que se define el multiconjunto de
transiciones derivables, se sigue que es importante distinguir la forma en la que se
ha obtenido cada transición concreta. Y que en efecto es necesario trabajar con
multiconjuntos para definir la semántica operacional del lenguaje, queda ilustrado
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por ejemplo, considerando el proceso P = [~]a -4 STOP VI [~]a-4 STOP, para el
cual tenemos que
= P ~ STOP es derivable aplicando las reglas 1 y 2, mientras
‘2 = P —a-, STO? lo es aplicando las reglas 1 y 3.
Con ambas derivaciones se infiere que P puede ejecutar la acción a con proba-
bilidad ~ Sin e2 mbargo, parece vital que quede constancia de que se trata de dos
computaciones diferentes, a fin de que pueda inferirse a la postre que efectivamente
la acción a será ejecutada con probabilidad 1.
Una alternativa más formal a la hora de distinguir las transiciones, según la
forma en la que las mismas hayan sido generadas, es la utilizada en [0J590j, donde
las transiciones están indexadas con índices que indican la vía en que han sido
generadas. Pero como quiera que dicho tecnicismo es en sí mismo trivial, nosotros
hemos preferido no utilizarlo de forma explícita, para no perder al lector con un
tecnicismo adicional, que sin embargo no añade ninguna idea nueva, sin por tanto
afectar en absoluto a los resultados que pueden ser obtenidos, ni suponer cambio
alguno en lo que se refiere a las ideas y técnicas fundamentales que han de ser
utilizadas para obtenerlos.
Comentamos por último el tema del operador de ocultación. Para el mismo,
como ya advertimos, no hemos presentado regla alguna, lo que naturalmente im-
plica que no ha quedado definida su semántica. Ello se debe simplemente a que
resulta absolutamente imposible capturar el comportamiento razonable (al menos
el que nosotros hemos entendido como tal) de dicho operador, en un marco tan
sencillo como el de una semántica como la presente, que pretenda razonar en base
exclusivamente al estudio de acciones individuales.
El problema radica en el hecho de que al aplicar el operador de ocultación
sobre una elección externa, ésta se convierte en parcialmente interna. En cam-
bio el significado de las elecciones internas no varia al aplicarles una ocultación.
Consideremos al respecto el siguiente
Ejemplo 3.2 Sean P y 9 los siguientes procesos:
P = [~]([~]a— STO? o [~]b—+ STO?) rl []STOP
9 = [~]a — STOP rl [~]b—* STOP
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Ambos procesos son equivalentes respecto de cualquier noción basada en la pre-
sente semántica operacional, pues la misma es idéntica para ambos. Sin embargo,
si ocultamos la acción a el comportamiento deseado pasa a ser diferente, pues en
P\(a, q) la probabilidad de ejecutar la acción b debe disminuir, mientras que en
9 \(a, q) debe seguir siendo ~, lo que es imposible de lograr en un marco composi-
cional, si, como es el caso, las semánticas de P y 9 son idénticas. O
La uníca via que nos permitirá discernir a nivel semántico, si en un momento
dado un proceso puede realizar una elección externa, para, entre otras cosas, poder
capturar debidamente el significado del operador de ocultación, consiste en poder
ofrecer al mismo no sólo acciones aisladas, sino también más de una acción si-
multáneamente, con lo que podremos descubrir si el proceso está en ese momento
dispuesto a ejecutar distintas acciones, lo que implicaría que nos encontramos ante
una elección externa entre todas las acciones que podamos ejecutar.
Estas ideas serán desarrolladas extensamente en los capítulos venideros. De
momento nos limitaremos a estudiar los procesos PCSP en base a la semántica
que hemos definido. Ello implica en particular que el operador de ocultación queda
excluido por el momento.
Comenzaremos definiendo las éomputaciones de los procesos probabilísticos,
pues las transiciones por sí mismas sólo definen pasos aislados en la evolución de
un proceso. En consecuencia encadenaremos dichas transiciones para lograr una
imagen más global de las ejecuciones de los procesos.
Definición 3.4 Llamamos computaciones de un proceso probabilístico P a las
secuencias de transiciones:
P=Po~Z?~4,,Ph...,Pn..l~E2.pfl Pl,
permitidas por la semántica operacional de PCSP. Usualmente las representaremos
en la forma
Llamaremos una derivada de P generada por C al triple <s,P~,p>, donde s =
a1a2 ... a,, y y, = pi . . y,,,. Usualmente representaremos estas derivadas con la
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notación
P~pPn
De nuevo cada proceso tendrá un multiconj unto de computaciones, en el que
cada computación aparece tantas veces como indique el producto de las veces
que aparece cada una de sus componentes en la semántica del lenguaje. O
La noción de derivada puede ser definida recursivamente en la forma siguiente:
Definición 3.5 Sea s una secuencia (posiblemente vacía) de acciones, p E (0, 1] y
P, 9 dos procesos. Entonces, P ~ 9 es una computación si y sólo si es posible
inferiría por medio del uso de las reglas
LP
2. Si P ~ P’ y P’ ==~‘q 9, entonces P ~ 9
O
En la sección siguiente ilustraremos el estudio de esta semántica por medio de
un ejemplo no trivial, que mostrará una aplicación concreta de nuestro lenguaje,
el cual veremos que incluso dotado de una semántica limitada como la que hemos
desarrollado por el momento, puede abordar de forma elegante y satisfactoria,
un ejemplo que en el caso de otros modelos anteriores de procesos probabilísticos
desarrollados por otros autores, sólo podía abordarse de forma indirecta, y con
consideraciones muy ligadas a las características propias del ejemplo en cuestión
que hacen muy improbable la generalización de los razonamientos a marcos más
complejos.
3.3 Ejemplo. Protocolo AUY
Presentaremos un ejemplo en el cual modelamos el protocolo AUN’ (ver [AUY79D
utilizado en la transmisión de datos, que asegura una transmisión segura sobre un
sistema en el que los canales de comunicación pueden fallar. Este ejemplo también
49CAPÍTULO 3. PRIMERA APROXIMACIÓN AL LENGUAJE PCSP
se ha estudiado en [0J590],en el marco del álgebra de procesos (PCCS) allí de-
sarrollada. Sin embargo, en nuestra opinión, este tipo de álgebra síncrona plantea
algunos problemas que dificultan el modelado de sistemas. Unos de ellos deriva-
dos de la sincronía, pues es necesario sincronizar a mano todas las componentes
del sistema que no están sincronizadas de una manera natural, mientras que otros
vienen derivados de la inexistencia de un operador explicito de elección externa,
que sólo puede ser parcialmente simulado por medio de una adecuada combinación
de las probabilidades en el único operador de elección que incluye, junto con la
restricción de los procesos a un adecuado conjunto de acciones observables. Este
mecanismo no es muy intuitivo, puesto que un cambio en las probabilidades, o una
restriccion a un conjunto inadecuado de acciones, implicaría la desaparición de la
posibilidad de esta interpretación de la elección como externa. Por otra parte, no
resulta en absoluto evidente generalizar esta simulación a una ocurrencia arbitraria
de la elección externa.
En nuestro lenguaje estos problemas desaparecen, puesto que disponemos de
un operador paralelo asíncrono, y de un operador explicito de elección externa
ambos con una semántica adecuada.
Por simplicidad, omitiremos a lo largo del ejemplo las probabilidades en las
apariciones de los operadores de elección externa y composición paralela, puesto
que de hecho no son necesarias, ya que nunca aparecerán elecciones entre procesos
que puedan ejecutar acciones comunes, como primera acción de los mismos. En el
capítulo 6 presentaremos una justificación formal de que ello puede hacerse.
El sistema consiste de dos agentes, un transmisor y un receptor, que se comu-
nican mediante mensajes. El transmisor envía un mensaje al receptor usando un
canal no seguro, que puede perderlo con una probabilidad conocida y,. Suponemos
que si el mensaje original se pierde durante la transmisión, el canal lo reemplazará
con un mensaje nulo A, que enviará al receptor. Este tomará el mensaje de su
canal de entrada, y si no es A, lo enviará al exterior, devolviendo un mensaje de re-
conocimiento al transmisor, que enviará por un segundo canal. De nuevo, el canal
podrá perder el mensaje (suponemos que con la misma probabilidad p, aunque
esta suposición no es importante, pues los resultados que obtendremos podrían
generalizarse fácilmente), en cuyo caso el transmisor recibirá un mensaje nulo A’.
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Si el transmisor recibe esta señal A’, repetirá la emisión, enviando de nuevo el men-
saje original. Finalmente, cuando el transmisor reciba la señal de reconocimiento
comenzara un nuevo ciclo del sistema.




= msg — (ack — TOA’ — T1)
Canal Primero:
= 72289 — ([p]A — 01 VI [1 — p]msg’ —* C1)
Canal Segundo:
02 = (ack’ — ([p]A’ — 02 VI [1— p]ack — 02))O(A” — A’ — 02)
Receptor:
R = (msg’ —4 out — cid? —~ R)C(A — A” — R)
Protocolo AUN’:
P = T¡¡{ms91ack,.x’}((0l l¡0O2)Il{msg’,ack’,A,A”}R)
El comportamiento de este proceso se muestra en el sistema probabilístico de
transiciones representado en la figura 2.
La definición de los procesos intermedios P~ a P7 viene dada por
Pi = T, I¡{msg,ack,.x’}((O1 ¡IeC2)i¡{msg’,ack’,A~’)R)
= (ack — TOA’ — Ti)¡¡{msp,ack,,v}((([p]A —4 Cí VIIi —p~msg’ — C1)l¡002)
¡ {msg~,ack’,¾X»}R)
= (aclc —+ TOA’ —4 Tí)¡I{msg,ack,Át}((Cí~¡eO2)¡¡{rnsgs,ack’,A,>’q(OUit —4 ack’ R))
P4 = (aclc TIJA’ — ~ 1?))
= (ack — TIJA’ — ~ R))
= (acL~ — TIJA’ — Tí)I¡{msgack,Aj((O1¡l~[P]A’ — C~ VI [1 — placIc — 0~))
¡ ¡ {msg~,acktAX~lR)
= (ack TIJA’ —~ T1)¡¡{msg,ack,A’}((CIl¡~(A” 02))ll{msgt,aek’,Xx’}R)
Nuestro lenguaje nos permite razonar sobre diferentes propiedades del proto-
colo, tales como la fiabilidad (reliability) y el tiempo esperado de transmisión. Por






® p l-p o
Figura 2: Sistema Probabilístico de Transiciones para el Protocolo AUN’
ejemplo, es sencillo comprobar que la probabilidad con la que un ciclo termina
tras un bucle simple es (1 — p)2. Sin embargo, el hecho más importante es que
todos los elementos de la modelización del sistema son muy naturales, y no hemos
necesitado ningún truco como el que se utiliza (iy necesariamente!) en el modelo
presentado en [0J590].
Para finalizar, formalizaremos seguidamente la prueba de la seguridad del pro-
tocolo (cualquier mensaje será transmitido, y el reconocimiento se recibirá con
probabilidad 1), y calcularemos la longitud media de un ciclo de transrmsíones.
Cualquier computación de nuestro sistema comenzara con la transición
y un ciclo terminará cuando el estado P se recupere.
Desde P
1 tenemos las siguientes computaciones correspondientes a un bucle
básico del protocolo:
P14k1~,P1 Con si = <msgAÁ”A’> y pi = y,
I’1 ~~2P1 Con ~í = <msg ms¡ oíd ack’ A’> y y,2 = p(l — y,)
Pí~P3 P Con s~ = <rnsg rnsg’ out ack’ ack> y ps = (1 — y,)2







0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 p
Figura 3: Tiempo medio de transmisión en protocolo AUY
Entonces, denotaremos con f(n) la probabilidad de completar el ciclo tras n bucles
fallidos, o lo que es lo mismo tras n+1 bucles básicos. A partir de las probabilidades
de las computaciones previas, este valor puede ser calculado mediante
f(n) = (p + p(1 — p7(1 — ~)2 = (1 — p)2pn(2 —
Entonces la probabilidad de finalizar el ciclo en tiempo finito viene dada por la
expresíon
Zf(i)=@ p)2Z(2pp2Y¿=0 ¿=0
(1 —p)2 _ (1 —p?12 _
__________ ______ —1
1 — (2p—p2) — (1 —p)2
Esto prueba que el protocolo es seguro, puesto que la probabilidad de tener una
transmision correcta es 1.
Definiremos el tiempo medio de emisión como el número medio de emisiones
realizadas hasta que un reconocimiento se reciba por el transmisor. Entonces, este
tiempo medio de emisión ji, viene dado por
00 00 2
¿=0 (1 — (2p — y,2))2
(1 p(2—p) _ p(2—p
)
—y,)4 (1 —y,)2
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Por otra parte, dado un canal de comunicación, decimos que es seguro si no
puede aceptar indefinidamente inputs sin producir ninguna señal en el output.
En el caso probabilístico, dicha propiedad se tendrá (con probabilidad 1) si la
probabilidad con la que se ejecuta una computación de una secuencia de acciones
de input que no contenga ningún output, tiende a cero al crecer la longitud de la
computación. En concreto, dado el proceso
P = ,uX.in — ([p]X VI [1 — y,]out — Al)
podemos probar que es seguro para cualquier y, < 1.
3.4 Semántica de trazas
En la presente sección presentaremos una semántica de trazas probabilísticas para
PCSP, cuya presentación final será independiente de la anterior semantica opera-
cional, realizándose en un marco denotacional, pero cuyajustificación sí basaremos
en dicha semántica operacional. Para ello comenzaremos viendo cómo definir de
una forma razonable una semántica de trazas probabilísticas a partir de dicha
semantica operacional.
3.4.1 razas Probabilísticas
Las trazas (ordinarias) de un proceso, son las posibles secuencias de acciones que
el mismo puede realizar. En el caso probabilístico, una definición razonable de las
mismas, a partir de nuestra semántica operacional, sería la siguiente:
Tr(P) = {s ¡ HQ E Proc,p E (0,1]: P=~Zt.~9}
Pero ello supondría ignorar la información probabilística que las transiciones nos
suministran. En consecuencia parece oportuno asociar a cada traza la probabili-
dad con la que la misma podrá ser realizada, dando lugar al concepto de traza
probabilística.
Una primera aproximación a la definición formal de dicho concepto, nos llevaría
a definir el conjunto de trazas probabilísticas de un proceso P como el conjunto
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depares <s,p> tales que existe un proceso P’, s-derivado deP con probabilidad y,.
Sin embargo, ya hemos observado que una misma secuencia de acciones s puede
aparecer varias veces en derivaciones distintas de un proceso, con las misma o
distintas probabilidades asociadas. Además un mismo par <s,y,> puede aparecer
varías veces, ligado a sendos procesos s-derivados de P, iguales o no, por lo que no
resultaría razonable hablar simplemente en este caso de conjunto de trazas, siendo
lo oportuno hablar en cambio de un multiconjunto de trazas. Dicho multiconjunto
vendrá dado por
MTr(P) = {<s,y,>,s E 2’, y, E (0,1]/ 39 E Proc, tal que
donde cada par <s,y,> aparecerá tantas veces como derivaciones tengamos de com-
putaciones Pr4tpQ.




MTr([~]a —* STOP VI [~jb—* STO?)
MTr([~]a — STOP fl [~]a-4 STOP)
MTr([~]a -4 STOPO[~]b —* STO?)
MTr([1/3]a —* STOPIJ[2/3]b — STO?)









En general, tenemos que:
1. (Q,l) E MTr(P) para todo proceso P.
2. (sit,p) E MTr(P) implica que 3q, q =y,, q =1 tal que (s,q) E MTr(P).
Los multiconjuntos de trazas probabilísticas, nos indican las posibles trazas,
junto con las probabilidades de que aparezcan. Ahora bien, la aparición de la
traza (<a>, ~)dos veces, nos indica que existen dos maneras distintas de ejecutar
la acción a. Sin embargo, para un observador exterior no existirá la posibilidad de
detectar la existencia de dichas transiciones diferentes, e incluso el funcionamiento
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de cara al exterior de un proceso tal sería indistinguible de otro con la traza
(<a>, 1). Por ello parece razonable que agrupemos en una sola las distintas trazas
correspondientes a una misma secuencia de acciones. En concreto, a partir del
multiconjunto de trazas de un proceso, definimos el siguiente conjunto de trazas
probabi h’sticas del mismo:
Tr(P) = {(s, >3 x¿) Donde X = {x¿ ¡ (s,z~) e MTr(P)>}
x¿EX
Ejemplo 3.4 Los conjuntos de trazas correspondientes a los procesos del ejemplo
anterior son entonces los siguientes:
Tr(STOP) =
Tr(a— STO?) =
Tr([]a — STO? VI [;]b —÷STO?) = {((>, 1), (<a>, ~), (<b>, ~)>
Tr([~]a — STO? VI [~]a— STO?) = {(<>~ 1), (<a>, 13>
Tr([~]a — STOPEI~1b STO?) = {(<>~ 1), (<a>, 1), (<b>, 1)>
Tr([1/3]a — STO? O[2/3]b — STO?) = {(<>~ 1), (<a>, 1), (<b>, 1)>
O
Proposición 3.1 El concepto de traza probabilística está bien definido, es decir,
las sumas de probabilidades ZXEX z¿ que pueden aparecer al definir las trazas de
un proceso no exceden nunca de 1.
Demostración: Viene dada por el hecho de que las posibles transiciones distintas
correspondientes a una misma traza, provendrán de elecciones, tanto internas,
como externas, como provenientes de operadores paralelos, que el proceso tendrá
que resolver. Ahora bien, en todos los casos las probabilidades de las dos distintas
computaciones a las que cada elección dará lugar están ponderadas por factores
cuya suma es uno, por lo que un sencillo razonamiento por inducción nos conduciría
a la prueba del resultado deseado. O
3.4.2 Dominio de procesos
La definición de la semántica de los procesos por medio de sus conjuntos de trazas,
nos conduciría a la siguiente relación de equivalencia:
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Definición 3.6 Sean A, 3 multiconjuntos de trazas. Decimos que A 3 si y sólo
si Tr(A) = Tr(B). O
De esta manera, podemos definir un proceso (semántico) como cada clase de
equivalencia correspondiente a la relación anterior.
Definición 3.7 Definimos un proceso como la clase de equivalencia formada por
los multiconjuntos de trazas equivalentes al conjunto de pares {(s,p) : s E 2*,
y, E (0,111, de manera que se cumplan las siguientes condiciones:
1. VI’ (<>,1) E?
2. Vs,t E 2, Vp E (0,1] ay,’ =y, tal que (.st,p) E I’ ~ (s,y,’) E ? O
Llamaremos Proc al conjunto de todos los procesos sobre el alfabeto 2. En
general, cuando hablemos de un conjunto de trazas, estaremos referenciando a la
clase de los multiconjuntos equivalentes a él.
Por otra parte, para que el conjunto de procesos pueda ser considerado un
dominio semántico, debemos definir un preorden sobre el mismo.
Definición 3.8 (Orden entre procesos)
Sean P y Q procesos, según la definición anterior. Decimos que P ~ 9 su para
todo (s,y,) E I’ existe y,’ =y,, tal que (s,y,’) E 9.
Proposición 3.2 La relación así definida es de orden.
Demostración:
• ? C ?. Trivial.
• ?~Qy9EI’~I’=9.






pues (.s,p),Cs,q) E P
4’y,=y,
4’ (s,p)e9
(s,p) e 9 4’ (s,y,) e P análogamente
• I’L9CR~I’CR
4’ By,’=pt.q.(s,y,’)e9






Definición 3.9 Sea f : ?roc —-4 ?roc una función entre procesos. Tenemos las
siguientes definiciones:
1. f es monótona si cumple que:
I’D9ztf(P)=f(Q)
2. Una cadena es una secuencía de procesos
3. El límite de una cadena denotado con U?1 es un proceso con:
P~ ={(s¿5,p¿5)}Vi>0#.UI’¿= {(.sj,p~)} con (s~,p~~)eI’~
donde p~ = hm
~=¿o





= {Qs,y,)/]jo it.q. VJ =jo:4(s,y,~) e ?~ y Hm pj = y,)
J00
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4. f es continua sí
f(uP1) = uf(P1)
O
Teorema 3.1 (Proc, E) es un orden parcial completo (cpo).
Demostración:
• Tiene elemento mínimo.
VI’ E Proc STO? LP.
• Toda cadena tiene cota superior mínima.
Sea {I’¿}¿~¡ una cadena. Entonces UP~ es la cota superior mínima:
1. U?1 es cota superior
(8¿,y,i) E P~ 4’ (s¿,p) E U?~ puesto que y, =p¿
~. PCUI’1
2. Li?1 es mínima
Sea un proceso 9 tal que P~ E 9 para todo z.
Entonces:
(s,p) E U?1 4’ Bj0 ¡ (s,y,jo) E J%o, con PJO =P
4’ Bq=y,jo¡(s,q)EQ
Además, para todo j =Joy,s =y, pues hm5 y,~ = y,
Como q =y,~ para todo j 4’ q =y,
Luego 9 ~ U?1
O
3.4.3 Semántica denotacional
Veamos seguidamente la definición de la semántica de los procesos correspondientes
a la sintaxis definida, entendiendo un proceso a nivel sem;antico como un conjunto
de trazas probabilísticas.
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STOP y PREFIJO Definimos las trazas probabilísticas de los procesos STOP y prefijo
para una determinada acción ci en la manera siguiente:
STO? =
a—I’ = {(<>,1)}U{(a.s,p)/(s,p)EP}
Ejemplo 3.5 Sea el proceso I’ = ci — I’, un proceso que siempre hace la acción




[p]I’VI[1—y,]9 = {(s,q) / (s,q’) E?
U {(s,q) / (s,q’) E 9
Ejemplo 3.6 Sea el proceso I’ = [](a — P) VI [~]ST0P. Este proceso ejecuta
un número finito de acciones a y después se para. Su definición semántica es:
Aún cuando en el modelo de trazas están excluidas las trazas infinitas, en este
caso observamos que ello estaría doblemente justificado, pues la probabilidad de
que el proceso ejecute una cantidad arbitrariamente grande de acciones a es 0. 0
ELECCIÓN EXTERNA
[p]I’O[1 — p]Q — {(s,q) ¡ (s,q) E Py (s,q) «9>
U {(s,q)/(s,q)cQy (s,q)«I’}
U {(s,q’) ¡ (s,q’) E I’ y (s,q’) E 9 y q = y,q’>
U {(s,q’) ¡ (s,q’) E I’y (s,q’) E 9 y q= (1 —y,)q’>
q = pq’}
q = (1 —
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Ejemplo 3.7 Sea el proceso P = [~](a — F)O[VSTOI’. Este proceso podrá
ejecutar cualquier secuencia de acciones a con probabilidad 1. Su definícion se-
mántica es:
I’ = {(<>~ 1), (<a>, 1), (<cia>, 1),...>
Por lo tanto, este proceso sera equivalente al dado por P = a — P.
Si en cambio consideramos el proceso dado por I’
STOI’, tenemos que su semántica viene dada por:
por lo que es equivalente al proceso dado por I’ = ci —
O
= [~](ci -~ P)O[~]ci —
P) VI [HSTOI’).
COMPOSICIÓN PARALELA
[p]P¡¡A[1— ~1Q= {(s,q)/s E rnezclci(s1,.s2)
y q = pm(I’,Q,A,s,p) y (si,r) E I’ y (s2,r’) E Ql
Donde tenemos las siguientes definiciones de funciones, por un ládo el conjunto
de las posibles mezclas entre dos trazas viene dado por la funcion
mezcla 2 x 2
mezcla(<>, s)
mezcla(<a>s, <b>t)
= mezcla(s, <>) = {s}
= {(a>u / u E mezclci(s, <b>t)}
U {(b>u / u E mezclci(<ci>s,t)}
Por otro lado, dada una posible mezcla entre sendas trazas de los procesos I’ y
9, la probabilidad de que una traza mezcla de ambas sea ejecutada por el proceso
[p]I’I¡Á[1— y,]Q viene dada por la función
pm : Proc x Proc x y,2 x 2 x (0,1] —~ [0,1]
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pm(P,Q,A,<>,y,) = 1
pm(I’,Q,A,<ci>s,p) ={ qq’ . y,m(P/a, Q/a, A, s, y,)
(pp’q+p(1 —y,)).y,m(P/a,Q,A,s,p) +
(y,y,’(l —q)+ (1 —y,)q) .pm(I’,Q/a,A,s,y,)
Donde q y q’ son los valores que verifican que (<ci>,q) E I’, (<a>,q’) E Q,
tomándose como O si no existen q o q’ con tales características.
Por último, la función P/a, que define el comportamiento de un proceso tras
la ejecución de una acción, se define mediante:
{(s, q) / (<a>s, q’) E I’ y q = q’/p} sí (<a>,y,) E?
sí ,~p>O : (<a>,y,)EI’
Ejemplo 3.8 Vemos a continuación algunos ejemplos de composición de procesos
en paralelo, junto con lo que usualmente se denomina su expansión no-determinista.
[~]a —~ STOI’¡I{a}[;]ci —~ STO? = a — STO?
[~]a— P¡¡{4h}[~]b-4 9 - STO?
En este caso tenemos que todas las trazas no vacías de a — ? comienzan con
a, y las de b — Q con b, por lo que no pueden sincronizar.
Dados los procesos I’ = [~]a — P VI [~]b— ? y 9 = ci 9, tenemos que
[~iI’ll{~}[~]Q= [~j(a — ([~]I’I¡{~~4]Q)) rl [~)STOI’
Dados los procesos I’ = [~](ci — I’)O[~ft[{]a.— ? FI [lIb — ?) y 9 = a — 9,
tenemos que
1 1
[—]I’¡¡{ab}V]Q = a —2 2 = 9
O
Si a E A
Si ci « A
I’/a = { STO?
RECURSION
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El hecho de que Proc sea un CPO, nos ofrece otra posibilidad a la hora de definir
procesos, que nos permitirá describir comportamientos infinitos, aumentando la
potencia de nuestro lenguaje, que hasta ahora sólo sirve para describir procesos de
comportamiento finito.
Si f : Proc —4 Proc, es una función entre procesos, podemos definir un proceso
X como aquel que satisface la ecuación Al = f(X). Podemos garantizar que una
ecuación tal tendrá al menos una solución, siempre que la función en cuestión sea
continua. Aún así, en ocasiones, estas ecuaciones recursivas no tendrán una única
solución, por lo que de cara a definir unívocamente el proceso, deberemos quedarnos
con gX.f(X) que es, por definición, el menor proceso (respecto del orden entre
funciones inducido por el orden sobre procesos) que satisface la ecuación X = f(X).
Siendo f una función continua entre procesos, dicho proceso está bien definido
como asegura la siguiente
Proposición 3.3 . Si f : Proc — Proc es continua, pX.f(Al) está bien definido.
Demostración: Consideramos pAl.f(X) como el límite de la cadena:
STOg f (STO?), f(f(STO?)),... ,[(STOI’),...
Donde, en general, fi denota la aplicación reiterada de la función f un número
de veces. Entonces tenemos
f(u~=0f’(STOI’)= u~=1f’(STOP)= u~>0ft(STO?)
y si X = f(X) tenemos en particular, puesto que STO? E Al, que f(STOI’) E
f (X) = X, y por tanto, reiterando el razonamiento, obtenemos que
Vi > O .f’(STOI’) q Al
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OC U LTAC ION
Como cuando definíamos las transiciones de cada proceso en el marco de la
semantica operacional, hemos dejado para el final el operador de ocultación, pues
nos vuelve a plantear un problema análogo al que en aquel caso nos encontrábamos.
Tampoco la semántica de trazas es suficientemente potente para distinguir una
serie de procesos que deben ser distintos, pero que sin embargo resultan tener las
mismas trazas. Este problema aparece también en la version clásica de OSP sin
probabilidades (ver [Hoa85]) en la que precisamente se necesita distinguir entre
los dos operadores de eleccion sí se desean distinguir las situaciones de bloqueo
(deadlock). En nuestra versión probabilística, la semántica de trazas tampoco nos
permite definir coherentemente el operador de ocultación, pues este operador debe
tener (intuitivamente) comportamientos diferentes sobre procesos que tienen las
mismas trazas, pero distintos formatos de elección.
Ejemplo 3.9 Consideremos los siguientes procesos
P = [W[~1a— STOPO[~]b —~ STO?) VI [lISTO?
9 = [~]a-~ STO? VI [~]b— STO?
Ambos procesos tienen las mismas trazas, que en concreto vienen dadas por
1 1
I’ = 9 = 2
Por tanto, ambos procesos serán iguales bajo la semántica de trazas. Sin em-
bargo, nosotros pretendemos que sobre cada uno de ellos, al ocultar la acción ci,
los comportamientos se vuelvan distintos, pues en el caso de I’, aún cuando se
haya optado en principio por el primer argumento de la elección interna, todavía
el medio puede decidir internamente seleccionar la ejecución de la acción ci, descar-
tando por ello la ejecución de la acción b, con lo cual disminuye su probabilidad;
mientras que en el caso de 9 mantenemos la probabilidad ! de ejecutar la acción2
b. Más exactamente, buscamos entonces un modelo en el que satisfaga que:
I’\(ci, ~) = []([]STOI’ VI [lIb — STO?) VI [lISTO?
— [~]([HSTOI’ VI [~]b—> STO?)
Q\(a, ) = [lISTO? VI [lIb — STO?
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Ahora bien, evidentemente no podemos pretender tener un modelo composi-
cional en el que ocurra P = 9 y sin embargo ?\(a, 1) # Q\(a, ~). O
La semántica de trazas está presentada en
en dicho trabajo se define la misma a partir de
la función de trazas en la forma
[JS9O]de una forma similar, aunque
la semántica operacional, definiendo
Tr(P)(s) = >3 p~(P,I”)
P’E Proc
donde g~(I’, ?‘) es el valor tal que existe una computacion con:
Capítulo 4
Semántica de pruebas
La informacion que es posible obteneí de un proceso cuando al mismo le es ofrecida
para su ejecución una sóla acción, tal y como hemos hecho al estudiar la semántica
de trazas, no nos basta para caracterizar por completo a dicho proceso.
Efectivamente, como ha sido indicado previamente, la mera probabilidad de
que una accion sea o no sea aceptada, no es indicativa del grado de elección que
en ese instante el medio exterior puede ejercer en el control del sistema. Esto es
particularmente grave a la hora de definir el comportamiento de la operación de
ocultación. Si queremos (como parece natural) que nuestro modelo sea consistente
(tanto como ello sea posible) con el modelo clásico de OSP sin probabilidades, este
operador debe comportarse de una forma diferente, según sea el grado de elección
que se tenga al ocultar una acción. En concreto, al producirse la ocultación de
una acción, la facultad de decidir la ejecución de la misma cuando aparezca como
opción de una elección externa, debe pasar al sistema, con lo que dicha elección se
convertirá en una elección entre interna y externa.
En consecuencia necesitamos una semántica más potente, que nos permita cono-
cer, en la medida en que ello sea necesario, el estado concreto en que en cada mo-
mento se encuentra un proceso. Nos ha parecido que el marco más apropiado para
presentar una semántica tal es el de las semánticas de pruebas (testing sernanties),
basadas en la idea de testear el funcionamiento de un proceso, ofreciéndole en cada
momento durante su ejecución, un conjunto de acciones visibles entre las que ha
65
CAPÍTULÓ 4. SEMÁNTICA DE PRUEBAS 66
de seleccionar aquélla que será ejecutada a continuación. El proceso se repetirá un
determinado número de veces, hasta que o bien el observador se dé por satisfecho,
en cuyo caso se dice que el proceso ha pasado la prueba, o bien se llegue a un estado
en el que el proceso no puede ejecutar ninguna de las acciones que en ese momento
se le ofrecen, en cuyo caso decimos que la prueba ha fallado.
La semántica de pruebas, basada en la denominada equivalencia de pruebas, fué
desarrollada por De Nicola y Hennessy en 1984 (ver [NH84]) como una alternativa
a la equivalencia observacional clásica de CCS, basada en el concepto de bisimu-
lación, por entender que esta última era demasiado restrictiva. La prueba de que
una semántica tal se puede describir por medio de unos ciertos árboles, a los que
se denomína arboles de aceptación, y de que por tanto se trata a la postre de una
nueva presentación de la semántica de fallos de OSP [Bro83I, aparece primeramente
en [Hen85j, para adquirir un tono más depurado y detallado en [Hen88].
La idea de ampliar los árboles de aceptación mediante la posibilidad de chequear
también la posibilidad del rechazo de ciertas acciones aparece en [Phi85] lo que
permite distinguir una mayor cantidad de procesos.
En nuestro caso parece razonable que, puesto que nos movemos en un marco
probabilístico, dotemos al conjunto de acciones ofrecidas al proceso en cada mo-
mento, de una distribución de probabilidad, de forma que la acción que definitiva-
mente será la elegida se seleccione de entre el subconjunto de acciones que resulten
en dicho momento viables, atendiendo a dicha distribucion.
La idea de ampliar los tests mediante el uso de una distribución de probabilidad
sobre las diferentes ramas de los árboles que los describen, ya aparece, aunque en
el marco de la definición de una semántica de bisimulación, en [L589].
4.1 Arboles probabilísticos de observación
En primer lugar procederemos a definir el tipo de pruebas a las cuales someteremos
los procesos con el objetivo de detectar su comportamiento. Este tipo de pruebas
tendrán forma de árboles probabilísticos de observación, los cuales son aquéllos que
quedan descritos mediante la siguiente sintaxis:
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Definición 4.1 (Arboles Probabilísticos de Observación)
Definimos el conjunto de árboles probabilísticos de observación, que denominare-
mos PTEST como sigue:
it ::= w ¡ O ¡ a.it >3[p¿Ia¿.t¿
1=1
n
donde a~ 62, a1 ~aá parai #j,m e (0,11 y >3p~ = 1. O
1=1
Seguidamente, procederemos a describir el significado de los árboles que se
pueden generar con la sintaxis anterior. En primer lugar, mediante el árbol w,
denotamos el test éxito, es decir un test que siempre será aceptado. Por el contrario,
el árbol O denota el test fracaso que representa un test imposible de ser pasado con
éxito. El árbol a.t representa un test secuencial, que ofrece en principio en exclusivo
la acción a, y en caso de que ésta se acepte, pasa a comportarse como el test it.
n
Por último con >3[p¿]a¿.t¿ representamos un test que ofrece las acciones ci¿ para su
1=1
aceptación. Si todas ellas son aceptadas, una de ellas será seleccionada atendiendo
a las probabilidades p~. Por el contrario, si sólo un subconjunto de las mismas es
aceptado, las probabilidades de las restantes se distribuyen ponderadamente entre
las aceptadas, es decir, proporcionalmente a sus propias probabilidades; tras ello
se escoge una de las acciones posibles, y se continúa con el test it¿ correspondiente
a la misma.
Obsérvese que hemos permitido que la probabilidad de alguna rama del árbol
sea nula, con el objetivo de cubrir los casos en que las mismas tengan prioridad
mínima de ser seleccionadas, lo que hemos modelado, siguiendo a [5590], mediante
una probabilidad ínfima. Más exactamente, tendremos que tales ramas serán selec-
cionadas sólo en el caso de que ninguna otra con probabilidad positiva pueda serlo.
Cuando éste sea el caso, y por tanto todas las ramas aceptadas tengan probabilidad
nula, la elección entre ellas se hará atendiendo a una distribución uniforme.
Por otra parte, es claro que el test secuencial a.it es idéntico al test ramificado
n
>3(p¿Ia¿.it1 corresp¿ndiente al caso en el que n = 1 ,p, = 1 ,a1 = a y fl = t, pero
¿=1
hemos preferido mantener las dos presentaciones sintácticas del mismo, para evitar
el acarreo de probabilidades cuando las mismas resulten irrelevantes.
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t
‘4
Figura 4: Arbol de observación t = >3[p¿Ici¿.it¿
¿=1
A fin de facilitar el manejo de los mismos, definiremos las siguientes operaciones
sobre los árboles probabilísticos de observación:
Primer nivel. Si
a lo sumo un sólo piso,
e PTEST, definimos su primer nivel, que será un test de





Arbol tras una acción. Sea t E















si b = a
si b ~ ci
8% a5 = a
si con a5 = a
Conjunto inicial. LLamaremos conjunto inicial de acciones ofrecido por un
test it, y lo denotaremos por Ft(t), al conjunto de acciones del primer nivel del






Ft(>3[p~]a¿.tí) = {a¿ i = 1,... , nl
,= ¡
Restricción a una acción. Sea it c PTEST, a E 2; definimos la restricción
de it sobre la acción a, que denotaremos por it0, en la forma{ a}it/ci) sia E Ft(t)
ita = O sia«Ft(t)
Profundidad. Sea t E PTEST, definimos la profundidad del test it, que deno-
tamos por I’rof(it), en la forma
?rof (w) = O
?rof (O) = 1
Prof (a.t) = 1±Pro f(t)
‘4
Prof (>3[mícií.it¿) = 1 + Mcix(I’rof(tí),. . . ,Prof(t0)
¿=1
Por conveniencia, consideramos que la profundidad de O es uno, lo que queda
justificado por el hecho de que dicho test puede ser presentado de manera equiva-
lente, en la forma a.w siendo a una accion cualquiera que no pueda ser ejecutada
por ningún proceso.
4.2 Paso de un test
En el caso no-determinista se definía el paso de un test por parte de un proceso,
indicando cuales son los tests que serían pasados con seguridad, y cuales los que
podrían ser pasados en alguna ocasión. En nuestro marco probabilístico, parece
oportuno hacerlo, indicando para cada proceso P, y cada árbol de observacion it,
cual es la probabilidad con la que el proceso ? aceptará (o pasará) el test definido
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it ta~
]t¡a.
Figura 5: Operaciones sobre árboles
por el árbol de observación it. Dicha probabilidad la denotaremos en la forma? it.
Como es usual, de cara a la presentación de la correspondiente definición formal,
procederemos por inducción estructural, atendiendo al constructor de procesos que
aparece en la cabeza del proceso a investigar.
4.2.1 Stop
El proceso STO? es incapaz de realizar ninguna accion, por tanto sólamente puede
aceptar el test de éxito, debiendo rechazar cualquier otro.
STO? 1 it={ ‘ sit=w
sit#w
4.2.2 Prefijo
Puesto que el proceso ci —~ P acepta la ejecución de la acción ci para después
comportarse como el proceso ?, su semántica vendrá dada por una función que
aceptará todo árbol que contenga a la acción ci en su primer nivel, con una proba-
bilidad igual a aquélla con la que el proceso P acepte el árbol t/a. Si la acción a
no está en el primer nivel del test, el mismo será rechazado.
O si ci « Ft(t) y it w
(a—P) ¡ t={ ¡ t/ci siaeFt(t)
1 siit=w
j te
Fit(it) = {a1,ci2,. .
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4.2.3 Elección interna
Sean P y 9 dos procesos, el proceso [y,II’VI [1— ~IQ realizará una elección interna
entre ellos, de acuerdo con las probabilidades indicadas. Esta elección no estara
influida por el medio en que se encuentra inmerso el proceso.
Así pues, este proceso aceptará las observaciones que ? o 9 acepten, pero
ponderadas por los respectivos factores y, y 1 — y,.
([y,]PVI[1—y,]Q) ¡ it = y,.(P ¡ t)+(1—p)(Q ¡ it)
4.2.4 Elección externa
Asimismo, el proceso [p]PC[1—y,]Q se comportará bien como? o como 9, pero en
este caso sera el observador exterior quien jugará el principal papel en la elección
del comportamiento. Así, una acción podrá ser rechazada sólo si es rechazada
simultáneamente por los dos procesos componentes.
Cuando ofrecemos al proceso no una sóla acción, sino un conjunto de ellas,
desearíamos en principio que el comportamiento fuese similar. Es decir, el rechazo
del conjunto de acciones se producirá si y sólo si todas las acciones del conjunto
son simultáneamente rechazadas por los dos procesos argumentos de la elección.
Una primera dificultad en este caso consiste en que en el conjunto ofrecido
podrían aparecer distintas acciones que son aceptadas, unas por un proceso y
otras por el otro. Consideremos por ejemplo el siguiente proceso:
1 1[-]a — STOP 0 [-Ib — STO?2 2
Si ofrecemos al mismo el test [l]a.w+ [Ub.w, tendríamos que cada una de las
acciones ofrecidas seria aceptada por un proceso y no por el otro. En consecuen-
cia deberíamos comenzar decidiendo cual es la acción que será ejecutada, lo que
conllevará una elección sobre cual será el proceso que continuará ejecutándose.
Es cierto, sin embargo, que en este ejemplo concreto, la situación planteada no
resulta problemática a la postre, puesto que lo que en último término nos importa
es sí el test es o no aceptado, y en este caso lo sería en cualquier caso, sea a o b
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la acción que finalmente se ejecutase. En general, si el árbol tiene un sólo nivel,
el comportamiento de la elección externa es fácilmente definible, indicando que
se aceptará un test si y sólo si alguno de sus argumentos lo acepta, lo que queda
formalizado en la forma siguiente:
Definición 4.2 (Paso de un test de profundidad 1)
Sean P, 9 dos procesos, y t0 un test de profundidad uno. La probabilidad de que
el proceso <y,]?C[l — y,]Q acepte to viene dada por
[p]PO[l —y,]Q ¡ ito = (P 1 t0)(1 —(9 1 to))+(Q ¡ it0)(i —(? ¡ it0))+(? ¡ t0)(Q ¡ t0)
o
Ahora bien, en el caso de que el test pueda continuar o fallar tras la ejecución
de alguna de las acciones que ofrece, sí que necesitamos precisar qué acción será
seleccionada, puesto que de ello podrá depender la aceptación global del test. Con-
sideremos al efecto la siguiente variante sencilla del proceso del ejemplo anterior:
[~]a -4 c -4 STO? O [~]b — STO?
Si aplicamos al mismo el test [i]a.c.w+[l]b.c.w, no tiene el mismo efecto en absoluto
el que seleccionemos la acción a o la acción b como primera acción a ejecutar, puesto
que en un caso el proceso tras dicha ejecución estará en disposición de aceptar el
resto del test, mientras en el otro, ello no será posible.
Ahora bien, como ya hemos comentado, las probabilidades asociadas a este
operador de elección externa no tienen sentido si los conjuntos de acciones que
puede aceptar cada componente son disjuntos, tal y como sucede en este caso. Así
pues, para resolver la eleccion sera necesario recurrir a las probabilidades asociadas
al test, que será quien decida (probabilisticamente) desde el exterior la accion a
ejecutar.
Este mismo procedimiento de selección de la acción a ejecutar se aplica también
en el caso de que los conjuntos de acciones aceptados por ambos procesos no sean
disjuntos. Pero en este caso, si la acción seleccionada puede ser ejecutada por
ambos procesos, todavía tenemos que decidir cual de ellos lo hará, determinando
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así la continuación posterior. Para ello, debemos hacer uso en este caso de las
probabilidades asociadas a los argumentos del operador de elección externa.
Así, nuestra idea para definir la probabilidad de aceptación de un test it por
parte del proceso [p]PC[1— p]Q consiste en distinguir las contribuciones de todas
las acciones ofrecidas en el primer nivel del test. Ello nos conduce a la siguiente
definición esquemática:
[p~I’O[l — p]Q ¡ it = >3 prob. de aceptar it a partir de la acción a
aEFl(i>
Sin embargo, la probabilidad de aceptar el resto del test it, una vez ejecutada
la acción ci podrá depender de la forma en que dicha acción haya sido ejecutada,
o mas exactamente de los estados en los que se encontraran los procesos ? y 9.
En suma, para definir la semántica del operador de elección externa, debemos
ser capaces de hablar sobre los diferentes estados en los que puede quedar cada
proceso después de resolver las elecciones internas que tenga en cabeza. Por es-
tado entenderemos en este contexto el conjunto de acciones visibles que están en
disposición de ser aceptadas si le son ofrecidas por el medio externo.
Pero previamente deberemos definir la probabilidad con la que cada estado
posible de un proceso es alcanzado. Dichas probabilidades pueden calcularse a
partir de las probabilidades con las que son aceptados una serie de tests simples de
profundidad uno. Con cada uno de ellos calcularemos la suma de las probabilidades
de estar en todos los estados que contienen alguna de las acciones ofrecidas en
dichos tests. Una vez conocidas dichas sumas, basta combinarlas adecuadamente,
en base a las reglas básicas de la probabilidad, para obtener la probabilidad de
alcanzar cada uno de los estados posibles.
Como quiera que dichos tests tienen profundidad uno, ya conocemos la proba-
bilidad con la que los pasan cada proceso. A partir de ellas se calcula la probabi-
lidad de encontrarnos en cada estado, como sigue:
Definición 4.3 (Probabilidad de alcanzar un estado)
Sea I’ un proceso y A un estado posible del mismo. Denotaremos por p(?, A) la









Figura 6: Estados posibles para 3 acciones
probabilidad de que el proceso P alcance el estado A, que definimos en la forma:
p(I’,QJ) = 1—? ¡
p(?,A) = 1— (? ¡ itSA) — >3 p(?,B)
BCA





Ejemplo 4.1 Consideremos el alfabeto 2 = {ci, b, c}. En la figura 6 tenemos
todos los estados posibles en los que puede estar un proceso arbitrario con dicho
alfabeto. Podemos calcular la probabilidad de alcanzar cada uno de ellos por medio









= 1 — [I’ ([l]a.w + [~]b.w+ [~]c.w)]
= [? 1 ([l]~~ + [l]b.w+ [~]c.w)]— [? 1 ([l]b.w + []c.w)]
= [? 1 ([lIci.w + [~Ib.w+ [l]c.w)] — [? ¡ ([lIa~~~’ + [lIc.w)]
¡ ([~]ci.w + [l]b.w+ [lIc.w)I — II’ 1 (Wa.w + [l]b.w)]
tI’ ¡ ([l]~”-’ + [l]b.w+ [~Ic.w)]— [? c.w] — p(?, {a}) — p(?, {b})
¡ ([~]a.w + [lIb.w+ [lIc.w)] — [? ¡ b.wI — z4P~ {a}) — p(?, {c})
[I’ 1 ([l]a~~ + [l]b.w+ [lIc.w)I— [P ¡ a.w] — p(?, {b}) — p(P, (4)
¡ ([lIa.w + [lIb.w + Wc.w)] — y,(P, {ci>) — p(I’, {b})—
p(?, {c}) — p(?, {a, b}) — p(I’, {a, e>) — y,(?, {b, e>)
o
Obsérvese que ? ([1/3]a.w + [1/3]b.w+ [1/3Ic.w), que en este caso particular no
es otra cosa que ? ¡ t~, representa la probabilidad de estar en algún estado en el
que es posible la ejecución de alguna de las acciones del alfabeto.
c
CAPÍTULO 4. SEMÁNTICA DE PRUEBAS 75
Una vez que el sistema alcance un determinado estado A, será el medio exterior
el que decida la acción que se va a ejecutar, eligiendo para ello entre las acciones
del estado. Puesto que este medio exterior está representado en esta ocasión por el
test t que se ofrece al proceso para su aceptación, la selección se hará atendiendo
al valor de las probabilidades indicadas en el mismo.
La acción que será ejecutada debe estar forzosamente en el conjunto A fl Ft(t),
por lo que las acciones de Ft(t) — A no serán tomadas en consideración. La proba-
bilidad asociada en el test a estas acciones, que no pueden ser ejecutadas, la repar-
tiremos proporcionalmente entre el resto de las acciones de Ft(t). La definición
del correspondiente concepto de probabilidad normalizada, es la siguiente:
Definición 4.4 (Probabilidades Normalizadas)
Sea it = >3 [p~,]a.t~,un test A C 2 y ci C Ft(t) fl A. La probabilidad s(a, A, it)
aEF«i>
de seleccionar la acción a como la acción a ser ejecutada por parte de un proceso
arbitrario P que está en el estado A, al que le es ofrecido el test t, viene dada por:f 1. Si p~ # O
1— >3 Pb
.s(ci, A, it) beflW—A
= 1 lFi(OflAI Si Vb c Ft(t) n A, p~ = O
O Si Pa =0 A Bb E Ft(t) 11 A, Ph # O
o
Sólo nos queda, para completar la definición de probabilidad de aceptar un
test por parte de una elección externa, definir la probabilidad de aceptar el resto
de un test, una vez que la acción a ha sido seleccionada como la primera accion
visible a ejecutar, encontrándose cada uno de los argumentos de la elección en un
determinado estado.
Definición 4.5 (Continuación de una elección externa)
Sean ?, 9 dos procesos, A B cE 2 a c AUB, t un test y y, ~ [0,1]. La probabilidad
de aceptar el resto del test it por parte del proceso [p]?O[l — p]Q, una vez que la
acción a ha sido ejecutada, encontrándose en el momento de dicha ejecución el
proceso I’ en el estado A, y el proceso 9 en el estado B, viene dada por
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Conit([pIPO[1 — p]Q, it, A, B, a) —{ P/(ci,A) ¡ t/ci Si a e A, a « B
Q/(ci,B) it/a Si ci cE, ci «A
y,. (?/(a,A) 1 it/ci)+(1 —y,) (Q/(a,B) ¡ it/a) Si a E AnB
donde ?/(a, A) denota el resto del proceso ? tras la ejecucion de la accion a
cuando dicho proceso se encuentra en el estado A. La definición formal de este
nuevo operador auxiliar será introducida en la siguiente subseccion.
Cuando los argumentos de la elección puedan ser sobreentendidos por el con-
texto, denotaremos abreviadamente mediante Oonit(O, it, A, B, a) a la probabilidad
Oonit([p]?E[1 —p]Q,it,A,B,ci). O
Definición 4.6 (Probabilidad de aceptar un test)
Sean ?, 9 dos procesos, it un test y y, e [0,1]. La probabilidad de aceptar el test
por parte del proceso [p]?C[l— y,]Q queda definida por
[p]?O[1—p]QIt =
Sit=w
Si it = O
>3 >3 s(ci, A U E, it) . y,(P, A) . p(Q, E) . Oont(O, t, A, E, a) otro caso
a EF~(1 )A Bc Z
aE,4UB o
Ejemplo 4.2 Consideremos el siguiente proceso
R = [~](a — c — STO?)EJ[~jd~Ici — STOP VI [~]b— STO?)
Calculemos la probabilidad de aceptar el test it = lci.c.w + lb.w por parte del
mismo. Para ello procederemos a calcular los estados posibles de los argumentos
de la elección externa.
Dichos argumentos, ? y 9 son
?= ci—c---STO?
9= [lIa-4STOP VI il]b-4STO?
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Tenemos pues un alfabeto de dos acciones, a y b. El proceso ? tiene un único
estado, pues como primera acción sólo puede ejecutar la acción ci, mientras que 9
tiene dos estados, uno donde sólo puede ejecutar a y otro donde sólo puede ejecutar
b. Más exactamente, tenemos
p(?, {a}) = 1
y,(Q,{a}) = 1/2
p(Q,{b})= 1/2
Los factores de normalización para la acción a son
s(a,{a},it) = 1
.s(ci,{a,b>,it) = 1/2
y las continuaciones para la misma accion
Oonit(C,it,{ci},{a},ci) = 1/2
Oont(fl, it, {a}, {b}, a) = 1
Respecto a la acción b, su ejecución por parte del proceso Q sólo es posible en un
estado, y por parte de ? en ninguno, lo que nos da en total un único estado de R
en el cual puede ejecutarse dicha accion.
El factor de normalización para la acción b, en dicho estado es
.s(b,{a, b},it) = 1/2
y la única continuación para la misma acción
Conit(O,it, {a}, {b},a) = 1
Finalmente tenemos
[1/2]PO[1/2]Q ¡ it = s(a, {a}, it)p(P, {a})p(Q, {ci})Cont(C, it, {a}, {a}, ci)
+ .s(a, {a},it)y,(P, {a})p<Q, {b})Oonit(EI,it, {a}, {b}, a)
+ s(b, {ci},it)y,(P, {ci})p(Q, {b})Conit(O, it, {ci}, {b}, 6)
— 1.1.1.I + 1.1.1.1 + I.í.l.í
3
o
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4.2.5 Resto de un proceso tras una acción en un estado
En esta subsección definiremos la semántica del proceso denotado con la sintaxis
P/(ci, A), que anteriormenete introdujimos. El hecho de que hablemos de ?/(a, A)
y no simplemente de P/a como se hace en OSP ordinario, se debe a que en
la definición 4.4 hemos distinguido el estado en que se encuentra el proceso en
cuestión cuando ejecuta la acción ci seleccionada. Pero es que además, en el caso
probabilistico la semántica de pruebas nos va a permitir aislar las continuaciones
correspondientes a cada estado, lo que curiosamente no era posible en el caso
no-determinista. De cara a justificar dicha afirmación, consideremos el siguiente
proceso
11 1 1Qi = ([-]([-]a —* b — STO?C[-]b — STO?) VI [-]a —* STO?)22 2 2
Este proceso puede encontrarse, antes de ejecutar acción alguna, en dos estados
distintos: uno en el que pueden ser ejecutadas las acciones del conjunto {a, b},
y un segundo en el que sólo puede ser ejecutada la acción a. Es claro que el
comportamiento de P tras la ejecución de la acción a sería distinto en función
de que la acción ejecutada corresponda a uno u otro estado. En concreto, dichos
comportamientos son los siguientes:
Qt/(a, {a, b}) = b —~ STO?
Qi/(a,{a}) = STO?
lo que podremos comprobar una vez hayamos introducido las correspondientes
definiciones formales.
En general, para describir el comportamiento de P/(ci, A) en presencia de un
test arbitrario it E PTEST, nos valdremos de una serie de tests derivados de it a
cada uno de los cuales, que vendrá asociado a la acción a y a un estado B, con
E cE A — {a}, lo denotaremos por
En concreto, para definir P/(a, A) ¡ it, procederemos por recurrencia, comen-
zando por el estado A = {a}, y obteniendo sucesivamente los valores P/(a,A) ¡ it
correspondientes a estados cada vez mayores, a partir de los valores de estas pro-
babilidades para todos los estados E cE A.
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Observamos en primer lugar que para todo conjunto de acciones A, si el mismo
no es un estado alcanzable por el proceso P, o lo que es lo mismo, si y,(P, A) = O,
tendremos ?/(a, A) ¡ it = O.
Volvamos de nuevo al estado A = ja> y supongamos que p(?, {ci}) > 0. En
tal caso, podemos calcular la probabilidad con la que ? alcanza el estado ja> y
acepta el test a.it en dicho estado. Ello se logra aplicando al proceso ? el test
= [0]a.t+ bEE...{a} E~— 1 b.0
Utilizando este valor, definimos la probabilidad ?/(a, ja>) ¡ it como sigue:
ja>) 1 = ? ¡ it(a~
)
y,(?, {a>)
Consideremos ahora los estados con dos acciones A = ja, b} . Introducimos ahora
el test
it(a~{bl) — [O]ci.it+ [0]b.O+ E{b) [¡2¡—21c.O
Entonces P ¡ t(a{b}) nos ofrece la suma de las probabilidades con las que? alcanza
el estado ja>, y acepta el test ci.it desde él, más la mitad de la probabilidad de
alcanzar el estado ja, b> , y tras ejecutar la acción a, aceptar el test it por parte
del proceso contínuacion al que así se accede. En consecuencia, P/(ci, {a,b}) 1 it
puede ser definido en la forma:
P/(a,{a,b>) ¡ — 2 . (P ¡ it(a{bl) — ? ¡ t(a0)
p(P, ja, b})
Finalmente, para un estado general A, el test a considerar depende de si este
conjunto es el alfabeto completo 2, o no lo es. Si A # 2, el test es el siguiente:
~1
— [0]a.it+ >3 [O]b.0+ >3 [¡2 1 A’’ c.0
bEA—{a) cES—A
mientras que para A = 2, el test está definido por
= a.it + cES—{a} ~ c.O
En cualquiera de ambos casos tenemos
P ¡ it(aÁ{ú}> = ~ p(?, BU ja>) . [F/(ci, BU ja>) 1 it
]
BCA—{a} IB u ja>j
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De aquí, cuando p(?, A) # 0, obtenemos la definición
¡Al . (? ¡ t(aA{d}) — ~ (?/(ci, O U ja>) ¡
?/(ci, A) 1 it = CcA—{a}
p(P, A)





(P ¡ j(aA—{a}) —




Ejemplo 4.3 Sea Q~ el proceso introducido al comienzo de la subsección. Apli-
cándole al mismo el test it<~
5~ = [0]a.b.w+ [1]b.0,obtenemos
1 1 _ 1
Qí ¡ t<~’~ = 21+20 —
puesto que si Qi está en el estado ja, b), la acción b será seleccionada y el test
fallará; mientras que si el proceso está en el estado ja>, la acción ci será la ejecutada
y el test será aceptado. Entonces tenemos
Qi/(ci, ja>) ¡ it = p(Q~, ja>)
De cara a ilustrar la aplicación de la definición en el caso de que el estado a
estudiar no sea el total, consideremos un segundo proceso, 92, en este caso sobre
el alfabeto de tres acciones 2 = ja, b, e>, definido por medio de
1
STOPO[~]b — STO?) FI [-ja([~$4Ia — b92= 2
Aquí, si pretendemos calcular Q
2/(ci, ja, b}) ¡ b.w, podemos
manera, considerando los tests
—b~STO?)






92/(a,jci,b}) j b.w = 2 . (92 ¡ b.w~”~
6>~ — 92 ¡
p(92, ja, b})
= 2.(~.—) = 1
P ¡
o
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4.2.6 Composición paralela
El mecanismo para definir la semántica de la composición paralela es muy similar al
aplicado en la subsección anterior, en la que estudiamos la semántica de la elección
externa. Esto es debido a que la composición paralela puede ser descrita como una
elección externa entre las primeras acciones ejecutables por cualquiera de sus com-
ponentes, seguida de la composición paralela de la continuación de aquel proceso
de donde la acción ejecutada ha sido tomada, y el otro argumento. Definiremos
en consecuencia la función auxiliar Oont([PIPIIÁ[1 — y,~Q, it, B, 0, a), que abreviare-
mos Oonit(I¡A, it, B, 0, ci) cuando el proceso en cuestión se pueda sobreentender por
el contexto, que indicará la probabilidad de aceptar el resto del test it por parte
del resto del proceso [p]?¡¡Á[1 — p]Q, una vez que la accion ci ha sido ejecutada,
suponiendo que antes de la ejecución de a, los procesos ? y 9 estaban en los
estados A y B, respectivamente.
Definición 4.7 Sean ?, 9 dos procesos. it un test, y, E [0, 1], A, B, O 2, y ci E 2.
Definimos
Oonit(¡!A,t,B,0,ci) =
(P/(a,B)IIAQ) It/a Si ci « A, ci e B, a «0
(?¡¡ÁQ/(a, B)) ¡ it/a Si a « A, a « B, a E O
y,. [(?/(ci,B)¡¡ÁQ) 1 it/ci]+
(1y,). [(PIlAQ/(a,B)) ¡it/a] Si ci «A,aE BI2O
(?/(a, B)¡IÁQ/(a, 0)) 1 it/a Si a E A VI B no
O Si a e A,ci « Bn O
o
Entonces, la semántica del operador paralelo será la siguiente:
Definición 4.8 (Probabilidad de aceptar un test por una composición paralela)
Sean P, 9 dos procesos, it un test, y, E [0, 11 y A cE 2. La probabilidad de aceptación
del test it por parte del proceso [PIPIIÁ[l— p]Q viene dada por
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([pI?¡IA[i — p]Q) 1 it =
1 Sit=w
fo
Si it = O
>3 >3 s(a,D,it) .p(?,B) .p(Q,O) . Conit(¡¡Á,t,B,C,a) +
EFt(i)flA B,CCS1 agBflC
[4 >3 >3 s(ci, D, it) . y,(P, B) . p(Q, 0) . Cont(¡¡Á, it, B, 0, a) otro casoEFi(i)—A B,CCS
aEBUC
siendo D = (BU O — A) U (A fl B A 0)
o
4.2.7 Propiedades de la semántica de pruebas
Nos queda únicamente el operador de ocultación para concluir la definición de
la semántica de pruebas del lenguaje PCSP. Sin embargo en este caso la idea
intuitiva en que se basa la misma es más compleja, lo que a la postre da lugar a
una definición formal notablemente complicada. Por ello nos ha parecido oportuno
estudiar previamente una serie de propiedades de la parte de la semántica ya
definida, los cuales entendemos que contribuirán a clarificar la definición de la
semántica de la operación pendiente, amén de resultar de hecho interesantes de
por sí.
En consecuencia, y en tanto no pasemos a definir la semántica del operador de
ocultación, consideraremos en lo sucesivo que en los procesos PCSP que aparezcan,
no interviene dicho operador.
Proposición 4.1 Para todo test t E PTEST, y todo estado A cE 2 se satisfacen
las siguientes propiedades de la operación ¡(a, A).
1. STOP/(a,A) ¡ it=STOP ¡ it
2. (a —4 ?)/(a, ja>) 1 it = ? ¡ it
3. y,([p]? VI [1— y,]Q, A). ([y,]? FI [1— pIQ/(a, A) ¡ it) =
y,. y,(P, A) . (?/(a,A) ¡ it) + (1 — y,). p(Q, A) . (Q/(a, A) ¡it)
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4. p([p]?O[1 — p]Q, A). [pJPD[1— p]Q/(a, A) ¡ it =
>3
A=BuG
y,(?,B) .p(Q,C). Conit([y,]?C[1 —p]Q,it,B,0,a)




p(?, B) . p(Q, 0) . Conit([p]?¡ID[1 —¡49, it, B, 0, a) —
p(Q, 0)). Conit([p]PflD[1 — p]Q, it, B, 0, a)
BflC=0
B CCD
Demostración: Probaremos cada una de las propiedades anteriores
STO? 1 j(a,A—{a}) —






2. a — ?/(a, ja>) ¡ it a — ? ¡ it~
0
= 1041 p(a — ?, ja>) = a —~ ? 1 a.it = ? it
3. En primer lugar, de la definición de /(a, A) se sigue
([y,]? VI [1— y,]Q)/(a, A) ¡ it =
¡A¡([p]PVI[1—y,]Q 1 >3 (.....l)IACI[p]? VI [1— y,]Q ¡ it(ac))
CCA—{a}
p([p]?FI[1—y,]Q,A)
Aplicando la definición de elección interna y separando los numeradores
obtenemos
([y,]? VI [1 — p]Q)/(a, A) ¡ it
jA¡(P ¡ it(aA~{a}) — >3 (...
1)IACI? 1 it(’0))CC,4—{a}
y,([p]?VI[1 —y,]Q,A)
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De donde, pasando el denominador al otro lado de la igualdad, y multipli-
cando y dividiendo los términos del lado derecho respectivamente por y,(?, A)
y y,(Q, A), obtenemos la propiedad deseada
y,([y,]? FI [1 — y,]Q, A). ([y,]? VI [1 — y,]Q/(a, A) ¡ it) =
y,y,(P,A).(?/(ci,A) ¡ it)+(1—y,).y,(Q,A)(Q/(a,A) j it)
4. Al igual que en el caso anterior, tenemos en primer lugar, a partir de la
definición de /(ci, A), que
([p]PC[l — p]Q)/(ci, A) j it =
¡AjQy,]?O[1 —y,]Q 1 it(a.A~{a}) — EccÁ{a}(~1)IÁCI[p]PC[1 — 1 it(~0
)
p([p]PE[l — y,]Q, A)
¡ t(aB> nos da la suma de las probabilidades de aceptar el test it supuesto
que el proceso ha alcanzado algún estado correspondiente a un subconjunto
cualquiera deS junto con la acción ci (que es la definitivamente seleccionada),
dividido en cada caso por el número de acciones del estado, que será la
probabilidad (uniforme) de seleccionar la acción a en ese estado.
Entonces,
A¡([y,]PQ[1 — p]Q ¡ it<a.Á~<a}) — >3 (~1)íÁcI[y,]?O[1 — y,]Q ¡ j<aC))
CC,4—{a}
nos ofrece la probabilidad de aceptar el test it, después de ser ejecutada la
acción a tras haber alcanzado el proceso [y,]?fl[1 — y,]Q el estado A.
Ahora bien, si el proceso [y,]1’O[1— ¡49 alcanza el estado A, es porque
el proceso ? habrá alcanzado un estado 3, y 9 estado 0, de forma que
A = 3 U 0. Por lo que tenemos, para todos los pares de estados (3, 0) en
esas condiciones






>3 y,(?,B) ~y,(Q0) .y,. (P/(a,B) ¡ it) + (l—y,)~ (Q/(ci,0) ¡ it)
aEBflC
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Por otra parte, aplicando la definición de Oonit se tiene








.p.(P/(a,B) ¡ it)+(1—y,)(Q/(a,0) ¡ it)
por lo que concluimos la propiedad deseada
>3
A=BuC
p(P,B) ~y,(Q,C) . Oonit([p]PO[1 —p]Q,it,B,0,ci) =
[y,]?C[1 — y,]Q/(ci, A) it . p([p]PC[1 — y,]Q, A)
5. El razonamiento es similar al empleado en el caso anterior
o
Proposición 4.2 Sea? E PCSP y it E ?TEST un test que le es ofrecido para su
aceptación. Tenemos entonces que
1 it = >3 >3 .s(ci,A,it)y,(P,
aEFL(i) nEACE
A).?/(a,A) ¡ it/a
Demostración: Consideraremos cada uno de los operadores cuya semántica
hemos estudiado hasta el momento.
STO?: La propiedad es trivial.
PREFIJO: Por definición del operador prefijo, tenemos que s(a, ja},it) = 1 si
a E Ft(t), y puesto que p(a -4 P, {ci}) = 1, se cumple la propiedad.
ELECCIÓN INTERNA: Partimos de la igualdad 3 demostrada en la prop. 4.1
y,([y,]P VI [1 — p]Q, A) . ([y,]? VI [1 — y,]Q/(a, A) ¡ it/a)
y,. y,(P, A) . (P/(a, A) ¡ t/a) + (1 — y,) . y,(Q, A). (Q/(a, A) 1 it/a)
Aplicando la misma se tiene
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[y,]?FI[1—p]Q ¡ it
— y,.(? 1 it)+(1—y,).(Q l it)




>3 s(ci, A, it). p(Q, A) . (Q/(a, A) ¡ it/a)
— >3 >3 s(ci,A,it). [y,.y,(P,A) . (?/(a,A) ¡ it/a)+
aEFt(i)OEA
(1 — y,) . y,(Q, A) . (Q/(ci, A) ¡ it/a)]
— >3 >3s(ci,A,t).y,Qy,]FVI [1—p]Q,A). ([p]PVI [1—
a E Fi ( t) a EA
p]Q/(a, A) ¡ it/a)
ELECCIÓN EXTERNA: De nuevo aplicamos la prop. 4.1; en este caso su apartado
4, que nos dice
>3 y,(P, B) . p(Q, 0) . Oont([p]?C[1 — p]Q, it, B, 0, ci)
A=BUB
[y,]PO[1— ¡4Q/(ci, A) . y,([p]?O[1 — y,]Q, A)
Utilizando el mismo se tiene
[y,]?C[í—y,]Q¡ it
— >3 >3 s(ci,BUC,it) y,(?,B) ~y,(Q,O)~
aEFL(t) aEBUO
— >3 >3 .s(a, A, it) y,([p]?VI[1 — y,]Q, A). ([y,]
aEfl(i) oEA
Oonit(C, it, B, 0, ci)
?L[1 — p]Q/(ci, A) 1 it/a)
COMPOSICIÓN PARALELA: Podemos razonar de una manera análoga al caso
anterior, lo que nos conduce al resultado
[p]?I¡A[1— p]Q ¡ it
->3>3
aEF«t) aEBUC
s(ci, BU 0, it) . y,(?, B) . y,(Q, 0). Conit(I¡A, t;A, B,a)
— >3 >3 .s(a, D, it) . y,([y,]?IIÁ[1 — y,]Q, D) . ([y,]PI¡Á[1 — y,]Q/(a, D) ¡ it/a)
aEFL(i) aED
o
Proposición 4.3 Para todo ? E PCSP se tiene >3 p(P, A) =
ACE
1.




Por inducción estructural. Para STO? y el operador prefijo, el
resultado es trivial.
ELECCION INTERNA:
























>3 y,([¡4P¡¡,,[1 — p]Q, A)
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4.2.8 Ocultación
Para definir el comportamiento del operador de ocultación, nos basaremos en el
resultado enunciado en la prop. 4.2, en el sentido de que diseñaremos la correspon-
diente definición, de manera que dicho resultado siga siendo válido para procesos
que contengan el operador de ocultación. En consecuencia, nos apoyaremos en
la descripción expandida del paso de tests por parte de los procesos, que dicho
resultado nos suministra, describiéndose la semántica del proceso resultante de la
ocultación en la misma manera.
Por tanto, comenzaremos calculando la probabilidad con la que el proceso re-
sultado de la ocultación alcanza cada posible estado, para luego pasar al estudio
de las correspondientes continuaciones.
Para ello veremos los procesos P\(a, q) como límite de una sucesión de aproxi-
maciones, que notaremos P\~(a, q), que nos ofrecen la información sobre el com-
portamiento del proceso resultado de la ocultación, que se puede obtener a partir
del conocimiento del proceso dado sobre tests de profundidad menor o igual a n.
• Para la primera aproximación, obviamente P\~ = STO?, por lo que
p(P\o(ci,q),A) = 1 SiA=0{ O En otro caso
• Para calcular la segunda aproximación, utilizaremos el comportamiento de?
sobre los tests de un sólo nivel. Tenemos entonces que el proceso en el que se
ha ocultado una acción alcanzará un estado (en el que obviamente no estará
la acción oculta) si el mismo podía ser alcanzado antes de la ocultación, es
decir
y,(?\i(a,q),A) = y,(P,A)
• Si avanzamos otro paso, tendremos ya tres formas diferentes de alcanzar
un estado A por parte del proceso ?\2(a,q). En primer lugar, el estado
puede alcanzarse directamente por ? como en el caso anterior. Podemos
también alcanzar en principio cualquier otro estado B que contenga la acción
ocultada a, y tras la ejecución de la misma (lo que ocurrirá con probabilidad
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q) alcanzar el estado A. Pero hay una tercera posibilidad cuya captación
resulta más difícil a nivel intuitivo, que consiste en que se alcance por parte
de P un cierto estado B, conteniendo la acción a, y tal que B — ja> ~ A, de
forma que tras la ejecución de la acción a se pueda alcanzar un estado O tal
que BU O = A. Tal caso refleja la situación en la que el sistema ha decidido
en principio no ejecutar la acción oculta ci (lo que ocurre con probabilidad
1 — q) aunque queda en disposición de ejecutarla con seguridad en el caso de
que la oferta del entorno contenga acciones de O — B, para eventualmente
hacer posible su ejecución, pues desde luego ello no es posible en tanto el
proceso no cambie de estado.
En definitiva obtenemos
y,(?\2(ci,q),A) =
y,(?, A) + q ( >3 y,(P, B) . y,(?/(a, B), A))+
aEBOS
(1 q) . ( >3 y,(?,B) >3 y,(?/(a,B),0) )
aEBCAU{a} BuC=A
o lo que es lo mismo
y,(?\2(ci, q), A) =
y,(P, A) + q• ( >3 y,(?, B) . y,(P\~ (a, q), A))+
aEBCS
(1— q) . ( >3 p(?,B) . >3 y,(P/(a,B)\i(a,q),0)
aEBCAU{a} BuC=A
• En definitiva el caso general correspondiente a la aproximacion enesima, ins-
pirado por lo obtenido en los casos particulares anteriores, queda como sigue
p(?\~(a, q), A) =
y,(?, A) + q . ( >3 y,(P, B) . y,(P/(a, B)\~.~ (ci, cj), A))+
aEBCS




lo que es correcto, ya que la sucesión en cuestión es no decreciente, puesto que los
términos que aparecen en cada aproximación se mantienen en la siguiente, siendo
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todos ellos no negativos, y por otro lado los valores y,(P\~(a, q), A) se pueden
efectivamente entender como probabilidades al ser menores o iguales a 1, puesto
que el valor de los mismos está acotado por 1. Ello es en efecto así, pues los términos
sumados en la parte derecha de la igualdad corresponden a distintos estados que
contienen la acción a, a los que se les agrega el término correspondioente al propio
estado A, por lo que en definitiva obtenemos un valor menor o igual al de la
probabilidad de alcanzar un estado cualquiera, que en virtud de la prop. 4.3
sabemos que es 1.
Finalmente, tomando límites en ambos lados de la igualdad anterior obtenemos
la siguiente caracterización recurrente de los valores y,(?\n(ci, 9), A).
y,(P\(ci, q), A) —
y,(?, A) + q ( >3 p(P, B) . p(?/(ci, B)\(a, q), A))+
aEBcS
(1— q) . ( >3 y,(ID, E) . >3 p(?/(a, B)\(a, q), C) )
aEBCALJ{a} BUCA
Observacion: En tanto y cuando nos limitemos a trabajar con procesos finitos,
el sistema de ecuaciones así resultante podría consíderarse como una definición
equivalente de la probabilidad con la que el proceso ?\(a, q) alcanza cada estado
A. Sin embargo ello no seguirá siendo cierto en general, cuando pasemos a admitir
los procesos infinitos, pues en tal caso puede suceder que dicho sistema no tenga
solución única. Ello en concreto sucederá cuando tenemos una situación de diver-
gencia, lo que en particular será tenido en cuenta al estudiar los procesos infinitos
en la siguiente seccion.
Si ahora recordamos el resultado de la prop. 4.2, en virtud del cual obtendríamos
en este caso
?\(a, q) 1 it = >3 >3 s(b, A, it) . y,(?\(a, q), A). P\(a, q)/(b, A) 1 t/b
a«ACS bEA
observamos que, puesto que tenemos ya calculados los valores p(P\(a,q),A), nos
quedan por calcular las continuaciones ?\(ci, q)/(b, A) ¡ it/b, para tener comple-
tada la definición del proceso. Sin embargo no es posible calcular estos últimos
valores al margen de aquellos, puesto que la probabilidad de continuar aceptando
un test tras una accion en un estado, va indisolublemente asociada a la probabili-
dad de alcanzar dicho estado.
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En concreto, si nos fijamos en cada estado A y cada acción del mismo b, y
utilizamos el hecho de que la continuación tras alcanzar dicho estado, dependerá en
cada caso de la forma concreta en que el mismo haya sido alcanzado, utilizando la
definición implícita obtenida para la probabilidad de alcanzar el estado en cuestión,
obtenemos
A) . ?\(a, q)/(b, A) 1 it =
P/(b,A)\(a,q) It +





(1 — q). ( >3 y,(?, B) . >3 p(?/(a, B)\(a, q), 0).
aEBCAU{a} BLJCA{ ?/(b,B)\(a,q) ¡it )
?/(ci, B)\(a, q)/(b, 0) ¡ it
Si b c B
Si b « B
lo que sustituido en la expresión anterior nos
la semántica del operador de ocultacion.
>3
aQCS
conduce a la definición definitiva de
q) ¡ it=
>3 s(b, A, it).
ÓEA
p(P, A) . P/(b, A)\(a, q) ¡ t/b +
q’ ( >3 y,(?, 3) . y,(?/(a, B)\(ci, q),
aESCZ
(1—q).( >3 y,(F’,B). >3
oEBCAU{a) BuCA{ P/(b,B)\(a,q) ¡ it/b
P/(ci, B)\(a, q)/(b, 0) 1 it/b
A) . P/(ci, B)\(a, q)/(b, A) ¡ it/b) +
P/(ci, B)\(a, q), 0)•
Si b E B
Si b « B )
Observación: Al igual que ya indicamos en nuestra observación anterior, esta
definición recursiva no sería válida en aquellos casos en los que su aplicación no
terminase, por culpa de la existencia de una secuencia infinita de ocurrencias de ]a
accion ocultada, es decir por culpa de una divergencia causada por dicha ocultación.
Sin embargo, utilizando las mismas ideas podríamos obtener una definición correc-
ta, incluso en el caso en el que apareciera una divergencia, sin más que repetir el
proceso utilizando las aproximaciones ya utilizadas para formalizar con precisión
la definición de las probabilidades con las que el proceso resultado de la ocultación
alcanza cada dicho estado. Si no hemos hecho tal cosa explícitamente en esta
ocasion, ha sido exclusivamente por no alargar en exceso la exposición, pues de
CAPÍTULO 4. SEMÁNTICA DE PRUEBAS 92
hecho la preceptiva formalización no introduciría ni nuevas ideas, ni tampoco adi-
cionales dificultades técnicas, sobre la ya realizada.
Una presentación equivalente de la definición anterior, puede ser obtenida re-
ordenando los sumatorios que en ella aparecen, en base a los estados alcanzables
por el proceso ?, en lugar de hacerlo en base a los alcanzables por ?\(ci, q).
P\(a,q) ¡ it=
>3 >3 s(b, A, it) . y,(?, A) . (?/(b, A))\(a, q) ¡ t/b +
a«ACS bEA
>3 y,(?, A) . [q• P/(a, A)\(a, q)) ¡ it) +
aE.4C5
(1 — q)~ >3 s(b, A U 0, it) . p(?/(a, A)\(a, q), 0)~
ocr
(>3?/(b, A)\(a, q) ¡ t/b + >3 P/(ci, A)\(ci, q)/(b, 0) ¡ it/b
bEÁ bEC—~4
Los siguientes ejemplos muestran que la semántica de observaciones que hemos
propuesto, formaliza adecuadamente el comportamiento (razonable) deseado del
operador de ocultación.
Ejemplo 4.4 Sea el proceso ? = [l]ci— o —4 STO?0[1]b — STO?. Tenemos
entonces un único estado para él que es el ja, 14. Cualquier otro estado tiene
probabilidad 0. Así pues tenemos que
1 it = p~ . (?/(a, ja, 14) ¡ it/a) + Pb (?/(b, ja, 14) ¡ it/b)
Calculemos P\(a, 1/3) para cada uno de los distintos tests de profundidad uno
sobre el alfabeto jb, e>. Con vistas a no alargar interminablemente los cálculos
precisoa, admitiremos, lo que de hecho a nivel intuitivo es obvio, que los procesos
b — STOP\(a, 1/3) y e -4 STOP\(a, 1/3) son equivalentes respectivamente a los
procesos b ~ STO? y e — STOP. Tales equivalencias podrían comprobarse sin
más que desarrollar los cálculos de las probabilidades con las que dichos procesos
pasan un test cualquiera. Obtenemos entonces
P\(a,1/3) ¡ c.w
— 3P/(a,{a,b})\(a,1/3) I c.w+~?/(a,ja,b})\(ci,1/3) ¡ c.w
CAP/TUL0 4.
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= ~}c -4 STO? ¡ c.w) +
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P/(b, jci,b,cfl\(a, 1/3) ¡ t/b)
1
— -(c~STO? 1 b.w) +3
1 2 _ 2
—--0+--—
3 3
?\(ci, 1/3) ¡ [l]b.w+ [~¡]c.w=
2
.(STOP j w)
lP/(ci, ja, b})\(a, 1/3) ¡ [l]b.w+ [~]c.w +
(s(b, {b},it) . ?/(b, ja, b})\(a, 1/3) l it/b
— l(c — STO? ¡ [l]b.w + [~j]c.w)+
A . (STO? 1 w)
— l+~ = 1
Finalmente generalizaremos los resultados anteriores, calculando el comportamien-
to de este proceso P sobre un test cualquiera it con el alfabeto 2 = ja, b, ej. En
primer lugar, si b E Ft(t) tenemos
?\(a,1/3) ¡it
=l?/(a,{a,bB\(a,1/3) ¡ it +2
3 y,(?/(ci,{a,b}),{14) . (s(b,jb},t).
?/(b,{a,b})\(a,1/3) 1 it/b
= l(c-..STO?¡it) + ~ . (STOP ¡ it/b)
En segundo lugar, si 6 « Ft(t)
P\(ci,1/3) ¡ it= l?/(a,{ci,b})\(ci,1/3) ¡ it +
~?/(ci,{a,b})\(a,1/3) ¡ it
— ?/(a,jci,b})\(a,1/3) ¡ it
— c—+STOIflit
En definitiva obtenemos que el proceso en cuestión se comporta igual que el proceso
[~jc —— STO? VI [~i([43b — STOPO[~)c -~ STO?
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(y,(?/(a, {a, 6>), jb})
o
E-
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Ejemplo 4.5 Consideremos ahora los procesos
= []([lfr— STQPIEJ[l]b — STO?) VI [I]STOP
9 = [ifr— STO? VI [l]b— STO?
que en su momento no pudimos distinguir en el marco de nuestra primera semántica
de trazas. Ahora tenemos que ambos tienen distintas observaciones, pues en con-
creto para el test it = [l]ci.w+ []b.w se tiene
P¡it=
Q¡it=1
Pretendemos que para estos procesos se cumpla que P\(a, 1/2) # Q\(a, 1/2). Y
de hecho ello es efectivamente así, pues para el árbol b.w tenemos:
?\(ci, 1/2) ¡ (b.w) = s(b, 0, b.w) . y,(P, 0) . (STO? ¡
p(P, {a,b>) . (1/2. ((STO? ¡ bu.,) + 1/2. (STO? 1 w))
— — 1
Q\(a, 1/2) 1 (b.w) = s(b, {b}, b.w) . y,(?, {b}) . (STO? ¡
y,(P, ja>) . 1/2 . ((STO? 1 b.w)
— 1+0=1
2 2
Por otra parte, en consistencia con lo que se tiene en el modelo clásico, tenemos
que
?\(a, 1/2) = [l]([l]STO? FI [l]b —* STO?) VI [lISTO?
= [U([l]STO? VI [~]b— STO?)
Q\(a, 1/2) = [l]STOP VI [l]b—> STO?
si bien los cálculos concretos 4ue nos demostrarían dichas equivalencias resultarían
tremendamente tediosos. No obstante, en el capítulo 6 introduciremos nuevas
herramientas formales, con ayuda de las cuales la complejidad de dichas pruebas
se reducirá notablemente. O
4.3 Recursión y divergencias
Finalmente nos queda definir la semántica de pruebas del operador de recursión, lo
que nos conducirá a una definición completa de la semántica de nuestro lenguaje
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PCSP.
Puesto que el proceso ,aX.P(X) podemos entenderlo como la solución (distin-
guida) de la ecuación Al = ?(Al), entonces debe cumplirse
1uX.P(X) ¡ it = P(1uX.?(X)) ¡ it
De donde, si poseemos algún conocimiento del proceso P, podremos eventualmente
utilizarlo para obtener nueva información sobre el mismo, siendo posible repetir el
proceso, de una forma en principio ilimitada. Ello nos conduce a la secuencia de
aproximaciones finitas del proceso, en el marco de la técnica de mínimo punto fijo.





Por medio de la misma llegamos a la siguiente primera definición de la semántica
del operador recursívo:
pX.P(Al) ¡ it = limP~, it
Lamentablemente la simple aplicación de la misma nos conduce a resultados in-
deseados, e incluso formalmente incorrectos en el marco en que de momento nos
desenvolvemos, cuando aprece una ocultación en el marco de la recursión. Por
ejemplo, dado el proceso ? = a -4 ?, el mismo produce una ejecución infinita de
acciones ci, de donde tendremos problemas a la hora de definir el significado del
proceso
Para calcular la probabilidad de que este proceso alcance un estado A en el que
no aparezca la acción ci, aplicamos la definición correspondiente, asumiendo que,
como podríamos de hecho probar, el proceso P tras ejecutar una serie de acciones
a en el estado ja>, continúa comportandose como el propio proceso ?. Entonces
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tenemos
y,(?\i(ci,q),A) = p(?,A) = O
y,(?\2(ci, q), A) = y,(?, A) + q~ (>3y,(?, B) . p(?/(a, 3), A)) +
aEB
(1 — q) . (>3y,(?, B) >3 y,(P/(ci, B), 0))
aEB CU(B—{a}frA
Como en este caso a « A, y ci « ~, tenemos que el valor de dicha probabilidad es
O. En general, partiendo de que p(?\~í(ci,q),A) = O, obtenemos
p(?\~(a,q),A) = y,(P,A) + q (>3y,(P,B) .y,(?/(a,B)\~.í(a,q),A)) +
B
(1 — q)(>3y,(?,B) . >3y,(?/(a,B)\~..j(ci,q),C)) = O
E O
y en definitiva y,(?\(a, q), A) = O.
Este resultado no es en absoluto sorprendente en lo que se refiere a los estados
no vacíos, puesto que es razonable que dicho proceso no pueda alcanzar ningún
estado estable en el que pueda ejecutar acción visible alguna.
En consecuencia podríamos llegar a la conclusión de que el proceso está parado,
siendo por tanto incapaz de ejecutar ninguna acción, en cuyo caso podríamos iden-
tificar al proceso ?\(ci, q) con el proceso STO?, que tiene dicho comportamiento.
Sin embargo, el resultado también es cierto para el estado 0, que por tanto
también tiene probabilidad O de ser alcanzado. Ello nos lleva a que el proceso
que estamos considerando no puede ser equivalente a STO?, ya que el mismo
tiene probabilidad nula de encontrarse en todos los estados, excepto para el estado
vacio que alcanza con probabilidad 1. Por otra parte, para todos los procesos que
hemos encontrado hasta el momento, la suma de las probabilidades de alcanzar los
estados posibles era 1, lo que evidentemente ha dejado ahora de cumplirse.
Si queremos que dicho resultado siga siendo válido, debemos admitir la posibi-
lidad de que un proceso se encuentre en un nuevo estado indeterminado, en el que
no se puede aceptar ninguna acción, pero que sin embargo no es igual al estado
vacío.
Un proceso en esas condiciones, lo consideraremos en una situación de diver-
gencia.
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En particular, denotaremos por DIV al proceso que sólo puede diverger. Se
trata de un nuevo proceso sintáctico, que por tanto será necesario tratar ade-
cuadamente. Como quedará formalizado a continuación, la semántica de dicho
proceso nos conducirá al elemento mínimo del (nuevo) dominio semántico de pro-
cesos probabilísticos. Por ello utilizaremos al mismo como punto de partida a la
hora de redefinir la semántica de los procesos recursívos.
Definición 4.9 Sea ~uX.?(Al) un proceso definido recursivamente, entonces el
paso de un test it E PTEST por parte del mismo se define como el límite
pX.?(Al) 1 it = lirnP’4(DIV) 1 it
o
Donde hemos utilizado la nueva cadena de aproximaciones al proceso, con base en
DIV, en lugar de la antigua con base en STO?.
Tenemos entonces que
Proposición 4.4 La definición del paso de test para procesos recursívos es co-
rrecta.
Demostración: Debemos probar que el límite en cuestión existe. Ello es así,
pues dada la sucesión de procesos
{ Pn (DI 1’)> nE IÑ
tenemos en primer lugar, que para todo test it la sucesion numérica que forman
las probabilidades de paso de los mismos es creciente. Aunque podríamos probar
dicho resultado en este momento, nos permitiremos retrasar dicha prueba hasta el
capítulo siguiente, en cuyo corolario 5.5 se retomará la cuestión, a fin de evitar el
desarrollo en este momento de toda la artillería formal necesaria para obtener el
resultado, pues consideramos a dicho capítulo el marco natural para desplegaría.
Admitamos entonces que dichas sucesiones son crecientes, de donde, puesto que
se trata de valores de probabilidades, y por tanto acotados por 1, obtenemos que
el límite de la sucesion existe, y además es también menor o igual que 1. Con lo
cual, queda probada la corrección de la definición. O
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Si nos centramos ahora en el problema de calcular la probabilidad de que un
proceso diverja, tenemos que la misma se obtendría complementando la probabili-
dad con la que el proceso alcanza cualquiera de los antiguos estados determinados.
La suma de todos ellos, con excepción del estado 0, se obtiene mediante ? ¡ its,
que nos indica la probabilidad con la que el proceso acepta ejecutar una acción
cualquiera. Ahora bien, con los tests definidos hasta el momento no podemos
discriminar entre la divergencia y el estado vacío, sino que únicamente podemos
calcular la suma de ambos valores. Es preciso pues, introducir un nuevo test, que
denotaremos por ,,,/, el cual reconecerá la parada de un proceso. Naturalmente,
que hemos entonces de definir, por inducción estructural como de ordinario, la pro-
babilidad con la que los distintos procesos pasan el nuevo test. Ello lo haremos a
continuación, pudiendose concluir tras ello, como deseamos, que para todo proceso
se tiene
y,(?,O) = ? ¡
Con este objetivo en mente, comenzamos definiendo
STOP¡v’ 1
DJV¡Q = O
En lo que se refiere al prefijo, tenemos que el proceso a —4 P, claramente no
está en un estado vacío, por lo que tomamos
ci—?¡V=O
La elección interna alcanzará un estado vacio sí alguna de sus componentes lo
alcanza, de modo que, ponderando con las respectivas probabilidades, obtenemos
[y,]PVI[1—¡49 ¡ v’=y,~(~ ¡ 0+(l—y,)ÁQ ¡ 1)
Por el contrario, la elección externa sólo parará si ambos procesos están inca-
pacitados para proseguir, luego
[¡4l~E3[l—p]9 ¡ = ? V~9 ¡ 1
En cuanto a la composición paralela, en lo que se refiere a las acciones de
no sincronización, ocurre algo análogo a lo que sucede para la elección externa.
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Sin embargo el proceso resultante también parara sí ambas componentes alcanzan
estados disjuntos que sean subconjuntos del conjunto de sincronización. Ambos
casos quedan correctamente capturados, definiendo
[y,]P¡¡A[1—¡4Q 1 = >3 y,(?,B).y,(9,C)
B,CcA,EnC=0
Finalmente, el proceso resultante de la ocultación de una acción, parará (al-
canzará el estado vacío) de manera similar a como alcanza cualquier otro estado.
Es decir, o bien el proceso previo a la ocultación para, o bien el proceso alcanza
un estado 3, y tras ejecutar el sistema la acción ocultada a (con probabilidad q)
el proceso resultante para; o bien el proceso original alcanza el estado {a}, y para
después de ejecutar la misma. Se tiene, en suma
?\(a,q) ¡ ~= P ¡ 1+
q• (>3p(F, 3) . ?/(ci, B)\(ci, q) ¡ 1 +
E
(1—q).y,(?, ja>) .P/(ci,{a})\(a,q) ¡ ~/
en donde de nuevo debemos interpretar de una manera operacional, es decir como
limite de las correspondientes aproximaciones, el uso recurrente del operador de
ocultación, a fin de que dicha definición recurrente tenga sentido.
Naturalmente, en lo que al operador de recursion hace referencia, al mismo es
aplicable la definición general que ya habíamos adelantado
pX.P(X) ¡ = hm ?~(DIV) ¡
Concluimos este capítulo con una breve referencia a algunas propiedades in-
teresantes de la semántica de pruebas que acabamos de definir.
En primer lugar observamos que en este modelo se tienen (automáticamente)
propiedades de equidad (fairness) en lo que se refiere a una sucesión infinita de
elecciones internas, lo que no sucede en el caso del modelo CSP ordinario, ni en
general en ninguno de los modelos habituales de descripción de procesos. Así, en
nuestro modelo probabilístico se cumple
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lo que nos indica que si el medio en se encuentra un proceso está empeñado en
ejecutar una a, y el proceso en cuestión está en disposición de aceptarlo en principio
con probabilidad y, (no nula), y en caso de no hacerlo queda en disposición de que el
medio vuelva a intentarlo, permaneciendo constante la probabilidad de aceptación,
podemos garantizar que en tiempo finito, la acción será ejecutada con seguridad.
Sin embargo, dicho resultado no se mantiene para el caso del operador de
elección externa, para el que se tiene el mismo resultado que se tenía en el modelo
sin probabilidades. Así:
pAl.([p]a — ?O[1 — y,]Al) DIV
Ello es (técnicamente) debido a que para calcular la probabilidad de que el pro-
ceso resultante de una elección externa alcance un estado, debemos comenzar por
calcular la probabilidad con la que cada uno de sus argumentos lo alcanza, lo que
en el caso recursivo que nos ocupa nos sume en un círculo vicioso, que nos conduce
a que todo estado determinado se alcanza con probabilidad nula.
Más en general se tiene que el operador de elección externa sigue siendo estricto
respecto de la divergencia, como sucedía en el modelo no probabilistico. Ello sin
embargo no es así en lo que se refiere a la elección interna. Esto hace que en
nuestro modelo probabilístico deje de ser cierto que la elección interna sea siempre
peor (pospondremos la formalización del término hasta el capítulo siguiente, en el
que estudiaremos las relaciones de orden entre procesos) que la elección externa.
Ello contradice en alguna forma el objetivo prioritario que nos habíamos im-
puesto, de procurar mantener al máximo las propiedades del modelo ordinario. Al
respecto señalaremos que detectada la irregularidad tratamos de resolverla, pero
encontramos que todo cambio en ese sentido de la definición de la semántica del
operador de elección externa, nos acababa conduciendo a un operador no continuo.
En consecuencia, el único camino posible para mantener dicha propiedad, consis-
tiría en forzar al operador de elección interna a ser estricto. Tal modificación
forzada no nos pareció natural; por otra parte, reexaminada la cuestión encon-
tramos que no cabía calificar a la propiedad perdida como de naturalmente deseable
en un marco general, sino como de propiedad obtenida implícitamente en el marco
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no-determinista no-probabilístico del modelo ordinario, a partir de otras conside-
raciones propias de dicho modelo. Por lo tanto la pérdida de dicha propiedad no
nos parece de lamentar, si bien la constatación del hecho nos parece oportuno, pues
ilustra algunas de las bases en las que se fundamenta la formalización de nuestro
modelo probabilístico.














La semantíca de pruebas estudiada en el capítulo anterior define el significado de
cada proceso de una forma implícita. Puede resultar interesante disponer de un
mecanismo alternativo explícito, para definir dicho significado. Ello se logra por
medio de una semántica denotacional, cuyo estudio constituirá la temática del
presente capítulo.
Un primer paso en todo modelo denotacional consiste en establecer el dominio
semántico (conjunto de objetos matemáticos con una estructura adecuada) donde
la función semántica tomará sus valores. Posteriormente se definen dichos valores
para cada constructor de procesos como una función entre los objetos del dominio.
Como vimos en el capítulo 3, utilizar como dominio semántico las trazas de
los procesos no es suficiente para capturar el comportamiento de todos ellos. En
consecuecia, nos basaremos en las ideas desarrolladas en el captítulo anterior, a la
hora de construir el dominio semántico de procesos adecuado.
Una vez que tengamos definido el dominio de procesos, el mecanismo será el
usual, es decir, estableceremos funciones entre los procesos (semánticos) que repre-
senten a cada una de las operaciones sintácticas, siendo el significado del operador
recursión el menor punto fijo de la cadena de aproximaciones que empiezan en el
menor proceso semántico, el cual, en línea con lo visto en el capítulo anterior, se
corresponderá con la semántica del proceso divergente DIV.
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Finalmente, una vez que tengamos definido el modelo denotacional de PCSP,
comprobaremos que su potencia descriptiva es la misma que la del modelo de
pruebas, estableciendo la equivalencia entre ambas semánticas.
5.1 Dominio de Procesos
Para establecer cuales serán los objetos que representarán a los procesos semánti-
cos, observamos que cada paso de los cómputos de un proceso se puede descom-
poner en dos etapas diferenciadas: en primer lugar el proceso, tras una serie de
decisiones internas, alcanza un estado estable, en el cual es posible ejecutar una
serie de acciones; posteriormente, a partir de dicho estado, el medio exterior selec-
ciona entre las acciones que constituyen el mismo, cual es la acción a ejecutar.
Así pues, la idea fundamental para definir el comportamiento de un proceso
será la descripción de los estados que el mismo alcanza a lo largo de su evolución
a lo largo del tiempo, de manera que si podemos caracterizar todos estos estados
alcanzables tendremos definitivamente descrito el proceso. Naturalmente, en un
medio probabilístico como en el que nos movemos, será preciso incorporar en el
punto adecuado la información probabilística que rige el comportamiento de cada
proceso.
Así, podemos describir un proceso probabilístico por medio de un árbol de de-
cisiones sobre las acciones que pueden ser ejecutadas. Estas decisiones pueden ser
de dos tipos, internas y externas, refiriéndose el calificativo en cuestión a quién
será el sujeto que realizará dicha decisión. En el primer caso, será el sistema el
encargado de tomar la decisión, consistiendo ésta en seleccionar un estado estable,
en el que se ofrecen al medio una serie de acciones, según una determinada dis-
tribución de probabilidad. En cuanto a las decisiones externas consistirán en la
elección por parte del medio exterior de la acción a ejecutar, una vez alcanzado un
estado, de entre el conjunto de acciones que componen el mismo.
Dichas decisiones se van tomando en forma alternativa, de manera que los dos
tipos de nodos, internos y externos, se irán sucediendo alternativamente a lo largo
del árbol, comenzando siempre con un nodo interno como raíz del árbol.
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De cada nodo interno surgen una serie de ramas que tienen como destinos nodos
externos, y van etiquetadas con conjuntos de acciones diferentes y con la probabil-
idad de que sea seleccionado dicho conjunto como el siguiente estado estable.











Nótese que no exigimos que la suma de las probabilidades sea 1, permitiéndose
que la misma pueda ser inferior. La diferencia entre dicho valor y la unidad,
captura la probabilidad de divergencia en la situación representada por la raíz del
árbol. Así, en el caso límite en el que n = 0, y por tanto la suma en cuestión es
nula, obtendremos la representación (semántica) del proceso DIV. Por ello, en lo
sucesivo nos permitiremos usar la misma notación DIV, para referirnos a dicho
árbol trivial.
De cada nodo externo al que se llega por un arco etiquetado con el conjunto
A = {a1,. . . , a,.) y una probabilidad y,A cualquiera, surgirán a su vez ramificaciones
etiquetadas con las distintas acciones que forman parte del estado correspondiente
A. Evidentemente no existirán probabilidades en las etiquetas asociadas a estas
ramas, ya que las elecciones que representan son deterministas, correspondiendo
la decisión de cuál de sus acciones será la ejecutada, al medio exterior.
[pnIAn
o
La representación gráfica de un nodo externo se muestra en la siguiente figura:
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o
VI VI
Ahora cuando un nodo externo es una hoja tenemos una oferta vacía que se
corresponde con la semántica del proceso STOP.
Distinguimos por tanto el caso en el que un proceso alcanza el estado vacío (0),
un estado estable donde no es posible ejecutar ninguna accion, como ocurre con
el proceso STO?, del caso correspondiente al proceso DIV, en el que hay una
incapacidad para alcanzar estado estable alguno.
Definición 5.1 (Proceso Semántico)
Definimos los procesos probabilísticos semánticos como los árboles no ordenados,
finitos o infinitos, con dos tipos de nodos, que podemos generar (finita o infinita-
mente) con la siguiente gramática:
fl [¡‘A] E a.?
AE<4 oEA
donde A E P(2) ,A # It y VA E APA # O, >3PÁ =1.
ACÁ
Denotaremos por 7’ al conjunto de todos los procesos semánticos. O
Observación: Remarcaremos que bajo un mismo nodo, tanto interno como
externo, no pueden existir ramas repetidas, es decir etiquetadas de una misma
forma.
Por otra parte recordamos el hecho de que si bien en la representación gráfica
de los árboles existe un orden entre las distintas ramas, ello no es así en en su
definición formal, pues en la misma se habla de conjuntos de hijos y no de listas
de ellos.
En la figura 7 se muestran algunos ejemplos de (representaciones de) procesos
semanticos.
VI
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DIV STOP o — DIV (~-]o — DIVOI4~b — DIV [~jo— DIV — DIV ~jX.a — X
VI VI VI VI VI VI
0 ¡~i {a} [1] (ab] Iii 14i{a} [1I{b} <o> [Ii
o o o o o o
a o b o b
(o} (1]




Figura 7: Ejemplos de procesos
Definición 5.2 (Probabilidad de un estado)
Sea ? un proceso y A C 2, definimos la probabilidad con la que ? alcanza (in-
mediatamente) el estado A, y lo denotaremos por y,(?, A), como el valor numeríco
PA con el que se alcanza un nodo externo etiquetado con A bajo la raíz de ?,
tomando como dicho valor O si A no pertenece al conjunto de etiquetas sobre hijos
de dicha raíz.
Definición 5.3 (Proceso tras una acción en un estado)
Sea ? un proceso y A q 2, definimos el proceso restante después de ejecutar la
accion a E A, y lo denotaremos por P/(ci, A), como el árbol que tiene como raíz
el nodo interno que se alcanza tras el arco etiquetado con la acción ci que parte
del estado A bajo la raíz de P, de ser efectivamente A un estado de ?. En caso
contrario, tomamos P/(a, A) = DIV. O
Definición 5.4 (Probabilidad de un nodo externo)
Los nodos externos de cada proceso ? estan unívocamente determinados por la
secuencia (A1aiA2a2. . . A,...aa,...~>, con a~ E A1 para todo i E {1,. . . , n — 1> que
nos conduce al nodo interno padre correspondiente, junto con el estado A,, que
etiqueta cada arco que sale de dicho nodo interno.
Entonces, dado un proceso ?, y una secuencia y un estado que caracterizan
a un posible nodo externo del mismo, definimos la probabilidad de que dicho
proceso alcance el nodo externo representado por la secuencia .s y el estado A, que
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denotamos por y,(P, s, A), en la forma siguiente
y,(P,(>,A) = y,(?,A)
y,(?, <a1 Ai>s, A) = y,(P, A1) . y,(?/(ai, A1), s, A)
o
De cara a poder comparar los procesos, y así poder definir la semántica de la
recursión por medio de la técnica del menor punto fijo, introducimos una relación
de orden entre los procesos.
Definición 5.5 (Orden entre procesos)
Sean ? y 9 procesos probabilísticos semánticos. Decimos que? ~ 9 su todo nodo
externo del proceso ? es también nodo externo de 9 y se alcanza en 9 con igual o
mayor probabilidad que en?. Es decir si para toda secuencia s, la probabilidad de




Obsérvese que en la anterior definición podemos omitir, por quedar de hecho
implícitas, la restricción a estados alcanzables de ? y la condición de que dichos
estados sean alcanzables en 9.
Proposición 5.1 La relación E entre procesos es una relación de orden, que tiene
a DIV como menor elemento.
Demostración: Trivial. O
Teorema 5.1 (7’, E) es un orden parcial completo (cpo).
Demostración:
• Tiene elemento mínimo 1. Se trata del árbol que verifica
y,(i,A)=O VAcE2
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que es obvio que no tiene más nodo que su raíz, correspondiendose por tanto
con el árbol DIV. Evidentemente tenemos que VP 6 7’ 1 E P.
• Toda cadena tiene cota superior imníma.
Sea {?í}iE¡ una cadena. Entonces el árbol LI’1, es aquél cuyos estados al-
canzables quedan definidos en la forma
y,(UP1,A) = limy,(I’1,A)
y,(LJ?1,s,A) = limp(?1,s,A)
Se trata en efecto de la cota superior mínima de la cadena, pues:
1. u?1 está bien definido, pues al formar los procesos ?~ una cadena, los
valores y,(P~, A) y p(f-’i, s, A) forman una sucesión creciente y acotada
por 1. Luego existirá el límite, que sera menor o igual a 1.
2. isP1 es cota superior. Es decir Vi I’~ L hP1
Sea P~ un proceso de la cadena y A un estado alcanzable tras la secuencía
s, entonces A deberá ser alcanzable por 1% para todo j =i. Por lo tanto,
al formar los valores y,(1%,s,A) una sucesión creciente, se obtiene que
¡‘(1%, s, A) S hm1 p(P~, s, A), por lo que es cota superior.
3. Li]’1 es mínima.
Sea 9 un proceso tal que Vi ?1 ~ 9, entonces si A es un estado
alcanzable tras la secuencia s por todos los procesos de la cadena a
partir de un determinado proceso i, tenemos que A será alcanzable tras
s por el proceso 9, y además VJ =i p(Pj,s, A) =p(Q,s,A), por tanto
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5.2 Semántica Denotacional de PCSP
En la sección anterior hemos definido el dominio semántico para los procesos de
PCSP, continuaremos en esta sección, de la manera usual, definiendo una colección
de operadores semánticos entre elementos de este dominio que representarán cada
una de las operaciones de la sintaxis definida para el lenguaje. Como es usual,
denotaremos con ¡JPI la semántica denotacional de cada proceso ?.




ESTOP~ viene definido por un árbol con un nodo interno y otro externo








=0 si s#<>óA#It (1)
Por otra parte, el proceso ¡jjDIV]~ viene definido por el árbol que sólo tiene un





Las funciones constantes que definen la semántica de los procesos constantes
son, de forma trivial, monótonas y continuas. Para el resto de las funciones que
definen la semántica de los restantes operadores del lenguaje, deberemos probar
en lo sucesivo su monotonía y continuidad.
5.2.2 Prefijo
Definición 5.6 Siendo a E 2 y 7’ el conjunto de procesos semánticos, definimos
la función ci -4: 7’ —+ 7’, cuya aplicación notaremos en la forma a —~ P, en la
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forma siguiente: Para cada ? E 7’ el proceso a -4 P viene dado por el árbol de
cuya raíz parte una única rama etiquetada con el conjunto ja> y la probabilidad
1, que la une a un nodo externo bajo el cual existe un uníco nodo interno, siendo
el subárbol que tiene a este nodo por raíz, idéntico al árbol ?.
En cosecuencia, los nodos externos del árbol ci ~ P serán accesibles tras una
secuencia que comenzará con el par (ja>, a) y continuara con una secuencia s que
defina un nodo externo del árbol ?. Tendremos entonces
¡‘(a — ?, A)




=DJV Si A#{ci> o b#a (2)
o
Proposición 5.2 La función prefijo es monótona y continua.
Demostración:
MONOTONÍA: Supongamos? ~ 9, entonces para todo nodo externo
diente al estado A alcanzado tras s por el proceso ?, existe un nodo
respondiente a A alcanzable tras s por Q, tal que y,(F, s, A) =y,(9, s,
entonces que para cada nodo externo correspondiente a un estado





¡‘(ci — ?, <(ja},ci»s,A) = 1. y,(P,s,A)
C 1 p(Q, s, A)
— y,(ci — 9, <({a>,a)>s, A)
CONTINUIDAD: Dada {Pi}iE¡ una cadena ascendente de procesos, como el prefijo
es monótono, tenemos entonces que ja — Pí}iE¡ es una cadena ascendente de
procesos. Sea entonces s una secuencia tras la que se puede alcanzar el estado A
por parte del proceso LJ(a .— ?~). Tenemos en primer lugar que la secuencias es de
la forma <({a}, a)>s’, para alguna secuencia st Esto es así, pues todos los procesos
de la cadena comienzan por ese par. Entonces, si en el límite no lo hiciera debería
haber algún proceso de la cadena que no comenzase por la misma. Ahora bien, si
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el nodo externo de estado A es alcanzable tras la secuencia s’ por el proceso UI’~
con una probabilidad ¡‘(U?1, s’, A), tenemos entonces, para todo nodo externo de
U(a —
y,(U(a — ?1),s,A) = y,(ug, <(jci},a)>s’,A)
= ¡‘(a—> LJP~,s,A)
Por lo que se concluye que U(a —~ 1>3 = a —~ LI?1 O
Definición 5.7 Sea? un proceso de la forma? = a -4 ?‘, definimos su semántica
denotacional en la forma ¡[?]J = ci — [P’]].
5.2.3 Elección interna
Siendo P y 9 dos procesos, el proceso [y,]?VI [1 — ¡49 vendrá dado por un árbol,
cuyos estados resultan de la unión ponderada entre los de los dos componentes.
Definición 5.8 Definimos la operación de elección interna entre procesos prob-
abilísticos VI : [0, 1] x 7’ >c 7’ — 7’, cuya aplicación notaremos en la forma
[¡4?VI [1 — y,]9, en la forma siguiente: Siendo ? y 9 dos procesos, los estados
alcanzables por el proceso [y,]? VI [1 — y,]Q serán aquéllos alcanzables por uno u
otro de ellos, si bien con la probabilidad que resulte de la ponderación de las prob-
abilidades correspondientes con los factores y, y 1 — y,. Más exactamente, si un
estado A es alcanzable por ? con probabilidad ¡‘A, pero no lo es por 9, entonces
este estado A será alcanzable por [p]? VI [1 — y,]Q con una probabilidad y, y,,~.
Análogamente sucede en el caso contrario, siendo en este caso la probabilidad re-
sultante (1 — p) . q~. Por último, si es alcanzable por ambos componentes, con
probabilidades respectivas ¡‘A Y qA, el estado será alcanzable por [y,]? VI [1 — y,]9
con probabilidad y, . ¡‘A + (1 — y,)q.~.
En consecuencia se tiene siempre
p([¡4Pfl[1—¡49,A) = p.y,(?,A)+(1 —p).y,(Q,A)
Dicho resultado nos da pie para generalizar la definición de modo que queden
cubiertos la totalidad de los nodos. Al respecto, definimos la probabilidad de
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alcanzar cada estado A tras una secuencia s por parte del proceso [y,]? VI [1— y,]Q,
mediante
¡‘([¡‘IP FI[1 —p]Q,.s,A) = y,.y,(?,s,A) + (1—y,) p(Q,s,A) (3)
o
Proposición 5.3 Fijado un cierto y, c [0, 1] tenemos que la función elección in-
terna es monótona y continua para cada uno de sus argumentos en 7’.
Demostración: Lo veremos sólo para el primer argumento, siendo la compro-
bación análoga para el segundo.
MONOTONíA: Sean ?, 1>’ tales que ? E 1>’. Por definición tenemos que, si tras




p([p]? FI [1 —¡49,a, A) = y,. p(?, a, A) + (1 — y,). y,(9,s, A)
= y,. y,(P’,s,A) + (1— y,) .y,(9,s,A) = ¡‘([y,]?’ FI [1 —y,]Q,s,A)
Puesto que ello es cierto para todo estado, tenemos que
[p]?VI[1—y,]9 L [p]?’VI[í—y,]Q
CONTINUIDAD: Sea {?i}iE¡ una cadena de procesos, entonces por la monotonía
tenemos que {[p]P~ VI [1—.v]9}IEI es también una cadena, y en el límite, la proba-
bilidad de alcanzar un nodo externo correspondiente al estado A tras la secuencía
.s es
p(LJ[p]P~ FI [1 —¡49, s,A) = lim¿y,([p]f’¿ VI [1— y,]Q,s,A)
= y,. hm1 y,(?í, a, A) + (1 — y,) . y,(9,s, A)
= y,. y,(U131,a, A) + (1 — y,) p(9,s, A)
= ¡‘([y,] LI ?1VI [1 —y,]9,.s,A)




Definición 5.9 Sean ?, Q procesos y p 6 [0,1], definimos la semántica denota-
cional de [y,]?VI [1— y,]Q como el árbol dado por [y,]~P~VI [1 — y,3~9]. O
5.2.4 Elección externa
Siendo ? y 9 dos procesos, definiremos el proceso [y,]?O[l —y,]Q, al igual que en el
caso anterior, describiendo su conjunto de nodos externos, junto con la probabilidad
de llegar a cada uno de ellos.
Comenzaremos estudiando los estados a los que se llega directamente desde la
raíz. Como tales parece razonable tomar las uniones de los respectivos estados
alcanzables por los procesos componentes, pues si el proceso ? está en disposición
de ejecutar las acciones del conjunto A y el proceso 9 lo está de ejecutar las de
3, tenemos entonces que el proceso [p]PO[1— y,]Q podrá ejecutar las acciones de
AUB.
La probabilidad con la que se alcanza un estado tal del proceso composición
será la suma de los productos de las probabilidades con las que los componentes
alcanzan respectivamente estados A y B tales que A U 3 = 0:
y,([p]?O[1 —¡49,0) = >3 y,(I’ A) . ¡‘(9,3)
Au
Consecuencia inmediata de esta definición es que la función elección externa es
estricta, pues si uno de los dos procesos componentes no puede alcanzar ningún
estado, es decir es DIV, la composición tampoco podrá alcanzar ningún estado.
Es decir
[p]?O[1—y,]DIV = DIV
Nos queda entonces, para definir completamente el proceso, el estudio de los nodos
por debajo del primer piso de nodos externos. Al respecto, observamos que si Al es
un estado alcanzable tras la secuencia no vacías por el proceso [p]PO[1—p]Q, este
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nodo podrá haber sido alcanzado bien por una rama correspondiente al proceso
1>, o bien por una correspondiente al proceso 9.
Procede entonces una distinción de casos según sea la primera componente de la
secuencias. Tomemos s = <(A,a)>s’ con lo que el conjunto A nos indica el estado
estable alcanzado por el proceso [y,]?O[1— y,]9 desde el que se ha producido la
ejecución de la primera acción a. Sea y,~ la probabilidad con la que se ha alcanzado
dicho estado. Según hemos definido, el estado A alcanzado lo habrá sido por haber
alcanzado ? un estado B, y 9 otro O tales que A = B U 0. Entonces, tras s el
proceso composición alcanzará un estado X bien porque ? o porque Q habrán
alcanzado dicho estado X tras las respectivas secuencias sE ó ~c que son idénticas
a s, salvo que su primer par ha de ser susituido respectivamente por (B, a) o por
(0, a) . Es decir sE = <(B, a)>?, y ~c= <(0, ci)>s’.
En definitiva se obtiene la siguiente definícion
y,([y,]P0[1 —¡49,s,Al) =
>3 y,(P,s~,Al) .y,(Q,0) + >3 y,(9,sc,X) .p(?,B) +
AUB=C
oES-O aEO—E{ A=BLJc py,(?,s5,Al) .y,(9,C)+(1 —y,) y,(Q,so,X) .y,(P,B) (4)>3
AUBC
aEAflB
Es decir, si la primera acción ejecutada sólo pertenece a uno de los dos estados
compuestos, se toma como continuación la del correspondiente proceso; mientras
que si pertenece a ambos se hace una elección no-determinista probabilistica, en
base a las probabilidades indicadas en la composición.
Proposición 5.4 Fijado un cierto y, E [0,1] tenemos que la función elección ex-
terna es monótona y continua para cada uno de sus argumentos en 7’.
Demostración: Al igual que en el caso anterior, lo veremos sólo para el primer
argumento
MONOTONíA: Sean ?,.P’ tales que ? ~ F’. Por definición tenemos que si A es
alcanzable tras s por el proceso 1> entonces y,(?, s, A) =y,(?’, a, A).
Además, para todos los estados A y B tenemos que ¡‘(1>, A) =p(?’, A) y que
p(Q,B) =¡‘(9,3).






X).¡’(Q,B) + >3 p(Q,sc,X)
AUB=C
aEO-B















CONTINUIDAD: Sea {.pi}iEI una cadena de procesos, entonces por monotonía
{[y,]gcp. — ¡‘]9}¿~’ es una cadena, y en el límite, la probabilidad de alcanzar un











X) ¡‘(9,3) + (1 —y,) .y,(9,sc,X) ~y,(l9~,O)

















.¡‘(9,B) + >3 p(Q,so,Al) y,(Ll?~,0) +
— y,([p]UP10[i —y,]Q,s,X)
o




¡‘(9,3) + (1 — y,) . p(Q, so,X) . p(U?~, 0)
tacional de [y,]?O[1 — y,]Q como el árbol dado por [¡‘flfPjo[í — y,] IJQJ. o
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5.2.5 Composición paralela
Comenzaremos de nuevo obteniendo los estados inmediatamente bajo la raíz del
proceso [y,]?¡IÁ[1—¡49, y las probabilidades con las que se alcanzan. Como quiera
que en este caso la casuística es más compleja, comenzaremos estudiando los ca-
sos particulares más representativos, para luego, desde ellos, enunciar la que sera
la definición general del operador. Supongamos en primer lugar, que el estado
alcanzable B es disjunto con el conjunto de sincronizacion: es decir A fl 3 = It.
Entonces un razonamiento análogo al realizado en el caso de la elección externa
nos conduciría como primera aproximación para definir la probabilidad con la que
se alcanza un estado tal, a
y,([p]F¡¡A[1 —¡49,3) = >3 y,(P,C) .y,(Q,D)
Ou
Ahora bien, dicha definición no es en general correcto, pues es preciso tener en
cuenta el hecho de que cuando ? alcanza un estado que incluye algunas acciones
del alfabeto de sincronización A, y el estado alcanzado por 9 no las incluye, estas
acciones no serán tomadas en consideración ante la imposibilidad de sincronizar
para ejecutarlas, con lo que tenemos más formas de alcanzar un estado como el
correspondiente a 3. Naturalmente, lo mismo puede decirse respecto al proceso
9; y más en general, cuando los dos procesos alcanzan estados conteniendo sendos
conjuntos disjuntos del conjunto de sincronízacion. En definitiva obtenemos
y,([y,]?I¡Á[1 —¡49,3) = >3 >3 y,(?, O U Al1) . ¡‘(9, DUX2)
OuD=S x1 X2CA
X, nX2=~
Por otra parte, si tenemos un estado 3, alcanzable por [y,]?¡¡A[1— y,]9, que
esté contenido en el conjunto de sincronización, es decir 3 C A, será necesario que
dicho estado sea alcanzado simultáneamente tanto por P como por 9, con lo que
obtendríamos, de nuevo en una primera aproxímacion,
—¡49,3) = p(?, 3) . ¡‘(9,3)
Ahora bien, al igual que en el caso anterior, como no hemos tenido en cuenta
aquellas acciones que sincronizan y que sólo pueden ser ejecutadas por uno de los
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procesos, a la probabilidad de alcanzar un estado habrá que sumar la probabil-
idad de alcanzar aquellos estados mayores, cuyas acciones extras no puedan ser
ejecutadas por el otro proceso. En definitiva obtendríamos
y,([¡4PI¡A[1 —¡49,3) = >3 p(P,BUAí) . ¡‘(9,3 uX2)
X~ ,X2CA—E
x1nx2=G
Finalmente, para un estado arbitrario 3 obtendríamos la siguiente definición
general:
p([p]P¡¡A[1 —¡49,3)— >3 >3 p(?,OUXi)
CuD=B X1X2 CA—E
OnDnA=SnA x,nx2=0
De nuevo para completar la descripción de [¡‘]?¡¡Á[1— ¡‘]9 hemos de definir
la probabilidad con la que el proceso ejecuta una secuencía s = ((a, 3)>?, en la
que el conjunto 3 representa el primer estado alcanzado bajo la raíz, y tras dicha
secuencia alcanza un cierto estado Z. En este caso, tras razonamientos análogos a
los hechos para calcular la probabilidad de cada estado bajo la raíz, obtenemos la
siguiente fórmula general:




I ¡‘([fijP/(a, O u Al1 )¡¡41 —¡‘]9,s’, Z)— y,]9/(ci, D U Al2), .s’, Z)‘ y,. y,([¡’]P/(a,0 U Xl)¡¡A[1 — p]9,s’, Z) +
(1 — p) . p(Ey,]?¡¡A[1 — p]9/(a, DUX2), s’, Z)
¡‘([y,]?/(a, O Li XI)¡IÁ[1 — p]9/(ci, DUX2), s’, Z)
Si ci c O — D
Si ci E D — O
(5)
Si a c D n 0— A
Si a c O n D n A
Proposición 5.5 La función composición paralela es monótona y continua.
Demostración:
posición.
Nos centraremos, de nuevo, en el primer argumento de la com-
MONOTONIA:
toda secuencia s
Sean ?,9,?’ tales que
y todo conjunto A
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por lo que en primer lugar obtenemos
y,([p]?I¡A[1 —y,]9,B) = >3 >3 ¡‘(?,CUX1)) . y,(Q,DUX2)
O,D X1 ,X2
oC >3 >3 p(IIOUXí)) . y,(Q,DUX2)
0,0 X, ,X2
= y,([p]P¡~A[1 — y,]9, 3)
En lo que hace referencia al resto de estados externos, debemos probar que para
todo estado Al alcanzable por el proceso [y,]P¡¡Á[1— y,]9 tras la ejecución de la
secuencia s = <(a, 0)>s’ se cumple
— ¡‘]Q,s,X) =p([p]?’¡IA[1 — ¡‘]9,s,X)
Ello se prueba por inducción respecto de la longitud de la secuencia. En realidad
lo que hemos probado más arriba no es otra cosa que el caso correspondiente a la
secuencia vacía, es decir el caso base de la demostración por inducción. Considere-
mos ahora una secuencia s = <(a, 0)>?. Para la misma se tiene:
— >3 >3 y,(g0UX~) .y,(9,DUAl2)
0,0 X, ,X2
¡‘([y,]P/(a, O U Xl)I¡Á[1 — ¡‘]9, s’, Al)
y,([p]?IIA[1 — ¡‘]9/(a, D U Al2), s’, Al)
¡‘([y,]?/(ci, O U Al1 )¡¡Á[1 — ¡‘]9, .s’, Al) +
(1 — y,) y,([¡’]P¡¡Á[1 — y,]Q/(ci, DUX2), a’, Al)
y,([y,]P/(ci, O U Xl)¡IA[1 — y,]9/(a, DUX2), a’, Al)
= >3 >3 p(?’,OUXh)) .¡‘(9,Dui Al2)
0,0 X, ,X2
y,([y,]?’/(a, O U Alí)¡¡Á[1 — y,]9,s’, Al)
y,([¡’]P’¡IA[1 — y,]9/(a, D U X2), s’, X)
y,. y,([y,]?’/(a, O U Xl)¡IA[1 — y,]9, a’, X)+
(1 — y,) . ¡‘([¡‘]?‘I¡Á[1 — p]9/(ci, D U Al2),s’,Al)
p([p)?’/(a, O U Xl)IIA[1 — p]9/(a, DUX2), s’,X)
— y,([¡’]P’¡¡Á[1 — p]9, <(a, a)»’, Al)
Si ci c O — D
Si a E D — O
Si a E D Ii O — A
Si a E O fl D FI A
Si a E O — D
Si ci c D — O
Si E D FI O — A
SiaEOADFIA
en cuyo paso crucial, que es el que corresponde a la desigualdad, hemos utilizado
la hipótesis de inducción, junto con la monotonía (trivial) del operador itras.
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CONTINUIDAD: El razonamiento es similar al anterior. Sea {PI}i6.r una ca-
dena de procesos, entonces {[p]PÍHÁ[1 — p]Q}~ei es una cadena, y en el limite, la
probabilidad de alcanzar un estado B viene dada por
p(U([p]PÍILAL1 —p]Q),B) = lim1p([p]P¿j[A[1 — p]Q,B)
= limZ 2 p(PóCU X1))
CDX, Y2
= 2 2 limp(P1,CUXfl)
CD A, A2






Por otra parte, y de nuevo por
s, podemos probar
inducción respecto de la longitud de la secuencía
p(LJ([p]P¿~jÁ[1 —p]Q),s,X) = p([p] Li PÍIIA[1 —p] U Q,s,X)
o
Definición 5.11 Siendo P, Q procesos, p 6 10,1], y A C 2 definimos la semántica
denotacional del proceso [p]P~jA[1—p]Q por medio del árbol dado por [p]~P]~Á[1—
pHQlI.
5.2.6 Ocultación
Como ya hemos visto, P\(a, q) representa un proceso que se comporta en principio
como P pero en el que no son visibles, ni por tanto influenciables desde el exterior,
las apariciones de la acción a.
Para definir este proceso P\(a, q), calcularemos en primer lugar la probabilidad
de que el mismo alcance cualquier estado A G 2. Para ello, como ya hicimos en
el capitulo anterior, procederemos a explorar por niveles el árbol que representa al
proceso P, definiendo una secuencia de aproximaciones al proceso P\(a, q), cuyos
elementos representaremos por P%4a, q).
Cada una de dichas aproximaciones se define explorando el proceso P hasta la
profundidad it. En concreto tomamos
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• En la primera aproximacion no analizamos en absoluto al proceso dado, por
lo que obtenemos P\o(a, q) = DIV o lo que es lo mismo
p(P\o(a, q), A) = O
• Cuando analizamos sólo el primer nivel del árbol P tenemos que el proceso en
el que se ha ocultado una acción alcanzara un estado A (en el que obviamente
no estará la acción oculta), si el mismo podía ser alcanzado antes de la
ocultación, con lo que tenemos
p(P\i(a, q), A) = p(P, A)
• Si exploramos un segundo nivel de P, tendremos que el proceso P\2(a, q)
seguirá alcanzando un estado A cuando el mismo se alcance directamente
por F, como en el caso anterior. Ahora bien, en esta ocasión podrá ocurrir
que se alcance un cierto estado B que contenga la acción a oculta y que tras la
ejecución de la misma (lo que ocurrirá con probabilidad q) se alcance el estado
A. Finalmente otra posibilidad es que se alcance un estado B, conteniendo
la acción a, y tal que B — {a} G A, de forma que tras la ejecución de la
accion a sea alcanzado un estado C tal que B U O = A.
Entendemos en este caso que se ha desestimado en principio la ejecución de
la acción interna a, lo que sucederá con probabilidad 1 — q, por lo quedamos
entonces en disposición de ejecutar el resto de las acciones de B. Ahora bien,
si el medio exterior está interesado en ejecutar una acción de O — B, donde
o es un estado alcanzable tras la ejecución de la acción interna a, podrá
conseguirlo imponiendo al sistema la ejecución de la acción a, aún cuando
inicialmente había sido desestimada. En consecuencia tenemos
p(F\2(a, q), A) =
p(P,A) + q’ ( ~ p(P,B) .p(P¡(a,B),A)) +
«eRcE
(1— qY ( E p(P,B). 3 p(P/(a,B),C)
aEBCAU{a} Bu __
• Razonando de forma similar para una cantidad aritraria n de niveles, obte-
nemos
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p(P, A) + q . ( >3 p(P, B) p(P/(a, B)\~i(a, q), A)) +
aEBCS
(1 — q)~ ( >3 p(P, B) . >3 p(P¡(a, B)\~1 (a, q), O)
aEBCAU{«} BuC=~4
Finalmente definimos
p(P\(a, q), A) = limp(P\~(a, q), A)
?1
La definición es correcta ya que este límite existe, puesto que la sucesión formada
por los valores {p(P\o(a, q), A),..., p(P\~(a, q), A),. ..} es creciente, ya que cada
uno de los mismos es una suma que particularmente incluye los sumandos del
término anterior; y además cada valor está acotado por 1, como ya comprobamos
en el capítulo anterior. Luego existe el límite, y al ser menor o igual a uno, podemos
entenderlo como una probabilidad.
Si tomamos límites en los dos lados de la expresión, obtenemos la siguiente
expresion recurrente:
p(P\(a, q), A) = p(P, A) + q• ( >3 p(P, B) . p(P/(a, B)\(a, q), A)) +
aEBCS
(1 — q) . ( >3 p(P, B) . >3 p(P/(a, B)\(a, q), O)
aEBCAU{a} BuC=A
que sin embargo no puede tomarse como definición implícita del operador de
ocultación (en lo que se refiere a los estados bajo la raíz), al no estar garanti-
zada en general la unicidad de la solución. No obstante, dicha ecuación sí que
admite una lectura “constructiva (equivalente de hecho a la formalizada por las
aproximaciones), que nos conduce a la definición previamente dada, la cual consiste
en partir de cero e ir sumando cada uno de los sumandos que vayamos conociendo
para las expresiones de ocultación que aparecen en el lado derecho de la igualdad.
Es fácil concluir que obtenemos así la menor solución (respecto del orden usual
sobre los reales) de las que pueda tener la ecuación en cuestión.
Para completar la descripción del proceso P\(a, q), debemos definir la proba-
bilidad de que, tras ejecutar una secuencia .s que comience por un par (b, A), se
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alcance un cierto estado D. Razonando de forma análoga a como lo hemos hecho
en el anterior taso particular, obtenemos la definición implícita
p(P\(a,q), <b,A>s~,D) = p(P¡(b,A)\(a,q),s’,D) +
q . ( >3 p(P, B) . p(P/(a, B)\(a, q), <b, A»’, D)) +
«ERCE
(1—q).( >3 p(P,.B).
«EBgAU{¿}{ >3 p(P/(a,B)\(a,q),O) p(P/(b,B),s’,D) Si bE B
BuC=A
>3 p(P/(a, O), <(1t O)»’, D) Si b ~ B (6>
BuC=.4
cuya solución explícita podríamos formalizar por medio de la secuencia de aproxi-
maciones utilizada en el caso particular previo correspondiente a los estados direc-
tamente accesibles.
Proposición 5.6 La función de ocultación es monotona y continua.
Demostración:
MONOTONIA: Sean P,P’ tales que P C P’. Entonces, para todo A B G 2,
para todo a E A se tiene
p(P, A) =p(P’, A)
p(P/(a, A), E) =p(F’/(a, A), 3)
p(P,s) =p(P’,s)
p(P/(a,A),s) =p(P’¡(a,A),s)
Tenemos entonces, que para cada n, la aproximación n-sima a la ocultación es
monótona, lo cual probamos por inducción sobre ~i. En efecto:
Para n = O el resultado es trivial.
Supuesto que para valores menores de n, las aproximaciones a la ocultación son
monótonas, tenemos que para
p(P\~(a, q), A) < p(P’\da, q), A)
p(P/(a, A)\
1(a, q), 3) =p(P’/(a, A)\1(a, q), 3)
p(P¡(a,A)\1(a,q),s) = p(P’/(a,A)\1(a,q),s)
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por lo que








>3 p(P/(a, ~ <(6, 0)»’)
BuC=A
= p(P’/(b, A)\~1, s’) +








Si 6 c B
Si 6 « ~
= p(P’\~(a, q), <6, A»’)




p(P\(a, q), s) =p(P’\(a, q), s)
y por lo tanto
P\(a,q) ~ P’\(a,q)
CONTINUIDAD: En cuanto a la continuidad, sea {P~1~EI una cadena de procesos.
Si 6 E 3
Si 6 « E
+
Entonces por monotonía {P1\(a, q)}iEI es una cadena, y en el límite, para un n
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cualquiera, razonando de modo análogo a como lo hemos hecho en el punto anterior,
tenemos
p((UP~)\~(a, q), <6, A»’)




p(P~\~.x, 3) . p(P/(a, B)V.—i, <6, A>s9) +
(1—q).( >3
aEBCAU{a}{ >3 p(P/(a, ~ O) . p(P/(b, ~ s’)
Bu
>3 p(P/(a, ~ <(6, O)»’)
Bu
= lirnp(P~/(6, A)\~...1, s’) +
Si 6 E 3
Si 6 « E





>3 lirnp(P¡(a, C)\~.-~, <(6, O)»’)
BuC=A
hm p(P/(b, B)\~~, 1)
= p(U(P1\~(a, q)), <6, A»’)
Con lo cual hemos probado que para todo n tenemos
(LJP1)\~(a, q) = LI(P1\~(a, q))







-4 ... -4 P1\(a,q)
.1.
\n—1, <6, A»’)) +
SIÓ E E





UP~\1(a, q) -4 UP~V.(a,q) -4 UP¿\(a,q)
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Hemos probado que los elementos de la fila inferior son los límites de sus respec-
tivas columnas, y por otra parte sabemos, por definición del operador ocultación
como límite de las aproximaciones, que los elementos de la columna derecha son los
límites de sus respectivas filas. Por tanto, resulta entonces inmediato, utilizando el
hecho de que ambos límites iterados son iguales, por serlo de hecho al correspon-
diente límite doble, que los dos valores en la esquina inferior derecha del diagrama
son iguales, por lo que podemos concluir
(UP1)\(a, q) = U(P~\(a, q))
o
5.2.7 Recursión
Como es usual en el marco de las definiciones denotacionales de la semántica,
el significado de los procesos definidos recursivamente mediante ecuaciones como




que por ser todos los operadores incluidos en el término P(X) continuos es, como
bien es sabido, el menor punto fijo de la ecuacion definidora X = P(X). En
definitiva tomamos
L[pX.P(X)]~ = U f[P~~
5.3 Equivalencia entre las Semánticas
Hemos definido hasta el momento, la semántica de los procesos probabih’sticos,
utilizando dos metodologías diferentes. Tenemos, por un lado el marco denota-
cional, en el que describimos los procesos por medio de árboles de decisiones; y
por otro, la semántica de pruebas, en la que un proceso queda caracterizado por
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sus respuestas (o más exactamente las probabilidades con las que los pasan) a los
distintos tests que le son ofrecidos.
Sin embargo, y como sucede en el caso ordinario sin probabilidades, estas dos
formas de definir la semántica no son tan distintas como parece a simple vista. De
hecho, la información implícita que proporcionan sobre los procesos es la misma,
de forma que dos procesos equivalentes en sus respuestas a los tests serán repre-
sentados por el mismo árbol, y viceversa: si dos procesos son representados por el
mismo árbol, ofrecerán las mismas respuestas a todo test que les sea ofrecido para
su aceptación. En consecuencia, si denotamos por ~T a la equivalencia inducida
por la semántica de pruebas, y por ~D a la equivalencia denotacional, se tiene
VP,P’CPOSF:PerF¼P~DP’
Para demostrar esta equivalencia, comenzaremos por probar que el uso que
hemos hecho de una misma notación, a saber p(P, A) y P/(a, A), para referirnos
en el seno de cada uno de los dos marcos semánticos, a dos pares de conceptos en
principio diferentes, está justificado, por resultar a la postre equivalentes, lo que
justifica la “confusión” notacional.
En primer lugar, en el marco de la semántica de pruebas la notación p(P, A)
representa el valor de una cierta combinación de los resultados de aplicar una
serie de tests al proceso P, mientras que en la semántica denotacional, con la
misma notación nos referimos a la etiqueta de una determinada rama del árbol,
que se obtiene al evaluar en el álgebra de árboles probabilísticos 7’, el términos
sintáctico P. Evidentemente, un primer paso de cara a comparar dichos conceptos
es reconducir ambos a lugares comunes. A tal efecto, comenzamos definiendo en
primer lugar el paso de tests por parte de los árboles probabilísticos.
Definición 5.12 Siendo T = Fi [pAlC a.TII,A un árbol probabilístico, defini-
ACS «EA
mos T t en la forma siguiente:
LTIw = 1
2.TIV=pe
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3. Para cualquier otro test se tiene
T Ii = >3 >3 s(a,A,t).pÁ . (T«~ ¡ i/a)
o
Aplicando recursivamente dicha definición, obtenemos que el paso de un test
por parte de un proceso semántico se puede obtener sumando las aportaciones de
las diversas ramas del test que terminan en w o en ~. Cada rama, formada por
las acciones a1,..., a,, contribuirá en cada momento con un valor, que depende de
los conjuntos entre los que el proceso semántico va seleccionando las acciones a
ejecutar a lo largo de sus cómputos. Además, cada una de dichas aportaciones es
resultado a su vez de la suma de lo que aportan al efecto las ramas correspondientes
a cada una de las acciones del conjunto en cuestión. Así, si a cada subárbol T«,A
lo denotamos por T/(a, A), y a los valores PA que etiquetan las ramas que parten
de la raíz del árbol T por p(T, A), tenemos que para cada secuencia de estados
A1,. .. , A,,, con a~ E A~, aparece un sumando cuyo valor es igual a
s(ai, A1, t) s(a2, A2, i/aí) . . .s(a,,,A,,,i/aí/... /a,,..í) . p(T, A1).
p(T/(aí,Ai),A2). p(T/(aí, Aí)!... ¡(a,,..1, A,,1), A,,)
o lo que es igual, aplicando la def. 5.4,
p(T, (aí, A1)... (a,,1, A,,1), A,,)
En definitiva, podemos obtener la probabilidad de paso de un test t por parte de un
proceso semántico, sumando los resultados de sendos sumatorios, que corresponden
a los conjuntos S~ de las secuencias r = a1A1 ... a,,1A,,1a,,A,, con a~ E A~ tales
que la secuencía de acciones asociada a1,... , a,,..1, a,, nos conduce en el test t a w;
y S2 formado por las secuencias análogas, pero que finalizan en el conjunto A,, = 0
para las que la secuencia asociada de acciones nos conduce en el test i a v
1• Es
decir
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donde r’ denota la secuencia a1A1 ...
A partir de este resultado podemos probar para la semántica denotacional, un
resultado análogo al enunciado en la prop. 4.1 para la semántica de pruebas, que
es el siguiente:
Proposición 5.7 Para todo estado A C £ y toda accion a E A, la operación
¡(a, A), definida sobre los árboles probabilísticos satisface las propiedades:
1. ¡[ST OPI/(a,A) ¡ t = ~STOP~
2. [(a —~ P)1]¡(a, {a}) =
3. p([[p]P ri [1 — p1Q1l~ A) . ([[p]P fl [1 — p]Q]j/(a, A) 1 t) =
p . p([P]J, A). (¡[P~/(a, A) t) + (1 — p) . p([Q¡ A) . ([Q]¡(a, A) 1 t)
4. p(j[p]PO[1 — p]Q]j, A). [[p]PO[1— p]Q]~/(a, A) ¡ 1 =
>3 p(¡[P¡ E) . p([QJ, O). Coni(¡flp]PO[1 — p]Q]1, t, 3,0, a)
A=BuC
5. p([[p]P¡[v[1 — p]Q]¡, A) . [p]PIID[1— plQ]]/(a, A) 1 t =
>3 p(j[P]j, 3) p([Q Ji, O) . Oont(í[p]PIjD[1 — p]Q~, i, E, 0, a) —
A=BUC
>3 p([P]~, 3) . p( U Ql1 O)) . Cont(~p]P~¡n[1 — p]Q]], t, B, 0, a)
BnC=0
B CCD
6. En cuanto al operador de ocultación se tiene
p([P\(a,q)],A). j[P\(a,q)j/(6,A) ~ =
p([PJi, A) . ~P/(6, A)\(a, q)1j 1 i +
q . (>3 p([P Ji, 3)~ p([P/(a, B)\(a, q)j, A) . [P¡(a, B)\(a, q)/(b, A)Ji ¡
«ERCE
(1 — q) . ( >3 p([PJi, 3) . >3 p([P/(a, B)\(a, q)Ji, O)
«EBCAu{«} BuC=A{ ¡[P/(b,B)\(a,q)Ji It Si 6 E 3
[P/(a, B)\(a, q)¡(b, 0] 1 t Si 6 ~ B
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Demostración: La demostración se basa simplemente en el uso de las distin-
tas propiedades de “descomposición estructural de los valores p(T, .s, A), que se
obtienen a partir de la definición de los mismos, distinguiendo casos según los dis-
tintos operadores en cabeza de T (ecuaciones 1, 2, 3, 4, 5, 6). Dichas ecuaciones
expresan propiedades análogas a las que ahora queremos demostrar, pero referidas
a estados alcanzables en lugar de al paso de tests por los árboles. A partir de
dichas propiedades, y de la ecuación 7, que expresa el paso de tests en función de
las probabilidades de alcanzar estados por parte del árbol en cuestión, se siguen
inmediatamente las propiedades deseadas. O
Ahora pues, dado un árbol probabilístico R, podemos considerar los valores de
paso de tests para el mismo, los cuales a su vez definen un proceso, que denotaremos
por T(R), en el marco de la semántica de pruebas. Entonces, podemos computar
los valores p(T(R), A) correspondientes a dicho proceso y los restos del proceso
T(R)/(a, A). Pero a su vez, partiendo de estos valores, podemos obtener un nuevo
árbol semántico, 7-T(R>, aplicándo la siguiente construcción general que nos per-
mite pasar de un proceso semántico correspondiente a la semántica de pruebas, al
correspondiente árbol probabilístico.
Definición 5.13 Sea E un proceso semantico correspondiente a la semántica de
pruebas, entonces definimos el árbol .¡~R en la forma siguiente:
= Fi [p(R, A)] E 7R/(«,A)
ACS «EA
o
A partir de esta definición obtenemos la siguiente
Proposición 5.8 Para todo árbol probabilístico R E 7’ se tiene que el árbol
probabilístico ,.T(R) obtenido por medio de la composición de las definiciones 5.13
y 5.12, coincide con el árbol original E.
Demostración: Para el primer nivel del árbol, tenemos
p(T(RtO) = 1—R[is
p(T(R),A) = 1— (E 1 tS.A) — >3 p(T(R),B)
BCA










por lo que concluimos que p(T(R), 0) = p(R, It) y que p(T(R), A) = P(R, A).
En lo que respecta a las continuaciones, tenemos que las
en la forma
Al . (fi 1 j(«,A—{a}) —
T(R/(a, A)) ¡ t =
mismas están definidas
>3 (.....1)i~4—CI . fi j(a.G))
CCA—{a}
p(R,A)
Aplicando la def. 5.12, y teniendo en cuenta la forma de los tests en litigio, tenemos
fi U = >3 ..i— . p(R, 3) . (R/(a, 3) U i)
BCA [B¡
R U — BCCU{¿z} 1 p(R, 3) . (R/(a, 3) ¡ 1)fÉJ
Operando en la expresión anterior para T(R)¡(a, A), obtenemos inmediatamente
que su valor coincide con el paso de tests por parte del proceso R¡(a, A). O
Lema 5.1 Sea P un proceso sintáctico finito, entonces tenemos que para todo test




= p(j[P Ji, A) . [PJ/(a, A) U
Demostración: Razonaremos por inducción estructural, respecto de la sintaxis
de los procesos, utilizando las proposiciones 4.1, 5.7 y 5.8.
Para los procesos STOP, DIV y prefijo, el resultado es trivial, pues el primero
sólo alcanza el estado vacio, mientras que el segundo no tiene estados en ninguna
de ambas semánticas. Igualmente el único estado alcanzado por un proceso de la
forma a —* P, es el mismo en las dos semánticas. En lo que hace referencia a
las continuaciones, las mismas solo aparecen en el caso del operador prefijo, y al
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Para la elección interna, tenemos en primer lugar que la probabilidad de alcan-
zar un estado verifica
p([p]Pfl[1 —p]Q,A) = p.p(P,A)+(1p).p(Q,A)
= p.p(¡[PJi,A)+(1p).p(¡[Qj,A)
= p([[p]P fl [1 — p]QJi, A)
mientras que para sus continuaciones, aplicando las proposiciones 4.1 y 5.7, tene-
mos
p([p]P VI [1 — p]Q, A). ([p]P F1[1 — p]Q/(a, A) 1 t
= p.p(P,A) . (P/(a,A) 1 i)+(l —79) p(Q,A) (Q¡(a,A) t)
= p pflfPjj, A) . (jJPJi/(a, A) U t) + (1 —p) . p([QJJ, A) . ([QJi/(a, A) 1 t)
= p(j[pJP VI [1— p]QJi, A). (¡jj[p]P VI [1 — p]QJi¡(a, A) ¡







y para las continuaciones, también en virtud de las proposiciones 4.1 y 5.7
p([p]PO[l — p]Q, A). [plPO[l — p]Q/(a, A) U
— >3 p(P, 3) . p(Q, 0) Ooni([p]PO[1 — p]Q, i, 3,0, a)
A=BuC
— >3 p(¡[PJi, 3) . pUIQJi, 0) . Oont([[p]PO[1 — p]Q Ji, t, 3,0, a)
A=BuC
= p([[p]PEJ[1 — p]Q Ji, A). ¡[p]PEJ[1 — p]QJi/(a, A) U
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donde la igualdad entre ambas aplicaciones de la función Oont viene justificada
por el hecho de que sus valores son, en los mismos casos, bien los correspondientes
a. P/(a, A), a Q/(a, A), o a la elección interna entre ambos.
En cuanto al operador paralelo, tenemos en primer lugar




= p(¡[Ep]PIUÁ[l — plQ Ji, D)
siendo 3 y O tales que D = (BU 0)— A u (A n EnO).
Mientras que, por la misma razon anterior, las continuaciones verifican
p([p]PUIÁ[l — p]Q, D) . LIPUIA[1 — plQ/(a, D) U
— >3 p(P, E) . p(Q, O) Oont([p]PUUD[l — p]Q, i, E, 0, a)
B ,C
— >3 p(¡~.PJi, 3) ~Ú1QJi, 0) . Oont([[p]P¡ID[1 — p]Q Ji, 1,3,0, a)
B,C
= p(UUP]PUUD[1 — p]QJi, A) . [[p]P¡¡D[1— p]QJi/(a, A) U
siendo E y O tales que D = (E U O) — A U (A VI Efl 0).
Finalmente, en el caso de la ocultación, además de la inducción estructural,
nos vemos obligados, como ya viene siendo usual, a razonar además por inducción
respecto de las aproximaciones por medio de las cuales definimos la semántica de
la ocultación. Así, comenzando por las probabilidades de alcanzar un estado, en
lo que hace referencia a la aproximación 1, tenemos
p(P\í(a,q),A) = p(P,A) = p([PJi,A) = p([P\1(a,q)Ji,A)
En lo que se refiere a la aproximación de nivel ri, como podemos reducir la
aplicación de la ocultación de nivel n a aplicaciones de ocultaciones de nivel n —1,
aplicando la hipótesis de inducción respecto del nivel de la aproximación, y la
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hipótesis de inducción estructural, concluimos
p(P\,,(a, q), A)
= p(F, A) + q~ ( >3 p(]D, 3) . p(P/(a, E)\,,...í(a, q), A)) +
«ERCE
p(P, 3). >3 p(P¡(a, 3)\,,—~ (a, q), O)
BuC=A
p([PJi, E) . p(j[P/(a, B)\,,~i(a, q)Ji, A)) +
(l—q)( >3
«EBCAU{o>
p([PJ,A) + q( >3
«ERCE




= p([P\,,(a, q)Ji, A)
En cuanto a las continuaciones, el razonamiento es análogo, de manera que por
medio de una doble inducción, estructural y respecto del nivel de las aproxima-
ciones, y de la aplicación de las proposiciones 4.1 y 5.7, obtenemos
p(P\(a, q), A) . P\(a, q)/(b, A) ¡ i
— p(P, A) . P/(6, A)\(a, q) ¡ i +




P/(a, E)\(a, q)/(b, O) I
— p(I[PJi, A) . [P¡(b, A)\(a, q] ¡ t +
q~ ( >3 p([P Ji, 3). p([P/(a, E)\(a, q)Ji, A). [P/(a, E)\(a, q)/(b, A)Ji 1 t) +
«ERCE
(1—q).( >3 p(¡[PJi,E). >3 p([P/(a,E)\(a,q)Ji,O)~
«ER§AU{«} BuC=A{ ¡[P/(b, E)\(a, q] 1 t Si 6 E E
EP¡(a, E)\(a, q)¡(b, 0)Ji 1 t Si 6 ~ E
— p(¡[F\(a,q)j,A) [P\(a,q)¡(b,A)j U t
p(P, 3) . >3 p(P/(a, E)\(a, q), 0)
RuC=A
Si 6 E E
Si6gB
donde para abreviar la exposición nos hemos permitido la utilización de la carac-
terizacion recursiva de la definición de la semántica del operador de ocultación.
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o
Como corolario inmediato de este lema tenemos el
Corolario 5.1 Para todo proceso sintáctico P y para todo test t se tiene
PH = ¡[iil~
Demostración: Si P es finito el resultado es inmediato a partir del lema 5.1,
para el caso de que sea recursivo, tenemos
Ph = lim,,P~It
¡[E] 1 = hm,, ¡[P,f~Ji 1 t
Donde los procesos E,, son las aproximaciones sintácticas finitas a E. Entonces,
por ser éstas finitas, sabemos que
de donde concluimos
PI i = limE,, It = lirn[PJ ¡t = [E] ji
obteniendose por tanto que el resultado es en efecto extensible a procesos definidos
recursivamente. o







Demostración: Por un lado para a g O se tiene
1
[P] 1 — ~ ~-¡ . p(~P], E U {a}) . [PJ/(a, BU {a}) 1 1/a
Además
«ERC.4 ~ . p([P], BU {a}). [P]/(a,E U {a}) 1 1/a
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por lo que
[P] ¡ 1(a,A—{a}) — >3 (1)IACI[p] 1 t(«~c~ —
CCA—{«}
1.. p([P], A). [P]/(a, A) It/a
de donde se obtiene el resultado deseado. O
Corolario 5.2 Los resultados obtenidos en el lema 5.1 y el corolario 5.1 son
también válidos para las continuaciones arbitrariamente profundas de la forma
P/(aí, A1)!... ¡(a,,, A,,).
Demostración: A partir del lema 5.2 podemos expresar el paso de un test por
parte de cada continuación de un proceso semántico, en función de los pasos de
tests por parte del proceso dado. Por otra parte, sabemos que para procesos
sintácticos, ello es trivialmente cierto, por definición. Finalmente, como el paso de
tests por parte de los procesos sintácticos es igual al paso de test por parte de sus
semánticas denotacionales, como indica el corolario 5.1, concluimos que para los
procesos resultantes de la aplicación de una operación Resto, se satisface en efecto
el resultado deseado. Por último, podemos generalizar el mismo a aplicaciones
reiteradas del operador, por medio de una simple inducción sobre el número de
veces que aplicamos el mismo.
Corolario 5.3 El resultado enunciado en la proposición 4.2 para procesos sintác-
ticos, es cierto también para procesos de la forma P¡(aí, A1)¡” . ¡(a,,, A,,).
Demostración:
P¡(ai,Aí)/. . /(a,,,A,,) ¡ 1 = UP]/(aí,Ai)¡. . . /(a,,,A,,) ¡1
= >3 >3 s(a, A, 1) . p([P]/(aí, Aí)/ . . . ¡(a,,, A,,), A)
A~S «EA
= >3 >3s(a,A,t) .p(P¡(aí,Ai)¡...¡(a,,,A,,),A)~
,ACS «EA
(P/(aí, A1)/• . . ¡(a,,, A,,)¡(a, A) U 1/a
o
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Lema 5.3 Siendo P un proceso sintáctico finito, consideremos su semántica de
pruebas, y denotemos por R~ el árbol probabilístico obtenido a partir de la misma
por medio de la definición 5.13. Entonces para todo test 1 se tiene
P ¡ t = Rj~ ¡1
y la misma propiedad es cierta para las continuaciones del proceso P de la forma
P¡(ai,Aí)¡. .
Demostración: Partimos de las expansiones de ambos lados de la igualdad que
nos suministran la proposición 4.2 y la definición 5.12. Por otra parte, tenemos
que, en virtud de la definición del árbol R~ se tiene
p(R~,A) = p(P,A)
(RT)¡(a,A) =
Bastaría entonces para concluir el resultado deseado, que P/(a, A) ¡ t¡a fuese
igual a ~~/(«Á) ¡ 1/a. Pero vemos que se trata del mismo resultado que deseamos,
si bien aplicado al proceso P¡(a, A) y al test 1/a, en lugar de al proceso P y al
test 1 de partida. Ahora bien, el corolario 5.3 nos indica que el resultado de la
prop. 4.2, que hemos aplicado como punto de partida de nuestro razonamiento, es
también válido para procesos de la forma P/(a, A), mientras que por su parte la
def. 5.12 no precisa de generalización alguna, por ser la misma válida para árboles
cualesquiera.
Podemos, por tanto, reordenar nuestro razonamiento, planteandonos la demos-
tración del resultado deseado pero para procesos sintácticos extendidos, que ten-
gan, además de las operaciones de PCSP, en cabeza de la expresíon una secuencia
de operaciones tras, es decir procesos de la forma P/(a1, A,,)/ ... ¡(a,,, A,,), con
n > O. Ello se haría por inducción respecto de la profundidad del test que se
aplique, no presentando la demostracion en cuestión dificultad especial alguna. O
Y llegamos por fin a los siguientes resultados, de los que se sigue la equivalencia
entre la semántica denotacional y la de pruebas.
Teorema 5.2 Para todo par de procesos sintácticos, la equivalencia respecto de la
semantica de pruebas implica la equivalencia respecto de la semántica denotacional,




Demostración: Partimos de que para todo test 1 se tiene P ¡ t = P’ ¡ 1.
Entonces, por el corolario 5.1 tenemos que
por lo que
T([P~¡) = T([P’Ji)
de donde obtenemos que los árboles inducidos ~rT(IP]) y rT([P’1) son iguales, y por
tanto, en virtud de la prop. 5.8 se concluye [P] = [P’Ji. O
Teorema 543 La equivalencia respecto de la semántica denotacional implica la
equivalencia respecto de la semántica de pruebas, es decir
VP, P’ E Proc: P D ~ =~ P =T
Demostración: Partimos de la igualdad de los árboles semánticos correspondi-
entes a P y Q. Al ser dichos árboles iguales, tenemos
[Pflí=[P’Ji¡t
de donde, aplicando el corolario 5.1, obtenemos
P¡1=[P]It=[P’JiIt=P’It
por lo que P T o
Un resultado importante, que se sigue inmediatamente de los teoremas y las
proposiciones anteriores, es que la relación de orden en la que se basa la definición
de la semántica denotacional, implica la relación de orden inducida por la semántica
de pruebas.
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Corolario 5.4 La relación de orden denotacional implica la relación de orden
inducida por la semántica de pruebas. Es decir, Para todo P, P’ E POSP se tiene
[P]~[Q] !=~VIEPTESTP 1 t=Q ¡1
Demostración: Por la prop. 4.2 tenemos
P ¡ t = >3 >3 s(a,A,t) p(P,A) . F¡(a,A) ¡
«EFL(t) aEACZ
Entonces, puesto que [P] E [Q]tenemos que para todo A C 2 y para todo a E A
se cumple
y en tal caso, por
inmediatamente
p([P],A) = p(EQ],A)
[P]/(a, A) ~ [Q]/(a, A)






A, 1) . p(P, A)~ P/(a, A) ¡ 1/a
A,t) . p(Q, A). Q/(a,A) 1 1/a
Este resultado nos sirve en particular para concluir la demostración de la cor-
reccion de la definición del paso de tests para procesos recursivos, que en el capitulo
precedente dejábamos incompleta, retrasando su conclusión hasta que se contase
con los resultados auxiliares precisos, que son justamente los que ahora acabamos
de probar. Más exactamente, el resultado cuya prueba habíamos dejado pendiente,
es el que se presenta en el siguiente
Corolario 5.5 Para todo
1 la sucesión
proceso sintáctico recursivo pX.P(X), y para todo test
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Demostración: Se obtiene inmediatamente a partir del corolario anterior, y de
que la siguiente cadena es en efecto ascendente:
[P0Jic[P1Jic...c[P,,]c...
o
Sin embargo, el recíproco del corolario 5.4 no es cierto, pudiendose encontrar
procesos relacionados respecto al paso de tests, que no obstante, no son rela-
cionables denotacionalmente. Ello puede comprobarse por medio del siguiente
Ejemplo 5.1 Consideremos los siguientes procesos
P = [~]a —+ STOP VI [~]6—* STOP
Q = []([]a —+ STOP O [~]6—+ STOP) VI []STOP
definidos sobre el alfabeto {a, 6}. Tenemos que para todo test 1 se cumple
Qji =Fil
Ahora bien, en lo que se refiere a la semántica denotacional, si consideramos los
estados {a} y {a, b}, tenemos
p(P,{a}) = p(Q,{a}) = O
p(P,{a,b}) = O p(Q,{a,6}) = 2
de donde se sigue que dichos procesos no están relacionados respecto de la relación
de orden correspondiente a dicha semántica. O
Hemos pues definido un modelo denotacional, para el cual hemos comprobado
la equivalencia entre la correspondiente semántica denotacional y la semántica de
pruebas previamente definida. Ahora bien, como acabamos de comprobar, dicha
equivalencia entre las semánticas se tiene sólo a nivel de las equivalencias entre
procesos que inducen, no manteniéndose la misma al nivel de las relaciones de
orden correspondientes.
Más exactamente, tenemos que aunque la relación de orden denotacional im-
plica el orden respecto a la semántica de pruebas, las dos relaciones de orden no
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coinciden, puesto que el recíproco no es cierto en general. Podría entonces intere-
sarnos definir una nueva semántica denotacional, basada en una nueva relación
de orden, que resulte ser absolutamente equivalente a la semántica de pruebas.
Obsérvese que de cara a definir el nuevo modelo denotacional es razonable man-
tener el mismo conjunto soporte, pues la equivalencia entre procesos debe seguir
siendo la misma. En consecuencia nos limitaremos a buscar una nueva relación de
orden sobre el dominio de los árboles probabilísticos, que coincida a la postre con
la inducida por los tests.
5.4 Una nueva relación de orden
Como veíamos en el capítulo anterior, los tests de la forma j(«,A), mediante los
cuales hemos definido la operación P¡(a, A), capturan cada uno de ellos la proba-
bilidad de que un proceso alcance un estado incluido en el conjunto A, y continde
tras ello aceptando el resto del test it.
Como ya hemos indicado, la relación de orden en que hemos basado la definición
de la semántica denotacional no coincide con la inducida por los tests, que recorde-
mos viene dada por
PETQ ~ V1tEPTEST .P It=QIt
Ello es debido a que la relación de orden que hemos utilizado está basada en la
operación P¡(a, A), operación que en el marco de la semántica de pruebas solo
es posible definir por medio de una combinación de sumas y restas de resultados
de paso de ciertos tests. Entonces, si tenemos que P ~ Q, tendríamos que los
sumandos que aparecen con signo positivo en la expresión que define una cierta
aplicación de la operación tras, sí que son mayores en el caso en que aplicamos
dicha operación a P, que cuando lo hacemos a Q; sin embargo, en el caso de los
sumandos que aparecen con signo menos, la relación de orden que tendríamos seria
justo la contraria de la deseada, por lo que en definitiva nada podemos concluir
en general, en lo que se refiere a la ordenación entre P y Q respecto de la relación
de orden utilizada para definir la semántica denotacional. Ello quedo probado en
particular por medio del contraejemplo presentado en el Ejemplo 5.1.
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La detección de la razón última por la cual no se tiene la equivalencia entre las
dos relaciones de orden, nos indica el camino para definir en el marco denotacional
la deseada relación de orden equivalente a la inducida por los tests. En efecto, de
cara a definir la misma deberíamos basarnos en una nueva operacion resto de un
proceso tras la ejecución de una acción, que sea capturable por un único test, o
en el peor de los casos, por medio de sumas de pasos de tests, sin que intervenga
resta alguna. En concreto, y como quiera que nuestros problemas provienen de
que la operación tras hasta ahora considerada quedaba definida por medio de
una combinación de tests de la forma jU~,Á), lo que haremos será definir la nueva
operación resto por medio de uno sólo de dichos tests.
Definición 5.14 (Nuevo resto de un proceso tras la ejecución de una acción)
Sea P un proceso A C £, y a E A; definimos el proceso P//(a, A) como el árbol
que resulta de eliminar en P todas aquellas ramas que partan de la raíz que vayan
etiquetadas con conjuntos E tales que E ~ A o bien a g 3, normalizando tras ello
el resultado obtenido. O
Definición 5.15 (Nuevo orden entre procesos)
La nueva relación de orden entre procesos, que denotaremos mediante Eb se define
recursivamente, diciendo que se tiene P Eb Q si y sólo si se cumplen
1. VAC>O aEA, >3 p(P,A’) = >3 p(Q,A’)
aEt4’CA aEA’CA
2. V A Gb S, a E A, P/¡(a, A) % Q¡¡(a, A)
o
Teorema 5.4 La nueva relación de orden definida en la semántica denotacional
es equivalente a la relación de orden inducida por los tests, es decir que se tiene
PC7Q ~* PEbQ.
Demostración: Para la implicación r4~ tenemos que probar
ViteTree PI~=QIt ~ PEZbQ
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Respecto a la primera afirmacion tenemos
P~rQ ~ ViETree P¡t=Q¡1
Por otra parte, dado un test cualquiera 1, de la definición de la operación j(«,A> y
de la caracterización de P ¡ 1 se obtiene que
p ¡ 1(«.A) = ~4’CA p(P,A’) . ¡{.~ .(~P/Q~~ A’) j 1)
Pero considerando la nueva operación definida en esta sección, llegamos a
P ¡ 1<«A> = P//(cz, A) ¡ i
y puesto que
P ¡ lA >3
«EA’CA
79(P, A’)
tenemos que, si para cualquier it c PTEST, se cumple que P ¡ 1 =Q ¡ 1, podemos
afirmar












P¡¡(a, A) L’,, Q//(a, A)
por lo que concluimos que P Ef,, Q como pretendíamos
La otra implicación (@) es más complicada.
Para comprobarla, supondremos en primer lugar, para ir fijando ideas, que
nuestro alfabeto está compuesto tan sólo de dos acciones: 2 = {a, 6)> Entonces,
la expresión que define la probabilidad de aceptación de un test 1 puede escribirse
en la forma
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P¡1=
p(P, {a}). P/(a, {a}) ¡ 1/a + ~4Pb79(~’ {a,6}) . P,’(a, {a,6}) 1/a +
Pa Pa
Pa +Pb~ p(P, {b}) . P¡(6, {6}) 11/6+ Pb P,{a,6}) .P/(b,{a,b}) ¡ 1/6 =
p(P, {a, b})




P,{b}) .P¡(6,{b}) ¡ 1/6+
.P/(b,{a,b}) 11/61
Si consideramos que P/(a, A) ¡ it/a =Q¡(a, A) ¡ 1¡a, hipótesis asumible en
un razonamiento por induccion sobre la profundidad del test, tenemos que para la
accion a, por tenerse P Eb Q, se cumple
p(P,{a}).P¡(a,{a}) 1 1¡a
p(P, {a}) . P¡(a, {a}) 1 1¡a
p(Q, ja)) . Q¡(a, ja>) ¡ it/a
por lo que obtenemos el resultado
(p« + ph) . p(P, ja)) . P/(a, ja)) ¡ it/a + p« . p(P, ja, 6>) . P/(a, ja, 6>) 1 1/a
(p(P,{a}) . P¡(a,{a}) 1 1/a+p(P,{a,6}) .P¡(a,{a,6)) 1
(790 + Pb) (p(P, {a)) P/(a, {a)) ¡ it/a)
< p« . (p(Q, {a)) Q/(a, ja)) 1 1/a + p(Q, {a, 6)) . Q/(a, ja, 6>) ¡
(p« + ~ . (p(Q, {a)) Q¡(a, {a}) ¡ 1/a)
Al ser esto también cierto para la acción 6, obtenemos
=p(Q, ja)) Q/(a, ja)) 1 1/a
+p(P,ja,6})P/(a,{a,6}) 1/a <
+ p(Q, ja, b}) . Q/(a, ja, 6)) ¡ 1/a
PJI =Q¡1
Si pasamos ahora a considerar el caso de un alfabeto de tres acciones 2 =






Para toda acción a





P4+P ~+ P5~ + Pabc4~+cb+«
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Si nos restringimos a la acción a tenemos
P«S+P«b~~+P«Ct+P«b. ~T~Te —
a(a-f-b)(a+cft«+b+c) ( P«(a + 6)(a + c)(a + 6 + c)+
P«ba(a + c)(a + 6 + c)+
P«~(a + 6)a(a + 6 + c)+
P«b~(a + b)(a + c)a)
aPuesto que a(a±6)(a-~-c)(a±b±c)aparece tanto en el desarrollo de P como en
el de Q, podemos simplificarlo, y con vistas a extraer como factor comun en el
desarrollo anterior aquél que aparece multiplicando a P«bc, reescribimos
P«(a + 6)(a + c)(a + 6 + e) + P&,a(a + c)(a + 6 + c) + P«~(a + 6)a(a + 6 + c)-¡-
P«b~(a+b)(a+c)a =
(P« + P«b + P«~ + P«b«) . (a + b)(a + c)a +
(P«(a + b)(a + c)(6 + o) + P&,a(a + c)c + P««a(a + 6)6)
Como P ~ Q tenemos entonces que
(P« + Pa~ + P«~ + P«b~) . (a + 6)(a + c)a =(Q« + Q«~ + Qe + Q«bc) (a + b)(a + c)a




P«(a + 6)(a + c)c + P«ba(a + c)c
(P« + P«b)a(a + c)c + P«(6(a + c)c)
(Qa + Q«~)a(a + c)c + QÁ6(a + c)c)
y que
P«(a + 6)(a + c)b + P«~a(a + c)6 =
(P« + P«ja(a + 6)6 + P«(c(a +6)6) =
(Q. + Q«~)a(a + 6)6+ Q«(c(a + 6)6)
por lo que finalmente podemos concluir, sin más que repetir el razonamiento, exac-
tamente como lo hicimos para el caso del alfabeto con dos acciones, y repitiendo
el razonamiento para el resto de las acciones del alfabeto,
P¡1 =Q¡1
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Vemos pues, que para el caso del alfabeto con tres acciones, hemos reducido
el problema a un par de instancias del mismo para un alfabeto con dos acciones,
por cada acción en el alfabeto. Ello nos da la idea de como enfocar el problema
en el caso general. Pero a fin de facilitar al lector la comprensión del proceso,
antes de exponer la solución general expondremos la misma para el caso de un
alfabeto con cuatro acciones. Entonces la comprobación de que la aportación
de cada accion es menor en P que en Q puede reducirse a un conjunto de tres
comprobaciones análogas sobre un alfabeto de trés acciones. Ello puede ilustrarse
esquemáticamente por medio de la siguiente tabla, correspondiente en particular
a las aportaciones de la accion a.





(a + c) (a + o!)
(a + c) (a + d)


























(a + 6 + o!)
(a+6+d)
(a±b+d)
































































que efectivamente, podemos transformar en las tres tablas siguientes:





























Pero observamos que por ejemplo en la primera todas las filas contienen el
factor común (a + d)(a + 6 + d)(a + e + o!)d, que por tanto podemos simplificar,
al aparecer por igual en los dos lados de la desigualdad que estamos estudiando.
Análogamente ocurre con las otras dos tablas, en las que también aparecen sendos
factores comunes. Pero la simplificación de los mismos reduce las tablas a las
correspondientes a un alfabeto de tres acciones, para los que ya sabemos que se
cumple la desigualdad perseguida.
Finalmente, generalizaremos el razonamiento para un alfabeto de u acciones,
para lo cual procederemos por inducción, siguiendo el mismo proceso que hemos
presentado para el caso de cuatro acciones. En consecuencia, procederemos a
estudiar la tabla que define las aportaciones de cada acción, restando a cada fila
de la misma la última fila de dicha tabla, comprobándose que la tabla así obtenida
puede descomponerse, tras las oportunas simplificaciones de los correspondientes
factores comunes, en una familia de u — 1 tablas con u — 1 acciones cada una de





















(a + c + o!)




















La tabla original en cuestión sería la siguiente:
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(a~ + a2) (a1 + a3)
a1 (a1 + aa)






+02+03) ... (aí +02+
(aí + 02) (a1 + cia) (aí + a2 + 03) (01+ 02 + . .. + ci,,)
P«,..«,, (aí + a2) (cii + aa) (a~ + 02 + os)
La suma global T,, por ella definida, la podemos
T,,= >3 PA~ fi c,4,A’
aEACS aEA’#{a}
reescribir en la forma
donde, para cada par A, A’ el valor cA,A’ viene definido por
>36 SiA#A’
cAA~={ ~bEA’
Si A = A’ # ja>
Entonces, tras restar los sumandos correspondientes a la última fila obtenemos una
nueva tabla, cuyo valor definido por la misma T, viene dado por
T,’,=T,,—>3PA. fi C~’
AC~ aEA’!={a}




>3 P4< fi CnAI < >30- 11
ACS aEA’#{o} ACE OEA’#{a}
Queda entonces por probar que el valor T,~ correspondiente al desarrollo del proceso











>3(I~I cAA’~ fi CA,A~)
A!=Eb~A’!=S bEA’!=S
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cuyo último paso es correcto, gracias a que los coeficientes cA,A’ correspondientes
a los conjuntos A’ con 6 « A’ aparecen en todos los sumandos, por lo que pueden
extraerse como factor común. Como dichos factores comunes son los mismos para
P que para Q, pueden ser simplificados, quedándonos entonces una familia de
términos cada uno de los cuales corresponde a una tabla de un alfabeto con n — 1
acciones, por lo que podemos aplicar la hipótesis de inducción para concluir la
desigualdad deseada. o
En base a esta nueva relación de orden podríamos definir un modelo denota-
cional alternativo (sobre el mismo conjunto de árboles probabilísticos), en base a
las mismas definiciones de los operadores semánticos. Naturalmente, deberíamos
comprobar que los mismos siguen siendo monótonos y continuos, en relacion al
nuevo orden. Ello exigiría pruebas similares a las realizadas en la Sección 5.2, y
como quiera que las mismas no añadirían ninguna idea novedosa, y por otra parte
el resultado a probar no resulta especialmente importante, hemos decidido omitir.
Ahora bien, la semántica de PCSP definida por dicho modelo coincidiría con
la previamente definida, de cara a probar dicha afirmación bastaría probar que los
supremos respecto de ambos ordenes de las cadenas de la forma <Ffl,,erq coinciden.
Pero ello es así dado que Cb=ET, y por la forma en que están definidas las
semánticas inducidas por estas relaciones de orden, se tiene
[P,,Ji’ ¡1 = P ¡ it
Por otra parte, el corolario 5.1 nos indica que
[P,,Ji ¡ it = P 1 t
de donde se concluye inmediatamente la igualdad entre ambas semánticas denota-
cionales.
u





















Sistema de axiomas y reglas
En este capítulo introduciremos un Sistema de Axiomas y Reglas correcto y com-
pleto respecto de la semántica de pruebas, que nos permitirá probar equivalen-
cias y relaciones de orden entre procesos. Comenzaremos nuestro estudio restrin-
giéndonos a un subconjunto básico de PGSP, que denominaremos FPCSP, que in-
cluirá sólo a los términos finitos que pueden construirse a partir del proceso STO]’,
utilizando el operador prefijo y las dos clases de elecciones. Para este lenguaje,
ofreceremos un conjunto de axiomas y reglas de inferencia, las cuales probaremos
que forman un sistema correcto y completo respecto de la semántica de pruebas.
Posteriormente incluiremos en el lenguaje los operadores de composición para-
lela y ocultación. Veremos que los mismos son operadores derivados, por lo que
podemos dar una serie de axiomas que permiten eliminarlos de la sintaxis de los
procesos (módulo la equivalencia semántica).
Finalmente, generalizaremos el lenguaje incorporando los términos infinitos,
definidos de manera recursiva. Además de la preceptiva regla infinitaria, que es
necesario introducir usualmente para cubrir la recursión, será necesario en esta
ocasion introducir una serie de modificaciones en el sistema, a fin de conseguir la
deseada completitud del sistema.
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6.1 PCSP finito
Llamaremos FPCSP (PCSP finito) al lenguaje generado por la siguiente sintaxis:
P = STOP ¡ a—*P ¡ [p]PO[1—p]P 1 [p]PVI[i—p]P
Construiremos un sistema lógico cuyas fórmulas atómicas expresarán la equi-
valencia, por medio de de un símbolo de relación binaria ~, entre dos términos
FPCSP . En el sistema de prueba incluiremos axiomas que expresen propiedades
como la idempotencia, simetría, asociatividad, distributividad de ciertos opera-
dores del lenguaje, junto a otros que definen el comportamiento de otros opera-
dores respecto del operador prefijo, que en alguna forma es el más básico, por
ser el único que en si mismo expresa un comportamiento dinámico de cambio de
estado. Por otra parte, las reglas de inferencia asertarán sobre la monotonía de los
operadores respecto de la equivalencia etre procesos.
6.1.1 Sistema de axiomas y corrección de los mismos
A continuación se presentan los axiomas del sistema que se propone, junto con
la prueba de corrección de cada uno de ellos, adjuntando una breve explicación
cuando ello se considere necesario.
• El operador VI es idempotente.
Al] [p]PVI[1—p]P P
La demostración es trivial.
• El operador VI es conmutativo.
A2] [p]Pn[í—p]Q [1—p]QVI[p]P
Demostración: Sea it E PTEST, entonces
[plPFl[1—íAQ 1 = pP 1 1+(1—p).Q ¡1
= (1 p) .Q 1 1+79~P II
= [1—p]QVI[p]P 1 it
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• El operador VI es asociativo, salvo la necesidad de reequilibrar las probabili-
dades involucradas.
AS] [AF VI [q + r]([44Q VI [~4fi) [p+ q]([~]P VI [~4~jQ) VI [r]R
Demostración: Sea it E PTEST, entonces
[p]PVI[q+r]([ q ]QVI[ ~ ]R) II
q+r q+r
= p.(P 1 t)+q.(Q ¡ it)+r.(R ¡1)
= [p+q]Cf~]PVI[j~]Q)F1HR 1
La asociatividad y conmutatividad del operador VI, nos permite extender de
manera natural el mismo a un numero arbitrario de operandos, y no sólo utilizarlo
como operador binario, tal y como ha sido definido en la sintaxis. Así, si >3pi = 1




que denota al proceso resultado de una serie cualquiera de operaciones binarias de
elección interna, que tengan como argumentos a los procesos P~ que se indican,
y probabilidades adecuadamente ponderadas en función de los p~ dados. Más
exactamente, definimos
792 79Fi[p~]P~ = [p1]PíVI[>3p1]([ ]P2VI ...[ ~ ji’,,..)
i=1 i=2 ~ l—2,=1 pi
donde el orden de los operandos es significativo en principio, si bien a la postre
ello no sería cierto, pues las propiedades de asociatividad y conmutatividad de la
elección interna binaria nos permiten reescribir la expresión en el lado derecho de
la definición en la correspondiente a cualquier reordenación y reagrupación de sus
operandos.
• El operador O es conmutativo.
A4] [p]PO[1—p]Q [1—p]QO[p]P
u
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u Demostración: En efecto, si it E PTEST, tenemos
3 [p]PO[1—p]Q ¡
= s(a,AUB,it) •p(P,A) .p(Q,B)~ Oonit(O,t,A,E,a)
u aEPt(t) -‘“PCE




• El proceso STOP es elemento neutro para el operador O.u AS] [p]PO[1 — p]STOP
u Demostración:Para todo it E PTEST se tiene[p]Po[1 — p]STOP ¡ it¡ — >3 >3 .s(a, A, it) . p(P, A) . p(STOF, 0) . Oont(O, it, A, It, ci)
— >3 >3 s(a, A, 1) . p(F, A) (P/(a, A) 1 (1/a)u «EA«Efl(i) ACS
u —PIit
u e El operador prefijo distribuye sobre el operador VI.
A6] [p](a—*P)fl[1—p](ci—*Q) a-4([pjPVI[1—p]Q)
u Demostración: Sea 1 c PTEST, con ci E Ft(t). Entoncesu [p](a—4P)VI[l—p~a---*Q)II
p.(a~P 1 it)+(1—p).(a—-~Q It)
¡ — ¡-‘IP 1 it/a)+(1—p).(Q ¡ it/a)
— (a—*([p]PVI[1—p]Q)) ¡it
u
Por otra parte, si a « Fit(t) y 1 # w tenemos





CAPíTULO 6. SISTEMA DE AXIOMAS Y REGLAS 155
Finalmente, para it = w
[A(a—* P)fl[1—p](a--* Q) ¡ it = 1
(a—*([p]PVI[1—p]Q)) ¡ it =1
Esta propiedad del operador prefijo es interesante con vistas a retrasar las
elecciones internas hasta después de seleccionar cual es la acción que vamos a
ejecutar, en los casos en que ello tiene sentido.
• La elección externa entre dos procesos que comienzan con una misma accion
se convierte en interna.
A’?] [p](a —~ P)O[1 — p](a -~ Q) a —* ([p]P VI [1— p]Q)
Demostración: Sea 1 E PTEST, con a E Ft(t)
[p](a—* P)O[1 — p](a —* Q) ¡1
= .s(a,{a},1).p(a ~* P,{a}) .p(a —* Q,{a}). Oont(O,1,ja},ja},a)
= j~j(¡-,.(p ¡ t/a)-l-(1—p).(Q ¡ 1/a))
= (a—*([p]PVI[1—p]Q)) ¡ it
Por otra parte, si a « Ft(t)
[p](a—* P)o[1 —p](a —* Q) ¡ it = O
(a—~([p]PVI[1—p]Q)) ¡1 =0
Finalmente, para it = w
[p](a—*P)O[1—p](a---* Q) ¡ it = 1
(a—+([p]PO[1—p]Q)) ¡ it. =1
Mediante este axioma, podremos eliminar las elecciones externas que de he-
cho introducen un factor de no-determinismo interno, debido a que la elección
externa que proporcionan no es tal, pues entre acciones iguales, quien en
definitiva resuelve es el sistema.
• Las probabilidades asociadas a una elección externa entre procesos que co-
mienzan por acciones distintas no tienen ningún significado. Es decir, si
a#6 ,Vp,qc [0,1] setiene
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A8] [p](a—* P)o[l — p](6 — Q) [q](a—* P)O[l — q](b —> Q)
Demostración: En efecto, si it E PTEST
[p](a —~ P)o[l — p](b —4 Q) ¡ it
= s(a,{a,b},it).p(ci —> P,{a}) .p(b —+ Q,{6}) . Oont(O,í,{a},{6},a)
+ s(b, {ci,6},it) . p(a —* P, ja>). p(a —* Q, {6>) . Oont(O,it, ja>, {6>,6)
= s(a,{a,6},t).P ¡ it/a + s(6,ja,6},it)-Q ¡ it/a
= [q](a—*P)O[1 —q](b---> Q) ¡it
Como resultado de este axioma, cuando la elección externa es entre acciones
distintas, no tiene sentido hablar de probabilidades, pues el sistema nunca tendrá
que decidir qyé proceso ejecutará la acción elegida, puesto que cada una de ellas
sólo puede ser ejecutada por un operando. Esto nos permitiría llegar a prescindir
en tales casos de esta información en la sintaxis del operador. Sin embargo, a fin de
mantenernos fieles a la misma, lo que haremos cuando se nos presente esta situación
a nivel sintáctico, será utilizar como distribución de probabilidad (irrelevante) una
concreta, que será aquélla que viene dada por un reparto equiprobable entre los
procesos componentes.
Mientras que en CSP clásico se cumplían las dos leyes de distributividad que
relacionan las elecciones interna y externa, en nuestro PCSP sólo será válida una
de ellas, concretamente la distributividad de O sobre VI, no siendo cierta en general
en nuestro modelo probabilístico, la distributividad contraria.
• El operador O distribuye sobre VI.
A9] [p]PO[l—p]([q]QVI[1--q]R)
[q]([p]PO[l—p]Q)VI [1 —qj([p]FO[l —p]R)
Demostración: Para probar la correción de este axioma tomemos it e PTEST.
Por un lado sabemos que
[q]QVI[1—.q]R ¡ 1 =q(Q 1 1)+(1 —q)(R ¡it)
Entonces, llamando S = [q]QVI [1— q]R tenemos
[p]PO[1—p]S II = >3 >3 s(a,AUE,t).p(P,A).p(S,E). Oont(O,it,A,3,a)
oEFL(t) ADa
aEAUB
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Puesto que 3 es una elección interna, la probabilidad de que 3 alcance el estado
Bes
p(S,E) = q~p(Q,B)+ (1 —q) .p(fi,3)
entonces, tenemos que este estado E puede ser alcanzado de tres formas diferentes:
bien por haber sido alcanzado por el proceso Q (lo que ocurre con probabiblidad
q), siendo este estado imposible de ser alcanzado por el proceso fi; bien por darse
la situacion inversa, esto es ser alcanzado por fi siendo también imposible de ser
alcanzado por Q; o bien por ser alcanzado por uno u otro siendo también posible
que lo hubiese alcanzado el contrario. Así pues, denotando por E1 a los estados en
los que ocurre la primera situación, por 32 a los correspondientes a la segunda, y




Podemos descomponer la probabilidad
axioma A9 pase un test 1, en la forma













de que la expresión en el lado izquierdo del
siguiente:
A) p(Q,Ei) q Oonit(O,1,A,Bí,a> +
A) .p(R,E2) . (1 q) . Oont(O,1,A,32,a) +
A) p(Q,.Ba).q Oont(O,it,A,Ei,a) +
A) .p(fi,E3) (1— q) . Oont(O,1,A,Eí,a)]
Ahora bien, la continuación del proceso [p~P~[1—p]S tras ejecutar la acción a está
condicionada por el estado que ha sido alcanzado por los procesos componentes P
y 3. Así, cuando sea 3 quien continúe la ejecución, si el estado alcanzado es del
tipo 3~ deberá ser Q el que lo haga (puesto que fi no puede); si es del tipo 32
será fi el que continúe; mientras que si es del tipo 33, entonces con probabilidad
q continuará Q y con probabilidad 1 — q lo hará fi. Por tanto la suma anterior
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puede escribirse en la forma
q >3 >3 s(a, A U B,1)p(P, A)p(Q, E)Oont([p]PO[1 — p]Q, it, A, 3, a) +
oEFI(i) AB
(1— q) >3 >3s(a,AU E,1)p(P,A)p(fi,B)Oont([p]PO[1 —plfi,1,A,E,a)
«EFI(i) A,B
Por lo cual obtenemos
[p]PO[1—p~([q]QVI[1—q]R) II =
q• ([p]PO[1 —p]Q 1 1)+(1 —q) . ([p]PO[1 —p]R 1 it) =
[q]([p~PO[1— p]Q) VI [1 — q]jp]PO[l — p]R) ¡ it
lo que prueba la corrección del axioma.
La distributividad contraria, tal y como ya se ha indicado no se satisface en
general en nuestro modelo probabilístico. Esto puede comprobarse mediante el
siguiente ejemplo.
Ejemplo 6.1 Consideremos el siguiente proceso
-~ STOP) VI ®([p]PO[1 — p]Q)
Supongamos que ni P ni Q pueden ejecutar la acción a inicialmente. Entonces este
proceso no es equivalente al que se obtendría aplicando la posible ley distributiva,
el cual vendría dado por
1 1
—+ STOP) VI [—]P)O[l — p]([~±1a —~ STO]’) VI2 2
Ello es en efecto así, puesto que por ejemplo, en el primer caso la probabilidad de
aceptar el test a.w es ~,mientras que en el segundo, la probabilidad es O
Desgraciadamente, en PCSP tampoco podemos dar un axioma general equi-
valente al presentado en A3 para la elección interna, pues en este lenguaje la
propiedad asociativa para el operador O no es cierta, ni aún con un adecuado
reequilibrio de las probabilidades. Ello es así, pues en general la equivalencia si-
guiente
[p]PO[q+ rl([ q+r lQoL q+r IR) E Lp + ~ p;q ]PO[ A
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no se tiene.
Comprobaremos que ello es así mediante el siguiente contraejemplo:
Ejemplo 6.2 Dados los dos procesos siguientes
= ~(a —+6—+ STOP)O a—4STOPOá6—4 STO]’)
= ~a -~ 6 -÷ STOP)Oáa —+ STOP)Oá6 —*5TO]’)
que se corresponden con las instancias de las expresiones que aparecen a ambos
lados de la anterior equivalencia correspondientes a una misma valoración de las
variables que en la misma aparecen, tenemos que al serles ofrecido el test a.6.w, para
su aceptación, el primero de ellos lo pasa con éxito con probabilidad 1 mientras3,
que el proceso P2 aceptará el test con probabilidad 1 0
La no asociatividad del operador O podría llegar a tener unos efectos catastrófi-
cos en nuestro proceso de búsqueda de formas normales, al complicarse el mismo
tremendamente, pues en principio no quedamos capacitados para generalizar el
operador a una familia arbitraria de argumentos.
Afortunadamente, aunque el operador no sea asociativo, dicha generalización
sigue siendo posible, aún cuando no podremos hablar exactamente del propio ope-
rador O como un operador n-ario, pues la generalización en cuestión no es absoluta
sino sólo parcial, si bien, afortunadamente, la misma resulta suficiente para los
objetivos que perseguimos.
Como punto de partida de cara a su definición, nos fijaremos en los axiomas A7
y A8, que nos suministran las propiedades precisas para abordar la generalización
deseada.
El axioma A7 nos indica que una elección externa entre dos acciones iguales
convierte a aquella en interna. Tenemos entonces que restringido a este caso el
operador sí es asociativo, pues la elección interna lo es, de manera que podemos
generalizar el operador elección externa a n operandos siempre que éstos comiencen
ofreciendo exclusivamente una misma accion.
Por su parte, el axioma AS nos dice que al elegir externamente entre dos ac-
ciones distintas, las probabilidades del operador carecen de utilidad, por lo que de
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nuevo en este caso la generalización es posible, pues si los 72 procesos a combinar
comienzan con acciones diferentes, podemos repartir la probabilidad asociada a los
mismos de manera uniforme, tomando ~ para cada uno, pues dicha distribución
de propiedad resulta a la postre irrelevante.
Es preciso sin embargo una generalización más amplia, la cual precisará unos
axiomas más generales, los cuales no pueden ser definidos en base al operador
binario de elección externa, sino que precisan de la correspondiente variante n-
aria, que pasamos a definir a continuacion.
Definición 6.1 Sea un conjunto de acciones jaj&1 __ C S no vacío, y un con-
junto de procesos {PJ.=1 ,,; entonces definimos el proceso E [flci~ —* P1, resul-
t=1






= [ijaí —* Pi o [~‘1(E a~+~ —* P141) con n > 1.
i=1
A partir de esta definición, podemos obtener la probabilidad de que un proceso
construido con este operador pase un test. Como siempre, la misma se calculará
a partir de las probabilidades de que alcance cada posible estado, junto con las





‘4 QII2. (Ej~]ci1—*P1)/(a,A) ¡
1=1
SiA= {cií,... ,a,,} y a= a1
SiA#{au,...,a,4óa«A
Utilizando este nuevo operador, podemos escribir los mismos procesos PCSP
(módulo equivalencia semántica), pero dejando de utilizar el operador binario O,
o
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usando en su lugar el nuevo operador. Para capturar axiomáticamente tal hecho,





1 = ¡{ai,.. .a,,} U {6~,. . .641{ Sick=aíAck«{bs}
1k = Q~ Sick=6JAck«{a~}
[p]P1fl [1—p]Q Si c¡, = a~ A~, ~ j65}







tenemos que para todo test 1 c PTEST, se satisface
[plPíO[1—plP2 ¡1 = >3 >3 s(a,AUE,t)p(P1,A)p(P21E)Oont(O,t,A,B,ci)
«EFI(i) ABcS
«EAUR
Ahora bien, por la definición de los procesos 1% y F2, tenemos que los únicos estados
que dichos procesos pueden alcanzar son, respectivamente, ja~ ¡ i = 1,... ,n} y
{bs II = 1,... ,m}. Por lo que
[APíO[1 — P]f>2 1 1 = >3 5(0, {ck}, it). Oont(O,t, ja~}, {b~}, a) = P 1 1
“EFi (t>
o
Además, también debemos modificar el axioma A6 para poder así generalizar
la propiedad que el mismo captura, a una situación más general que corresponde
al uso del nuevo operador de elección externa prefijada, la cual no sería posible
tratar limitandonos al uso de la anterior formulación del axioma.
u
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Efectivamente, en dicho axioma sólo se indicaba la distributividad entre el
prefijo y la elección interna, que ahora se extiende a la elección externa prefijada,
dando lugar al siguiente enunciado:
A6’] [p](E[~]a—-4P«)VI[1—p](E[~]a--4Q«) E
«EA «EA
E] [9~]a—* ([p]P« VI [1 — p]Q«)
«EA
Proposición 6.2 El axioma A6’ es correcto.
Demostración: Sea it E FTEST, entonces
1 1
[p]( E] [—]a —~P«)VI[í—p]( E [—]a—*Q«) ¡ it
«EA ¡A¡ «EA
— p~P« 1 1/a-I-(1--p).Q« II/a
— ([p]P«VI[1 —p]Q«) It/a
1
— «YA [~-~]a—~ (LP]i’« VI [1 — ¡‘]Q«) 1 it
o
‘4
Como se sigue inmediatamente de su definición, el nuevo operador n-ario E
1=1
generaliza al operador prefijo, pues cií —+ P1 puede escribirse como E [1]ci~ —* P~.
El operador binario O también queda generalizado, si bien ello sólo es cierto de
forma inmediata, de una manera parcial. En particular, si 01 a2 tenemos que el
proceso resultado de la operación kinaria [p]cii—* PíO[l —p]a2 —~ P2 se reescribiría
2
como El <~]a~ —+ P1.
Sin embargo, contamos con el siguiente resultado general, que nos muestra que
tras las manipulaciones adecuadas, el operador binario O puede ser totalmente
eliminado, apareciendo elecciones externas prefijadas en su lugar.
Proposición 6.3 Si P = [p]P10[1 P]P2, entonces podemos eliminar la aparición
del operador binario O, recurriendo al operador de elección prefijada.
Demostración:
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• Si uno de los procesos es STOP entonces tenemos
[p]PO[1 —p]STOP P
n
• Si uno de los procesos es una elección interna Fi [p~jQ~tenemos que, apli-
t=1
cando el axioma A9
[p]Po[1 — p]( ¡21 LpílQ3
1=1
por lo que por medio de una simple inducción, el resultado quedaría probado.






basta aplicar el axioma A78.
o
‘4
En realidad, la introducción del operador general
como un mero tru
El
1=1
co sintáctico (cizticar sintáctica) para
puede ser considerada
facilitar las pruebas de
equivalencia entre procesos. Como quiera que este operador no es necesario para
la descripción y especificación de procesos, no se ha considerado razonable intro-
ducirlo en la sintaxis original.
6.1.2 RegIas de Inferencia
Las reglas de inferencia de nuestro sistema lógico, son las siguientes:
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(El) P~P
(E2)
(E3) P~Q A Q~RP~fi
(Ci)
PEQ A P’EQ’
(C2) ([p]PVI[1—p]P’) = ([p]QVI[l—p]Q’)
(C3) P~Q A P’~Q’(LuulPO[1—AP’) ([p]QO[l—p]Q’)
Las tres primeras nos indican que la igualdad es una relación de equivalencia
cumpliendo en consecuencia las propiedades reflexiva, simétrica y transitiva. Por
su parte, las tres últimas nos dicen que dicha relación de equivalencia es una con-
gruencia respecto de los operadores básicos del lenguaje. Puesto que la semántica
de pruebas a caracterizar es composicional, la prueba de corrección de las mismas
es trivial.
Teorema 6.1 (Corrección)
Para todo par de términos P, Q E FPCSP tenemos que 1- P Q implica que
VIEPTEST PI t=Q II
Demostración: Corolario inmediato del hecho de que todos los axiomas y reglas
del sistema son correctos. O
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6.1.3 Completitud
Hemos mostrado que si es posible probar en nuestro sistema la equivalencia entre
procesos, entonces necesariamente las observaciones de dichos procesos coinciden.
Ahora, nuestro objetivo será el recíproco, es decir probar que si las observaciones
de dos procesos son las mismas, entonces el sistema de prueba debe servirnos para
probar su equivalencia.
Como es habitual en este tipo de pruebas, para llegar a dicha conclusión nos
serviremos de un mecanismo de Formas Normales. Definiremos una clase de For-
mas Normales, y demostraremos que todo término es equivalente, vía el sistema
de axiomas, a una Forma Normal. Posteriormente probaremos que si dos Formas
Normales son diferentes, entonces existe algún test que las distingue.
Esencialmente, las Formas Normales son las representaciones sintácticas de
los procesos semánticos del capítulo 5, si bien como de momento nos centramos en
procesos finitos, sólo aparecen términos finitos y sin divergencias. Por tanto se trata
de elecciones internas generalizadas, de acuerdo con una cierta distribución, cada
uno de cuyos componentes será una elección externa prefijada entre un conjunto
de procesos guardados, cada uno de ellos por una acción diferente. Imponemos
además la condición de que los conjuntos de guardas de cada uno de los procesos
componentes de la elección interna generalizada deben ser diferentes.
Definición 6.2 Un término P decimos que está en Forma Normal si y sólo si tiene
una estructura de la forma:




m> O Si m = O abreviamos con STOP
Vi p~ > O
t=1
5 ~ k !=~a~ ~
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Li =~:‘ {a¿~} .iE1,m~ # {cikj}jElmk
1% está en forma normal
O
Como indicamos más arriba, los conjuntos jciíj}jEJ se corresponden con los
estados que aparecían al estudiar las semánticas precedentes
Comentario: Hemos de remarcar dos importantes diferencias con respecto a
las formas normales correspondientes al lenguaje CSP clásico. En primer lugar,
tenemos que los conjuntos {a~}~j no necesitan ser convexos, puesto que existen
tests que nos encuentran la probabilidad de alcanzar cada estado. De esta ma-
nera, aunque sean alcanzables dos estados A, E tales que A c 3, no necesitamos
necesariamente (más correcto sería decir no podemos) incluir todos los estados O
con A c O c 3, puesto que los mismos pueden perfectamente no ser alcanzables.
Por otra parte, en caso de que alguno de ellos lo sea, la probabilidad con la que
se alcance el mismo es completamente independiente de aquéllas con las que se
alcanzan los estados A y 3.
En segundo lugar, los términos Pij que representan las continuaciones tras una
misma acción, pero para diferentes valores de i, es decir, bajo distintas componentes
de una misma elección interna, no necesitan ser iguales.
Veamos al respecto el siguiente
Ejemplo 6.3 Consideremos el siguiente proceso
11 11 [4( -la —* 6 —~ STOPO[—16 —~ STOP)
2 TOP VI= [—]a—*S L2J~L2J 2
Observamos que tiene dos estados, ja> y ja, 6>, cuya probabilidad de ser alcan-
zados 1 Entonces, cualquier proceso que sea equivalente al mismo, debe tener
asimismo estos dos estados, y si pretendemos que la continuación del mismo des-
pués de ejecutar la acción ci sea la misma en cualquiera de los dos estados, la forma
de ese proceso deberá ser
P2 =
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Ahora bien, al aplicar a este proceso test 1 = [0]a.6.w+ [1]6.0, obtenemos
Pl ¡ it = O
P2¡t = !.P¡6w
Ello es así, puesto que en P1, si se alcanza el estado donde puede ejecutarse Ja
accion 6, por la forma del test it será obligatorio ejecutar dicha acción y continuar,
lo que llevará a un fracaso; y si se alcanza el estado ja>, tras aceptar la acción, no
podrá ejecutarse la acción 6, puesto que no existe. Por el contrario, en ~ tenemos
una probabilidad 1 de alcanzar el estado ja>, tras lo cual el proceso se comporta
2
como P. Por lo tanto, si queremos que P1 sea equivalente a P2 , deberíamos tener
PH=0.
Ahora bien, si consideramos el test 1’ = a.6.w, tenemos que
2
1’ = P ¡ 6.w = O
Puesto que ello no es posible, queda probado que no puede existir ningún proceso
con las características que habíamos impuesto. O




donde los .4 son subconjuntos finitos de 7<2). Cuando en particular aparezcan
elecciones externas generalizadas entre un conjunto de acciones vacío, notaremos
al correspondiente subtérmino por STO]’.
Ejemplo 6.4 Los siguientes procesos están todos ellos en Forma Normal
[~]cI —4 STO]’ VI [h]STOP
[~]ci —* 6 —* STOP VI [~]([~]ci —* STOPo[~]b —* STOP)
ci —* ([~]b STOP rl [lISTO]’)
Por el contrario, los siguientes no están en Forma Normal.
[l]a —* STO]’ VI [lía —* 6—* STO]’
[lía —* STOPO[l]a —* 6—* STO]’
[lía —* STOPO[I]STOP
—* 6—4 STO]’ VI [lIb—* STOP)O[l]([lJa —* STO]’ FI []6 —* STO]’)
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O
Veamos ahora la primera propiedad anunciada de las formas normales.
Lema 61 Cualquier término]’ E FPCS]’ puede ser transformado, utilizando el
Sistema de Axiomas, en otro término equivalente en Forma Normal.
Demostración: Por inducción sobre la profundidad del término.
• Si ]‘ = STO]’ entonces está en Forma Normal, sin más que considerar el
termino correspondiente a A = {0}.
• Si P = a —> P’, por hipótesis de inducción P’ puede ser transformado en su
Forma Normal P’, por lo que tomando .4 = {{a}} y P«{«~ = P’ obtenemos
la Forma Normal de P.
• Si P = [p]Pi VI [1 — p]P2, tenemos que, por hipótesis de inducción se cumple
P~B Fi[pA]D[~]a-4P«,Á
AEA «EA
~2 BeS [PB]bQB [+‘]b Q~s
donde A y 6 son subconjuntos de P(S).
Entonces tenemos que
.P~ Fi[790]D
CEC eEC ¡ ¡ R~c




=~‘ PCPPA A VcE 0: fiCo =PO~A
=4~ PC = (1 —p) PB A VcE 0: R~,c = Qb,B
~ pC=p.pA+(1—p).pb
A Vc E 0: = [79]P~ VI [1 — P]I’c,B
con lo que en los dos primeros casos obtenemos una expresión en forma
normal, mientras que en el último podemos aplicar la hipótesis de inducción
a los términos ]‘c,A y P«,B para obtener la forma normal buscada.
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• Si P = [p]P1EI[1— p]]’2, tenemos de nuevo por hipótesis de inducción
AEA «EA
BES bES
donde A y 8 son subconjuntos de P(S).
Entonces, aplicando el axioma A7S obtenemos
1
]‘~ AYA [PAPB] E [ —> R~s
BES cEALIS ¡A U B¡ -,
donde, como sucedía en el caso anterior, los subtérminos RC,A,B son los
terminos en forma normal adecuados en cada caso, para la obtención de los
cuales será necesario en ocasiones volver a utilizar la hipótesis de inducción.
Ahora bien, en general todavía no habremos llegado a la forma normal de-
seada, por poder aparecer en el término anterior distintos pares de conjuntos
(A, E) con A c A, E E 13 cuya unión sea igual a un mismo conjunto 0:




A LIB O{ kA
RC,A,B =
[PI&AVI [1 — pFPc,s




Si o E A A e g B
Si c C E A e « A
Si c E A n E
Lema 6.2 Si tenemos dos formas normales distintas N1 y N2 entonces existirá un












donde .4 y 13 son subconjuntos de P(S). Entonces nos encontramos en alguno de
los siguientes casos:
• Caso 1: Los conjuntos A y 13 son distintos. Supondremos entonces, sin
pérdida de generalidad, que existe un conjunto A tal que A cAy A ~ 13.
Dado el anterior conjunto A, sabemos que mediante una combinación de
diversos tests podemos calcular p(1V1, A) que tendrá un valor positivo, di-
gamos que PA . Pero con la misma combinación de tests se calcula p(N2, A)
cuyo valor es 0. Por lo cual se concluye que alguno de los tests que aparecen
en la combinación anterior debe darnos valores distintos para N1 y para 1V2.
• Caso 2. Los procesos N~ y N2 tienen los mismos estados, pero con distinta
probabilidad de ser alcanzados.
En este caso se sigue el mismo razonamiento que en el caso anterior, pues
existe un A, tal que p(Ni, A) # p(1V2, A).
• Caso 3. Los procesos N1 y 1V2 tienen los mismos estados, con la misma
probabilidad de alcanzarlos.
En este caso, si AS # N2, ello debe ser así por existir alguna diferencia entre
las continuaciones de ambos procesos: es decir, para algún (a, A) se debe
tener ]‘«,Á # Q«,A. Por hipótesis de inducción, encontraremos algún 1 tal que
1 ~ Q«,A ¡ it
Entonces como
Ní/(a, A) =
N2/(a, A) = Q«,Á
y la operación ¡(a, A) viene definida por
IAl . (]‘ ¡ j(a,A—{a}) — ZCCA—{«} 1¡dI(]’ ¡ í(a.C))
)
p(]’,A)P/(a,A) 1 it=
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como tenemos que p(N~, A) = p(N2, A), se obtiene
(AS ¡ it(«Á—{«}) —





- (N1 ¡ í(«2)) #
(j\T
2 ¡ it<’~)
De donde finalmente deducimos que para algún E
¡ t~«8> ~ N2 ¡
O
Teorema 6.2 (Completitud)
Para todo par de términos P, Q e PROC tenemos que si Vt E PTEST]’ ¡ it =
Q ¡ it entonces F— ]‘ Q.
Demostración: Consecuencia inmediata de los dos lemas anteriores. O
6.2 Otros operadores
En esta sección generalizaremos el sistema de prueba al resto de operaciones de
nuestro lenguaje PCSP, excluida de momento la recursión. Comprobaremos que
se trata de operadores derivados, que por lo tanto pueden ser reducidos a los
operadores básicos anteriores. Para ello deberemos añadir una serie de axiomas
para cada nueva operación. Como quiera que los axiomas nos muestran cómo
eliminar los nuevos operadores, bastará probar la corrección de los mismos para
concluir la corrección y completitud del sistema global.
6.2.1 Composición paralela
Puesto que ya sabemos que todo proceso finito construido con los nuevos opera-
dores básicos se puede poner en forma normal, bastará que veamos axiomas que
nos permitan eliminar el operador paralelo al aplicarlo sobre dos formas normales.
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• En primer lugar, el axioma Pl nos indica que la composición paralela dis-
tribuye sobre la elección interna.
Pi] [p]]’¡¡~[1—p]([q]QF1[1—q]R)
— p]Q) VI [1 — qli[pj]’¡¡4’ — p]R)
• Por otra parte, si el proceso STO]’ está en paralelo con una eleccion ex-
terna generalizada, sólo se podrán ejecutar de esta elección externa aquellas
acciones que no necesiten sincronizarse.
P2] [p]EI b—4Pb¡IA[1—pISTOP El 6~I’~,
bEB bEB —A
• La composición paralela es conmutativa, lo que nos permite no duplicar los
axiomas anteriores para cubrir el caso del otro argumento.
PS] [p]P¡¡A[l— p]Q [1 — P]Q¡IÁ[p]]’
• La composición paralela entre dos procesos que están en elección, externa
generalizada, se convierte en una elección externa entre todas las acciones que
pueden ser ejecutadas en primer lugar por los componentes, con la salvedad
de que las acciones que pertenecen al conjunto de sincronización deben ser
ejecutada simultáneamente por ambos procesos. Posteriormente, el proceso
continúa por medio de la composición paralela de las continuaciones. Como




El ci —~ ([p]P,441 —p]Q«)2 aEAflBflC
‘‘ [HUrí EJ 6 —~ ([p]Pb¡¡A[1 — pl E e —+ Q~)bEB—A CEO
o [~~] 13 c—*([p] EJ b—*I%¡IÁ[1—p]QC))
eEC-A bEB
Proposición 6.4 Los axiomas Pl a P4 son correctos.
Demostración: La corrección de los axiomas Pl y P2 se sigue de forma similar
a la de los axiomas análogos correspondientes al caso de la elección externa (AS
y A9), por lo que no considerarnos necesario ahondar en mas detalles. Por otra
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parte la corrección de P3 es trivial, ya que los pasos de tests por parte del operador
composición paralela no tienen en cuenta el orden de los operandos. Finalmente,
para P4 tenemos
[ph E 6-4Pb)¡¡A[l—p]( Li ~ Q~) 1 it
bER cEO
— >3 s(a, D, it) . Oonit(I¡A, t, 3,0, a)
«E Fi (1)
— >3 .s(a,D,t).
‘E Fi ( i)
CEO
(LP] E 6—~ ]‘b¡¡A[l —p]Q«) ¡ 1/a Si a E 0—E— A
bES
p~ [([p]]’I¡A[1 —p] E c—÷1%) ¡
cEO
(‘—p)[(LP] El 6—4Pb¡¡ÁL1—p]Q«) 1/a] Siac (EnO)—A
¿‘ES
([p]]’«¡IA[l—p]Q«) ¡ it/a SiaEAnEnC
O En otro caso
donde D = (E U O — A) U (A n Eno).
Y, por la definición del paso de tests, éste es el mismo resultado que el obtenido
al aplicar un test 1 al lado derecho de la equivalencia enunciada por el axioma. O
Por tanto, aplicando los axiomas anteriores, podemos reducir la aplicación del
operador paralelo sobre dos procesos en forma normal, a una expresión en la que,
en general, siguen apareciendo operadores paralelos, pero siempre aplicados a pares
de términos más simples que los originales. Por lo que, reiterando la aplicación
de dichos axiomas, podremos conseguir finalmente que los operadores paralelos
desaparezcan por completo.
6.2.2 Ocultación
Nos limitaremos de nuevo a enunciar las leyes precisas para eliminar la aplicación
del operador de ocultación a una forma normal.
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En primer lugar, los siguientes axiomas cubren los casos en los que el operador
de ocultación sobre el proceso STOP o sobre un proceso en el que sólo aparecen
elecciones externas generalizadas.
• H1] STO]’\(a,q) STO]’
(136—> ]‘b\(a,q))• 112] ¿IEB{ 13 6—-> (Pb\(a,q))bE B[q]]’«\(a,q) VI [1— qJ([0]]’«\(a, q) 0 [1] 13bEB—{«} b-* (P¿’\(a,q)) Si a g ESi a E E
Estos dos axiomas son correctos, como queda reflejado en la siguiente
Proposición 6.5 Los axiomas Hl y H2 son correctos.
Demostración: El axioma Hl es trivialmente correcto. Para probar la correccion
de H2, tomemos 1 E ]‘TEST, y supongamos en primer lugar que a g E; entonces
—> ]‘b\(a,q)) ¡ it = >3 s(b,B,t). (P/(b,
bE B
A)\(a,q)) ¡ t/6
= 136—4 (Pb\(a,q)) 1 it
¿‘EB
Mientras que si a E E, se tiene
Eb—>F’~\(a,q)) ¡ it =
bE B




p(]’«\(a, q), 0)- {
P0\(a,q)/(b,A) 1 it/b) +
Pb\(a,q) ¡ 1/6
¡1/6
Si 6 E E









































[0]]’«\(a,q)O[1] 13 6—> (]‘ó\(a,q)) It =
bEB—{«}
>3 >3 >3 s(6, A, it) p(P«\(a, q), 0)-
«EA BuC=Au{«} bEA
De donde se obtiene el resultado deseado.
-P¿’\(a,q) ¡ t/b
1/6
De cara a eliminar el operador de ocultación cuando aparece aplicado sobre
una elección interna, parece claro que necesitamos alguna ley de distributividad.
La primera candidata considerada fue, por razones obvias, la correspondiente ley
general, que de hecho es válida en el lenguaje CSP sin probabilidades. La misma
podría ser formulada como sigue
([rl]’ VI [1 — r]Q)\(a, q) [r]]’\(a, q) VI [1 — r]Q\(a, q)
Lamentablemente, dicho axioma no es válido en PCSP, como se puede compro-
bar por medio del siguiente
Ejemplo 6.5 Sean ]‘, 9 y fi = [i]]’VI [~]Qlos procesos representados en la figura
8, en la que hemos prescindido de aquellas partes de los procesos en las que no












— 13/180. (1 — q)
Si 6 E E
Si 6 ~ 3
O
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Tenemos entonces que
1 1
p(R\(a, q), {6fl) = — . p(]’\(a, q), {b}) + — . p(Q\(a, q), {6})
2 2
y sin embargo
p(fi\(a,q)/(6, j6}), jc)) #
1 .p(P\(a,q)/(6,j6}),{c})+ 1
o
La razón por la que ello es así, consiste en que de cara a que cada uno de los
procesos ]‘, 9 y fi alcancen el estado je> tras ejecutar la acción 6 en el estado {6},
es necesario que la acción oculta ci no sea ejecutada. Pero a la hora de calcular el
estado alcanzado cuando tal cosa sucede (que la acción ocultada no se ejecute), y
en particular la probabilidad de que el estado finalmente alcanzado sea {b}, hemos
de calcular la probabilidad de que en dichos procesos se alcancen, tras la ejecución
de la citada acción a ocultada, estados contenidos en dicho conjunto {6}. Una vez
calculadas dichas probabilidades, se multiplican por la probabilidad de alcanzar
el estado {c} tras la ejecución de la acción 6. Pero cuando multiplicamos las dos
probabilidades en cuestión, correspondientes al proceso fi, resulta que estamos
multiplicando dos factores que dependen simultáneamente de ]‘ y de 9, por lo
que en el producto nos aparecen (como es deseable) sumandos con “dependencias
cruzadas de]’ y de 9. Dichos sumandos no aparecen cuando en el lado derecho del
axioma sumamos ponderadamente los valores obtenidos de ]‘ y de 9 por separado,
y son por tanto los culpables de que la igualdad exigida por la deseable regla de
distributividad no se tenga en general.
Ahora bien, el citado problema desaparece cuando ]‘ y 9 no pueden alcan-
zar inícialmente estados iguales, pues aún cuando al ocultar una acción podamos
generar entradas iguales (por ejemplo, al ocultar la acción a, tanto el estado {6}
como el estado {a, 6} generan el estado {6}), tenemos que, al computar las proba-
bilidades con las que el proceso resultado de la elección interna fi alcanza un cierto
estado, los sumandos que aparecen se refieren a estados originales de los procesos
P y 9 dados, y como estamos suponiendo que tales estados son siempre distintos,
resulta que el fenómeno indeseado de cruce de dependencias al que antes hacíamos
referencia, desaparece.
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Pero, afortunadamente, las ocurrencias del operador de elección interna que
aparecen en una forma normal siempre cumplen, por definición, dicha condición;
por lo que en caso de ser correcta la ley de distributividad restringida a tales situa-
ciones, no tendríamos entonces problema alguno de cara a eliminar la aplicación
del operador de ocultación sobre una forma normal.
Y en efecto ello es así, teniéndose en concreto el siguiente axioma:
• H3] ( Fi [pR]El 6—4 ]‘b,B)\(a, q) Fi [PB] El (6—> Pb,B\(C’, q))
BCE bER BCS bER
que resulta ser correcto, como indica la siguiente
Proposición 66 El axioma H3 es correcto.
Demostración: Sea 1 E ]‘TEST; si tomamos R = Fi [PB] 13 6 —> ]‘b,B, apli-
BCE beR
cando la definición de paso de tests, para el proceso en el lado izquierdo del axioma
obtenemos
R\(ci, q) It
— >3 >3 s(6, E, 1)- p(R\(a, q), B) - fi\(a, q)/(b, E) ¡ 1/6
«0BCE bER
— >3 >3 s(6, 3,1) . p(R, E) . R/(6, B)\(ci, q) 1 1/6 +
a~BCS bEB
>3 p(fi, A) . [q. p(R/(a, A)\(a, q), E) . (R/(a, A)\(a, q) ¡ t/6) +
«CACE
(1—q). >3
A— {«}UC=B{ fi/(6,E)\(a,q) ¡ 1/6
R/(a, A)\(a, q)/(b, 0) 1 it/6
— >3 >3 s(b,B,1) -PB~ ]‘bB\(a
«~BCZbEB
>3PA~ [q- p(]’«,Á\(a, q), 3). (]‘«,A(a, q) 1 1/6) +
«CACE
p(fi/(a, A)\(ci, q), 0) -
Si 6 E E
Si 6 « E
q) ¡ 1/6 +
~e-q). >3
A—{«}L,C=B
p(P«,Á\(a,q),0) - { ]‘b,B\(a, q) 1 it/b
]‘«,A\(a,q)/(b,C) ¡ t/6
Si 6 E E
Sib«B
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De la misma forma, aplicando la definición de elección interna, obtenemos para
el proceso que aparece en la parte derecha
Fi [pR]13 (b—* ]‘b\(a,q)) ¡ it = >3 pn~ (E] (6-.-> P¿’\(a,q)) ¡ it)
BCr bES BCS bEB
lo que, aplicando el axioma ¡ff2, nos conduce a
>3 PB E 6(]’b,B\(a,q)) ¡ it+
«~BGE ¿‘ES
>3 PB [q]P«,A\(a,q) VI [1 — q]([0]P«,A\(a,q) 0 [1] E6 —> (]‘¿‘,~\(a,q)) ¡ it
«ERCE




(q- >3 >3 s(6, 3,1) . p(P«A\(a, q), 3) . (]‘«A\(ci, q)/(b, E) 1 it/6) +
«~BCS ¿‘ER
(1 q) >3 >3 .s(b,A— {a} U 0,1) .p(]’«A\(a,q),0).
CCS—{«} b~A—{«}uO{ P~A\(a,q) ¡ it/6 Si6EA
P«,Á\(a,q)/(b,C) ¡ it/6 Si 6 ~ A
En donde, si en el último sumando, denotamos por E al estado alcanzado A —
{ 4 U 0, y procedemos a una redistribución adecuada de los sumandos, llegamos
al mismo resultado que el obtenido para el lado izquierdo del axioma, con lo que
queda probada la corrección del mismo. O
6.3 PCSP recursivo
Los términos recursivos del lenguaje se tratarán, como es usual en el marco de
las álgebras de procesos, mediante su aproximación por medio de términos finitos,
teniendo en cuenta el hecho de que la semántica de aquellos viene dada por el límite
de la cadena que forman los valores semánticos de sus aproximaciones finitas.
Las citadas aproximaciones finitas han de tener como punto de partida un
proceso sintáctico cuya semántica sea el menor elemento del dominio semántico.
En nuestro caso se tratará del proceso que hemos denominado DIV. Entonces, sí
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]‘ es un proceso definido mediante la expresión recursiva pXP[X] construiremos
la cadena de aproximaciones <]“4>,,eN, siendo cada f”4 el proceso definido por
DIV
— ]‘[~jX]
Es obvio entonces que (a nivel sintáctico), cada ]“‘ es un proceso finito de PCSP,
de forma que el estudio que hemos realizado en las secciones previas es válido para
ellos.
Los elementos de la cadena de aproximaciones de un proceso definido recursí-
vamente, forman lo que llamaremos su conjunto de aproximaciones finitas.
Definición 6.3 (Aproximaciones finitas)
Sea ]‘ un proceso, el conjunto de aproximaciones finitas de ]‘, que denotaremos
por A]’X(]’), se define mediante
A]’X(]’) = {]“4:nEIN}
O
De la necesidad de caracterizar mediante sus aproximaciones a los procesos
recursivos, nos surge una nueva necesidad, que consiste en pasar a axiomatizar la
relación de orden D entre procesos, en lugar de la equivalencia entre los mismos.
Dichos axiomas pasan a ser la componente básica del sistema axiomático, quedando
la equivalencia como noción derivada a través de la propiedad antisimétrica de la
relación (de orden) con la que se trabaja.
6.3.1 Nuevos axiomas y reglas
En esta subsección enumeraremos los axiomas y reglas que pasan a configurar
nuestro nuevo sistema axiomático. Para ello, partimos del sistema presentado
en las secciones 6.1 y 6.2, sustituyendo las reglas El, E2 y E3 que cubren las
propiedades de la relación de equivalencia y las reglas 01, 02 y 03 que asertan
sobre la congruencia de dicha relación respecto de los operadores del lenguaje, por
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las análogas correspondientes pero referidas a la relación de orden entre procesos,
que son en concreto los siguientes:
RECl’] ~ E
]‘EQ A ]“L9’C3’] ([p]PVI[l—p]]”) E ([p]9VI[l—pj 91) Xl]
Rl] LR3] VnEIN : [~‘]]‘VI[~jDJV E fi
PEfi
02’]




R2] VQeA]’X(]’): 9 E fi]‘Efi
01’] ]‘~
03’] ]‘qQqfiPEfi
Análogamente a lo que sucedía en el caso finito, la prueba de que la relación
E es de orden, y de que es preservada por todos los operadores del lenguaje, es
trivial, dada la definición composicional de los operadores, por lo que para este
caso tampoco nos detendremos en la prueba de corrección de dichas reglas. En
lo que respecta a la regla X1, que indica que si dos procesos están relacionados,
entonces la elección interna entre ellos ocupa una posición intermedia, surge de
manera inmediata de la definición de la operación de elección interna. Y respecto
a las reglas que hacen referencia a la recursión, puesto que tenemos definido
]‘[pt~.P/Cj ¡ it = ,uc~.P ¡ it
resulta evidente Rl. Análogamente, de la definición de paso de un test por parte
del proceso 1u¿~<]’ se derivala corrección de la regla fi2, mientras que de la definición
de la elección interna se sigue la corrección de Ra. Posponemos la justificación de
la presencia de este último axioma, que representa la novedad más notable frente
a los que aparecen en la versión no probabilística del lenguaje, hasta el momento
concreto en que debamos utilizarlo en la prueba de la completitud del sistema.
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Tabla 7: Axiomas para divergencia
Por otra parte, tenemos en la tabla ‘7 los axiomas que nos indican como se com-
porta el proceso DIV frente a cada uno de los operadores básicos del lenguaje. De
hecho, estrictamente hablando, sólo serían necesarios los axiomas Dl y D2 pues
los otros son derivables a partir de los restantes axiomas que nos definen el com-
portamiento de cada una de las operaciones involucradas en ellos. No obstante, los
hemos incluido para que quede explícito el caracter estricto de dichas operaciones
respecto del proceso DIV.
La corrección de todos los axiomas anteriores es igualmente obvia, teniendo en
cuenta la definición del proceso DIV.
Una modificación adicional, para cubrir el caso del proceso STO]’, que en el
sistema para el caso finito resultaba innecesaria debido a la presencia de la regla
El, consiste en la adición del siguiente axioma:
AO] STO]’ STO]’
Del mismo, junto con DIV DIV que es derivable de Dl y 01’, se puede
inferir P = ]‘ primero para procesos finitos, y después vía fil y fi2 para los
infinitos.
En suma, en las tablas 8 y 9 presentamos completo el sistema de axiomas y
reglas para PCSP.
Corolario 6.1 (Corrección)
El sistema axiomático es correcto respecto a la equivalencia y al orden inducido
por la semántica de pruebas. Es decir:
Dl] DIV E]’
D2] [p]]’rI[1—p]DJV E ]‘
Da] [p]PO(í — p]DIV E DIV
D4] LP]]’¡IA[l — p]DIV DIV
D5] DIV\(a, q) E DIV
l—]’EQ !=. Vitc]’TEST ]‘ ¡ it=9 ¡1







[~](E —* ]‘«) VI [1—p]( E] (~]a —49«) E
El [~]a —4 ([P]P« VI [1— p]Q«)
‘4 7,,
[p]E[~-ja1—*]’1O[i—p]13[4]65—>i% E
[p]]’O[1 — p]([q]Q VI [1 — q]fi)
[q]([p]]’O[1—p]Q)VI[1 —q]([p]]’O[1 —p]fi)
VI [p+q ]9)VI [r]R
13 [}]c,,—+ fi,.
k=1
Tabla 8: Axiomas para operadores básicos
O
Lema 6.3 Sea ]‘ el proceso infinito definido recursivamente mediante el término
pX~P(X), donde en ]‘ no aparecen recursiones; entonces para toda aproximación
finita ]‘~ c A]’X(1uX.]’(X)) se tiene E—]”4 L ~uX.P(X).
Demostración: Procederemos por inducción respecto de n. En primer lugar
tenemos
= DIV q pX.P(X) aplicando el axioma Dl
Entonces, para la aproximación n + 1, puesto que en el proceso ]‘ la variable X
aparece en un contexto de operadores finitos, es decir distintos de la recursion,




]‘(pX.P(X)¡X) Por las reglas 01’, 02’, C3’
pX.P(X) Por la regla fil
O
El lema se puede generalizar a los procesos que contengan un numero indeter-
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Pi] Ep]P¡L.4[1 —p]([q]QVI[1 —q]F?) —
[q]([p]]’¡¡41 — p]9) VI [1 — q]~p]Pj¡A[1 — p]R)







O [~]([p] El b—4([p]]’b¡¡Á[l—p] 13 c—>9~)
668—A cEO








13 6 —~ (P6\(a, q))
bEB[q]P«\(a,q) VI [1 — q]([0~P«\(a, q)O
[1] El 6—4 (P¿’\(a,q))
bER—.{«}
[PB]~%6 -4 P¿’)\(a,q)
Si a « 3
Si a E 3
BCS [PB]bEB (6> ]‘b\(a,q))
Tabla 9: Axiomas para procesos derivados
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se podría proceder de dos formas diferentes: bien aplanando las recursiones hasta
obtener un sistema recursivo que defina un vector de variables de proceso, por
medio de un vector de expresiones conteniendo como variables libres a las mismas;
o bien por inducción respecto del número de recursiones anidadas, pues pode-
mos partir de que el razonamiento indicado en el lema es válido cuando tenemos
uníca recursión, y también podemos generalizar dicho razonamiento, utilizando
la hipótesis de inducción, al caso en el que tenemos un numero n de recursiones
anidadas.
6.3.2 Completitud del nuevo Sistema de Axiomas
Nuestro objetivo en esta sección ha sido encontrar un sistema de axiomas que ca-
racterice la equivalencia de pruebas entre los procesos. Ahora bien, el tratamiento
de la recursión nos ha obligado a trabajar con una relación de orden, en lugar
de con la relación de equivalencia directamente. Cabría esperar, en consecuencia,
que de cara a cubrir nuestro objetivo, la axiomatización presentada caracterizara
el orden entre procesos inducido por los tests. Esto no ha resultado en realidad
así, aunque sin embargo sí que es cierto que la equivalencia que hemos definido
axiomaticamente coincide con la equivalencia respecto al paso de tests. Esto es
posible, pues recordemos que de hecho, la relación de orden axiomatizada coincide
con la relación de orden entre procesos inducida por la semántica denotacional,
con lo que la relación de equivalencia axiomatizada coincide a su vez con la de-
notacional, y, como quedó probado en la sección 5.4, esta relación de equivalencia
coincide con la de pruebas, aun cuando las relaciones de orden de partida no
sean iguales. De modo que, si probamos la completitud del sistema de axiomas
presentado, respecto del orden inducido por la semántica denotacional, queda de
inmediato probada la completitud del mismo respecto de la equivalencia inducida
por el paso de tests.
Naturalmente, del hecho probado en la sección 5.4 de que las dos relaciones
de orden no coinciden, se sigue que tan sólo se tiene que ]‘ LD ]“ 4’ ]‘ E2’ ]“
(véase el ejemplo 5.1), de donde tenemos que serian precisos axiomas adicionales
de cara a caracterizar el orden de pruebas entre procesos. No obstante, dado
que ello no nos ha parecido en principio especialmente interesante, y sin embargo
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hemos podido comprobar mediante ejemplos que la tarea no parece en principio
en absoluto trivial, hemos decidido posponer el estudio de la cuestión para otra
ocasión.
Para probar la completitud del sistema de axiomas presentado respecto de la
semantica denotacional original, procederemos de nuevo de la forma habitual, in-
troduciendo las formas normales adecuadas, que son en esta ocasión las siguientes:
Definición 6.4 (Nuevas formas normales)




n > O (Si n = O notaremos al término por DIV
Vi E ji,... ,nj1m~ =O Si m¿ = O notaremos al subtérmino por STOP
Vi p~ > O
Épi=1
t=1
5 ~ k=t> a15 ~ 0ik O
~# Li != {Oii}Selm # {ciki}iE1,mk
ViVjfl
5 está en forma normal
En concreto, la única diferencia con las formas normales correspondientes al
caso finito radica en el hecho de que las sumas de probabilidades de cada elección
interna generalizada, no tienen por qué ser iguales a 1, pudiendo en general ser
inferiores. En tal caso, la diferencia hasta 1 corresponderá, como se vió al estudiar
la semántica denotacional, a la probabilidad de divergencia en el punto correspon-
diente.
Al igual que en el caso finito abreviaremos el proceso correspondiente a la
elección externa entre cero acciones con STO]’. Pero ahora, cabe además la posi-
bilidad de que una elección interna sea entre O procesos, lo que corresponderá al
proceso DIV, que por lo tanto también se encuentra en forma normal. Usaremos
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también en ocasiones, la notación conjuntista
1Fi [PA] [1 [~Qci —>
ACÁ
e incluso, y aunque sintácticamente ello no sea correcto, omitiremos en ocasiones,
por simplificar, las probabilidades de las elecciones externas, pues como ya sabemos
las mismas carecen en estos casos de utilidad alguna, escribiendo
Fi [PA] El ci >
ACÁ «EA
Lema 6.4 Cualquier término finito P E ]‘OS]’ puede ser transformado utilizando
el Sistema de Axiomas, en otro término equivalente en Forma Normal.
Demostración: La demostración es similar a la correspondiente al lenguaje de
procesos finitos FPCSP, por lo que omitimos su desarrollo. O
Teorema 6.3 (Completitud)
El sistema de axiomas presentado es completo respecto a la relación de orden ir
en que se basa la semántica denotacional original del lenguaje PCSP.
Demostración: Tenemos que comprobar que
En el caso de que tanto]’ como 9 sean finitos, seguimos un razonamiento parecido
al caso finito. Tenemos entonces que, utilizando el sistema de prueba, P y 9 pueden
ser transformados en términos en forma normal, por lo que podemos restringirnos




9 = Fi [qB]Eb—>Qb,B
ReO ¿‘cA
donde A y 13 son subconjuntos de P(S).
La prueba entonces será por inducción respecto a la complejidad del proceso 9,
entendiendo por tal la medida que prima la profundidad de los procesos, y entre
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dos procesos con la misma profundidad considera más complejo aquel que tiene
mas estados.
Por otra parte, podemos suponer ]‘ ~ DIV, pues para ]‘ = DIV el resultado
es inmediato aplicando el axioma Dl. Entonces, de forma similar a lo que sucedía
en el caso finito, nos podemos encontrar en alguno de los siguientes casos:
• Caso 1: Los conjuntos .4 y 13 son distintos. Entonces, como [PJi ~ ¡[9],
tenemos que existe un conjunto E tal que E E 13 y 3 « .4, teniendo el resto
de los estados de 9 probabilidad mayor o igual de ser alcanzados que en el
proceso ]‘. Pero entonces, en virtud del axioma A3, podemos escribir
P = [1— qB]]” VI [q8]DJV
9 = [1—q~]Q’ VI [qs] 13 6—> 9&B
bES
donde ]“ es idéntico a ]‘, pero con las probabilidades iniciales PA para cada




9’ = Fi [-R~-.-.]El6—>96,o
0Et3—{B} ~
Entonces, por el axioma Dl, se tiene
DIV~ EJ b—>Qb,B
beB
Por otra parte, como []“JiE [9’Ji,y además 9’ tiene un número menor de
estados iniciales, por hipótesis de inducción tenemos
De donde, aplicando la regla 03’, concluimos
• Caso 2. Los procesos ]‘ y 9 tienen los mismos estados, pero con distinta
probabilidad de ser alcanzados.
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En este caso se sigue el mismo razonamiento que en el caso anterior, pues
existe un A, tal que PA < qA. Como para el resto de estados, la probabilidad
en ]‘ es más pequeña que en 9, la suma seguirá siendo menor, por lo que,
para los procesos E’ y 9’, dados por
P = [1—qA]]’VI [q~([~] 13 cz —> ]‘«,~ VI [~ÁPÁ]DJV)
‘JA «EA qA
9 = [1—q~]9’ VI [q~]([~A]E 9«,A VI [~APA] fl ci —>
se tiene, por hipótesis de induccion
P’EQ’
de donde, aplicando 02’ y 03’ se sigue la conclusión deseada.
• Caso 3. Los procesos ]‘ y 9 tienen los mismos estados iniciales, con la misma
probabilidad de alcanzar cada uno de ellos.
En este caso, como [PJiq [9Ji,se tendrá que VA E A y Va c A, [P«,j E
[Q«,A Ji, por lo que, por hipótesis de inducción, concluimos
]‘«,A E Q«,A
Entonces, aplicando reiteradamente el axioma 02’, obtenemos que para todo
estado A se satisface
E a 4 LA E El ~ Q«A
«EA «EA
y aplicando de nuevo reiteradamente el axioma 03’ concluimos
Fi [p~I13a]’«AE Fi [PA] EJa—49«,Á
ACÁ «EA ACÁ «CA
En lo que respecta al caso caso en el que alguno de los procesos es infinito
comenzaremos considerando el caso en que E es infinito y 9 es finito. Entonces
las aproximaciones finitas de]’ verifican
RP0JiE[P1JiE---ERP’4Ji~-EU1iEU9]
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u Puesto que cada P’4 es finito, tenemos entonces, en virtud de lo ya probado ante-
3 riormente que, para todo n se verifica
P’4qQ
por lo que, aplicando la regla R2 podemos concluir
Por el contrario, en el caso de que ]‘ sea finito y 9 infinito definido recursí-
vamente, tenemos que como el único medio de llegar a los procesos infinitos es
por via de sus aproximaciones finitas, el camino mas razonable para llegar a de-
mostrar [P] E [9] consistiría en garantizar la existencia de un cierto n tal que la
aproximación finita 9” del proceso 9 cumpla
¡Ji’] q [9’4Ji
Si el dominio semántico sobre el que trabajamos fuese w-algebraico la existencia
de un n tal estaría garantizada; sin embargo, y desgraciadamente, ello no es así,
como prueba el siguiente contraejemplo:
Consideremos el proceso recursivo definido por la ecuacion
]‘ = [~ja—+STOPVI4)]’
Sus aproximaciones finitas vienen dadas por
1
= VI [—]DJV2”
Entonces, como tenemos la igualdad ¡[P] = lJ[P’4Ji, se tiene en particular ¡[fl E
LJ[P”Ji, y sin embargo es obvio que no existe ningún n tal que []‘]E ¡[P”]1, puesto
que ello implicaría en particular que para dicho n se tendría 1 =1 — ~, lo que es
absurdo.
Es por tanto preciso, utilizar un camino alternativo de cara a probar la relación
]‘ ~ 9. Encontramos así la causa por la que incluimos en nuestro sistema lógico
la regla fi3, que sin duda habrá resultado en su momento un tanto chocante,
por lo inusual de la misma en este tipo de situaciones, pero que ahora quedará
completamente justificada.
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Partimos de que
Entonces, si existiese un n con []‘Ji~ [9], la simple aplicación de fi2 nos permi-
tiria concluir la prueba. Pero ya sabemos que en general la existencia de un n tal
no está garantizada. Centrémonos en dicho caso: entonces, como la sucesión 9”
es una cadena, tendremos que para toda secuencia s y todo estado A se cumplirá
p(]’,s,A) =p(Q,s,A) = lirnp(Q”,s,A)
En particular, para los pares (s, A) para los cuales p(9, .s, A) > O se tendrá que,
para todo Li> O
(1 — J) . p(]’, s, A) < hm p(Q’4, .s, A)
y como quiera que el conjunto de dichos pares es finito, existirá un n suficientemente
grande, tal que para todo Li c ]N se satisfaga
79([Li 1]]’ fl [4JDIV,s,A) =p(9”,s,A)
De donde
[[Lii]]’ VI [{jDJVJi Er [Q’4Ji
y puesto que tanto P como Q~ son finitos, obtenemos
[Li—y VI 4]DIV ir Qn
Por lo que estamos en condiciones de aplicar la regla fi3, lo que nos conduce a
y por último, aplicando fil y R2 concluimos
Finalmente, si ambos procesos P y 9 son infinitos, y se satisface ¡1]’] E [911,
entonces, en virtud de lo probado en los casos anteriores, tenemos que para toda
aproximación finita]”’ de P se verifica]”’ E 9 y por tanto, aplicando la regla R2
podemos concluir que P E 9. 0
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Nótese, sin embargo, el paralelismo existente entre las reglas fi2 y fi3. Este
parecido hace que exista otra alternativa de cara a resolver el problema que se
nos presentó en la demostración anterior. La misma nos permitiría mantener en
el sistema, en lo que se refiere al tratamiento de la recursión, únicamente las
reglas fil y fi2, que son las usuales en un marco como en el que nos encontramos.
La alternativa consiste en introducir una leve diferencia en la definición de las
aproximaciones finitas de un proceso recursivo, que pasarían a venir definidas en
la forma
]‘¿ =DJV
= [tV VI J4-jjDIV
donde los P’4 son las anteriores aproximaciones finitas.
De esta manera, el significado conjunto de las reglas fi2 y R3 quedaría en-
globado en la propia regla fi2.
Finalmente, y puesto que nuestro trabajo se ha basado en principio en la se-
mantica de pruebas, terminamos con el siguiente
Corolario 6.2 El sistema axiomático es completo respecto a la equivalencia se-
mántica inducida por la semántica de pruebas.
Demostración: Se sigue de la equivalencia existente entre la semántica denota-
cional y la de pruebas, a nivel de las equivalencias entre procesos inducidas por las
Omismas.
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En la introducción al lenguaje PCSP, realizada en el capítulo 3, concluíamos que
la semántica operacional allí presentada, basada en las transiciones de la forma
]‘-49
no era adecuada para caracterizar el significado semántico que pretendíamos, de-
bido a que la información proporcionada por dichas transiciones no es suficiente
para describir la capacidad de elección de que dispone el entorno en un momento
dado. Bajo la luz arrojada por los capítulos anteriores, parece evidente que la
información necesaria para cubrir dicho objetivo, precisa de la incorporación a
las transiciones, de una u otra forma, de la noción de estado, por lo que en este
capítulo trabajaremos con transiciones más complejas, que reflejarán de una forma
explícita dicha información.
7.1 Transiciones probabilísticas
En primer lugar, modificamos la noción de transición, por medio de la siguiente
Definición 71 Definimos una transición probabilística observable basada
en estados (en lo sucesivo simplemente transiciones probabilísticas) como una
tupía (]‘,Q,a,A,p> donde ]‘ y 9 son procesos probabilísticos, ci E A C 2 y
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p 6 (0, 1]. Usualmente representaremos una transición tal en la forma
1 = p«A9
O
Ahora bien, al igual que ocurría en el capítulo 3, una misma transición podrá
ser derivada de múltiples formas, correspondiendo cada derivación a un cómputo
diferente. Por tanto, por las mismas razones ya aducidas en dicho capítulo, de
nuevo hablaremos de multiconjuntos de transiciones derivables.
Asimismo, de manera similar a cómo en dicho capítulo necesitábamos la noción
de probabilidad de ejecución de una acción, que denotábamos por
en este caso, lo que necesitamos es la probabilidad de alcanzar un estado, puesto
que una vez alcanzado un estado, el medio exterior seleccionará de entre ellas que
accion ejecuta, sin que intervenga al respecto ninguna nueva elección probabilística.
En consecuencia, junto con las reglas que definen las nuevas transiciones proba-
bilisticas, tendremos otras que para cada estado A G 2, definirán la probabilidad




Presentamos a continuación las reglas que permiten derivar las transiciones
correspondientes a cada uno de los operadores del lenguaje.
PR) 0]’ «‘DIi i’
a
Ii) «A[q]PVI [1 — q]R ~ 9
]‘z=4p9
12) «A
[q]fiVI [1— q]]’ ~
4pO—q) 9
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Estas tres primeras reglas son simples adaptaciones de las correspondientes de
la primera versión de la semántica operacional, y no precisan por ello de mayor
comentario.
«A 8 A
_______________ P—~~,Q-—>~Q,acAEl) [r]]’ 0 [1 — r]9 «,ALJR ~, E2) ~ [1— r]Q «,ALJR
A aB
______________ P4~,Qt49Q’,a«AE3) a AuB E4) «,ALJB
Las reglas El a E4 son también adaptaciones de las anteriores reglas aparecidas
en la primera versión, si bien ya no resultan inmediatas, en tanto y cuando el
concepto de estado, y en consecuencia la probabilidad de alcanzarlo juegan un
papel fundamental en las mismas. Así, si A es el estado que alcanza P y E el
estado alcanzado por 9, entonces el estado alcanzado por la elección externa es
A U E. Por otra parte, las reglas El y E3 (y análogamente E2 y E4) indican que
la acción a será ejecutada por la componente ]‘ en dos situaciones: cuando dicha
accion esté en A y no en E, pero también cuando esté en ambos conjuntos, si bien
en tal caso deberemos ponderar con la probabilidad indicada en la operación de
elección para obtener la probabilidad de la transición en cuestion.
«8
Pl)
[q]PlíA [1 — q]9 —~—->~‘ [q]]” ¡A [1 — q]Q
P2) ]‘ S.~9=4~Q’O«AUE
[1— q]P líA [419~ [1— q]]’ ¡¡A [419’
aB O
½]]‘líA [1—q]Q ~ [q]P’ ¡lA [‘— q]Q
R «O
P4) r —‘
[1 — q]]’ ¡A [q]9 ~ [1 — q]]’ ¡A [419’
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«8 «0]‘ L.+]” 9 -2-y 9’, a E A
[41]’ ¡A [1—q]Q ~ [41]”¡A [1 — q]Q’
donde D = (BU C — A) u (En C)
Una vez más, el tratamiento de la composición paralela es similar al de la
elección externa, con-la salvedad de que el estado correspondiente a cada transición
sera el dado por (E U O — A) U (E fl C) siendo 3 el estado correspondiente a la
transición de ]‘ que interviene en su generación, O el correspondiente de 9, y A
el conjunto de sincronizacion.
bA
]‘ 2t’ P’, P’\(a,q) k2>, pu
bA 8
--4,
P \(a,q) ¿‘A— {a~uB( qjQ\( a,q)
04) ]‘ ~ ]“, ]“\(a, q) ~É!Py]“‘, 6 ~ A
La descripción de las reglas correspondientes al operador de ocultación es sen-
siblemente más complicada a la de las anteriores. Básicamente repetimos el razo-
namiento seguido en el capítulo 4 al definir la probabilidad de alcanzar un estado
por parte del proceso P\(a, q).
Así, la regla 01 indica que si un estado que no contiene la acción a ocultar es
alcanzado por el proceso P con probabilidad p, dicho estado sigue siendo alcanzado
con la misma probabilidad, después de ocultar la acción en cuestión.
La regla 02 indica que si ]‘ alcanza un estado que contiene la acción a ocultar,
ésta podrá ejecutarse con probabilidad q, con lo que se alcanzarían los estados
accesibles en dicha situacion.
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La regla 03 se refiere al caso en el que la accion ocultada no se ejecuta. En este
caso, las acciones que pueden ejecutarse en principio son las de A — ja>, siendo A
el estado del proceso antes de la ocultación, que contiene a la acción a ocultada.
La acción 6 ejecutada por el proceso resultante de la ocultación es en efecto una de
las acciones de dicho conjunto. Sin embargo, el estado en el que se ha producido
la elección de dicha acción no es el definido por dicho conjunto, sino el obtenido
uniendo al mismo uno de los estados del proceso continuacion del proceso original,
tras la ejecución por parte del mismo de la accion ocultada. Con ello reflejamos el
hecho de que si bien el proceso había decidido en principio no ejecutar la acción
ocultada, el entorno podría obligar al proceso a ejecutar la acción oculta, si desease
ejecutar una acción que sólo es posible tras la ejecución de la accion ocultada.
La regla 04 cubre precisamente la posibilidad de ejecutar acciones que no están
en A, aún cuando en un principio el sistema no haya decidido ejecutar la acción
oculta, caso ya cubierto por la regla 02. Ahora la probabilidad 1 — q restante
vuelve a revertir en la acción oculta, con lo que en definitiva se obtiene que la
misma será ejecutada forzosamente, si el medio exterior lo necesita.
Obsérvese que las acciones que pueden ser ejecutadas en virtud de esta regla
son exclusivamente aquellas que no están en A, pues la ejecución de las acciones de
A en el caso de que el proceso decida en principio no ejecutar la acción ocultada,
correspondería siempre a los correspondientes cómputos que eluden en efecto la




Finalmente, la regla de recursión tampoco sufre ningún cambio notable respecto
a la ya presentada en el capitulo 3. Estudiaremos su funcionamiento mediante el
siguiente
Ejemplo 7.1 Consideremos el proceso recursivo pX.[~]a —> STO]’ VI [~]X. Las
transiciones que podemos obtener para el mismo serán las siguientes:
En primer lugar, la expresión P con una variable libre X a considerar sera
P=[~ja—*STO]’VI[49X
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la misma expresión, en la que sustituimos la variable X por el propio proceso
recursivo será entonces
P[pX.P¡X] — [~]a —* STO]’ VI [~jgX.]’
A partir de esta expresión, y de 11 obtenemos
]‘[gX.P¡X]-~-+í STO]’
de donde, utilizando la regla fi, concluimos
«A
~uX.]’-.~2~+1STO]’
Ahora bien, a partir de esta transición, y utilizando 12 obtenemos
por lo que, nuevamente por medio de fi, llegamos a
«A/JX.F~~4,STOP
Y así sucesivamente, obtenemos las distintas transiciones operacionales que des-
criben el operador de recursion. O
Ha quedado pendiente la definición operacional de las probabilidades con las
que cada proceso ]‘ alcanza cada uno de sus estados A, para lo cual introducimos
las siguientes reglas:
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ER)










A~JBEE) [p]Po[í —pIQ ~>qr EP) P±4q,[p]P¡I4l —






]‘\(a, q) > pr(í—q)
A
ER)
A excepción de las correspondientes al operador de ocultación, todas estas
reglas son bastante naturales, en función de la interpretación que pretendemos
para los distintos operadores. En lo que se refiere a la ocultación, tenemos tres
diferentes tipos de estados. En primer lugar, los estados alcanzables por ]‘ que
no incluyan la acción a, pueden ser alcanzados después de ocultar, con la misma
probabilidad que antes de hacerlo.
En segundo lugar, si ]‘ alcanza un estado que contiene la acción a, ésta se
ejecutará internamente con probabilidad q, con lo que los estados alcanzables tras
ello son también alcanzables por el proceso resultante de la ocultación, pero natu-
ralmente con la probabilidad resultante de multiplicar por q la que se tenga tras
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Finalmente, en el mismo caso la acción a no se ejecutará (en principio) autó-
nomamente con probabilidad 1 — q, por lo que el estado sería A — ja>, el cual,
en línea con lo explicado al comentar las reglas generadoras de las transiciones
correspndientes a este operador, hay que extender con las acciones de cada estado
accesible tras la (posible) ejecución impuesta de la acción oculta.
Pero como quiera que en general tenemos múltiples formas de llegar a un mismo
estado, para obtener la probabilidad total de alcanzar cada uno de ellos, debere-
mos sumar las probabilidades correspondientes a las distintas derivaciones que nos
conducen a cada estado, lo que formalizamos a continuacion:
Definición 7.2 (Probabilidad global de alcanzar un estado)
Sea A G 2, y P un proceso. Definimos la probabilidad global de que el proceso
P alcance el estado A, como la suma >3791, donde ji’ ~ U i e 1> es el multi-
conjunto de informaciones parciales sobre la probabilidad de alcanzar ese estado,
que pueden inferirse mediante el sistema de reglas presentado, utilizando distintas
derivaciones. O
En aras de una notación preciusa, deberíamos representar la probabilidad global
con la que un proceso ]‘ alcanza el estado A, utilizando una notación diferente a
la utilizada para denotar las informaciones parciales sobre la misma. Sin embargo,
hemos preferido abusar de la notación, reutilizando para denotar las probabilidades
globales esa misma notación, pues una vez utilizadas las informaciones parciales
para calcular las globales, las mismas dejan de interesarnos. Por lo tanto, en lo
sucesivo, y tambien en las reglas del sistema que generaban las transiciones proba-
bilisticas (pero no, por supuesto, en las que definen las probabilidades parciales de
A
alcanzar un estado), cuando indiquemos ]‘—> nos referiremos a la correspondiente
probabilidad global.
Definición 7.3 (Semántica Operacional)
Llamamos semánticaoperacional del lenguaje PCSP al multiconjunto de tran-
síciones probabilísticas que pueden ser inferidas con el sistema de reglas ante-
rior, donde cada transición aparece tantas veces como formas diferentes haya de
derivarla.
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Esta definición de semántica operacional va a ser la adecuada para capturar la
semántica de pruebas definida en el capítulo 4, pero como usualmente ocurre, la
presencia de estados intermedios no es deseable de cara a caracterizar la noción de
equivalencia inducida, como se observa en el siguiente
Ejemplo 7.2 Consideremos los procesos
]‘ = [Ma—>6—> STO]’VI[Ma—* STO]’
9 = a—4([~]6—*STO]’VI[]ST0]’)
Para los mismos tenemos como unicas transiciones las siguientes:
6-> STO]’ ]“‘<«~STO]’
9 ‘{«h116
« 112J ~> STOP VI [~]STO]’
Por tanto, ambos deben ser equivalentes, si bien ello no queda plasmado directa-
mente por la semántica operacional, ya que la forma en que se realizan los cómputos
de ambos es sintácticamente diferente. O
Ahora bien, en el capítulo anterior hemos comprobado que la elección interna
es, módulo la normalización precisa, asociativa, gracias a lo cual podíamos gene-
ralizarla a n operandos. De hecho, dicha extensión puede llevarse más lejos, hasta
capturar familias numerables de operandos. Basándonos en dicha idea introducire-
mos un nuevo tipo de transición que nos servirá para razonar directamente sobre
las equivalencias entre procesos.
Definición 7.4 Sea A un conjunto de acciones, con a E A, y P un proceso.
Definimos una transición global como una tupía <]‘,Q,a,A,p>, dondep = >3pí,
161
siendo {P ~iL>~]‘~ ¡ i ~ 1> el multiconjunto de transiciones que constituyen la
semantica operacional del proceso ]‘, y donde
9- Fi[&}g
iEI 79
Representaremos las transiciones globales en la forma
«
A
Por extensión, si se tiene]’ —>~ admitiremos que Va E A, VQ se tiene la transición
global ]‘ ~ 9. 0
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Definición 7.5 (Semántica Operacional Abstracta)
Llamamos semántica operacional abstracta del lenguaje PCSP al conjunto de tran-
siciones globales que pueden ser inferidas por medio de la definición anterior. O
7.2 Computaciones de procesos probabilfsticos
También la definición de computaciones puede ser adaptada de una forma natural
de la introducida en el capítulo 3. Una computación de un proceso probabilístico
]‘ es una secuencia de transiciones de la forma
= ‘~ «,,A, ~ ~ 92=4 P,,
que usualmente representaremos en la forma
e = qnj¿ «2~42 «nAn
Llamaremos una derivada de ]‘ generada por C al triple <s, ]‘,,,p>, donde s =
(ai,Aí)... (a,,, A,,) y p = p~ p,, Usualmente representaremos estas derivadas
con la notación:
y diremos que i’ ejecuta con probabilidad p las acciones ci....., a,, pasando por
los estados A1,... , A,, para pasar a comportarse como el proceso ]‘,,, que diremos
que es un proceso s-derivado de i’ con probabilidad p.
Esta noción puede ser formalizada en la forma siguiente:
Definición 7.6 Sea .s una secuencia (posiblemente vacía) de pares (aí, A1), tales
que a1 E A1, 79 E (0,11, y i’ y 9 dos procesos. Entonces, P Át~ 9 es una
computación probabilística su puede ser inferida por medio de las reglas
Li’ <ti’
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Definición 7.7 (Equivalencia por observación de estados)
Sean i’ y 9 dos procesos. Decimos que son equivalentes por observciczon de estados
y lo denotamos por ]‘ ~o 9 su se cumple que
«x A, a2,A2
]‘F—4 ]‘ fr-.-4]’p~ 1 F~~
4p
2 . p
es una computación de ]‘ su existen j91,. . - , 9,,> tales que
«jA, a2,A2
es una computación de 9. 0
7.3 Equivalencia entre las semánticas
Al igual que hemos comprobado para el modelo denotacional de PCSP, este nuevo
modelo operacional también es equivalente al modelo de pruebas (y por tanto al
denotacional). Esto es, si denotamos por ~r a la equivalencia inducida por los
tests, y ~o a la nueva equivalencia operacional por observación de estados, se
tiene
De cara a probar dicha equivalencia, tenemos que, puesto que la semántica de
pruebas de un proceso ]‘ viene caracterizada por los valores p(]’, A) y los procesos
]‘/(a, A), como se comprobó en la prop. 4.2, bastará comprobar que para cada
proceso sintáctico, se tiene en primer lugar que p(]’, A) = p equivale a la existen-
cia de una transición ]‘—
1->~. En segundo lugar, hemos de probar que el proceso
semantico ]‘/(a, A), definido en el marco de la semántica de pruebas, equivale a un
«A
cierto proceso sintáctico 9, tal que existe una transición global ~ En este
último caso, tenemos que comenzar precisando la noción de equivalencia adecuada,
puesto que se tratade comparar un proceso P/(a,A) definido en el marco de la
semantica de paso de tests, con otro 9 que lo está con técnicas operacionales.
Para ello, procedemos a generalizar la noción de equivalencia, de modo que
podamos, aunque sea por medio de un abuso de la notación, manejar procesos
definidos a nivel semántico como si de procesos sintácticos se tratara. En particular,
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ello nos permitirá escribir para cualquier proceso i’, la transición
a
]‘ >>p(P,A) P/(a, A)
Para realizar la prueba de esta equivalencia no podemos proceder, como hemos
hecho hasta ahora, por medio de la inducción estructural respecto de la cons-
trucción de los procesos sintácticos en juego. Ello es debido a un problema que
aparece a la hora de considerar el operador de ocultación, puesto que las transi-
ciones definidas para ]‘\(a, q) se obtienen a partir de las transiciones de procesos
de la forma ]‘/(a, A)\(a, q), pero la inducción estructural no nos permite suponer
que la propiedad que deseamos probar se satisface para el proceso ]‘/(a, A), sino
sólo para el propio proceso P.
Por ello, nos vemos obligados a plantear otro tipo de inducción más compleja,
basando la misma en una medida más compleja de la complejidad de los procesos
(finitos), incluyendo como nuevo operador el operador tras, bajo la cual se tenga
que todo proceso P/(a, A) es más simple que el correspondiente proceso ]‘, de
manera que podamos aplicar a los mismos la hipótesis de induccion.
Para ello definiremos un nuevo orden estructural, basado en el número máximo
de acciones en secuencia que podríaejecutar el proceso, haciendo intervenir también
en la definición, para que entre en juego en caso de igualdad respecto de dicho
primer criterio, el número de operaciones anidadas que aparecen en el mismo. Ello
se refleja en el hecho de que la función nivel que define la complejidad de cada
proceso, no toma simples valores enteros, sino secuencias no crecientes de los mis-
mos. Para conseguir un orden bien fundado sobre el que podamos plantear una
inducción, tendremos en cuenta el hecho de que dichas secuencias están ordenadas
respecto del orden lexicográfico, que es en efecto bien fundado cuando se restringe
a dicho tipo de secuencias. Todo ello se formaliza como sigue:
Definición 7.8 (Nivel de un operador)
Dado un proceso sintáctico finito ]‘ c POS]’ definimos el nivel de i’ como la
función
nzvel: ]‘OSi’ —4 IN*
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dada por
nivel(STO]’) = nivel(DIV) = (1>
nivel(a —4 ]‘) = nivel(]’) + <1>
nivel([p]]’ VI [1 — 7919) = oro!(nivel(]’) . nivel(Q))
nivel([p]]’C[1 — p]Q) = ord(nivel(]’) . nivel(Q))
nivel([p]]’¡¡Á[l — p]Q) = ord(nivel(]’) + nivel(Q))
nivel(i’\(a, q)) = nivel(]’) + <1>
donde la suma de secuencias que aparece es la operación que asocia a cada par de
secuencias la obtenida sumando a cada elemento de la primera cada elemento de
la segunda; y oro! es la función que reordena en orden no creciente los elementos
de una secuencía.
Por otra parte, definimos el primer nivel de un proceso como el primero (y por
tanto máximo) de los valores de la secuencia que define su nivel. Es decir
n¿vell: ]‘OS]’ —> IN
definido en la forma nzvell(]’) = cabezci(nivel(]’)). O
Para poder razonar por inducción en base a la medida de complejidad inducida
por la función nivel, comenzaremos probando el siguiente resultado técnico:
Lema 7.1 El orden lexicográfico sobre el subconjunto de 1W formado por las
cadenas de naturales no crecientes, es un orden bien fundado.
Demostración: Comprobemos que no existen cadenas decrecientes de longitud
infinita. Ello lo haremos mediante una inducción doble: en primer lugar respecto
del primer elemento (el mayor) de la secuencia, y después, de forma anidada, sobre
el número de veces que dicho elemento aparece.
Si el primer elemento es 1, es evidente que cualquier sucesión decreciente de
cadenas formadas por sólo unos tiene un número finito de elementos, puesto que
para ir decreciendo debemos eliminar en cada paso de la sucesión algún 1 de la
cadena de partida.
Supuesto que no existen cadenas decrecientes infinitas cuyo primer elemento sea
una secuencia que comienza por un valor inferior a n, consideremos una secuencia
decreciente de valores cuyo primer elemento sea igual a n.
CAPíTULO 7. SEMÁNTICA OPERACIONAL 206
Razonemos ahora por inducción sobre el número de elementos iguales a dicho
valor que contiene la secuencia. La base de esta segunda inducción consistirá en
considerar que sólo hay uno de estos términos. Observamos entonces que si dicho
valor n no lo tocamos a lo largo de la sucesión de secuencias, la sucesión que
se obtiene al quitar dicho valor en todas ellas, conformaría una nueva sucesion
decreciente formada por secuencias todas ellas de elementos inferiores a n, por lo
que debería de ser una cadena finita. En consecuencia, si la cadena de partida
fuese infinita debería contener secuencias cuyo primer elemento fuese inferior a n,
pero en tal caso, la hipótesis de la primera inducción nos llevaría a un absurdo.
Por otra parte, supongamos que el primer elemento de la cadena comienza
por una secuencia de exactamente Li (con Li > 1) valores iguales a n. En tal caso
la hipótesis de la segunda inducción, nos garantiza la finitud de las cadenas que
tienen como primer elemento una secuencía que tiene en cabeza una subsecuencia
con menos de Li valores iguales a ti. Entonces, razonando como en el caso anterior,
concluimos que en los elementos de la cadena de partida, deberemos eliminar en
algún momento alguna ti, puesto que en caso contrario tendríamos una cadena
finita. Pero al eliminar una n, obtenemos una secuencia que comienza con menos
de Li valores u, por lo que podemos aplicar la hipótesis de la segunda inducción
para concluir que la cadena que resta a partir de dicho punto es necesariamente
finita. O
Definición 7.9 (Nuevo orden estructural)
Definimos el nuevo orden estructural entre procesos sintácticos finitos de PCSP,




P < 9 nivell(Pi) .c 9, nivell(I’2) < 9
op(]’, 5) <op(Q, 5) [p]i’~VI [1 — p]P2 <9
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donde op representa tanto a cada uno de los constructores sintácticos de procesos
PCSP finitos, como a sus operadores simétricos, y S denota a un proceso PCSP
finito arbitrario, o
A partir de las reglas que definen esta relación, se sigue trivialmente que se trata
de una relación de orden estricto que refina al orden estructural entre procesos.
Por otra parte tenemos que dicha relación es un orden bien fundado, lo que nos
permitíra razonar por inducción sobre dicho orden.
Lema 7.2 La relación < entre procesos PCSP sintácticos finitos es un orden bien
fundado.
Demostración: De las reglas que definen la relación, se desprende inmediata-
mente que ]‘ < 9 ~ nivel(]’) < nivel(Q). De aquí, y del lema técnico anterior
concluimos que la relación es, en efecto, un orden bien fundado. O
Además de refinar el orden estructural tenemos que el proceso ]‘/(a, A) será
menor que el correspondiente proceso ]‘, propiedad que es la que perseguíamos a
la hora de definir este nuevo orden. Ello se concluye a partir del siguiente:
Lema 7.3 Sean ]‘ y 9 dos procesos PCSP finitos tales
«A
Se tiene entonces que 9 < ]‘ y nive¿1(]’) < nivell(Q).
Demostración: Por inducción respecto del número de reglas utilizadas para
probar la transición. La última regla en cuestión será una de las siguientes:
• PR: Entonces P < a -4 P por definición de <. Además niveli(ci — ]‘) =
nivell(]’) + 1.
• Ii: Tenemos entonces P = [p]]’í VI [1 — p]]’2. Entonces, por hipótesis de
inducción 9 < i’1, y como quiera que I~1 < P concluimos que 9 < P.
Por la misma razón, nivell(9) < nivcll(]’í) =nivell(P).
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• 12, El, E2, E3, E4: Análogos.
• Pi: P = [p]]’í~¡A[1 —p]i’2 y 9 = [P]J’fl¡Á[1 —p]]’2. Por hipótesis de inducción
tenemos ]‘ < i’~, por lo que concluimos
9 = [p] ]‘flh4[l —p]i’2 < [p]]’1W4[l 79]]’2 ]‘
Y también, nivell(Q) = nivell(i’)+nivell(]’2) < nivell(f½)+nivell(I’2)=
nivell(]’).
• P2, PS, P4: Similares.
e PS: Partimos de 1’~ < ]‘~ y de P~ < P2. Entonces para el proceso 9 =
[Ai’;II41— p]J% se tiene:
9 = LP]Pflh4l —p]1% < [p]]’1IIA[1—p]~P~ < [p]PíI¡A[1—p]]’2 = P
Además, nivell(9) = nivell(i’) + nivel1(]’~) < nivell(]’í) + nivell(]’
2) =
nivell(]’).
• 01: Por h.i. tenemos ]“ < ]‘, por lo que ]“\(a,q) < P\(a,q).
Y nivell(]”\(ci, q)) = nivell(]”) + 1 < nivell(]’) + 1 = nivell(]’\(a, q)).
• 02: Por h.i. tenemos ]‘“ < ]“ y además 9 < ]“‘\(a, q). Entonces
]‘“\(a,q) < ]“\(a,q) = i’
por lo que
Q < ]“\(a,q) = i’
Cumpliéndose también nivell(Q) = nivell(P”) + 1 < nivell(]”) + 1 =
nivell(]”\(a, q)) = nivell(]’).
• 03: Similar a 01.
• 04: Similar a 02.
O
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«ACorolario 7.1 Dada una transición ]‘>-.-L-.>,Q, correspondiente a la semántica o-
peracional de un proceso finito i’, se verifica 9 < i’.
Demostración: Si consideramos el multiconjunto de transiciones de la forma
tenemos, en virtud del lema anterior, que para todo i se verifica ]‘~ < ]‘, y
nivell(P1) < nivell(P). Entonces, de la definición del proceso 9 como
9 = Fi[&]]’1conp=Z~¡p~
íE! 79
y teniendo en cuenta que 1 es finito, por serlo el proceso ]‘, concluimos que estamos
en condiciones de aplicar reiteradamente la última regla de la definición de la
relación de orden, con lo que concluimos 9 < ]‘. O
Finalmente estamos en condiciones de probar el siguiente
Teorema 7.1 Dado un proceso finito ]‘ correspondiente a la sintaxis de PCSP,




se verifica que PA = p(]’, A), y además el proceso ]“ es equivalente, respecto al
paso de tests, al proceso semántico i’/(a, A).
Demostración: Procederemos por inducción respecto al nuevo orden estructural
entre procesos, lo que se reducirá a aplicar el orden estructural ordinario para todos
los operadores a excepción del de la ocultación.
DIV y STOP: Trivial en virtud de su definición.
Prefilo: Por un lado, tenemos que VA C 2
p(a—4F,A)=p
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Lo cual es cierto, pues en ambos casos p = 1 si A = ja>, y p = O en caso contrario.
Además, como (a —> ]‘)/(a, {a>) es equivalente a ]‘, se sigue inmediatamente el
resultado deseado.
Elección interna: Llamando 1? = [r]P Fi [1 — r]9, tenemos en primer lugar,
por hipótesis de inducción
QA~, ~ p(9,A)=p~
de donde obtenemos, por medio de las reglas Eh y E12, y de la definición 4.3
A
P PA + (1— ~)~A
p(R, A) = P~ 79.4 + (1 —p)
lo que nos permite concluir
fi±> * p(R,A) =
Además, de nuevo por hipótesis de inducción, podemos asumir
i’>~PAi’/(a, A)
«AQkt4q~Q/(Q, A)
de donde, mediante las reglas Ii e 12, y la def. 7.4, obtenemos
RF~=*r.pÁ+(lr>.qÁ[,.PA4Jflr).’JA]P/(a, A) VI [r.P24~XU,4.qA ]Q/(a,A)
Por otro lado, aplicando la propiedad 3 enunciada en la prop. 4.1, tenemos
p(fi, A).(fi/(a, A) it) = r.p(]’, A).(]’/(a, A) 1 t)+(1—r).p(9, A).(Q/(ci, A) ¡ it)
R/(a,A) ¡ — r p(]’, A). (]‘/(a, A) ji) + (1— r) . p(Q,A) . (Q/(a, A) ¡1
)
r p(]’, A) + (1 — r)p(Q, A)
Y por lo tanto, podemos concluir
«A
~ A)
Elección externa: Nuevamente, llamamos fi = [r]]’O[1 — r]9, y suponemos
que, por hipótesis de inducción, se verifica
~*
Q A ~ p(Q,A)=p~
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Entonces, en virtud de la regla EE tenemos
AuB
~t p(]’,A)=pÁ A p(Q,B)=p’8




Como ello es válido para todo par A, 3, tenemos
fi ~ ~ p(R,0) = ro
Por otra parte, también por hipótesis de inducción, tenemos
]‘>~>PÁ]’/(a, A)
QF-’--*~~Q/(o, E)




51 06 A — 3
51 063— A
si a E A fl E
si a E A fl E
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Entonces, al igual que en el caso anterior, a partir de la propiedad 4 enunciada
en la prop. 4.1, obtenemos que el proceso fi’ es equivalente al obtenido en la
definición de R/(a, 0), por lo que podemos escribir
fi ~~~(RC) fi/(a, 0)





Entonces, en virtud de la regla EP, llamando D = (Bu 0) — A u (En 0), tenemos
para cualquier par de estados 3 y O se verifica
4’ p(i’,B)=p~ A p(9,0)=<
por lo que, en definitiva, al igual que en el caso anterior
fiS~ 4’ p(R,D)=rD








1~~)p~qfl[r]]’¡jA[l — r]9/(a, 0)
aD
R~4PA’JB[r]]’/(a, B)¡¡A[1 — r]Q/(a, O)
s~ a c E — (A U 0)
si a E O — (A U E)
sí a E (B n 0) — A
sí a E (EnO) — A
510 E A n EnO
Por lo que, nuevamente aplicando la propiedad 5 enunciada en la prop. 4.1, y la
definición 7.4 obtenemos




tructural para basar la inducción, puesto que en los casos anteriores podríamos
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habernos limitado a utilizar la correspondiente hipótesis de inducción respecto al
orden estructural ordinario.
Consideraremos un proceso de la forma ]‘\(a, q). Entonces, si
tenemos que ]‘ < ]‘\(a,q) y ]‘«,.4\(a,q) < ]‘\(ci,q). En consecuencia, podemos
aplicar la hipótesis de inducción al proceso ]‘, obteniendo que ]‘/(a, A) = ]‘«,Á, lo
que nos permite utilizar en lo sucesivo esta notación. Se tiene además
A
r ~>PA 4’ P~,jPA
]‘/(a, A)\(a, q) —->~ 4’ p(]’/(a, A)\(ci, q), 3) = PB
Consideremos por otra parte las distintas transiciones del proceso P\(a, q), que
nos definen las probabilidades parciales con las que el mismo alcanza cada estado.
Tenemos en primer lugar aquéllas que se obtienen aplicando la regla £01, las
cuales para cada E ir — ja) para el que se tenga una transición del proceso ]‘,
nos conducen a
P\(a, q) p(P,B)




cada una de las cuales corresponde a la ejecución de la acción ocultada a, en cada
estado A con a E A. En esta ocasión utilizamos la hipótesis de inducción para el
proceso i’/(a,A).
Finalmente la regla £03 corresponde a las situaciones en las que en principio
no se ejecuta la acción ocultada, pero se deja abierta la posibilidad de hacerlo si ello
se hace necesario. Su aplicación nos permite alcanzar el estado E por medio de una
transición diferente para cada par de estados A y O tales que (A — {a}) u O = 3,
de la forma
P\(a, q) >p(PA>.(1—q>.p(F/(«,A)\(«,q),O)
Globalizando todas las transiciones del proceso resultado de la ocultación,
obtenemos
n\~\ R
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donde p es el valor dado por





p(]’/(a, A)\(a, q), 0)
A sí, en definitiva podemos concluir
~‘ p(]’\(a, q), A) = PA
Análogamente obramos en lo referente al estudio de las continuaciones.
efecto, tenemos que por hipótesis de inducción se satisface
b,Ai’ H—*~p,~4~ ]‘/(6, A)
b,B
junto con las hipótesis correspondientes a la probabilidad de alcanzar cada estado,
ya enunciadas anteriormente.
Consideremos entonces las transiciones del proceso ]‘\(ci,q). En primer lugar
tenemos aquellas que son obtenibles aplicando la regla 01. En concreto, para cada
a « E tenemos
i’\(a, q) p(P,B)]’/(b, E) \(a, q)
Aplicando la regla 02, se obtienen las transiciones de la forma
]‘\(a, q) 12~~ (PÁ)(P¡(Á)\( >B)]’/(L2 A)\(a, q)/(b, E)
En cuanto a la regla 03, su aplicación produce las transiciones
P\(a, q) b,A — {«~LiB(l,(pA) <P/( A)\( >B)]’/(6 A) \(ci, q)




]‘\(a, q) ¿‘A{iLiB(v.’J).P(p,Á).P(p¡(«,Á)\(«q)B> ]‘/(a, A)\(ci, q)/(6, E)
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Mediante la globabilización de todas ellas obtenemos el proceso derivado co-
rrespondiente, que sería el definido por
[P(PR)]]’/(6, E)\(a, q)
VI Fi [qP(PB)P(P/(«B)\(«q).A)]p/(0, E)\(a, q)/(6, A))
«EBCE PB
(1—q).p(P,B>. >3 p(]’/(a, B)\(a, q), 0)
VIFi[ BuO=A
«eB~AU{«} PB{ ]‘/(b,B)\(a,q) Si bE 3
i’/(a, B)\(a, q)/(b, 0) Si 6 « E
que es equivalente al proceso i’\(a, q)/(b, E) definido en el capítulo 4, por lo que
concluimos
]‘\(a, q)$~->]’\(a q)/(b, E)
o
Seguidamente extenderemos este resultado a los procesos infinitos, para ello en
primer lugar definimos la noción de orden sintáctico entre procesos.
Definición 7.10 (Orden sintáctico)
Definimos el orden sintáctico entre procesos, que
relación de orden, congruente con los operadores
denotaremos con Ls, a la menor
PCSP, y tal que verifica
V]’e]’OS]’ : DIVE5P
o
Dicha relación cumple el resultado siguiente:
A «A
Lema 7.4 Sea]’ un proceso finito, y sean ]‘—>~ y ]‘..i~>,,Q transiciones del mismo
correspondientes a su semántica operacional. Entonces, para todo proceso P’ que
verifique ]‘ ~s ]“, podemos repetir las derivaciones de las mismas, obteniendo
]‘
, y ‘tt9’ con 9 EZ~ 9’.
Demostración: Por inducción respecto de la profundidad de la derivación, se
sigue fácilmente, teniendo en cuenta que el orden sintáctico es congruente respecto
de las operaciones sintácticas del lenguaje PCSP. O
CAPíTULO 7. SEMÁNTICA OPERACIONAL 216
Lema 7.5 Sea]’ un proceso PCSP para el que se tiene una transición cualquiera
de una de las formas
A «A
en cuya derivación se ha utilizado en total un número i de veces las reglas de
recursión (Pu o ER). Entonces, para toda aproximación finita ]‘k con Li > i es
posible repetir la derivación en cuestión, omitiendose, por innecesaria, la aplicación
de las reglas de recursión, obteniéndose la correspondiente transición
]‘kffif>
donde 9k—i ~s Qk* ~
Demostración: Procederemos por inducción sobre la profundidad de las deriva-
ciones. El caso base es aquel en el que se ha utilizado tan sólo una regla, y por
tanto corresponde a los operadores STO]’ o prefijo, para los cuales el resultado es
trivial.
Centremonos en primer lugar, en las transiciones del primer tipo, y distingamos
la última regla aplicada en su derivacion.
Si la regla ha sido ER, entonces el proceso es P = pX.E(X), y por tanto como
premisa en la aplicación de la regla tenemos





o lo que es lo mismo, VLi =i
Si la última regla aplicada es distinta de ER, el razonamiento es similar en
todos los casos, por lo que nos centraremos tan sólo en uno de ellos. Tomemos,
CAPíTULO 7. SEMÁNTICA OPERACIONAL 217
por ejemplo, un proceso de la forma i’\(a, q), y supongamos que la última regla




por lo que, por hipótesis de inducción, podemos concluir que si 5 es el número
de veces que se han utilizado las reglas Pu o ER en la derivación de la primera de
dichas transiciones, para cada Li > j podemos derivar
pk «~A
7,
para un cierto i”k con ]“k5 Es p’k*
Análogamente, para la segunda de dichas transiciones, en cuya derivación se
habrán utilizado un total dei —j veces las reglas de recursión, y teniendo en cuenta
que Li =i implica Li —5 =i —5, la hipótesis de inducción nos conduce a
o lo que es lo mismo ]‘1k5\( q)—2-,.
Entonces, aplicando el lema 7.4 obtenemos
8
por lo que podemos aplicar la regla E03, concluyendo
por medio de la misma derivación que nos condujo a la transición de partida, en
la que omitimos, por innecesarias, las aplicaciones de las reglas de la recursion.
Pasando a las transiciones del segundo tipo, distinguiremos de nuevo la última
regla aplicada en la derivación. Entonces, si se trata de la regla fi, tenemos, al
igual que en el caso anterior, ]‘ = pX.E(X), por lo que la aplicación de dicha
regla se producirá sobre la derivación
«A
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en la que se han aplicado un total de i — 1 veces las reglas de recursión. Entonces,
por hipótesis de inducción Vk> i — 1
~«A ~
con Qki Es 9k., o lo que es igual
Ek+l fn~Qk*
y por lo tanto
i’k+1 .¶ztQks
Entonces VLi> i, aplicando i veces las reglas de recursión, obtenemos
i’k «~4Qk.
con Qkí Es Qki. como pretendíamos. De manera análoga obtendríamos 9k. Es
9k.
Por otra parte, si la última regla aplicada no es fi, centrémonos de nuevo en
un caso cualquiera por ser todos ellos similares. En concreto, supongamos que el
punto de partida es de nuevo un proceso de la forma ]‘\(a, q), para el cual se ha
obtenido una transición utilizando en último lugar la regla 04. Entonces, para la
primera de sus premisas será de la forma
y en su derivación se habrán aplicado un total dej =i veces las reglas de recursion.
Entonces, por hipótesis de inducción, para Li =5
pk .~j’(k.
con ]“‘~ Es ]“k*
La segunda de las premisas, de la forma
]“\(ci, q)!Ét,.Q
habrá precisado i — 5 aplicaciones de las reglas de recursión en su derivación, por
lo que por hipótesis de inducción, para k =
p’k—5y0 q)=?P>
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con Qki Es Q(k5)*
Entonces, por el lema 7.4 tenemos
]‘/k*\(a q)=ZÉ,.Qkfl
donde 9k verifica Q(kW* Es Qk.*
Por lo que estamos en disposición de aplicar la regla 04, lo que nos conduce a
con Qki ~ Qk** O
El resultado obtenido en el teorema 7.1 para los procesos finitos puede ser
extendido a la totalidad de los procesos PCSP, como se muestra en el siguiente
Teorema 7.2 Sea P e i’CSP, un proceso para el cual se pueden derivar transi-




a partir de las reglas de la semántica operacional (incluyendo las recursiones).
Entonces p = p(]’, A), siendo éste el valor obtenido en la semántica de pruebas, y
9 es equivalente a ]‘/(a, A) respecto al paso de tests.
Demostración: En lo que hace referencia a las transiciones del primer tipo,
tenemos que la probabilidad de la transición global en cuestión
A
]‘--4p
se habrá obtenido por medio del sumatorio p = >3791, en el que se suman las
iE 1
probabilidades de las transiciones parciales de la forma
A
—4 Pi
derivables en el marco de la semántica operacional.
Por su parte, es evidente que toda transición de cada aproximación finita ]“4
de ]‘ se corresponde con una transición obtenible a partir de ]‘, en cuya derivación
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aparecerán aplicaciones de las reglas de recursión, cuando así se precise. En con-
secuencia, para las correspondientes transiciones globales
se verifica p,, =p.
Por otra parte, en virtud del lema 7.5, cada transición de]’ podrá ser derivada,
por medio de la misma derivación (excluyendo las aplicaciones de las reglas de la
recursión, que no serán precisas) por parte de todas y cada una de las aproxima-
ciones de ]‘ a partir de un determinado índice.
En definitiva, si denotamos por 1,, al subconjunto de 1 al que corresponden las
transiciones de P’4, se tendrá que ji,,> converge a 1, y por tanto j>3 Pi> converge
16 1..
a p, por lo que {p,~> converge a 79.
Pero como quiera que los ]“’ son procesos finitos, en virtud del teorema 7.1
tenemos que cada p,, coincide con pQP”, A). Por lo tanto, al ser la semántica de
pruebas continua, tenemos
p = lirnp,, = lirnp(P’4,A) = p(]’,A)
En cuanto a las transiciones del segundo tipo, sabemos que el proceso 9 en




donde ~ ¡ i e I} es el multiconjunto de transiciones del proceso ]‘.
Utilizando la notación y los razonamientos desarrollados en la parte anterior de
la demostración, consideraremos la familia de subconjuntos finitos de 1, {Ik}kcN,
cada uno de los cuales está formado por las transiciones de dicho conjunto en cuya
derivación se hayan hecho un máximo de Li aplicaciones de las reglas de recursion.
En virtud del lema 7.5, tenemos entonces que para cada Li E IN y cada i E ‘k se
verifica para todo Li’> Li que
«A
para un cierto Qk’* tal que Qk’~~ q~ Qk’* ~5 Qk’
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Se tiene entonces, que 9 es el límite de la sucesión { U Fi ~ Para
k’=kiEI*
comprobarlo, tenemos en primer lugar que de manera trivial, para cada Li E IN se
satisface
U Fi [p1]QtEs Li Fi WQ~ = 9
k’>k lE!,. i=kiE4
En lo que a la relación recíproca se refiere, tenemos que para cada 5 =Li y para
cada i E I~ en virtud del lema 7.5, para todo le’ =5 se tienen también transiciones
de la forma ]‘k’.~~Q~’ con Q~’t Es Q~’. En particular ello se tiene para
Li’ = 2], de donde
Fi [p~]Q?Es Fi [p]QS20~iEI~ le!,
y tomando límites en el lado derecho de la desigualdad
Fi [p~]Q~Es Li Fi []Q(2fl’
le!
5 i=k iEf,
por lo que tomando límites en el lado izquierdo, se obtiene
9 = U Fi [p~]Q?c~ ¡j Fi [79)9<25»
Por último, el resultado del enunciado del teorema, se obtiene como consecuen-
cia del teorema 7.1.:
Q = Li Fi [pj]QI<*= U E] [pi]]’~/(aA) = ]‘/(a,A)
k’=kíd!,. kEJN íd!,.
O
Teorema 7.3 (Equivalencia entre el modelo operacional y el de pruebas)
Para todo par de procesos ]‘,]“ definidos con la sintaxis de PCSP, se tiene que los
mismos son equivalentes respecto de la semántica operacional si y sólo si lo son
respecto de la semántica de pruebas. Es decir
VP,ÉE]’0S]’: ]‘=T]’4’i’0]’
Demostración: Razonaremos en base a la semántica denotacional, que ya sabe-
mos que es equivalente a la de pruebas, y resulta más adecuada a la hora de
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compararla con la semántica operacional, pues en cierta forma ambas se basan en
las mismas ideas intuitivas.
Según el lema 7.5, si en el marco de la semántica operacional se tiene la
«Atransición ]‘í—2—÷7,9, entonces el proceso 9 es equivalente respecto al paso de
tests al proceso ]‘/(a, A), y p es igual a p(]’, A). Ahora bien, en el capítulo 5
hemos comprobado que los conceptos definidos por estas notaciones en el marco
de la semántica de pruebas, coincidían con los conceptos correspondientes para la
semantica denotacional, por lo que quedaba justificada la utilización de una misma
notación en ambos casos. En consecuencia, y como quiera que ambas semánticas,
denotacional y de pruebas, son equivalentes, concluimos que la semántica denota-
cional del proceso 9 coincide con la del proceso ]‘/(a, A). Puesto que esto es cierto
para todo par (a, A) con a C A, tenemos que el primer nivel del árbol que define
la semántica operacional de i’ se corresponde con el primer nivel (entendiendo por
tales las agrupaciones de un nodo de elección externo, junto con todos los internos
que cuelgan de él) del árbol que define la semántica denotacional.
Pero como quiera que lo afirmado es cierto para cualquier proceso, de igual
forma podemos concluir que cada uno de los nodos de los niveles sucesivos de ambos
árboles, denotacional y operacional, se corresponden de igual forma, de donde se
sigue que ambos árboles son equivalentes módulo la distinta forma sintáctica en que
están definidos, y por tanto las semánticas denotacional y operacional del proceso




Nuestro principal objetivo en este trabajo ha sido la definición y estudio de un
lenguaje apropiado para la especificación de procesos concurrentes que combine
las características proporcionadas por los lenguajes clásicos, junto a otras de tipo
cuantitativo probabilístico.
El punto de partida fue el lenguaje CSP, y la primera aproximacion siguió las
ideas expuestas en [0J590], encontrándonos con dos dificultades que hubo que su-
perar. En primer lugar, el lenguaje presentado en dicho trabajo era sensiblemente
mas sencillo de estudiar por medio de una semántica operacional, debido a que se
trataba de un lenguaje síncrono y utilizaba un uníco tipo de elección que puede
ser interpretada ya sea de manera reactiva o generativa, sin necesidad de combinar
ambas aproximaciones en un modelo único.
Además, hemos pretendido mantener, en la medida de lo posible, la inter-
pretación usual de los operadores de CSP, al definir la semántica de los correspon-
dientes operadores de nuestro lenguaje.
En particular, la combinación de los modelos reactivo y generativo ha sido el
principal obstáculo para modelar el operador de eleccion externa, mientras que
en el caso de la ocultación el problema se ha presentado al intentar mantener su
significado clásico.
La resolución de estas dificultades ha exigido una cierta complejidad en lo que
223
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se refiere a las definiciones semánticas de algunos operadores, principalmente las de
la elección externa y la ocultación. En lo que respecta al operador de composición
paralela, su modelado no ha presentado dificultades adicionales, pues la idea de
reducir el mismo a una elección externa a través de la correspondiente ley de
expansión, sigue siendo aplicable en el caso probabilístico.
Sin embargo, en contraste con las dificultades encontradas a la hora de definir
la semántica de los operadores, el sistema de axiomas correspondiente ha resultado
ser de mayor sencillez que en el caso no probabilístico, lo que también queda de
manifiesto en el dominio soporte de la semántica denotacional que hemos definido,
o lo que viene a ser lo mismo a la postre, en la sencillez de las formas normales
de los procesos. Al respecto de las mismas es reseñable también el hecho de que
otros trabajos ([HJ9O, Han9l, Han92]) hayan utilizado una clase de procesos muy
similar a la de aquéllas, en los que se exige la aparición en alternancia de elecciones
internas de tipo probabilístico y elecciones externas de tipo no-determinista. Esta
conexion entre ambos modelos ha aparecido de forma espontánea, sin haber ser sido
perseguida ex-profeso. No obstante, entendemos que la misma no es en absoluto
casual; de hecho, consideramos que el resultado que hemos obtenido, justifica en
buena medida el tomar como punto de partida a la hora de definir un dominio
de procesos probabilísticos, una clase de procesos como los considerados en los
citados trabajos, en los que de hecho una justificación de la elección de dicha clase
se echaba notablemente en falta.
Concluiremos indicando algunas posibles vías de continuación del presente tra-
bajo, en algunas de las cuales tenemos previsto centrar nuestra propia atencion en
un futuro próximo.
En primer lugar se podrían considerar extensiones del modelo, en las que se
debería procurar de mantener los resultados alcanzados en nuestro trabajo. En
particular, nosotros estamos especialmente interesados en la introducción del factor
tiempo, lo cual nos conduciría a un modelo temporal-probabib’stico de CSP.
Otra línea de trabajo, siguiendo la misma línea del trabajo de Hansson [Han9l],
consistiría en el estudio de diversos casos de aplicación del modelo. De hecho, un
primer ejemplo en esta línea lo hemos presentado ya en este trabajo, donde hemos
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analizado un sencillo protocolo de comunicaciones (protocolo AUY). Lamentable-
mente, la mayor complejidad y extensión de nuestros estudios teóricos, ha imposi-
bilitado en nuestro caso la mayor profundización en el marco de este trabajo en el
terreno de las aplicaciones.
Si bien las definiciones de la semántica de los distintos operadores por las que
hemos optado no fueron en absoluto caprichosas ni precipitadas, sino fruto de
múltiples disquisiciones y de la constatación de los problemas técnicos de otras op-
ciones que a priori podían resultar más sencillas o naturales, sería posible ahondar
en el estudio de diferentes versiones del modelo. En particular, el modelo se simpli-
ficaría sin duda alguna con una interpretación distinta del operador de ocultación,
en la que la decisión de ejecutar o no una accion oculta se tomase una sóla vez,
siendo imposible forzar al proceso a ejecutarla cuando éste haya decidido lo con-
trario. Naturalmente, y en línea con lo ya indicado, ello conllevaría la pérdida
absoluta de buena parte de las propiedades básicas de dicho operador en el modelo
no probabilístico.
Por otra parte, resultaría interesante tratar de trasvasar nuestros resultados a
un lenguaje basado en CCS, lo que ofrecería la ventaja de poder comparar más
fácilmente los mismos con los obtenidos en otros trabajos relacionados de otros
investigadores. La dificultad que encierra dicha tarea parece ser de orden similar a
aquélla con la que nosotros hemos debido de luchar a lo largo del presente trabajo,
pues si bien el operador de restricción de CCS es más simple que el de ocultación de
CSP, y sólo existe un tipo de elección, tenemos, sin embargo, una mayor dificultad
en el modelado del operador paralelo y en el tratamiento de la acción ‘r presente
en el lenguaje CCS.
Por último, otras posibles continuaciones del trabajo se centrarían en el es-
tudio desde un enfoque distinto de la semántica del lenguaje. Así, en lugar del
enfoque fundamentalmente algebraico que nosotros hemos elegido, se podría hacer
un mayor énfasis en las cuestiones puramente probabilísticas, en línea con lo hecho
en [5ei92]. Un último punto relacionado con el anterior se centraría en el estudio
de la semántica en el marco de los espacios métricos, siguiendo las ideas expuestas,
si bien de forma muy somera, en [CJS9O].
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