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Rejoice in the Lord always. I will say it again: Rejoice! Let your gentleness be
evident to all. The Lord is near. Do not be anxious about anything, but in every
situation, by prayer and petition, with thanksgiving, present your requests to God.
And the peace of God, which transcends all understanding, will guard your hearts
and your minds in Christ Jesus.
Philippians 4:4-7
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ABSTRACT
Bell, Tyler Ph.D., Purdue University, August 2018. Holostream: High-Accuracy,
High-Speed 3D Range Video Encoding and Streaming.
Major Professors: Song
Zhang (School of Mechanical Engineering) and Jan P. Allebach (School of Electrical
and Computer Engineering).
In recent decades, three-dimensional (3D) scanning techniques have improved in
terms of speed, quality, and usability. These improvements have helped 3D scanning
applications become increasingly popular within many diﬀerent ﬁelds and industries,
such as entertainment, security, manufacturing, and human computer interaction.
However useful, real-time 3D scanning techniques generate large amounts of data,
which may limit real-time storage or transmission of acquired 3D data. A platform
which can enable high-quality, low-bandwidth 3D video communications could then
be very useful within a broad range of applications, for example, telemedicine.
The goal of telemedicine is to use telecommunications technology to remotely diagnose, monitor, and treat patients, oﬀering: reduced health care costs, increased
access to distant specialists, reduced health care inequity, improved patient comfort,
and assistance in the early detection of adverse symptoms. Each evolution of communications technology has oﬀered new advantages to the remote physicians to aid
in their work. For instance, modern two-dimensional (2D) video communications can
be used to allow remote physicians to both converse with and visually assess their
patient’s aﬄiction, even if they are from a rural or underprivileged area. Although
2D photographs and videos work well for visual assessments, they lack depth and
perspective which may be required to form an accurate diagnosis or to monitor a patient’s aﬄiction over time. Three-dimensional (3D) scanning systems, however, oﬀer
the potential to capture this information with great accuracy. Thus, if telemedicine
technologies adopted 3D scanning systems, accurate measurements of aﬄicted areas

xviii
could greatly inﬂuence the remote decision making of the physician. The goal of this
dissertation research is to realize such a 3D communications platform that can transmit high-accuracy, high-resolution 3D data from one user to another over existing
wireless network infrastructures.
The ﬁrst challenge in realizing an eﬀective 3D communications platform is obtaining the high-quality 3D data to be delivered. In the context of telemedicine, for
example, the accuracy, resolution, and ﬁeld-of-view (FOV) of the 3D data could have
signiﬁcant impact on a physician’s ability to perform analysis and make sound decisions. Structured light 3D scanners have the potential to provide both high-resolution
scans with great accuracy; however, due in part to their calibration procedures, they
are most eﬀective at close distances (i.e., small FOV). In order to extend the measurement range of a structured light system, we proposed a novel camera calibration
procedure which can more feasibly calibrate long-range vision systems. The procedure was able to accurately calibrate a camera (in-focus at a long range) at a near
range (where the camera may be substantially out-of-focus) with only 0.2% diﬀerence
in focal length versus a traditional, in-focus calibration. Our calibration procedure
was then used to aid in the calibration of a long-range structured light 3D scanning
system, extending its eﬀective FOV.
The second challenge in realizing an eﬀective 3D communications platform is the
transmission of 3D video: the information required to represent high-accuracy, highresolution 3D data is quite large which makes it diﬃcult to transmit quickly over
standard wireless networks. Given this, we have proposed two techniques for encoding
3D data within a regular 2D image that are very resilient to lossy image compression;
therefore, the encoded 2D image could then be substantially compressed using JPEG
techniques. Our 3D data encoding procedures oﬀered both very high compression
ratios (i.e., small ﬁle sizes) and reconstruction accuracies (i.e., low error rates). For
instance, one achieved a compression ratio of 935:1 when using JPEG 80, versus the
OBJ ﬁle format, with a reconstruction error rate of 0.027%.
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With these accomplishments, transmitting high-quality 3D video data wirelessly to
remote devices became possible. This dissertation research then developed the novel
Holostream platform for high-quality 3D video recording, encoding, compression, decompression, visualization, and interaction. A demonstration system successfully
delivered video-rate photorealistic 3D video content over standard wireless networks
to mobile (e.g., iPhone, iPad) devices. Taking advantage of this dissertation research’s two proposed 3D geometry encoding methods and mature video compression
techniques, Holostream was able to deliver high-quality 3D video and color texture
data to mobile devices using only 4.8-14 Mbps. Even under extremely poor network
conditions, structurally representative 3D geometry and reasonably high-quality texture information could be delivered using only 0.48 Mbps. Finally, to emphasize the
eﬃciency of this platform, this dissertation research also developed a fully mobile
Holostream platform implementation that enabled mobile iPad devices to both send
and receive 3D video content, acquired via a commercially available structured light
scanner, in real-time across wireless networks.
In summary, this dissertation research has (1) contributed methods for extending
the eﬀective FOV for high-accuracy, high-resolution 3D data capture; (2) contributed
methods for the eﬃcient and accurate encoding of high-resolution 3D range geometry
data; and (3) has developed a novel and modular platform for high-quality, lowbandwidth 3D video communications. These contributions now enable individuals
to transmit 3D video in real-time, using a 3D sensor of their choosing, over existing
wireless networks, without losing signiﬁcant quality due to the compressed transmissions. Such capabilities could not only transform how we communicate every day, but
they could also enable many new applications, including those within telemedicine,
the digital arts, homeland security, and remote surgery.
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1. INTRODUCTION
As telecommunication technologies evolve, they become increasingly used within research, industry, and by the general public. For example, two-dimensional (2D) video
calls (e.g., Skype, FaceTime) are widely used in today’s society as a basic form of
communication. Such technologies, enabled by mature video compression techniques,
oﬀer accessible, intuitive communications with reasonable visual ﬁdelity. Recently,
3D video scanning has emerged as a useful technology within areas such as entertainment, security, and manufacturing; however, it remains diﬃcult to transmit 3D video
data in real-time across standard networks due to the inherent size of 3D data. Just
as 2D compression techniques have enabled video communications, 3D data compression techniques have the potential to enable high-quality 3D video communications.
One area which may signiﬁcantly beneﬁt from such advances is telemedicine.
By providing patients care within their own homes, telemedicine has the potential to reduce healthcare costs; reduce travel concerns for those patients who may be
potentially ill; provide 24/7 access to medical advice; and increase access to specialized health care professionals, especially for those in underprivileged areas. A current
state-of-the-art technology within telemedicine is 2D photography and video communications, however, they may not be a viable when physical measurements need to be
taken and monitored over time, as they lack depth and a sense of perspective. The
introduction of 3D video data to the telemedicine ﬁeld has the potential to address
these challenges, however, high-resolution 3D data requires signiﬁcant information to
represent. Given this, it is diﬃcult to transmit 3D video data in real-time over the
regular wireless networks in use today. The primary goal of this dissertation research
is to overcome the constraints imposed by large 3D data sizes using novel 3D data
encoding techniques. Enabled by these, this dissertation research then realized a real-
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time, high-quality 3D video communications platform that could transmit compressed
3D video and color texture information over regular wireless networks.
This chapter provides an overview of this dissertation research. The driving motivations behind this research are introduced in Section 1.1. Section 1.2 will outline the
objectives of this dissertation. Lastly, Section 1.3 will provide the overall organization
of this dissertation.

1.1

Motivation
Two-dimensional (2D) video calls, enabled by mature compression techniques,

are widely used today as a basic form of communication and collaboration. Threedimensional (3D) video has recently emerged useful within many applications as
it can provide accurate measurements and context about the real-world in which
we live, work, play, and interact; however, it is currently very diﬃcult to transmit
in real-time across standard, medium-bandwidth wireless networks. If high-quality,
low-bandwidth 3D video communications were achieved, one of the areas that could
beneﬁt signiﬁcantly may be telemedicine.
Access to aﬀordable, high-quality health care has been a topic of heated political
debate since the early part of the 20th century. Despite discussions within political
arenas, a real issue currently facing the health care industry is a shortage of physicians
in the workforce [1], which by 2030 is expected to increase even more signiﬁcantly [2].
Further, due to inequity in health care utilization, it will be the underserved1 and
elderly populations who are most likely to be aﬀected by the shortages [1].
One promising solution to address the shortage of health care professionals, as well
as their disproportionate distribution among the population, is to utilize communications technology. The term telemedicine has been deﬁned in a variety of fashions, but
generally speaking can be used to describe providing medical care over some distance
1

In regard to health services, underserved refers to populations which are disadvantaged because of
ability to pay, ability to access care, ability to access comprehensive healthcare, or other disparities
for reasons of race, religion, language group or social status. [3]
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via telecommunication technologies. An explanation for the variety of deﬁnitions may
be due to the variety of health care areas in which telemedicine is employed. Given
this, what is state-of-the-art in telemedicine for one medical area may diﬀer from that
of another, as they each could have diﬀering technology requirements and constraints.
For this reason, telemedicine can be thought of as a spectrum of technologies, which
in practice current exist mainly between simple automated telephone systems and
high-deﬁnition 2D teleconferencing. In general, these technologies have the potential
to remotely diagnose, monitor, and treat patients [4]. Being able to accurately perform these tasks remotely may aid in reducing health care costs, in increasing access
to physically distant specialists, in reducing health inequity, in improving patient
comfort, and in the early detection of adverse symptoms or disease deterioration.
Further, telemedicine technologies allow the patient to play a more active role in the
management of their own health care [5]
The extent to which telemedicine is eﬀective, however, is highly dependent upon
the data transmitted when communicating. For example, a doctor may be able to
diagnose, suggest treatments, and give much more accurate advice by via 2D video
communication as opposed to a phone call. Two-dimensional photos and videos work
well in the case of visual assessments (e.g., does the patient have a skin rash?),
however, they lack depth and perspective information which may be required to form
an accurate diagnosis or monitoring of a patient’s ailment over time. For instance, if
a patient shows their physician an open wound on their foot over a 2D video stream,
it may not be possible for the doctor to adequately judge or assess how deep the
wound is (i.e., if healing is progressing as it should be). If the patient were instead
transmitting 3D video data to the specialist, both depth and color information could
be used by the physician to measure the volume of the wound to determine its rate
of healing. In general, telemedicine technologies utilizing 3D data communications
have the potential to greatly inﬂuence the remote decision making of health care
professionals by proving accurate measurements of adverse areas while enabling more
realistic communications.
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In practice, the accuracy, resolution, and ﬁeld-of-view (FOV) of the 3D geometry
received by the physician could have a signiﬁcant impact on their ability to perform
analysis and make sound medical decisions. In terms of the data acquisition itself,
commercially available 3D sensors, such as the Microsoft Kinect (v1, v2), could be
advantageous as they oﬀer a large FOV, however, they are quite limited in terms
of their resolution and accuracy. Alternatively, specialized structured light scanning
devices can provide high-resolution, high-accuracy 3D data in real-time. However,
due in part to their calibration procedures these systems are most eﬀective at closer
distances (i.e., they have a smaller FOV). In order to acquire accurate, high-resolution
3D measurements within a good FOV, new procedures to aid in the accurate calibration of a long-range structured light system are necessary.
Further, even if the captured 3D video data is of the ideal high-resolution and
high-quality desired for assessment, it still needs to be eﬃciently transmitted from
one user (i.e., the patient) to another (i.e., the physician). Since 3D data inherently
requires a signiﬁcant amount of information to represent, performing this in realtime, while maintaining the accuracy of the high-resolution 3D data, is a challenge.
A straightforward solution would be to use little-to-no compression and transmit the
data over specialized high-speed wired networks, however, this does not scale well;
especially as mobile devices become increasingly used for every day tasks. A more
viable and accessible solution to transmitting and receiving 3D video data would be
to utilize wireless networks, such as one’s home WiFi or cellular connection, however,
these typically provide lower network speeds. To transmit 3D video with less bandwidth, one could simply reduce the precision of the 3D video data before transmission
yet this will signiﬁcantly impact the accuracy of received data. In order to realize the
wireless transfer of high-quality 3D video data, methods for eﬃciently and accurately
compressing 3D data are necessary.
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1.2

Objectives
In pursuit of the above motivations, this dissertation research has the following

areas of focus:
• Develop a novel method for out-of-focus camera calibration with applications to large-rage structured light system calibration. To obtain
accurate measurements from an imaging system it must ﬁrst be properly calibrated. The most extensively adopted camera calibration method involves
capturing a planar 2D target, with predeﬁned feature points, at arbitrary orientations. This approach can achieve good measurement accuracy, however, it was
primarily developed for close range vision systems. To use the same calibration
procedure for long range vision systems, the 2D planar target would have to be
in the same order of size as the system’s range. The scaling of the target thus
becomes increasingly diﬃcult in terms of fabrication accuracy, feasibility, and
cost. This dissertation research aims to address these challenges with a new
method for calibrating long range vision systems that uses a calibration target
substantially smaller than the system’s ﬁeld of view that may be out-of-focus.
This dissertation research further aims to utilize such a method to help extend
the 3D measurement range of a structured light system. The details of this
research will be introduced in Chapter 3.
• Develop a method of encoding 3D range geometry, along with its
respective texuture information, that is highly resilient to lossy compression artifacts. Compression of 3D data is relatively new compared to the
mature ﬁeld of 2D image compression. Given this, one approach to 3D range
data compression is to encode it within the three color channels of a standard
2D image. The mature 2D image compression techniques can then be leveraged to further compress the encoded 3D range data. As will be discussed in
more detail in Chapter 2, there have been several approaches proposed for encoding 3D range data within the color channels of a 2D image, however, many
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of them require extra space to store additional information, such as a texture
image. In this dissertation research, we aim to develop a 3D range geometry
encoding method that can accurately represent both 3D geometry and texture
information within a single 24-bit color image while remaining resilient to lossy
compression artifacts. The details of this research will be presented in Chapter 4.
• Develop a method of encoding 3D range geometry that is highly resilient to lossy compression artifacts that has a computationally inexpensive decoding process. As mentioned above, there have been several
approaches proposed for encoding 3D range data within the color channels of
a 2D image, however, they may require a computationally expensive decoding
process, either due to (1) the inherent principles of the decoding process itself or
(2) requiring substantial ﬁltering or post-processing of the data due to a lack of
resilience to lossy compression. In this dissertation research, we aim to develop
a 3D range geometry encoding method that can accurately encode 3D geometry
information within a single 24-bit color image in a manner that (1) is resilient
to lossy compression and (2) provides for a computationally inexpensive decoding process (i.e., no matrix operations, little-to-no ﬁltering). The details of this
research will be introduced in Chapter 5.
• Develop a novel platform for high-accuracy, high-speed 3D range
video encoding and streaming over wireless networks. The above objectives aim to help (1) capture high-resolution and high-quality 3D video data and
(2) accurately and eﬃciently encode the 3D geometry information. To address
the long-standing challenge of wireless, high-quality 3D video communications,
this dissertation research also aims to develop a platform for high-quality 3D
video recording, encoding, compression, decompression, visualization, and interaction. Such a platform will be able to successfully deliver photorealistic 3D
video content over standard wireless networks to mobile devices. Further, this
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dissertation research aims to emphasize the eﬃciency of the platform by developing a fully mobile implementation that allows mobile devices (e.g., iPad) to
both send and receive 3D video content in real-time across wireless networks.
The details of this research will be introduced in Chapter 6.

1.3

Dissertation Organization
Chapter 2 of this dissertation will discuss the current state of telemedicine, previ-

ously proposed systems and methods for 3D communications, as well several diﬀerent
approaches to 3D data compression. Chapter 3 introduces a novel out-of-focus camera calibration method for use in long-range measurements, and how it can be used
to extend a long-range structured light 3D scanning system. Chapter 4 will introduce
a method for encoding 3D range geometry, along with its respective texture information, that is resilient to lossy compression. Chapter 5 will introduce another technique
for 3D range geometry encoding, one that provides for a computationally inexpensive decoding process and is able to achieve high compression ratios with very low
3D reconstruction errors. Chapter 6 will introduce the novel Holostream platform
developed for high-quality, low-bandwidth 3D video communications over wireless
networks. Finally, Chapter 7 will summarize the contributions of this dissertation
and will provide insight into several future research directions.
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2. RELATED WORK
This chapter provides an overview of current technologies used within telemedicine
and how the introduction of 3D video data may be able to address existing challenges.
The aspects of 3D data communication have been explored, mainly in the context
of 3D teleconferencing and telepresence technologies; and therefore, this chapter will
also provide discussion on several proposed technologies of this type. Although great
progress has been made, many of the telepresence and telecommunication technologies
assume abundant network resources, and in doing so, do not focus on the transmission
bottleneck imposed by the inherent size of 3D video data. To practically realize
3D communication systems, especially for applications that may require high-quality
3D video data (e.g., telemedicine), the 3D data need be eﬃciently and accurately
represented before transmission. This chapter also will then discusses prior research
in the area of 3D data compression.

2.1

Telemedicine
As introduced last chapter, telemedicine can brieﬂy be deﬁned as providing health

care, over some distance, using telecommunication technologies. This can take place
in many forms such as performing a diagnosis, remotely monitoring the progress of
an ailment, or even having a general conversation. This section discusses the current
state of telemedicine technologies, the challenges they face, and how 3D video data
may be able to address them.

9
2.1.1

Current State of Telemedicine

Currently, most telemedicine technologies exist on a spectrum between automated
telephone systems and high-deﬁnition 2D video communications. In terms of how a
speciﬁc telemedicine technology within this spectrum is used, it depends on the patient, the health care professional, and the nature of the medical issue being addressed.
One approach to utilizing telemedicine is within an asynchronous (i.e., store-andforward) fashion. In this scenario, a patient provides some data to their health care
providers for their review at a later time. The beneﬁt to the asynchronous method of
telemedicine is that it is convenient for all parties involved: the patient and the physician do not have to schedule an appointment that ﬁts into their respective schedules.
This ﬂexibility can have a negative impact, however, if the nature of the patient’s
conditions are time sensitive yet, are not reviewed in a timely manner. For instance,
one study [6] evaluated the eﬀectiveness of using static 2D images to diagnose hand
injuries. An emergency room physician would take photographs of the hand injury in
order to receiving guidance from an expert at a specialized center, however, it took
on average 7 hours to receive their response.
Alternatively, telemedicine technologies can be used in a synchronous (i.e., realtime) manner to provide more natural communications, perform diagnoses, or monitoring; which is of course useful in the extreme cases when a patient’s issue is time
sensitive (e.g., hand injury in the emergency room). As it is more aligned with a
regular face-to-face visit, synchronous communication is also useful in those scenarios
where the interpersonal communication and human interaction is key to the patient’s
care. For example, interaction between a patient and their physician or their nurse
can be used to detect symptoms of depression [5].
With the current network infrastructure and the ubiquitous nature of cameras
and mobile devices, telemedicine technologies utilizing 2D photographs and video are
being used in the management of acute trauma and burns, replantation candidacy
of amputated digits, chronic wounds, and in free-ﬂap monitoring [7]. Although these
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technologies are useful when a patient’s condition has strong visual components (e.g.,
being able to easily see a skin rash), they are diﬃcult to use accurately when needing
physical measurements, especially when measurements of the same area need to be
monitored over time. In these scenarios, the addition of static or dynamic 3D data
may useful.

2.1.2

The Need for 3D Within Telemedicine

Current 2D photograph and video based telemedicine methods are numerous and
the technology enabling them are well adopted (e.g., iPhone cameras), however, they
lack the depth and perspective information necessary for the physician to make certain
evaluations. For example, Fig. 2.1 shows a photograph of a patient’s arm that one

Fig. 2.1. A patient was bitten by their cat which caused their arm to
become painful and swollen [7].

physician took and sent to another in search of advice [7]. The patient’s cat had
bitten them two days prior and their arm had become painful and swollen. Based on
the photograph, the remote physician recommended an antibiotic; however, since the

11
remote physician had no context of the normal size of the patient’s arm, the amount
of swelling may be diﬃcult to tell. Hypothetically, if the patient were to return home
they could be instructed to send photograph updates to the physicians in order to
monitor the eﬀectiveness of the antibiotics. Given that each new photograph could
have a diﬀerent perspective, ﬁeld of view, and lighting conditions, the registration
between successive photographs could prove challenging, thus the remote monitoring
of the healing progress would be diﬃcult. The introduction of 3D data might then
prove useful to addressing these concerns. In terms of diagnosis, if a patient’s arms
can be assumed as near-symmetric, the extent of swelling could be determined by
comparing a 3D scan of the bitten arm with a scan of the arm that wasn’t bitten.
To monitor the inﬂuence of the antibiotic, the volume of iterative 3D scans could be
assessed.
Telemedicine has also been explored for diagnosing and monitoring ulcers (chronic
wounds). Chakraborty et al. [8] for example proposed a classiﬁcation framework that
could identify wound tissue and then predict the wound’s status. Although successful
predictions were achieved, this method relies on both the manual and automatic
processing of 2D images, especially on the color information stored within. For this
reason, when monitoring wound healing over time, it would be of critical importance
that the images are taken with near identical perspectives, orientations, and lighting
conditions. This is a feat which is diﬃcult in practice, especially if the patient in
their home and is not expertly trained to do so. Further, the wounds were initially
assessed by a clinician who recorded their volume (length, breadth, and depth). This
information is either ignored or diﬃcult to use with accuracy when only using 2D
images or video to remotely monitor the chronic wound, however, it could prove
very useful in monitoring the healing progress. For example, the ulcer on the foot
in Fig. 2.2(a) appears spatially small on the skin’s surface, however, it is diﬃcult to
determine its depth. To address such issues, static 3D frames or 3D video could be
used, allowing for the iterative monitoring of wound volume. This direction has been
recently explored [9, 10], and the results of one study suggest that using 3D data to
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(a)

(b)

Fig. 2.2. Using telemedicine to assess foot ulcers. (a) Although the ulcer
is spatially small on the patient’s foot, it is diﬃcult to determine the depth
of the ulcer; (b) 3D reconstruction of a foot ulcer by [9].

assess an ulcer is more in line with an in-person clinical assessment (as opposed to
monitoring using 2D photographs) [10]. Figure 2.2(b) shows a 3D captured foot ulcer
with color texture mapping [9]. In this system, the 3D mesh can be interacted with
(i.e., panned, rotated, and zoomed) its measurements can be taken.
The usage of 3D data for telemonitoring ulcers is very promising as the same
fundamental techniques can be immediately useful within other medical areas. One
issue that remains, however, is the size of 3D data. Even in the asynchronous scenario,
one or a small set of 3D scans may take a signiﬁcant time to upload to the online
portals of healthcare professionals. Further, if 3D video data were desired to be used
in a synchronous scenario, data sizes are of an even greater concern. The aspects of
3D data acquisition and transmission have indeed been explored, however mainly in
the application area of 3D teleconferencing and telepresence technologies. The next
section provides a discussion on several of these proposed technologies.
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2.2

3D Telecommunication
To achieve 3D communications one has to achieve the ability for real-time 3D

capture, transmission, and visualization. Each one of these by itself requires overcoming many technical challenges, both in hardware and software. Creating a uniﬁed
technology which can simultaneously perform each one is of a greater challenge. Over
the years, however, there have been quite a few state-of-the-art technologies proposed
for addressing these challenges, often evolving with advancements made in 3D capture technologies. Several of the state-of-the-art 3D communication technologies will
be discussed next, beginning with the seminal oﬃce-of-the-future concept. Following
that, the technologies will be categorized by the capture techniques they employed to
acquire 3D reconstructions.

2.2.1

The Oﬃce-of-the-future

One of the seminal works to address the challenges associated with 3D communications and telepresence was the oﬃce of the future [11]. This work was inﬂuential as
it not only presented how 3D communication technologies could be composed, it also
described many future directions and ideas for both improvements and exploration
which many works followed, including several of those discussed later in this section.
The authors envision an oﬃce environment where the lights could be replaced with
camera-projector pairs, allowing for the oﬃce to simultaneously be 3D captured and
used as a display surface. In the proposed vision for the oﬃce of the future, this 3D
capture would be transmitted and re-displayed within another user’s oﬃce, providing
an immersive collaboration experience as illustrated in Fig. 2.3. Due to both hardware and software limitations at the time, the oﬃce of the future system could only
achieve a capture rate of 3 Hz and did not transmit data from one instance of the
system to another; however, it provided great ideas, insights, and prototypes that
inspired the ﬁeld in the years to follow.
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(a)

(b)

Fig. 2.3. A sketch of the proposed oﬃce of the future [11]. (a) Cameras
and projectors on the ceiling and walls of the oﬃce 3D scan the user, their
workplace, and the objects within; (b) the projectors turn the walls into
a virtual collaborative working environment by projecting the 3D scans
of other users, their oﬃces, and objects into the user’s physical space.

2.2.2

Reconstruction via Array of Cameras

Following the vision established in the oﬃce of the future, Towles et al. [12] proposed a system for remote 3D tele-collaboration. Their system used an array of seven
cameras to compute ﬁve depth maps per frame via a trinocular stereo reconstruction algorithm. These depth maps, along with a registered color texture image, were
then used to reconstruct a colored 3D point cloud. This system was able to achieve
15,000-20,000 3D points per depth map, which could be acquired at 2-3 Hz. The
depth maps, color texture images, and calibration data were transmitted without
compression using TCP/IP at a target bitrate of 75 Mbps. Once received at the
remote end, the calibration data was used to reconstruct point clouds from the depth
maps and the texture image was used to provide color information to the points. The
reconstructed cloud was then visualized on a large window-like display to allow for
realistic, life-sized communication between users, as shown in Fig. 2.4. Although the
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Fig. 2.4. A user sits in front of the system developed by Towles et al. [12]
for remote 3D tele-collaboration. The system uses an array of cameras to
capture a colored 3D point cloud of the user which is then transmitted
across a network to remote participants.

hardware costs were high and the rate of acquisition was low, the reconstructed point
clouds were of reasonable density and captured a signiﬁcant area around the user.
Further, this system was one of the ﬁrst to actually address the physical transmission
of acquired 3D data, although the bitrates it assumed were still quite high, even by
today’s standards.
Shortly afterward, the blue-c telepresence portal was proposed by Gross et al. [13]
as a set of 3D telepresence technologies which simultaneously achieves 3D capture and
3D display via an immersive CAVETM -like environment. The environment consists of
three large rectangular projection screens which can be switched between an opaque
state (for display via projection) and a transparent state (for capture). By switching
states quickly enough, both display for and capture of the user within can be achieved.
A virtual environment is displayed around the user using three pairs of projectors,
each of which projecting onto the screens while they are in an opaque state. When the
screens are in a transparent state, an array of 11 cameras on the outside looking inward
captured the user within. As in system above, stereo reconstruction algorithms were
then used to obtain 3D measurements of the user. Five additional cameras are used
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Fig. 2.5. The blue-c telepresence portal [13]. Three large projection
screens and projectors outside of the screen are used to display a virtual
environment to the user. The cameras positioned on the metal scaﬀolding
outside the system are used to capture the geometry of the user within
which will be transmitted for display within a remote blue-c node.

to recover texture and to aid in calibration, brining the total number of cameras used
by one blue-c node to 16. An entire blue-c system (screens, cameras, and projectors)
can be seen in Fig. 2.5. The 3D video processing pipeline developed was able to
reconstruct 25,000 points at 5 Hz or 15,000 points at 9 Hz. To reduce the amount
of data transmitted, updates to a shared 3D environment were streamed, instead of
each newly acquired 3D reconstruction. The operations streamed to change points in
the shared reconstruction, such as insert, update, and delete, were transmitted over
a 100 Mbps Ethernet connection. Although these changes required a bitrate of only
2.5 to 12.5 Mbps to stream these, this would scale drastically if either the number
of points or frame rate increased. Remote users within another telepresence node
(blue-c or other) could then see and collaborate with the captured user within their
shared virtual environment. This technologies developed as part of the blue-c portal
achieved many technical hurdles, however, the costs associated with the 16 cameras
and the three large projection screens make this system very expensive to implement,
especially at scale.
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2.2.3

Reconstruction via Digital Fringe Projection

Although the above technologies began to realize the acquisition, transmission,
and display infrastructures required for 3D video communication systems, none of
them could not do so at natural video rates (i.e., 24 Hz or higher) or at high accuracies (e.g., mm) due to the limitations of the sensing technologies used. By the
mid-2000’s, however, real-time, high-resolution 3D scanning was made possible due
to developments in structured light systems using digital fringe projection technologies [14].

Fig. 2.6. The 3D video teleconferencing system proposed by Jones et
al. [15].

Taking advantage of this, Jones et al. [15] used structured light and DFP techniques within a 3D teleconferencing system to provide high reconstruction accuracies
at real-time speeds. The structured light scanner acquired accurate 3D representations of a user’s face in one location which was then delivered to a remote system for
visualization on an autostereoscopic 3D display. A 2D video feed of the remote users
was provided to the 3D captured user to allow for two-way communication. Figure 2.6
provides several images of the entire platform. The structured light scanner was able
to reconstruct very dense depth maps (640 × 480) with capture rate of 30 Hz. After a
3D scan was acquired, the downsampled depth map and its associated texture image
transmitted to the 3D display projector for display over a high-speed wired network.
The downsampling of the depth map is important as it needed to be rendered at
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thousands of frames per second, requiring a very powerful computer, in order to be
displayed on the autostereoscopic display.

2.2.4

Reconstruction via Dot Projection

Although DFP techniques could be used to acquire high-resolution 3D data of
users in real-time with great accuracy, such systems may require a certain level of
technical know-how in order to perform accurate calibration and may be relatively
costly to construct. Hence, when commodity depth cameras made their introduction
(e.g., Microsoft Kinect in 2010), many researchers shifted to them due to their low
cost and ease of use.

Fig. 2.7. Three diﬀerent viewing perspectives of a single reconstructed
scene, as captured by the telepresence system proposed by Maimone and
Fuchs [16]. Depth maps and color images captured by ﬁve Microsoft
Kinect devices are merged to generate these meshes at up to 30 Hz.

Maimone and Fuchs, for example, presented a telepresence system which oﬀered
real-time 3D capture using an array of commodity depth cameras [16]. The capture
system uses ﬁve Microsoft Kinect devices which each provide a depth map and color
image. These are then processed and merged together into a single colored mesh
which is then shown to a remote participant on a large display. Figure 2.7 shows
three diﬀerent viewpoints of a mesh as reconstructed from the ﬁve Kinect devices.
On the remote end, one single Kinect is used to perform head and eye tracking of
the participant which enables the captured 3D mesh to be rendered in a realistic
manner. For example, if the remote participant moved to their left, the rendering
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would adjust its perspective (e.g., rotate about the y-axis away from them). This is
done to mimic the viewpoint that the remote participant might see as if they were
sitting physically moving in front of the 3D captured user. The proposed system was
able to impressively integrate depth and color data from ﬁve independent devices
into a single colored mesh. However, in addition to the interference issues between
Kinect devices causing holes in the captured depth maps, this system did not actually
transmit any data. In fact, only a single computer was used to drive both the capture
and display components.

Fig. 2.8. The telepresence system proposed by Beck et al. [17] enabled
two groups of people interact and solve problems with one another, in 3D,
within a virtual shared world. An array of Kinect devices captures and
generates a single mesh of each group which is then transmitted to and
visualized within the remote node.

Beck et al. [17] expanded on this work which allowed for two remote groups of people to interact together within one virtual, collaborative space as shown in Fig. 2.8.
An array of Kinect devices captured the users of one location, uniﬁed all of the data
into a single reconstruction (similar to the reconstruction method used in [16]), and
then transmitted the resulting mesh and color images. This technique generated approximately 5.3 MB per frame, and thus required a high-speed (the authors used 10
Gbps wired Ethernet) connection to transmit. Once received by the remote participants, this data was rendered from within their perspective of the virtual shared
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world. The end result allowed two groups of people to interact and solve tasks with
one another, as though they were face to face.

(a)

(b)

(c)

(d)

Fig. 2.9. The Holoportation system proposed by Microsoft [18]. (a) An
array of eight 3D sensors are used to capture the user and reconstruct a
single mesh; (b)-(c) the local user is visualizing the transmitted 3D mesh
of a remote user within an augmented reality (AR) headset in real-time;
(d) a recorded 3D video sequence, from the interaction in (c), is played
back in the local user’s physical space within their AR headset, at a scale
of their choosing.

Most recently, Microsoft proposed their Holoportation system [18] which captures
a mesh of a user(s) or object(s) in one location and transmits it to remote users
for visualization within augmented reality (AR) headsets. The capture setup of the
Holoportation system includes eight 3D scanners, each consisting of two near infrared (NIR) cameras, one color camera, and one pseudo-random dot projector. Similar
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to the Kinect, the projected patterns of each scanning system randomly encode the
entire scene, allowing for each of the eight NIR camera pairs to reconstruct a depth
map at 30 Hz. The eight depth maps are then merged together into a single 3D mesh
as shown in Fig. 2.9(a). The 3D mesh (consisting of approximately 60,000 vertices)
and color texture data require about 2 MB and 3 MB, respectively, to represent each
frame. To transmit this data, TCP is used on a 10 Gbps line, requiring 1-2 Gbps per
capture stream. A PC on the receiving end receives this data and renders it for display
on the remote user’s AR headset, allowing them to see and interact with the captured
data within their own current, physical environment as shown in Fig. 2.9(b)-2.9(d).

2.3

3D Compression
Telepresence and 3D telecommunication technologies have progressed closer to

the realizing immersive and natural 3D communications, however, one of the major
issues that has not been addressed over the years is how data sizes can be drastically reduced in order to alleviate hardware dependencies (high-speed connections).
Although technologies such as 3D reconstruction have made signiﬁcant advances, it
appears as though most new telepresence technologies have operated oﬀ of the same
assumption that Towles et al. did in 2002 [12] when it comes to actually transmitting
the reconstructed 3D data: “Our current assumption is one that foresees a future
containing abundant network resources, and we are transmitting the 3D video data
in an uncompressed format.” A combined lack of focus regarding the eﬃcient transmission of acquired data has made it diﬃcult for these state-of-the-art technologies
to realize 3D telecommunications over medium-bandwidth wireless networks at high
qualities and in real-time. Thus in tangential communities, researchers have proposed
methods to compress 3D data.

22
2.3.1

Mesh-based Compression

One conventional method to represent 3D data is within a mesh format. A 3D
mesh is deﬁned by a set of vertices (i.e., coordinate positions) and a set of edges (i.e.,
how the vertices are connected). On top of storing vertices and their connectivity,
mesh formats often store additional properties about the 3D object, such as a texture
coordinates, a normal map, or vertex color information. Standard mesh ﬁle formats
(e.g., OBJ, STL, PLY) are based on a simple listing of the above data. Representing
a mesh in an eﬃcient manner, however, has been an active area of study for the past
several decades.
The ﬁrst mesh compression techniques focused on eﬃciently encoding how the vertices of the mesh are connected to one another. A well-designed connectivity encoding
method aims to ﬁnd optimal traversals of a mesh’s vertices. This reduces redundancy
in the connectivity information and thus reduces the overall ﬁle sizes. Many methods
have been proposed to perform connectivity encoding such as triangle-strip [19–21],
spanning tree [22], valence encoding [23, 24], and triangle traversal [25, 26]. These
methods eﬃciently encode a mesh’s connectivity information, but recall a mesh also
stores vertex information. To encode the vertex positions, mesh connectivity methods typically follow a three-step procedure of coordinate quantization, prediction, and
entropy encoding [27,28]. The encoded vertex positions and connectivity information
can then be saved and used to reconstruct the mesh at a later date.
In connectivity encoding methods, the aim is to optimize the storage of the mesh’s
connectivity information ﬁrst; the vertex data is then encoded following the traversal
as determined by the connectivity encoder. Although these connectivity-driven approaches do reduce the amount of data needed to represent a mesh, they may not be
overall optimal as the size of a 3D mesh is generally more inﬂuenced by the vertex
positions [27, 28] and not the connectivity information. In this case it then makes
sense to optimally encode vertex positions ﬁrst, and the connectivity information can
be encoded following the order in which the coordinates are encoded. Kronrod and
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Gotsman [29] have proposed such a geometry-driven mesh encoding method which
optimizes the predictions between adjacent vertices. Connectivity information is then
encoded following the path of optimal coordinate predictions. Since this connectivity
encoding may not provide an optimal traversal of the mesh, a small penalty is imposed due to redundancy. It was found, however, that optimally encoding coordinate
positions provided much more compact meshes, even with the small penalty [29].
Although mesh compression techniques have been and are still being widely investigated, they are still not eﬃcient enough for real-time, high-resolution 3D data
transmission. For example, the fast mesh compression method proposed by Mekuria
et al. [30] was able to transmit dynamic 3D data, but even at low vertex densities
(72K) and frame rates (12 Hz) the bit rates were still quite high (35 Mbps). The
method achieved by Collet et al. [31] was able to achieve streamable bit rates less
than 15.6 Mbps, however, it took on average over 25 seconds to encode each 3D frame.

2.3.2

Image-based Compression

In order to reduce encoding time, the complexity of mesh compressions method
may be further reduced if exact restoration of the mesh’s connectivity information is
not required. This complexity can be reduced even further if the data has an underlying structure from which connectivity information can automatically be derived from.
For instance, a grid or pixel structure is often assumed for 3D range data captured by
a camera. The connectivity information in this case can be generated on-demand, by
knowing this structure, without actually having to store it. The only data that needs
to be encoded then is the 3D coordinate information. Eﬃciently encoding this 3D
data is still a relatively new area of study, however, the ﬁeld of 2D image compression
is quite mature. Given this, if 3D coordinate information can be stored as regular 2D
images, the advanced 2D image compression techniques could be leveraged.
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Virtual Digital Holography Compression Methods
In the ﬁeld of phase-shifting interferometry digital holography (PSIDH), 3D hologram information is encoded within a 2D complex wavefront. This wavefront can be
computed from multiple phase-shifted interference, or fringe, patterns captured by a
camera. A complex wavefront can reconstruct a 3D hologram even though they are
2D and nature. Since the wavefronts are composed of ﬂoating point complex numbers, compression methods are still necessary; however, the inherent grid structure of
the wavefront allows the 3D geometry compression problem to be simpliﬁed to a 2D
compression problem.
Darakis and Soraghan [32] proposed a hologram compression method which uses
JPEG and JPEG2000 to directly compress camera captured fringe patterns. The compressed 2D fringe patterns can then be stored and used to reconstruct the complex
wavefront when needed. This method is advantageous as it avoids directly compressing the wavefront with its complex values. This method also oﬀers various levels of
ﬂexibility as the JPEG quality level in use can be user deﬁned. To achieve the smallest ﬁle sizes, however, these JPEG quality levels need to be quite low which leads
to error on the recovered complex wavefront. Further, the compressed data size is
proportional to the number of fringe patterns captured. For example, if nine fringe
patterns are used to reconstruct a wavefront instead of three, the number of images
to store would be three times as many.
Darakis and Soraghan [33] proposed another hologram compression method which
instead compresses the complex wavefront at the object’s reconstruction plane. This
method works by quantizing the complex wavefront data (a lossy procedure) and
then losslessly encoding it using the Burrows-Wheeler transform [34]. Out performing JPEG compressing the fringe patterns directly [32], this method achieved approximately a 26:1 compression ratio with a normalized root-mean-square error of
approximately 0.1. Further, this method kept intact the hologram’s natural capability to be reconstructed at diﬀerent depth planes and from diﬀerent perspectives.
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The above compression methods are applied to 3D hologram data coming from
physical digital holography systems. Physical systems are naturally impacted by
lighting conditions, surface textures, and speckle noise which in turn may aﬀect the
eﬃciency of hologram compression methods. In order to by pass these artifacts, a virtual digital holography system can be used to generate computer-generated holograms
(CGH). A CGH is computed through numerically simulating how light reﬂects and
propagates oﬀ of a virtual 3D object. These methods are advantageous as they can be
generated from any arbitrary 3D object and are computed in a completely ideal and
controlled manner. Recently, methods have been proposed for compression CGHs using JPEG [35] and HEVC [36], similar to the JPEG and JPEG2000 digital hologram
compression method mentioned above. Figure 2.10 illustrates the HEVC method proposed by Xing et al. [36]. A virtual object, in this case the Stanford bunny, is encoded
into a computer generated hologram via three phase shifted digital holograms, one
of which can be seen in Fig. 2.10(a). A sequence of the digital holograms are then
compressed into a HEVC video and stored. When reconstruction is desired, the video
can be decoded to recover the digital holograms, generate the complex wavefront, and
re-project the geometry. For example, Fig. 2.10(b) shows this reconstruction when
the data was uncompressed. Figure 2.10(c) and Fig. 2.10(d) show the reconstructions
when HEVC compression was used along with a quantization parameter (QP) of 40
and 43, respectively.
Although these compression methods are quite eﬀective, generating a CGH is
a costly operation, both in terms of computational complexity and memory [37].
These costs can be reduced by using a graphics processing unit (GPU) [38–40], however, these methods are still limited when generating high-resolution holograms. One
could simply compute lower resolution holograms to avoid high computation costs,
however, this would limit the number of possible viewing angles since the viewing
angle of the reconstructed hologram is proportional to the spatial resolution of the
CGH [40]. Therefore, in order to encode many viewing angles and a large number
of 3D points, the spatial resolution of the CGH would have to be very large and is
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(a)

(b)

(c)

(d)

Fig. 2.10. Compression computer generated holograms using HEVC [36].
(a) One of the three computer generated phase-shifted digital holograms
representing the Stanford bunny; (b) the bunny reconstructed from the
digital holograms without compression; (c) the bunny reconstructed when
the digital holograms were compressed with HEVC and a quantization
parameter (QP) of 40; (d) reconstructed from HEVC and a QP of 43.

thus very costly to compute. Lastly, all hologram compression methods (physical and
computer-generated) are greatly impacted by the noise caused by speckle (can be
seen in Fig. 2.10(a), for example). This noise limits the encoding eﬃciency of the 2D
lossy image compression methods making it diﬃcult to achieve very high compression
ratios (i.e., low ﬁle sizes) while also preserving the ﬁdelity of encoded data.

Virtual Digital Fringe Projection (DFP) Compression Methods
Although they are similar in some ways to holography-based 3D compression
methods, digital fringe projection (DFP) 3D range data compression methods are
usually more advantageous as they (1) can establish a one-to-one correspondence
between a 3D coordinate and a pixel on the 2D image to be compressed; (2) can
eliminate the noise caused by speckle; and (3) can achieve much higher compression
ratios utilizing standard 2D image compression techniques. In a manner similar to
using a virtual digital hologram system to simulate a CGH, a virtual DFP system
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can be used to convert 3D range data into a 2D image. Once here, the image can be
further compressed using standard 2D compression techniques (e.g., JPEG, PNG).
Karpinsky and Zhang [41] used such a virtual DFP system to encode 3D geometry into the three 8-bit channels of a standard 2D color image. This approach was
advantageous as the virtual system settings could all be precisely deﬁned (e.g., zero
ambient light, uniform reﬂectivity, ideal camera). Their method used two of the color
channels to encode the 3D data via sine and cosine functions of the phase map. The
third channel was then used to store fringe order information which allows for the
proper decoding of the encoded phase map via pixel-by-pixel phase unwrapping. An
example of the this method can be seen in Fig. 2.11.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2.11. The pipeline of the composite phase-shifting algorithm for 3D
shape compression proposed by Karpinsky and Zhang [41]. (a) The 2D
image containing encoded 3D information; (b) phase map decoded from
the red and green channels of (a); (c) fringe order information (stair map)
decoded from the blue channel; (d) the unwrapped phase map from (b)
and (c); (e) recovered 3D shape; (f) recovered 3D shape after ﬁltering.
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To make this method more robust to lossy image compression and to enable lossy
3D video compression, Karpinsky and Zhang later improved this method by wrapping
the fringe order information within a cosine function [42, 43]. Based on the same
principles of a virtual DFP system, Wang et al. [44] proposed a two-channel method,
using the ﬁrst channel to represent the 3D range geometry and using the second to
store fringe order information. This method works well when saving the encoded
2D image using a lossless method, however, a post-processing error compensation
framework is needed to alleviate decoding errors. Further, the fringe order information
in the second channel may contain sharp intensity changes which signiﬁcantly impacts
this method’s ability to utilize lossy image compression. Hou et al. [45] also proposed
a two-channel method which directly encodes the wrapped phase of a 3D range data
frame into the ﬁrst channel; the second channel is again used to store fringe order
information. As with the method proposed by Wang et al., this method works well
when storing the output 2D image losslessly. However, the sharp 2π discontinuities
within the ﬁrst channel’s wrapped phase limits this method’s ability to leverage lossy
image compression.
The above virtual DFP methods are advantageous as they can encode 3D geometry
information within the color channels of a regular 2D image, allowing existing 2D
image compression techniques to further be leveraged in order to reduce ﬁle sizes.
Even though the virtual DFP system can be precisely deﬁned and controlled, it
still faces drawbacks associated with triangulation and resampling. Further, these
methods typically use a graphics rendering pipeline to create the encoded 2D image,
and thus this image may be limited to the maximum resolution the computer’s video
card can support. This may then lead to the resolution of the encoded 2D image,
and subsequently to the resolution of the reconstructed 3D geometry, being smaller
than that of the original 3D data.
To bypass the issues caused by triangulation (e.g., holes on the data caused by
regions not being visible to both the camera and projector) of the virtual DFP system,
Zhang proposed the direct depth encoding method [46]. Leveraging the OpenGL
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pipeline, this method samples the depth (z) map of 3D range geometry directly,
encoding the sampled data into two color channels of a 2D image via the sine and
cosine functions. The fringe order information, needed for phase unwrapping, is
encoded into the third color channel as with the previous methods. Although this
method still requires resampling the depth data, it allows for the use of an arbitrarily
high resolution image to represent the 3D data. Ou and Zhang proposed a similar 3D
range geometry compression method which encodes the scaling factor (s) map, instead
of a depth map, of a physical structured light system [47]. Similar to the direct depth
encoding method [46], the s map is encoded into two color channels of the output 2D
image via the sine and cosine functions; the third channel is used to represent fringe
order information. This method is capable of achieving the same spatial resolution as
the camera without resampling, however, it may be more computationally expensive
than similar methods. This is due to the method’s need to compute 3D coordinates,
pixel-by-pixel, during both the encoding and decoding processes.
The above methods reduce the dimensionality of the 3D data by encoding into
the color channels of a standard 2D image. From here, mature image compression
techniques can be leveraged to reduce ﬁle sizes further. To maintain high quality
decodings, the above methods may use lossless image compression (e.g., PNG) to
store the encoded 2D image, however, this limits achievable compression ratios and
portability to video encoding (as most video codecs are lossy in nature). To achieve
higher compression ratios and to be applicable to video codecs, lossy image compression may be used (e.g., JPEG), however, each of the above methods require large
amounts of ﬁltering to reduce compression artifacts imposed on the decoded data.
This post-processing increases the computational complexity of the methods, thus
increasing their overall decoding speeds.
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2.4

Conclusion
Just as 2D image compression technologies unlocked the potential for ubiquitous

image transfer and video streaming, 3D data compression technologies have the potential to realizing 3D data and 3D video transmission. Once 3D data compression
can be achieved with high eﬃciency (small data sizes) and high quality (low error in
the reconstructed geometry), high-quality. low-bandwidth 3D video communications
can be realized, potentially enabling many new applications, including those within
telemedicine, the digital arts, homeland security, and remote surgery.
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3. METHOD FOR OUT-OF-FOCUS CAMERA
CALIBRATION
As previously discussed, the accuracy, resolution, and FOV of acquired 3D geometry
would greatly impact the eﬀectiveness of a 3D communication system. In the context
of telemedicine, these qualities of received 3D data may impact a physician’s ability
to perform analysis and to make sound medical decisions. Structured light systems
would be advantageous to use as they can achieve both high-resolution and highaccuracy. However, these systems are more eﬀective at closer distances, due in part
to their calibration procedures. This chapter introduces our novel method for out-offocus camera calibration which can be used to accurately and more feasibly calibrate
large range vision systems. Additionally, how this method can aid in calibration of
large range structured light systems will also be discussed. The major contents of
this chapter were originally published in Applied Optics [48] (also listed as journal
article [J3] in “LIST OF PUBLICATIONS”).

3.1

Introduction
Two and three dimensional vision systems typically use at least one calibrated

camera to capture images for information analytics. Measurement accuracy heavily hinges on the accuracy of camera calibration, thus accurate and ﬂexible camera
calibration has been extensively studied over the past few decades.
Accurate camera calibration can be carried out by using highly-accurate fabricated
and measured 3D calibration targets [49,50]; since the 3D dimensions of these targets
are known, the transformation from 3D world coordinates to the 2D imaging plane
can be estimated through optimization methods. However, fabricating such highlyaccurate 3D targets is sometimes diﬃcult and usually very expensive. Since using a
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3D target is equivalent to moving a 2D planar object perpendicular to its surface,
Tsai [51] proposed a method to use 2D calibration targets with rigid out-of-plane
movements to accurately calibrate a camera. By using a 2D ﬂat surface, Tsai’s
method simpliﬁes the target fabrication process since a 2D ﬂat surface is easier to
obtain. However, such a method requires the use of a high-precision translation
stage which is often expensive. To further simply the camera calibration process,
Zhang [52] proposed a ﬂexible camera calibration method that allows the use of a
planar 2D target with arbitrary poses and orientations, albeit it requires some known
dimension feature points (e.g., checkerboard or circle patterns) on the target surface.
Image processing algorithms are then used to detect those feature points for camera
calibration. Zhang’s method is, by far, the most extensively adopted method due to
its ﬂexibility and ease of use.
Recently, researchers have developed more ﬂexible camera calibration approaches
by using unknown feature points or even imperfect calibration targets [53–56]. Instead of fabricating a calibration target, researchers have demonstrated that active
targets (e.g., digital displays) can also be used to accurately calibrate cameras [57]
and can further improve calibration accuracy [58] since feature points can be more
accurately deﬁned and located. Similar active pattern approaches have also been used
to calibrate a system using a ﬁsheye lens [59].
To our knowledge, the state-of-art camera calibration methods were primarily
developed for close-range vision systems (i.e., the sensing range is usually rather small
such that the calibration target used to calibrate the camera can be accurately and
feasibly fabricated). However, long-range vision systems are becoming increasingly
used for applications such as navigation and large scale measurements. Given this, if
high levels of accuracy are required for long-range vision systems, a camera calibration
method for such systems is required. The challenge then becomes the fabrication of a
calibration target that is in the same order of size as the system’s range. Obviously,
scaling the calibration target to the scale of a long-range system becomes increasingly
diﬃcult in terms of fabrication accuracy, feasibility, and cost.
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This chapter presented a method that allows the use of a smaller calibration
target for large-range vision system calibration. The aforementioned state-of-the-art
camera calibration methods assume that the camera is at least nearly focused on the
calibration target, and thus they fail if the camera is substantially defocused. The
proposed method enables the calibration of an out-of-focus camera to conquer the
challenges of calibrating large-range vision systems. By allowing for the placement
of the calibration target closer to the camera than the sensing plane, the calibration
target size can be substantially smaller, as illustrated in Fig. 3.1. Similar to the
previously proposed calibration methods that use active targets [57–59], we also use an
active digital display (e.g., a liquid crystal display monitor) to generate fringe patterns
which encode feature points into the carrier phase which can be accurately recovered
even if the fringe patterns are substantially blurred (i.e., camera is substantially
defocused). Instead of using phase-shifted sinusoidal patterns, we use phase-shifted
square binary patterns for phase generation to enhance fringe contrast when the
patterns are substantially defocused and to eliminate the inﬂuence of digital display
nonlinearity. Experimental results demonstrate that the proposed camera calibration
method can accurately calibrate a camera regardless of the amounts of defocusing.
Section 3.2 explains the principles of the proposed out-of-focus camera calibration
method. Section 3.3 shows some simulation results to validate the proposed method.
Section 3.4 presents experimental results to further validate the proposed method.
Lastly, Section 3.6 summarizes the research.

3.2

Principle
This section thoroughly explains the principle of the proposed method. Speciﬁ-

cally, we will present the standard pinhole camera model followed by the feature point
encoding and sub-pixel feature point extraction framework we developed to calibrate
a camera regardless of its amount of defocusing.
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Fig. 3.1. Illustration of placing the calibration target at diﬀerent distances
from the camera. Compared to putting the calibration target at the focal plane (Z2 ), the calibration target dimensions could be substantially
smaller if the calibration target is placed at the out-of-focus plane (Z1 ).
However, if the target is placed at Z1 , the captured images are blurred,
failing the current state-of-the-art calibration methods that assume the
camera is at least nearly focused.

3.2.1

Camera Lens Model

In this research, we use a well-known pinhole model to describe a camera lens. This
model essentially describes the relationship between 3D world coordinates (xw , y w , z w )
and its projection onto the 2D imaging coordinates (u, v). For a linear system, without
considering lens distortion, the pinhole model can be mathematically described as,
⎡
⎤
⎡ ⎤ ⎡
⎤
xw
⎢
⎥
f γ u0
u
⎢ w ⎥
⎢ ⎥ ⎢ u
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Here, s is the scaling factor; fu and fv are respectively the eﬀective focal lengths of
the camera along u and v directions; γ is the skew factor of u and v axes, for modern
cameras γ = 0; and (u0 , v0 ) is the principle point. In this equation,
⎡
⎤
r
r
r
⎢ 11 12 13 ⎥
⎥
⎢
R = ⎢ r21 r22 r23 ⎥
⎣
r31 r32 r33

(3.2)

represents the rotation matrix from the world coordinate system and the camera
lens coordinate system; and t = [t1 , t2 , t3 ]T describes the translation from the world
coordinate system and the camera lens coordinate system.
If the camera lens is nonlinear, its distortion can be modeled as,
T

D=

k 1 k2 p 1 p 2 k3

,

(3.3)

where k1 , k2 and k3 are the radial distortion coeﬃcients, which can be rectiﬁed by
u = u(1 + k1 r2 + k2 r4 + k3 r6 ),

(3.4)

v = v(1 + k1 r2 + k2 r4 + k3 r6 ).

(3.5)

Here, (u , v ) are the camera coordinates after nonlinear distortion corrections, and
r =

(u − u0 )2 + (v − v0 )2 represents the absolute distance between the camera

point and the origin. Similarly, tangential distortion can be corrected using the
following formula:

3.2.2

u = x + [2p1 uv + p2 (r2 + 2u2 )],

(3.6)

y = y + [p1 (r2 + 2v 2 ) + 2p2 uv].

(3.7)

Feature Point Encoding

As introduced in Sec. 3.1, one of the most extensively adopted camera calibration
approaches uses a planar object with a number of feature points with known dimensions on a ﬂat plane [52]. Typically, a checkerboard or a circle pattern is printed
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on a ﬂat surface [60]. A method such as this ﬁrst captures a sequence of images of
the calibration object placed at diﬀerent poses. Then, image processing is performed
to detect the known feature points within the sets of images. Lastly, optimization
algorithms are used to estimate camera calibration parameters.
Since only a number of known-dimension feature points are needed for calibration,
these feature points can be generated digitally by a digital display device (e.g., an
LCD monitor). If the monitor is ﬂat, the same calibration approach can be adopted
for camera calibration. Furthermore, since the feature points are discretely deﬁned
by LCD monitor pixel locations, as long as those pixels can be located, no real circle
pattern or checkerboard is necessary for camera calibration. In this research, we use
phase information to deﬁne such feature points.
Figure 3.2 illustrates the framework of using phase to encode desired feature
points, and we propose to use such a framework to calibrate an out-of-focus camera. Brieﬂy, the desired feature points for camera calibration are encoded by horizontal and vertical phase maps. These phase maps are then further carried along by
phase-shifted fringe patterns which can be used to recover the original phase using
phase-shifting algorithms.
Phase-shifting algorithms are extensively adopted in optical metrology mainly
because of their accuracy and robustness to both noise and ambient lighting eﬀects.
In general, for N-equally phase-shifted fringe patterns, the fringe patterns can be
mathematically described as,
I i (x, y) = I (x, y) + I (x, y) cos(φ + 2iπ/N ),

(3.8)

where I (x, y) is the average intensity, I (x, y) is the intensity modulation, i =
1, 2, · · · , N , and φ(x, y) is the phase to be solved by
φ(x, y) = − tan−1

N
i
i=1 I sin(2iπ/N )
N
i
i=1 I cos(2iπ/N )

.

(3.9)

This equation produces the wrapped phase ranging from −π to +π. To obtain the
continuous phase without 2π discontinuities, one can use a spatial or temporal phase
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Fig. 3.2. Proposed framework for out-of-focus camera calibration. The
target feature points are carried by the uniquely deﬁned horizontal and
vertical phase maps. Each phase map is the resultant of a set of phaseshifted binary structured patterns. These patterns are then displayed
on an LCD monitor. The out-of-focus camera captures those structured
patterns, which will be blurred according to the camera’s level of defocus.
These captured patterns are then used to recover horizontal and vertical
phase maps from which the encoded feature points are decoded. The
out-of-focus camera can then be calibrated using the recovered feature
points.

unwrapping method. The essence of phase unwrapping is to ﬁnd the fringe order
k(x, y) for each pixel, so that the phase can be unwrapped as
Φ(x, y) = φ(x, y) + k × 2π.

(3.10)

The fundamental diﬀerence between spatial phase unwrapping and temporal phase
unwrapping is that the spatial phase unwrapping algorithm ﬁnds k(x, y) by analyzing
the diﬀerence between the point to be processed and its neighboring pixels. In other
words, the phase obtained using a spatial phase unwrapping algorithm is relative to
one point, and thus the unwrapped phase is often called the relative phase. Temporal
phase unwrapping algorithms, in contrast, uniquely ﬁnd the phase values for each
independent point without referring to the phase information of any neighboring
pixel; thus, such a method can recover absolute phase. Given this, to uniquely carry
phase information, using absolute phase is necessary.
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In this research, we adopted a temporal phase unwrapping method which uses
gray-coded binary patterns to uniquely determine fringe order, k(x, y), and to unwrap
the absolute phase values. Any subsequent unwrapping artifacts were eliminated by
using the computational framework introduced in Ref. [61].
Once absolute phase maps are uniquely deﬁned, they can be used to encode any
arbitrary number of points at any location on the monitor since they are encoded in
the continuous phase. This diﬀers from the calibration method developed by Li et
al. [60] where a physical calibration board, with printed circular patterns, was used as
feature points. To be properly captured and identiﬁed by an in-focus camera, these
circles have to be large enough for the camera to capture, so that these feature centers
can be determined accurately from the camera images. Therefore, this requirement
places a constraint on the total number of feature points that can ﬁt on the board,
unlike the proposed method where an arbitrary number of points can be used as
feature points. For example, a point (ud0 , v0d ) on the monitor can be encoded as,
ud0 ← Φv (ud0 , v0d ),

(3.11)

v0d ← Φh (u0d , v0d ).

(3.12)

Here, Φv represents the vertical phase map that varies along ud direction, and Φh
represents the horizontal phase map that varies along v d direction. These phase
values can be further discretely represented as,
Φv (ud0 , v0d ) = 2πud0 /Pv ,

(3.13)

Φh (ud0 , v0d ) = 2πv0d /Ph .

(3.14)

Here Pv and Ph respectively represent the vertical and horizontal number of pixels to
represent 2π. And thus
Φv (ud0 , v0d )
× Pv ,
2π
Φh (ud0 , v0d )
× Ph .
v0d =
2π

ud0 =

(3.15)
(3.16)
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As discussed earlier in this section, the phase can be carried along by N equally
phase-shifted fringe patterns,
Ivi (u, v) = 127.5[1 + cos(Φv + 2iπ/N ],

(3.17)

Ihi (u, v) = 127.5[1 + cos(Φu + 2iπ/N ],

(3.18)

where i = 1, 2, · · · , N . Once these phase-shifted fringe patterns and gray-coded binary
patterns are captured by a camera, the absolute phase maps Φv (uc , v c ) = Φv (ud , v d )
and Φh (uc , v c ) = Φh (ud , v d ) can be computed for each camera pixel. These phase
maps can be used to uniquely ﬁnd the corresponding mapped points on the LCD
pixel coordinates (ud , v d ) for any point on the camera (uc , v c ).

3.2.3

Subpixel Feature Point Extraction

In theory, the phase can accurately carry encoded information (e.g., feature points).
For example, to encode a feature point, (u, v), we can represent the same information in the phase domain, using horizontal and vertical phase, as (Φv , Φh ), and if
the phase is unique, the mapping from (u, v) to (Φv , Φh ) is one to one. However,
in practice, due to the nature of discrete fringe generation, and the sampling of the
camera, unique one-to-one mappings cannot always be guaranteed. The defocusing
of the lens further makes this one-to-one mapping a rarity, in practice. In general,
without loss of generality, there are two scenarios: 1) the camera pixel is larger than
the LCD monitor pixel; and 2) the camera pixel is smaller than the LCD pixel. The
former corresponds to the case when the camera is far away from the LCD screen.
For this case, some pixels on the LCD monitor may not have corresponding sampled
pixels on the camera, as illustrated in Fig. 3.3(a), where the encoded pixel (uc0 , v0c ) is
not resolved by the camera. The latter corresponds the the case when the camera is
very close to the LCD screen, indicating that many camera pixels may correspond to
one LCD pixel, as illustrated in Fig. 3.3(b). For either case, additional processing is
required to accurately recover the feature point from the phase maps. For example,
previous works have performed bilinear interpolation using pixels surrounding the fea-
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ture points to establish correspondence between the two phase maps [62]. Although
successful, the bilinear interpolation could introduce bias error if the phase value of
one or more of these four points has large error.
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Fig. 3.3. Mapped feature point establishment through horizontal and
vertical phase maps. (a) Camera pixel is larger than LCD pixel; (b)
camera pixel is smaller than LCD pixel.

Instead of using the simple bilinear interpolation, in our research, we assume that
any given point on the camera is locally planar, and thus the plane can be used
to accurately determine any corresponding points. To determine sub-pixel accuracy
feature points, we use the following steps
• Step 1: Camera to LCD mapping creation. This mapping is generated by the
horizontal and vertical phase maps, e.g., (Φv , Φh ) ← (ud , v d ). Since for each
camera point (uc , v c ), the horizontal and vertical phase values are unique, we
can also establish the mapping (uc , v c ) ← (ud , v d ).
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• Step 2: Local plane ﬁtting. For any feature point (ud0 , v0d ), locally ﬁnd all of the
camera mapped points (udk , vkd ). If we assume that those local mapped feature
points are on the same plane, we will have,
uck = a1 udk + b1 vkd + c1 ,

(3.19)

vkc = a2 udk + b2 vkd + c2 .

(3.20)

where a1 , b1 , c1 , a2 , b2 , and c2 are plane coeﬃcients. These coeﬃcients can be
determines by a least-square method using all of the local feature points.
• Step 3: Subpixel feature point extraction. Once the local plane functions are
estimated, the coordinates for any given feature points (ud0 , v0d ) can be computed
as

3.3

uc0 = a1 ud0 + b1 v0d + c1 ,

(3.21)

v0c = a2 ud0 + b2 v0d + c2 .

(3.22)

Simulation
Li et al. [60] thoroughly proved that phase information is preserved regardless of

projector lens defocusing. Brieﬂy put, if an optical imaging system is defocused, a
point on the object no longer converges to a point on the image plane, but rather an
blurred circular disk. However, considering the inﬁnite light ray of the optical system,
the center of a camera pixel, regardless of the amount of defocusing, corresponds to
the peak intensity value of the circular disk. In practice, it is diﬃcult to ﬁnd the
peak intensity value from an image due to surface reﬂectivity variation, however. In
contrast, it is much easier to ﬁnd the peak value through phase. Using phase, the
center point still corresponds to the peak value of the circular disk regardless of the
amount of defocusing.
We carried out some simulation to conﬁrm that camera defocusing does not change
the resultant phase of the phase-shifted fringe patterns. From diﬀraction theory, one
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may know that lens defocusing can be simulated by convolving the image with a
Gaussian function
G(x, y) =

1
(x − μx )2 + (y − μy )
exp
−
.
2πσ 2
2σ 2

(3.23)

Here, (μx , μy ) is the position of the focal center, and σ controls the width of the
blurred image area.
Figure 3.4 shows one of the phase-shifted fringe patterns with diﬀerent amounts
of defocusing (e.g., diﬀerent Gaussian ﬁlter sizes). Squared binary patterns, in lieu of
sinusoidal patterns, were adopted in this research because: 1) squared binary patterns
provide the highest possible contrast when the patterns are substantially defocused;
2) binary patterns are not aﬀected by the nonlinear gamma of the LCD monitor; and
3) Esktrand and Zhang [63] has demonstrated that accurate phase can be recovered
even if the patterns are ideally squared binary. In this simulation, the squared binary
patterns had a period of 42 pixels and 21 equally phase-shifted patterns were used to
compute the phase.
The absolute diﬀerences between the ideal phase without defocusing and the phase
with diﬀerent amounts of defocusing are shown in Fig. 3.5. The root-mean-square
(rms) errors are all very small, demonstrating that lens defocusing indeed does not
alter the phase carried by the fringe patterns. Therefore, it is theoretically possible
to encode the feature point information into phase to avoid the problems caused by
camera lens defocusing.

3.4

Experiment
To verify the performance of the proposed method, we developed a camera cali-

bration system that includes an LCD monitor (Model: HP EliteDisplay E241i 24-inch
IPS LED Backlit Monitor) and a charge-coupled device (CCD) camera (Model: Jai
Pulinx TM-6840CL) with a 12 mm focal length lens (Model: Computar M1214-MP2).
The LCD monitor has a resolution of 1920 × 1200 and a pixel pitch of 0.270 mm.
The camera resolution is 640 × 480 with a pixel size of 7.4μm × 7.4μm. The lens
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Fig. 3.4. Example squared binary fringe patterns when the structured
patterns are defocused at diﬀerent degrees. (a) A focused binary pattern;
(b) the pattern after applying a Gaussian ﬁlter with a size of 9 × 9 pixels;
(c) the pattern after applying a Gaussian ﬁlter with a size of 17×17 pixels;
and (d) the pattern after applying a Gaussian ﬁlter with a size of 33 × 33
pixels.
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Fig. 3.5. Phase diﬀerence between blurred structured patterns and focused
(without blur) patterns. (a) Gaussian ﬁlter size of 9 × 9 pixels (phase rms
3.9 × 10−16 rad); (b) Gaussian ﬁlter size of 17 × 17 pixels (phase rms
3.3 × 10−16 rad); (c) Gaussian ﬁlter size of 33 × 33 pixels (phase rms
4.6 × 10−16 rad).
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is a 2/3-inch, 12 mm lens with an aperture of F/1.4-F/16C. The range of focus is
approximately 150 mm to inﬁnity.
For all of the following experiments, the camera focus remained constant and
untouched to maintain the camera intrinsic parameters; diﬀering amounts of defocus
was realized by changing the distance, D, between the monitor and the camera.
In this research, we tested four diﬀerent amounts of defocusing: from the camera
being focused to the camera being substantially defocused (i.e., we used four diﬀerent
distances). The active areas of the monitors used for calibration for each distance are
summarized in Tab. 3.1. This table shows that the calibration target size needs to be
proportionally scaled up when the distance between the camera the object increases,
as illustrated in Fig. 3.1. Therefore, as discussed in Sec. 3.1, the conventional method
of calibrating a camera lens is to use a larger calibration target when the sensing area
is larger.

Table 3.1.
LCD monitor pixels used for camera lens calibration.
Active monitor range (pixels)
D1 = 950 mm

1260 × 960

D2 = 540 mm

720 × 540

D3 = 250 mm

330 × 250

D4 = 125 mm

165 × 125

Our research is to prove that it is not necessary to increase target size for camera
calibration, but rather one can place the calibration target closer to the camera.
Obviously, if the focal plane of the camera does not change, the camera will be out
of focus; making the image blurry when the calibration target is placed away from
its camera focal plane. Figure 3.6 shows some example camera images for those
four diﬀerent distances. The same square binary pattern was displayed on the LCD
monitor, but the structured pattern was blurred if the camera is not focused (e.g.,
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the image shown in Fig. 3.6(d)); note that when the camera is away for the monitor,
the patterns appear more dense.

(a)

(b)

(c)

(d)

Fig. 3.6. Example images of a squared binary pattern when the camera
is placed at diﬀerent distance without changing its focus. (a) D1 = 950
mm; (b) D2 = 540 mm; (c) D3 = 250 mm; (d) D4 = 125 mm.

As discussed previously, since the feature points are carried along by phase values,
and not intensity values, the appearance of the structured patterns should not alter
the feature points if the phase itself does not change. The horizontal and vertical
phase maps were encoded with 12 equally phase-shifted squared binary patterns with
a fringe pitch of 24 pixels (i.e. N = 12 and Pv = Ph = 24 pixels for Eqs (3.15)-(3.18)).
A temporal phase unwrapping algorithm was used to unwrap the phase pixel-bypixel with unwrapping artifacts being removed using the computational framework
discussed in Ref. [61].
Since the feature points are encoded in phase maps, they can be determined once
the horizontal and vertical phase maps are computed regardless of the amount of
camera defocusing by using the proposed method discussed in Subsec. 3.2.3. Figure 3.7 shows some example detected feature points at diﬀerent amounts of camera

46

0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000

(a)
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000

(c)

0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000

(b)
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000
0000000000000

(d)

Fig. 3.7. Example detected feature points for one of the poses when the
camera is at diﬀerent amounts of defocusing (i.e., diﬀerent distances from
the LCD monitor). (a) D1 = 950 mm; (b) D2 = 540 mm; (c) D3 = 250
mm; (d) D4 = 125 mm.

defocusing. It at least visually appears that all of the feature points are properly
recovered.
Once the feature points are detected, the camera intrinsic parameters can be
estimated using the standard camera calibration approach. In this research, we used
the OpenCV camera calibration software package to estimate the intrinsic parameters
of the camera lens. Table 3.2 summarizes the intrinsic parameters estimated from
four diﬀerent levels of defocusing. For each amount of defocusing, we captured 15
diﬀerent target poses and used 143 feature points for each calibration plane. These
experimental results clearly demonstrate that the equivalent focal lengths estimated
from diﬀerent amounts of defocusing are extremely close to each other: less than 0.2%
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diﬀerence. The principle points estimated from diﬀerent amounts of defocusing are
also very close to each other. One may notice the largest principle diﬀerence occurs
when the camera is substantially defocused, which is still only approximately 1%.

Table 3.2.
Intrinsic parameters estimated when the camera is under diﬀerent
amounts of defocusing.
fu (mm)

fv (mm)

u0 (mm)

v0 (mm)

D1 = 950 mm

12.17

12.17

2.34

1.88

D2 = 540 mm

12.16

12.16

2.34

1.88

D3 = 250 mm

12.14

12.14

2.34

1.87

D4 = 125 mm

12.16

12.16

2.32

1.89

For our camera lens, we found that keeping k1 and k2 for nonlinear distortion is
suﬃcient. Table 3.3 presents the estimated distortion coeﬃcients, and they are all
very small. The reprojection errors are respectively 0.033 pixels, 0.022 pixels, 0.029
pixels, and 0.058 pixels for D1 = 950 mm, D2 = 540 mm, D3 = 250 mm, and D4 =
125 mm. As can been seen, all of these reprojection errors are very small.

Table 3.3.
Distortion coeﬃcients estimated when the camera is under diﬀerent
amounts of defocusing.
k1

k2

D1 = 950 mm

-0.058 0.288

D2 = 540 mm

-0.071 0.345

D3 = 250 mm

-0.088 0.270

D4 = 125 mm

-0.118 0.133
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These experiments conﬁrm that the calibration data are very close to each other
when the camera is under diﬀerent amounts of defocusing. One may notice that there
are some slight diﬀerences between the diﬀerent amounts of defocusing, which might
be a result of the disparity between calibration poses used at each level of defocusing
and/or the diﬀerent number of pixels used to display the encoded fringe patterns.

3.5

Large Range Structured Light System Calibration
Structured light 3D scanners in their most basic form are systems comprised of a

single camera and a single projector. Combined with digital fringe projection (DFP)
techniques, they are highly advantageous due to their speed, resolution, and accuracy. Using such high-quality systems within applications where accuracy may be
of importance (e.g., telemedicine) could be highly beneﬁcial; however, such systems
may be most eﬀective at a close to medium distance from the device.
One factor that aﬀects the accurate measurement range of a structured light scanner is the accuracy of its calibration. Typically, a calibration target is used to calibrate
the respective intrinsic parameters of the camera and projector, as well as the extrinsic relationship between the two. Similar to the camera calibration method proposed
above, the size of a calibration target used to calibrate a structured light system
is usually within the same order of magnitude as the system’s desired ﬁeld-of-view
(FOV). If one wishes to extend the accurate calibration range of a structured light
scanner, one then has to scale the size of the calibration target used; however, accurately fabricating such large calibration targets is both diﬃcult and expensive. Even
if fabricated, they may be diﬃcult to manipulate within the desired FOV to perform
an unbiased calibration.
As in the camera calibration, we thus desire to perform this calibration at a close
range, even though the system’s desired working range may be at a longer distance.
Given that both the camera and projector may be out of focus when calibrating at this
close range, we have integrated the above out-of-focus camera calibration procedure
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into a procedure for calibrating a large-range structured light system. The proposed
camera calibration method can be used to calibrate the intrinsic parameters of an
out-of-focus camera, and the method by Li et al. [60] is used to calibrate the intrinsic
parameters out-of-focus projector. A low-quality Microsoft Kinect v2 is then used to
assist in calculating the extrinsic relationship between the camera and projector.
Using this calibration procedure, a large range 3D structured light measurement
system was developed with a FOV of (1120 × 1900 × 1000)3 , and experiments showed
mean measurement accuracies as high as 0.07 mm when measuring a sphere with a
304.8 mm diameter. This accuracy is quite high, especially when compared to the
mean 0.80 mm measurement accuracy achieved by the Kinect v2 which is popularly
used for long range applications. This work was published in the Journal of Applied
Optics where more details can be found [64].

3.6

Summary
This chapter has presented an out-of-focus camera calibration approach by en-

coding the calibration feature points into phase which are further carried along by
phase-shifted fringe patterns displayed by a LCD monitor. Experiments demonstrated
that the proposed method can accurately calibrate camera intrinsic parameters (e.g.,
focal length, principle points) regardless of the amounts of defocusing: the focal
length diﬀerence is approximately 0.2% when the camera is focused versus substantially defocused. The proposed camera calibration method could signiﬁcantly simplify
the calibration of large-range vision systems, such as the large-range structured light
system.
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4. THREE-DIMENSIONAL RANGE GEOMETRY
COMPRESSION VIA PHASE ENCODING
The previous chapter introduced our novel out-of-focus camera calibration procedure,
and discussed how it could be used to extend the measurement range of a structured
light 3D scanning system. In the context of achieving realistic 3D video communications, however, even if the acquired 3D data is of ideal resolution, accuracy, and
FOV, one challenge that remains is transmitting it from one user to another eﬃciently, without losing signiﬁcant data quality. This chapter thus introduces a novel
method of encoding 3D range data, along with its respective texture information,
within the color channels of a regular color 2D image. The proposed method is highly
resilient to lossy compression artifacts, enabling extremely high compression ratios
while maintaining very low reconstruction error percentages. The majority of content
in this chapter was originally published in Applied Optics [65] (also listed as journal
article [J7] in “LIST OF PUBLICATIONS”).

4.1

Introduction
Three-dimensional (3D) scanning technologies have the ability to capture high-

quality data at real-time speeds [66]. Such abilities have led to an increased adoption
of these technologies within many various industries such as medicine, communication,
entertainment, and manufacturing. Given the large amounts of data generated by 3D
scanning technologies, the real-time storage and transmission of such data becomes
important.
One way to represent 3D data is with a mesh format. A mesh is described by a
set of vertices (3D coordinates) and a set of edges which specify the structure of the
mesh (i.e., how the coordinates should be connected to one another). Some additional
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attributes of the mesh may also be stored: such as a normal map, vertex colors, or
a texture image along with texture image coordinates. Standard mesh ﬁle formats
(e.g., OBJ, STL, PLY) are based on simple listings of the information required to
reconstruct a mesh with its attributes. In the past several decades, much work has
been done to try and represent this information as eﬃciently as possible.
Researchers have sought new ways to eﬃciently encode a mesh’s connectivity information in order to reduce the amount of information needed overall to represent
the mesh. Connectivity information can be eﬃciently encoded using intelligent methods of traversing the vertices or structures within the mesh. A well-designed encoding
method reduces redundancy within the connectivity information, thus reducing overall ﬁle sizes, and many methods have been proposed (e.g., triangle strip [19–21],
spanning tree [22], valence encoding [23, 24], triangle traversal [25, 26]). Once connectivity information has been encoded, the actual positions of the vertices are then
encoded. This is typically done by following a three-step procedure of quantization,
prediction, and entropy encoding [27, 28].
The above methods are connectivity-driven, meaning that the encoding of geometry information follows the order of the connectivity encoder. Given that the data size
for a 3D mesh is generally more impacted by geometry (i.e., coordinate) data [27,28],
there have also been geometry-driven methods developed for the compression of 3D
meshes. Such methods let the encoding be driven by what best encodes the coordinate positions, even if it does not result in an optimal encoding of the connectivity
information. For example, Kronrod and Gotsman [29] proposed a method which optimizes the predictions between the positions of adjacent vertices. The connectivity
information would then be encoded by following the optimized predictions. It was
found that this optimization could provide much more compact meshes overall while
paying only a small penalty for the non-optimal connectivity encoding [29]. Mesh
compression problems become more simple if precise restoration of a mesh’s connectivity is not required, or if the data has an underlying structure that automatically
carries the connectivity information. For example, a regular grid or pixel structure
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is often assumed with range data captured by a camera. In such cases, the encoding
methods can primarily focus on how to precisely and eﬃciently encode 3D data itself.
In the ﬁeld of phase-shifting interferometry digital holography (PSIDH), 3D hologram information is encoded within a 2D complex wavefront. Multiple phase-shifted
interference, or fringe, patterns are captured by a camera and these patterns can
recover both amplitude and phase information. Deformations of the phase from a reference plane are related to deviations of the object surface from the reference plane
being captured. Typically, the information within the fringe patterns are used to derive a complex wavefront, or Fresnel ﬁeld, which is used to reconstruct the captured
object. As these wavefronts consist of complex, ﬂoating point values, methods for
compressing the data are desired.
Since digital holograms have an inherent grid structure (the wavefront is computed
from data digitally recorded by a camera), the 3D geometry compression problem
is simpliﬁed to a 2D compression problem. Furthermore, instead of compressing
the wavefront and its complex values, Darakis and Soraghan [32] proposed a digital
hologram compression method which applies JPEG and JPEG 2000 compression
directly to the camera captured interference patterns, from which a complex wavefront
can later be computed. This method is ﬂexible due to the ability to deﬁne and control
the compression rates (i.e., the JPEG quality level in use). However, to achieve
higher compression ratios, lower JPEG qualities are used which causes considerable
error on the reconstructed wavefront. Further, the data size is proportional to the
number of phase-shifted patterns captured by the camera. If this number is increased,
compressing the wavefront and its complex values may be more eﬃcient.
Darakis and Soraghan [33] proposed a method for compressing a complex wavefront—
at the object’s reconstruction plane—which ﬁrst quantizes the complex data and then
losslessly encodes it using the Burrows-Wheeler transform [34]. This method outperforms the method directly compressing the interference patterns using JPEG that
the same team proposed earlier [32]. It achieved reasonably good compression ratios
(e.g., approximately 26:1 for a normalized root-mean-square error of approximately
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0.1), and retained the hologram’s natural capability of being able to be reconstructed
at diﬀerent depths and perspectives. More thorough reviews of state-of-the-art compression methods using various digital holography approaches are given by Alfalou
and Brosseau [67] and Dufaux et al. [68].
The physical properties of digital holography systems (e.g., lighting conditions,
surface texture, speckle noise) could greatly aﬀect the eﬃciency of hologram compression methods. To alleviate such potential problem, a virtual digital holography system
can be used to create computer-generated holograms (CGH). These are generated by
numerically simulating how light reﬂects and propagates oﬀ of a virtual 3D object.
CGH methods are advantageous as they can both represent arbitrary 3D objects and
are computed within a completely ideal environment. Recently, methods have been
proposed for compressing CGHs using JPEG [35] or even HEVC [36]. Although these
compression methods are quite eﬀective, generating the CGHs themselves is both
a computationally complex and memory expensive process [37]. Graphic processing
units (GPU) can be used to eﬀectively reduce the time of computing CGHs [38–40], yet
such a method is still limited by the amount of on-board memory for high-resolution
hologram generation. Moreover, since the viewing angle of the reconstructed image
is proportional to the CGH size [40], the resulting CGH may have a very large spatial
resolution compared to the number of points actually encoded. In general, all the
compression approaches based on digital holograms suﬀer from the noise caused by
speckle. The presence of speckle noise makes it diﬃcult to fully leverage 2D lossy
image compression methods, hindering the ability to achieve very high compression
ratios while also preserving data quality after compression.
Compared to holography-based 3D geometry compression methods, digital fringe
projection (DFP)-based 3D range data compression methods typically have the advantage of 1) one-to-one correspondence between a pixel on an image and one encoded
3D geometry point; 2) the elimination of speckle noise related problems; and 3) the
ability to achieve much higher compression ratios with standard 2D image compression techniques (e.g., a magnitude higher for high-quality compression). Similar to
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the concept of using a virtual digital holography system to calculate CGHs, a virtual
DFP system can be used to precisely and quickly encode 3D coordinates within the
three channels (RGB) of a regular 2D image using phase-shifting techniques. Once 3D
range geometry is encoded into a 2D image, it can then be further compressed using
well-established image compression techniques, such as PNG or JPEG, and saved to
disk or transmitted over a network.
Researchers have proposed diﬀerent approaches to encode 3D geometry into a 2D
image using the concept of a virtual DFP system along with phase-shifting principles [41,46,69]. These methods use all three color channels of the output RGB image
to encode 3D data. Typically two of the three color channels will be used to represent
the 3D data. The third color channel is used to store important fringe order information which is needed for the proper recovery of the phase-shifted data within the ﬁrst
two channels. Although these methods are successful, using all three color channels
of the output image limits the ability to save any additional information with the 3D
data (e.g., a texture image). Given this, some methods have focused on encoding 3D
geometry in such a way that it only uses two of the three color channels of the output
2D image.
Hou et al. [45] proposed a two channel method which was able to represent 3D
geometry with one single channel of the output image, still using a second channel
to store the fringe order information for decoding. Using one channel instead of two
to represent 3D geometry information then leaves one channel free, either to be left
empty or to store additional attributes of the data. Although eﬃcient in this regard,
this method uses only a single 8-bit color channel to represent 3D geometry limiting
the precision of the encoding. Further, the data this method encodes to represent 3D
geometry contains very sharp discontinuities which results in rapid intensity changes
between pixels of the output image. This limits the method’s potential extension to
using lossy JPEG compression to further reduce ﬁle sizes, as sharp intensity changes
can cause compression artifacts within the encoded data.
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Wang et al. [44] also proposed a method which was able to encode 3D geometry
using only two color channels of an RGB image, leaving one channel open for additional information. This method also uses one channel to represent 3D geometry
information and another to store the fringe order information needed for decoding.
While successful, the method has the same drawback that it only uses a single color
channel to represent 3D geometry, limiting the precision of the encoding. Further, it
requires a post-processing error compensation framework to alleviate decoding errors.
Karpinsky et al. [70] proposed a method which encoded 3D geometry into three
color channels and then performed dithering on each one. Using this method, each
8-bit channel could be represented with a single bit per pixel, allowing all three color
channels to be represented with only three bits per pixel. This method is quite
advantageous in terms of its small ﬁle sizes and large amounts of remaining space
within the output image for the storage of additional information (such as a texture
image). In fact, the texture image itself can be dithered along with the geometry
information in order to reduce data sizes even further. The main drawback of this
method was that it required the usage of a lossless image compression technique
(i.e., PNG) when storing the dithered channels. Ideally, lossy image compression
techniques could be used to further decrease ﬁle sizes, however, if a lossy method (i.e.,
JPEG) was used to store the dithered channels, the resulting ﬁle sizes were larger than
PNG. Since almost all of the widely used video codecs (e.g., H.264) employ some sort
of lossy image compression, this would limit this encoding method’s extension to 3D
video applications.
One trait that’s common in the methods which use phase-shifting concepts to represent 3D data within a 2D image is the need to encode the fringe order information.
This is because the fringe order value for each 3D coordinate (or its associated 2D
pixel) needs to be known in order to perform proper decoding of the coordinate. If
there were another means to derive the fringe order information (instead of encoding
it directly within the output image), up to an entire channel could be saved or used
to store additional information.

56
This chapter proposes a novel method for 3D range geometry compression which
utilizes the geometric constraints of the 3D capture system itself to derive this fringe
order information, necessary for proper data decoding, in an on-demand fashion using
the system’s calibration parameters. The result of this is that fringe order information
no longer must be stored along with the encoded 3D data within the output 2D image.
This freedom allows our method the ability to precisely represent ﬂoating point 3D
range geometry within two entire color channels while keeping the third color channel
open for additional data storage. Further, the encoding within the two color channels
is continuous in nature (i.e., no sharp intensity changes) which allows the proposed
method to achieve extremely large compression ratios (i.e., smaller ﬁle sizes) via lossy
JPEG encoding while maintaining very high reconstruction accuracies. For example,
compression ratios of 3038:1 were achieved versus the STL format, with a root-meansquare (RMS) error of 0.47%, when the output image was compressed with JPEG
80%.
The proposed 3D range geometry encoding method can eﬃciently archive or transmit 3D range geometry data, which could be valuable for applications such as entertainment, security, and tele-communications. Further, given the method’s ability to
encode 3D range data within two color channels, a texture image can be stored in
the third channel. This may be beneﬁcial, for example, to the area of telemedicine:
remote physicians could leverage both decoded 3D range geometry and 2D texture image to perform simultaneous physical measurements and visual assessments to make
sound medical decisions.
Section 4.2 will describe the novel 3D range geometry encoding and decoding
methods, speciﬁcally in how the geometric constraints of the capture system can be
used to help decode geometry information stored within a 2D image. Section 4.3 will
present various experimental results of the proposed encoding method, and Sec. 4.4
will summarize the chapter.
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4.2

Principle

4.2.1

Phase Encoding for 3D Range Geometry Compression

A generic structured light scanner consists of one camera and one projector. The
digital fringe projection (DFP) technique is one of the structured light methods which
uses a projector to project phase shifted, sinusoidal fringe images onto a 3D scene.
The camera will then capture the distorted fringe images projected upon the scene and
can use these to compute distorted phase information. This phase information can
then be used pixel-by-pixel to recover 3D coordinates if the DFP system is properly
calibrated [60].
The concepts of phase shifting can also used to encode 3D geometry into a 2D
RGB image. However, as discussed in Sec. 3.1, the state-of-the-art methods require
one of the three output color channels to store the fringe order information needed
to properly decode the phase shifted data. This chapter presents a novel method
for encoding that can recover the geometry without needing to store fringe order
information. Given this, the proposed method can use two data channels to precisely
encode data while having one channel free to store additional data.
The proposed method directly encodes distorted phase information as captured
by a DFP system, Φ, into two color channels (e.g., red and green) of the output 2D
image:
Ir (i, j) = 0.5 + 0.5 × sin [Φ(i, j)/SF ] ,

(4.1)

Ig (i, j) = 0.5 + 0.5 × cos [Φ(i, j)/SF ]

(4.2)

where (i, j) are image pixel indices and where SF is a scaling factor. This encoding
is advantageous as it retains the precision of the phase map while remaining very
straightforward to implement. Once the phase has been encoded into the 2D image,
it can be further compressed using conventional methods such as PNG or JPEG.

58
4.2.2

Phase Decoding and Unwrapping Using Geometric Constraints

To recover phase back from the 2D image, φ is computed from the encoded data
stored in the two channels:
φ(i, j) = tan−1

Ir (i, j) − 0.5
.
Ig (i, j) − 0.5

(4.3)

This recovered phase φ is bounded within the range [−π, π). The original unwrapped
phase, Φ, can be recovered if the 2π discontinuities within φ can be identiﬁed, ordered,
and corrected. It is this fringe order information, denoted by K, which existing
encoding methods carry along within an additional color channel. To save data and
to avoid using a color channel to carry along the fringe order information (either
directly or within some other encoding), the proposed method uses the geometric
constraints of the DFP system to generate an artiﬁcial phase map, Φmin . Then, for
each pixel, Φmin can be referenced to determine the proper K value for that pixel.
The following will describe the mathematical models governing the system and how
they are used, as proposed by An et al. [71], to generate Φmin .
The camera and projector within a structured light system can each be mathematically described using a pinhole model. Using this model, real world coordinates,
(xw , y w , z w ), can be projected onto the 2D plane, at the coordinate (u, v), using the
equation
t

s u v 1

t

= P xw y w z w 1 ,

(4.4)

where s is a scaling factor and P is the projection matrix. This matrix can be
described as

⎡
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1
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u0

(4.5)

where fu and fv are the focal lengths along u and v directions, respectively; γ is the
skew factor of the two axes; rij and ti are the rotation and translation parameters;
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and (u0 , v0 ) is the principle point. This projection matrix is often simpliﬁed into a
single 3 × 4 matrix,

⎡

⎤
p11 p12 p13 p14

⎢
⎥
⎢
⎥
P = ⎢p21 p22 p23 p24 ⎥ .
⎣
p31 p32 p33 p34

(4.6)

If the camera and projector of a DFP structured light system are properly calibrated, we know their respective projection matrices, Pc and Pp . These matrices can
be used to obtain two sets of equations, one for the camera (denoted superscript c)
and one of the projector (denoted superscript p) describing the DFP system:
s c uc v c 1

sp up v p 1

t

t

t

= P c xw y w z w 1 ,

(4.7)

t

= Pp xw y w z w 1 .

(4.8)

Equations (4.7) and (4.8) provide six equations yet there are seven unknowns: sc ,
sp , xw , y w , z w , up , and v p . To solve for the unknowns, one more equation is needed;
typically, the linear relationship between some known absolute phase value, Φ, and
a projector line is used to resolve this by providing an additional equation to solve
for up or v p (depending on the direction of Φ). At this point, the unknowns can be
solved for, and a 3D coordinate for each camera pixel can be derived.
Similarly, consider if the absolute phase value is unknown yet the depth value z w
is known for a pixel. For a given z w then, an artiﬁcial phase value can be determined.
Further, if z w = zmin , the artiﬁcial phase map is a minimum phase map, denoted Φmin .
This map can formally be deﬁned by a function taking inputs zmin , the minimum z
value; T , the fringe width on the projector used to capture the original data; and
the respective projection matrices for the camera and projector, Pc and Pp . Based
on the fringe width T used by the DFP system, the minimum phase map may have
a limited working depth range [71]. To ensure that Φmin can be used to properly
unwrap the decoded φ, Ts is used to derive Φmin , and it is deﬁned as T × SF , thus,
Φmin (uc , v c ) = f (zmin , Ts , Pc , Pp ) ,

(4.9)
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is of a function of zmin , Ts , Pc and Pp .
To actually determine Φmin , xw and y w are ﬁrst computed for each camera pixel
(uc , v c ) via
t

xw y w
⎡

where

A=⎣
⎡
b=⎣

pc14

pc31 uc

−

pc11

= A−1 b,

pc32 uc

−

(4.10)
⎤
pc12

c c
pc31 v c − pc21 p32
v − pc22

−

pc34 uc

−
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(p33
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−

,

(4.11)
⎤

c
p13
) zmin

c c
c
pc24 − pc34 v c − (p33
v − p23
) zmin

.

(4.12)

Knowing xw and y w , (up , v p ) can be found for each camera pixel, similar to
Eq. (4.8):
sp u p v p 1

t

t

= Pp xw y w zmin 1 .

(4.13)

Finally, the artiﬁcial phase value, Φmin can be determined via
Φmin (uc , v c ) = up × 2π/Ts .

(4.14)

This speciﬁc equation will provide phase assuming the fringe patterns are projected
along the v p direction; to obtain phase along the other direction, the up and v p values
can simply be swapped.
Once the artiﬁcial phase map has been derived, it can be used to determine the
fringe order information, K, as
K(i, j) = Ceil

Φmin (i, j) − φ(i, j)
.
2π

(4.15)

The fringe order information is then used to unwrap φ in order to recover the originally
encoded phase information, Φ, via
Φ(i, j) = [φ(i, j) + 2π × K(i, j)] × SF.

(4.16)

Now that the originally encoded phase, Φ, has been decoded and recovered, (xw , y w , z w )
coordinates can be reconstructed with Eq. (4.7) and Eq. (4.8) as described above.
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4.3

Experiments
To test the proposed method, several diﬀerent objects were captured with a DFP

system. Comparisons made were between the 3D geometry reconstructed from the
original unwrapped phase versus the 3D geometry reconstructed from the decoded,
recovered unwrapped phase. The hardware system included a digital light processing
(DLP) projector (Texas Instruments LightCrafter 4500) and a camera (PointGrey
Flea3 FL3-U3-13Y3M-C) with an 8-mm lens (Computar M0814-MP2). The resolutions of the camera and projector were 480 × 640 and 912 × 1140, respectively. For
all mentioned experiments, the fringe width used was T = 36 pixels. The system was
calibrated following the method proposed by Li et al. [60], and only 553 bytes were
required to store the resulting calibration parameters.
First, a matte white spherical object with a 4 inch (101.60 mm) diameter was
captured by a DFP system and had its phase encoded into a 480 × 640 lossless PNG
image using the proposed method. From this 2D image, the phase was decoded and
used to reconstructed 3D coordinates. In this ﬁrst experiment, no additional texture
information was stored in the output 2D image: the phase was encoded into the red
and green channels and the blue channel remained empty. Figure 4.1 illustrates this
entire process: Fig. 4.1(a) shows a texture image of the sphere, Fig. 4.1(b) shows the
original absolute phase, and Fig. 4.1(c) shows the sphere’s 3D geometry. The phase
from Fig. 4.1(b) was then encoded into a PNG image (cropped for visualization),
shown in Fig. 4.1(d). Figure 4.1(e) and 4.1(f), respectively, show the red and green
color channels of the PNG image which contain encoded phase information. These
channels are then decoded to recover the absolute phase data, displayed in Fig. 4.1(g),
which is used to recover the 3D sphere, shown in Fig. 4.1(h).
Figure 4.2 shows the reconstructed results when the output image shown in
Fig. 4.1(d) was stored with diﬀerent lossy image qualities (JPEG 100%, 80%, 60%,
and 20%) using Matlab 2014b. One may notice that the reconstructed 3D geometry
quality is fairly high if the JPEG 100% was used, as shown in Fig. 4.2(e); and the
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 4.1. Experimental results of capturing, encoding, and decoding a 4
inch (101.60 mm) diameter sphere. (a) A 2D texture image of the sphere;
(b) original absolute phase of the sphere; (c) original 3D geometry reconstructed from (b); (d) encoded phase stored in a lossless PNG image via
the proposed method, cropped for visualization from its original 480 × 640
resolution; (e) the red channel of (d); (f) the green channel of (d); (g) the
decoded absolute phase from (d); (h) recovered 3D geometry reconstructed
from the decoded (g).

associated the phase RMS error is small 0.17 mm or 0.35%. Even if JPG 20% was
used the quality of the reconstructed 3D geometry is still reasonably good, and the
error is still pretty small (0.85%).
It is important to note that these results were obtained without a kernel-based,
post-processing ﬁlter or error compensation framework. The only post-processing
performed was a simple threshold to remove signiﬁcant boundary outliers.
The original 3D capture of the 4 inch (101.60 mm) diameter sphere required 65.0
MB, 9.0 MB, and 8.4 MB to store in the common mesh formats STL, OBJ, and PLY,
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Fig. 4.2. Results of the sphere’s phase being encoded into two 2D color
channels and saved with diﬀerent JPEG qualities (using Matlab 2014b).
(a)-(d) 3D reconstructed results using the decoded phase from JPEG qualities 100%, 80%, 60%, and 20%, respectively; (e)-(h) Diﬀerence in z w between the original sphere and the recovered sphere for a cross section.
RMS errors for (e)-(h) are 0.17 mm (0.35%), 0.23 mm (0.47%), 0.31 mm
(0.61%), and 0.43 mm (0.85%), respectively, after removing boundary
outliers with a simple threshold.

respectively, in their ASCII formats. When storing the encoded sphere into a PNG
image, the proposed method was capable of approximately a 688:1 compression ratio,
with an RMS error of 0.02 mm (0.033%), versus the original geometry stored in the
STL format. To obtain higher compression ratios, lossy JPEG was used to store the
output image. For example, when JPEG 80% was used, a 3038.3:1 compression ratio
was achieved with an RMS error of 0.23 mm (0.466%). Even when saving out the
encoded sphere at the low image quality of JPEG 20%, the RMS error was only 0.42
mm (0.854%) and achieved a 6241.9:1 compression ratio versus STL. Table 4.1 shows
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the overall compression ratios when Fig. 4.1(d) was encoded into diﬀerent image
qualities and compared against the common mesh formats.

Table 4.1.
Compression ratios of the encoded sphere using PNG and diﬀerent JPEG
levels versus common 3D mesh formats.

PNG

JPG100

JPG80

JPG60

JPG40

JPG20

STL

688.0 : 1

856.5 : 1

3038.3 : 1

3983.6 : 1

4795.6 : 1

6241.9 : 1

OBJ

99.9 : 1

124.3 : 1

441.0 : 1

578.2 : 1

696.0 : 1

905.9 : 1

PLY

88.6 : 1

110.2 : 1

391.1 : 1

512.7 : 1

617.3 : 1

803.4 : 1

Another experiment was performed to evaluate the proposed method’s ability to
properly encode phase of multiple, more complex, geometries. In this experiment,
a scene consisting of a cat sculpture and a dog sculpture was captured and had its
phase encoded into a PNG image. This PNG image was then decoded to recover
the phase from which 3D coordinates were reconstructed. Figure 4.3 demonstrates
that the proposed method was indeed able to properly encode and decode phase containing multiple, complex, geometries. Figure 4.3(a) shows the original 3D geometry
and 4.3(b) shows the 3D geometry reconstructed from a PNG image. Figure 4.3(c)
is a rendered image that overlaps the two geometries together, showing that the difference between them is very small. Figure 4.3(d) provides an error map between the
two reconstructions. The RMS error for this geometry reconstructed from a PNG
image was 0.02 mm.
In the previous experiments, the encoded phase data was stored in the red and
green channels; this would allow the blue channel to store texture information when
desired. If the 2D RGB image is stored with a lossless compression method (e.g.,
PNG), it does not matter which respective channels the data and texture reside
within. However, due to how most JPEG encoders typically perform their image
encoding, diﬀerent color channels end up being encoded at varying levels of ﬁdelity.
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Fig. 4.3. Visual demonstration of reconstruction results when the scene
contains multiple, complex geometries. (a) Original 3D geometry; (b) 3D
geometry recovered from decoded phase in the red and green channels of
a PNG image; (c) overlay of the original and reconstructed 3D geometries (gray color represents recovered geometry, red represents the original
geometry); (d) error map, in mm, between the original and recovered
geometry (RMS error of 0.02 mm).

During JPEG encoding, an image’s RGB values are transformed into Y CB CR
color values, where Y represents the luma component and where CB and CR represent the blue and red chroma components, respectively. The human visual system
(HVS) typically is more sensitive to changes in luminance as opposed to changes in
color [72]. Given this, JPEG encoders maintain high ﬁdelity in the Y component
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and usually downsample the CB and CR components in aims to reduce the ﬁle size
while minimizing impact on the perceptual quality of the reconstructed image. In
the RGB to Y CB CR transformation used by JPEG, the highly-preserved Y component is primarily inﬂuenced by the green channel, followed by the red and then blue
channel values, [73]. This is done to further mimic the HVS as humans are typically
more sensitive to green, red, and then blue light, respectively.
Another experiment was conducted to evaluate the impact this color JPEG encoding has on the proposed phase encoding method. In this experiment, the same 4 inch
(101.60 mm) sphere from the previous experiments was used. There sphere’s phase
was encoded into the diﬀerent channel arrangements (red and green, red and blue,
green and blue) while storing the sphere’s grayscale texture image in the remaining
channel (blue, green, red, respectively). The RGB images were then stored using
Matlab’s JPEG encoder, which uses chroma subsampling, at various compression
levels. From the compressed JPEG images, phase and geometries were reconstructed
and compared against the original 3D capture of the sphere.
Figure 4.4(a) compares the ﬁle sizes across the various color channel arrangements.
When JPEG 100% was used to store the 480 × 640 2D image, ﬁle sizes of 76 KB were
obtained when encoding the phase into the red and green channels (leaving the blue
channel empty); 81 KB encoding into the red and green channels (storing texture in
the blue channel); 90 KB encoding into the red and blue channels (storing texture
in the green channel); and 87 KB encoding into the green and blue channels (storing
texture in the red channel). Overall, the selection of which color channels to store
data and textures does not drastically aﬀect the resulting ﬁle size of the 2D image,
especially when using higher levels of JPEG compression, as the ﬁle sizes all become
near equivalent.
Figure 4.4(b) compares reconstructed 3D geometry accuracies, versus the original
sphere, when the diﬀerent color channel arrangements are used. When JPEG 100%
was used, the reconstruction errors were 0.346% when encoding phase data into the
red and green channels (leaving the blue channel empty); 0.342% encoding into the
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Fig. 4.4. Storing encoded phase data and texture in diﬀerent channels
for various levels of JPEG compression. (a) Comparison of JPEG ﬁle
sizes when the texture is not used or stored in the blue, green, or red
channels; (b) comparison of reconstructed 3D geometry error (versus the
original sphere) when phase data is encoded into various color channels,
potentially along with a texture image in the remaining channel.

red and green channels (texture in the blue channel); 0.412% encoding into the red
and blue channels (texture in the green channel); and 0.394% encoding into the green
and blue channels (texture in the red channel). The overall trend was that the lowest
errors could be achieved by encoding phase data into the red and green channels,
storing texture in the blue channel, if desired.
A ﬁnal experiment used the proposed phase encoding method to compress a dynamic sequence of 3D data frames along with their associated color textures. For
this experiment, a color camera (PointGrey Grasshopper3 GS3-U3-23S6C) was used.
Each captured frame’s phase was encoded into the red and green channels of an output
2D image with the proposed method. Each frame’s associated texture—before color
demosaicing—was placed in the blue channel of its respective output image. Each
output RGB image was then compressed using various levels of image compression:
PNG, JPEG 100%, JPEG 95%, JPEG 90%, and JPEG 85%. It should be noted that
chroma subsampling was not used for the JPEG encodings in this experiment.
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Fig. 4.5. Reconstructions of 3D data from a dynamic sequence (associated
with Visualization 1). Each column, from left to right respectively, represents reconstructions from various levels of compression used to store the
output 2D image: PNG, JPEG 100%, JPEG 95%, JPEG 90%, and JPEG
85%. First row: reconstructed 3D geometry from the compressed images.
Second row: reconstructed 3D geometry with small median and gaussian
ﬁlters applied. Third row: ﬁltered reconstructed 3D geometry with color
texture mapping applied.

Figure 4.5 shows reconstructions from the encoded images for one of the dynamic
frames stored using various levels of 2D image compression: PNG, JPEG 100%, JPEG
95%, JPEG 90%, and JPEG 85%, from left to right. Visualization 1 shows several
seconds of the decoded dynamic sequence. The ﬁrst row shows the reconstructed 3D
geometry without any post-processing or ﬁltering. The second row shows the same
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reconstructed 3D with small median and gaussian ﬁlters applied to remove noise
around the edges and to reduce blocking artifacts imposed by JPEG. The third row
shows the ﬁltered reconstructed 3D geometry with color texture mapping applied.
Color texture maps were obtained by demosaicing the texture stored within the blue
channel of the encoded output images.
It is important to know that there is a tradeoﬀ between accuracy and depth range.
As previously mentioned in Sec. 3.2, the minimum phase unwrapping method has a
limited working depth range [71] that was ensured by using a scaling factor, SF ,
in our proposed method. Increasing the SF extends the depth range but reduces its
accuracy. Conversely, decreasing the scaling factor increases the accuracy but reduces
the eﬀective depth range of the encoding. Therefore, in practice, the selection of SF
should be tailored for a given application where the depth range can be pre-deﬁned.

4.4

Summary
This chapter presented a novel method for the compression of 3D range geome-

try into a regular 24-bit 2D RGB image which utilized geometric constraints of the
3D scanning device itself to reduce the amount of data which need be stored. The
proposed method used two color channels to precisely represent 3D geometry information while leaving one channel free to store additional attributes about the data
(such as a texture image). Our experiments demonstrated the overall eﬃciency and
robustness of the proposed method. When PNG was used to store the encoded output image, compression ratios of approximately 688:1 were achieved versus the STL
format with an RMS error of only 0.033%. Additional experiments highlighted the
proposed method’s resiliency to lossy JPEG image compression. For example, compression ratios of 3038:1 were achieved versus STL with an RMS error of 0.47% when
the encoded image was compressed with JPEG 80%. Lastly, it was shown that the
proposed method could reconstruct complex 3D geometry and color texture informa-
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tion from a single, JPEG compressed 2D RGB image, which may be useful within
applications such as communications and telemedicine.
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5. MULTIWAVELENGTH DEPTH ENCODING METHOD
FOR 3D RANGE GEOMETRY COMPRESSION
The previous chapter introduced a novel method, resilient to lossy compression artifacts, for encoding unwrapped phase data within the color channels of a regular 2D
image. Although this method experimentally demonstrated its ability to accurately
encode 3D range geometry, it relies on a decoding process that performs computationally expensive operations with and on matrices (e.g., matrix inverse). Similarly,
several alternative methods have been presented for encoding 3D geometry into a color
image (as discussed in Chapter 2), however, these often require substantial ﬁltering
or post-processing on the reconstructed geometry. In the context of mobile computing, where computational resources may be less adequate, such a methods may not
be suitable for real-time scenarios. This chapter introduces a second novel method
proposed by this dissertation research for accurately encoding 3D range data within
the color channels of a regular 2D image. One highlight of this proposed method is
that its decoding procedure is relatively computationally inexpensive, making it wellsuited for, potentially mobile, real-time scenarios. The majority of content in this
chapter was originally published in Applied Optics [69] (also listed as journal article
[J2] in “LIST OF PUBLICATIONS”).

5.1

Introduction
Recent advances in 3D scanning technologies have brought about the capabilities

to capture high-quality data at very fast speeds [66]. Given such progress, one might
consider these technologies to be on the brink of widespread dissemination. One
inherent problem that must be further addressed, however, is establishing methods
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for 3D range data compression that are robust and oﬀer high compression ratios; such
methods will ensure eﬃcient storage and fast, high-quality data recovery.
Currently, one conventional storage standard for a single frame of 3D geometry
is the mesh format. These formats (e.g., OBJ, PLY, STL) are generic in nature
and perform their tasks well, storing the coordinates of each vertex often along with
connectivity information. Additional information can also be stored with the mesh
such as a surface normal map and a (u, v) map. Although these formats are able
to perform their task of representing a frame of 3D geometry, they also require a
large amount of storage to do so. For example, a single 640 × 480 frame of 3D
geometry, with only vertex locations and connectivity information, needs about 13
MB of space [41]. For real-time or faster 3D capture systems that want to store or
stream each single frame, this large ﬁle size becomes an issue.
Given this, other 3D range data compression techniques have been proposed.
One such methodology is to encode the raw 3D data in some way such that it can
be represented within a 2D image. The information stored within an image’s color
channels can then be used to recover and reconstruct the compressed geometry. Such
approaches are able to take advantage of very well established image formats (e.g.,
PNG) and the infrastructure built around them.
To compress 3D geometry into a 2D image, one approach is to use the principles
of virtual digital fringe projection (DFP) [41, 45, 74]. Using the conventions of DFP
along with a virtual structured light scanner, this HoloImage approach projects fringe
images upon the virtual 3D geometry and captures them virtually [74]. The resulting
captured fringe images are then packed into the image (e.g., into its color channels)
along with any information that may be required to unwrap the phase map between
the phase images (e.g., stair image). An additional advantage to using a virtual
fringe projection system which converts raw 3D geometry into a 2D image frame is
its portability to video storage and streaming [42, 43].
Although able to achieve high compression ratios, virtual fringe projection approaches are limited by the spatial resolution of the image. To circumvent this,
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Zhang proposed a method to directly encode the depth, Z, of 3D geometry directly
into the fringe images to be stored within a 2D image’s color channels [46]. This
method works very well when storing its 2D images in lossless formats yet compression artifacts become diﬃcult to avoid at high levels of lossy storage.
This chapter presents a new method of direct depth encoding, called multi-wavelength
depth (MWD) encoding which uses a diﬀerent technique to encode within, and recover geometry information from, a 2D image. When stored in a lossless image, the
accuracy is identical to the direct depth method [46] yet boasts a smaller ﬁle size.
Also, the proposed method improves upon the direct depth’s encoding such that it
is not aﬀected as greatly by high levels of lossy compression. Further, direct depth’s
encoding technique is limited in its potential depth resolution. MWD’s encoding
method, however, lifts these restrictions to allow for high-resolution depth encoding.
In our experiments, the new MWD method out-performed the current state-of-theart direct depth method in terms of ﬁle size, recovered data accuracy, amount of
post-processing required, and maximum depth resolution. For example, when the
proposed MWD method was used to encode 3D geometry into a 2D image which was
then stored using JPEG 80% from Matlab 2014a, the resulting ﬁle size for one frame
was 30.3 KB. This is approximately a 935:1 compression ratio versus the same data in
the OBJ format. In addition, the reconstruction error percent achieved was 0.027%
without any post-processing ﬁltering applied. Further experimental results will be
presented to verify the capability of the proposed 3D range compression method.
Section 5.2 will explain the principles behind the structured light techniques employed, the encoding of the 3D geometry, and the decoding for the recovery of the
geometry using the proposed method. Section 5.3 will present experimental results
of the proposed compression method. Section 5.4 will discuss the results and merits
of this compression method. Lastly, Section 5.5 will summarize the contributions of
this research.
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5.2

Principle

5.2.1

Phase-Shifting Technique for 3D Shape Measurement

The general principles behind the aforementioned 3D range data compression approaches are derived from structured light scanning techniques. Similar to a two
camera stereo-vision method, a structured light method instead replaces one camera
with a projector; thus, modern structured light systems are typically comprised of
one camera and one projection unit. There are many structured light techniques [75],
yet one that has stood out due to its simplicity, speed, and accuracy is digital fringe
projection (DFP). In systems using DFP, patterns are generated which vary in intensity sinusoidally; to generate diﬀerent patterns, the sinusoid structure can be shifted
by some amount. These patterns are then projected sequentially onto some scene to
be captured. Figure 5.1 displays an example of a 3D structured light scanner using
a DFP approach. One example merit of phase-shifting techniques is their ability to
achieve pixel-by-pixel spatial resolution. Many phase-shifting algorithms have been
developed, and a summary of them can be found in this book chapter [76].
Phase line
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Object
point

Z

Object

Phase line
Camera
pixel
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Projector
pixel

Projector
fringe
D
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image
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Fig. 5.1. Example structured light system setup using a digital fringe
projection (DFP) technique.
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With phase-shifting algorithms, the more steps used results in a lowered sensitivity to linear phase shifting errors [77]; however, with more steps brings a longer
projection cycle. Given this, real-time 3D structured light scanning applications will
traditionally use a three-step phase-shifting algorithm. The three-step algorithm requires a shorter projection cycle and can still render a high-quality phase. The three
fringe images with equal phase shifts to be used within a three-step phase-shifting
algorithm can be derived via

I1 (x, y) = I (x, y) + I (x, y) cos(φ − 2π/3),

(5.1)

I2 (x, y) = I (x, y) + I (x, y) cos(φ),

(5.2)

I3 (x, y) = I (x, y) + I (x, y) cos(φ + 2π/3),

(5.3)

where I is the average intensity; where I is the intensity modulation; and where
φ(x, y) is the phase to be solved for. This can be done via
√

φ(x, y) = − tan−1

3(I1 − I3 )
.
2I2 − I1 − I3

(5.4)

The resulting phase will contain values ranging from −π to π with 2π discontinuities. This wrapped phase, φ, can then be unwrapped using a spatial phase-unwrapping
algorithm, such as one described in [78], to recover a continuous, unwrapped phase
map, Φ. Finally, if the structured light system is calibrated correctly [79], real-world
coordinates (X, Y, Z) can be extracted from Φ(x, y) pixel-by-pixel.

5.2.2

HoloImage Encoding

The aforementioned HoloImage compression approach uses a virtual structured
light system (i.e., virtual camera and virtual projection device) to encode the virtual
geometry. Being that the resulting system is computer generated, everything can be
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precisely controlled, including: surface reﬂectivity, ambient light in the scene, and
the spatial sampling distribution. As previously mentioned, in real environments, at
least three fringe images are required to recover adequate phase, however, given that
all of these factors can be controlled in a virtual system, only two fringe images are
necessary. Due to the nature of the HoloImage system, the resultant fringe stripes
vary horizontally along the x direction and are vertical along the y direction, or visa
versa. Since only two images are required to recover phase, a third image can then be
used to support the unwrapping of the wrapped phase between the two fringe images.
These three images, two fringe images and one stair image, are then packed into each
respective channel of a 2D image which can be further compressed with existing 2D
image compression techniques (e.g., PNG).
To recover geometry, the fringe images and stair image are extracted from the
2D image’s color channels. The wrapped phase, φ, can be computed with the two
fringe images similar to Eq. (5.4). The stair image can then be used to realign the
2π discontinuities such that a continuous phase map, Φ, is recovered. As discussed
in Subsec. 3.25.2.1, (X, Y, Z) can then be recovered. Exact details of the HoloImage
approach are covered in [41].
Although able to achieve high quality compression ratios, HoloImage techniques
are not without their drawbacks. One crucial drawback is that HoloImage techniques
are limited due to spatial resolution constraints. The fringe images which are virtually
projected either vertically or horizontally along the virtual object must have a decent
stair height, in practice 10 or more [46], to make the encoded images less sensitive
to noise. Using a larger stair height means that there are fewer stairs to use across
the image. Given this, dense fringe images are not adequately encoded and therefore
high, spatial resolutions cannot be reached. To alleviate the constraint of spatial
resolution, the depth Z itself can be directly encoded.
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5.2.3

Direct Depth Z Encoding

To remove the limitations imposed by the spatial resolution of HoloImage techniques, where sampling is done along the x or y direction, the depth Z itself can
be encoded. This is achieved with an approach similar to HoloImage except that
the sampling takes place along the z direction. Following [46], two fringe images are
still used to encode the data with a third image again being used as a stair image.
These three images are then stored in the three channels of a 2D image to be further
compressed with, traditionally, a lossless format (e.g., PNG). The three encodings to
be stored in each channel can be described via

Ir (i, j) = 0.5 1.0 + sin

2πZ
P

,

(5.5)

Ig (i, j) = 0.5 1.0 + cos

2πZ
P

,

(5.6)

Ib (i, j) = S × F l(Z/P ) + 0.5S + 0.5(S − 2) × cos 2π ×

M od(Z, P )
P1

(5.7)

where (i, j) are the image pixel indices; where P is the fringe width, or the number
of pixels per each fringe stripe; where P1 = P/(K + 0.5) is the local fringe pitch where
K is an integer; where F l(x) represents the f loor function; where S represents the
grayscale stair height; and where M od(a, b) represents the modulus operator.
To recover 3D geometry from the 2D image, the image’s diﬀerent color channels
are used. In the direct encoding method X and Y coordinates are uniformly sampled
and are therefore proportional to their image indices (i, j). Given this, X and Y can
be recovered by some user speciﬁed scaling constant, described as
X = j × c,

(5.8)

Y = i × c.

(5.9)
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The depth map, Z, can be recovered from the stored 2D image via

Z = P Fl

Ib − 0.5S
S

+

1
× tan−1
2π

Ir − 0.5
Ig − 0.5

.

(5.10)

The direct depth encoding technique works quite well [46] and eliminates the spatial resolution constraints imposed by the HoloImage technique; however, the third
channel, Ib as given in Eq. (5.7), limits this approach when high levels of JPEG
compression are used. When reconstruction takes place from low-quality JPEG images using this approach, the stair image may degrade which causes artifacts during
phase unwrapping thus large ﬁlters must be used to remove such artifacts. Also,
some ringing artifacts may be imposed due to the cosine-wrapping of the stair image.
Further, in both lossy and lossless domains, this technique has a limited depth resolution. The grayscale stair height, S, constrains Ib as the range of the depth image
and the number of stairs used to encode the geometry become larger. To alleviate
these drawbacks, the third channel needs to be replaced with an alternative that is
less sensitive to lossy, JPEG compression and can encode large depth resolutions.

5.2.4

Multi-wavelength Depth (MWD) Encoding

This chapter presents a novel method for 3D range data compression based on
direct depth encoding and utilizes principles of multi-frequency phase-shifting techniques [80]. In the proposed approach, two diﬀerent fringe widths are used to generate
four fringe encodings: one of a shorter, user deﬁned, width P , and one longer with a
width equivalent to the range of Z, Rng(Z). Mathematically, the encoding of each
fringe image can be described via

Ir (i, j) = 0.5 1.0 + sin

2πZ
P

,

(5.11)

Ig (i, j) = 0.5 1.0 + cos

2πZ
P

,

(5.12)
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Ibsin (i, j) = 0.5 1.0 + sin 2π ×

M od(Z, Rng(Z))
Rng(Z)

,

(5.13)

Ibcos (i, j) = 0.5 1.0 + cos 2π ×

M od(Z, Rng(Z))
Rng(Z)

.

(5.14)

The ﬁrst two fringe encodings stored in the red and green color channels are
identical to the red and green channels of the direct depth method. Instead of storing
a cosine-wrapped stair image in the third channel, however, the wrapped phase of the
two fringes encoded with the longer wavelength is stored and can be computed via
Ibsin − 0.5
Ibcos − 0.5

φb (i, j) = tan−1

.

(5.15)

It should be noted that resulting phase map encoded within φb has a range between
(−π, π]. To represent this range instead within a range (0, 1] such that it can be stored
in the color channel properly, the following is done:

Ib (i, j) =

φb + π
.
2π

(5.16)

The resulting 2D image can then be stored within a lossless format such as PNG
or within a lossy format, such as JPEG, at varying levels of compression.

5.2.5

Multi-wavelength Depth (MWD) Decoding

To recover geometry from a compressed 2D image, the wrapped phase map between the two fringe images of the shorter wavelength is ﬁrst computed via
φrg (i, j) = tan−1

Ir − 0.5
Ig − 0.5

.

(5.17)

Now, as the Rng(Z) was used as the fringe width for the longer wavelength, the
encoding of each fringe image generated with this longer width spans the entire depth
of the scene. Given this, in the wrapped phase map φb stored within Ib , there will be
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no 2π jumps; it will be continuous. This continuous wrapped phase map, φb , can be
used to unwrap the more dense phase map, φrg , which does contain 2π discontinuities.
The ﬁrst step is to convert the wrapped phase information in Ib back into its
original range of (−π, π) from its current range of (0, 1) via
φb (i, j) = Ib × 2π − π.

(5.18)

Next, a stair image is computed from the continuous φb which in turn can be used
to reversely unwrap the phase of the shorter wrapped phase, φrg . The stair image is
described via

K(i, j) =

φb × Rng(Z)/P − φrg
.
2π

(5.19)

The stair image K’s values determine the scale of how many 2π must be added to
φrg to remove its 2π discontinuities. Removing the phase jumps results in a continuous, unwrapped phase, Φ, of the shorter wavelength. This process can mathematically
be described as
Φ(i, j) = φrg + 2π × Rnd(K),

(5.20)

which is ﬁnally used to recover depth Z via

Z(i, j) =

Φ×P
.
2π

(5.21)

X and Y can be recovered as they were in Eq. (5.8) and (5.9).

5.3

Experimental Results
In our primary experiments, an ideal, computer-generated semi-sphere was used

to verify the performance of the multi-wavelength depth (MWD) encoding method.
After encoding the 3D geometry into a 2D image of 512 × 512 as described in Subsec. 3.25.2.4, the image was either saved out in a lossless format (PNG) or a lossy
format (JPEG) at diﬀerent levels of compression using Matlab (2014b).
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Figure 5.2 shows each channel and step along the encoding and decoding process
of the MWD technique. Figure 5.2(a) shows the compressed, encoded 2D color image
with Fig. 5.2(b)-Fig. 5.2(d) showing the image’s individual red, green, and blue color
channels, respectively. To recover geometry from the saved out image, the wrapped
phase is needed between the fringe images of the shorter wavelength; the resulting
wrapped phase is shown in Fig. 5.2(e). As described previously, the continuous,
wrapped phase of the longer wavelength, shown in Fig. 5.2(d), can be used to derive
a stair image, shown in Fig. 5.2(f). The stair image is then used to unwrap the phase
of the shorter wavelength to get the unwrapped phase map, Fig. 5.2(g), which can
then be used to recover 3D geometry, as displayed in Fig. 5.2(h).

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 5.2. Experimental results of encoding and decoding an ideal sphere
using the multi-wavelength depth encoding method (a) encoded 2D color
image; (b)-(d) the three encoded color channels, red, green, blue, respectively; (e) wrapped phase between the two shorter wavelength fringe images, (b) and (c); (f) stair image derived from the wrapped phase map
of the longer, continuous wavelength, (d); (g) the unwrapped phase map;
(h) recovered 3D result.
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To help demonstrate the results of the proposed multi-wavelength depth (MWD)
encoding method, comparisons were made with a similar and current state-of-theart 3D range geometry compression method, the direct depth (DD) encoding [46]
technique. It is important to note that all comparisons between MWD and DD
were done so on the same geometry and with an identical experimental setup; the
only diﬀerence being the principle behind the encoding methods themselves. In both
cases, a semi-sphere was encoded into a 512 × 512 image using 4 stairs.
Figure 5.3 shows comparisons of the visual quality of the recovered data using
diﬀerent JPEG compression levels with each column representing JPEG 100%, JPEG
80%, JPEG 60%, JPEG 40%, and JPEG 20%, respectively, using Matlab 2014a JPEG
compression. The top row displays the recovered sphere as encoded via direct depth
(DD) method without any ﬁlter applied to recover from JPEG compression artifacts.
The second row shows the same DD encoding method with a 25 × 25 ﬁlter applied
to address compression artifacts. The third row demonstrates the quality of the
proposed MWD encoding as no ﬁlter was applied to achieve the results. It can be
seen that the quality of the recovered geometry using direct depth quickly degrades
under JPEG compression and requires a large amount of ﬁltering to recover geometry.
MWD on the other hand remains spherical and uniform at high levels of compression
without the need for ﬁltering. Even using JPEG 20%, which stores the compressed
sphere using only 14 KB for a 512 × 512 image, the recovered data using the MWD
approach maintains its original geometric shape and does not require any ﬁltering to
do so.
It can be seen visually that the recovered data remains spherical, even at low
JPEG qualities. To empirically verify the accuracy of the recovered 3D sphere, a
cross section of the ideal data was compared with the same cross section of the
decoded data. Figure 5.4 shows the results for both the DD and MWD approach
where 3D data was recovered from a PNG image as well as JPEG images stored at
various levels of compression: 100%, 80%, and 60%, respectively.
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Fig. 5.3. Visual comparison of recovered sphere geometry using diﬀerent
encoding methods, JPEG compression levels, and ﬁltering amounts. Each
column represents JPEG storage levels 100%, 80%, 60%, 40%, and 20%,
respectively, using Matlab 2014a JPEG compression. (Row 1) direct depth
method without a ﬁlter applied to the recovered geometry; (Row 2) direct
depth method with a 25 × 25 ﬁlter applied to the recovered geometry; and
(Row 3) multi-wavelength depth method without any ﬁlter applied.

The normalized RMS error percentages of the visual results seen in Fig. 5.3 are
given in Table 5.1; it should be noted that when calculating the error in both approaches the ﬁve boundary pixels were ignored to eliminate outliers. From this table,
it can be seen that the DD and the proposed MWD approaches are identical when
using lossless image compression, however, the accuracies diﬀer when lossy compres-
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Fig. 5.4. Experimental results comparing the ideal sphere and the recovered 3D geometry, using DD or MWD, from diﬀerent qualities of 2D images. Each column represents storage qualities PNG, JPEG 100%, JPEG
80%, and JPEG 60%, respectively; for each plot, the x-axis represents the
normalized pixel coordinates along the cross section and the y-axis represents the normalized diﬀerence between the ideal and recovered geometries
for each coordinate. (Row 1) direct depth cross section error diﬀerence
versus ideal geometry. RMS error percentages for (a)-(d) are 0.0061%,
2.9557%, 3.4834%, and 3.397%, respectively; (Row 2) multi-wavelength
depth cross section error diﬀerence versus ideal geometry. RMS error
percentages for (e)-(h) are 0.0061%, 0.0167%, 0.0271%, and 0.0508%, respectively.

sion is used. This is due to direct depth’s third channel which does not compress
well and is the cause of lossy compression artifacts. The continuous nature of the
third channel of the MWD approach, however, allows for less JPEG artifacts and
thus higher geometry reconstruction accuracies.
To get extremely small sizes (7-10 KB), JPEG qualities can be reduced to 5-10%.
At this very low quality, both approaches begin to exhibit compression artifacts in
the recovered data. To remove these spikes from either approach, a median ﬁlter
is traditionally used. Throughout our experiments with compressing the sphere and
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Table 5.1.
Comparison of RMS error between a normalized sphere compressed into
a 512 × 512 image using the proposed MWD encoding versus the direct
depth (DD) encoding. Associated JPEG levels represent the compression
quality at a percentage out of 100 using Matlab 2014a.
PNG

JPG100

JPG80

JPG60

JPG40

JPG20

DD No Filter

0.0061%

2.9557%

3.4834%

3.3970%

3.8545%

4.5275%

DD 25x25 Filter

0.0061%

0.0263%

0.0438%

0.0578%

0.0725%

0.0924%

MWD No Filter

0.0061%

0.0167%

0.0271%

0.0508%

0.0651%

0.0928%

other geometries, MWD always required a smaller ﬁlter size than DD when recovering
data from JPEG encoded images; this results in a faster decode speed for MWD which
would have great implications if in use within a real-time streaming environment
where compressed 3D frames must be decoded and displayed as they are arriving.
For example, as shown in Fig. 5.5, MWD performs better at the very low JPEG
quality of 10% than DD when using the same ﬁlter size of 5 × 5. Even the very large
ﬁlter size of 25 × 25 was unable to rid the DD method completely of artifacts due to
such high levels of JPEG compression whereas MWD’s 5 × 5 ﬁlter proved enough.
Not only does the MWD approach require less ﬁltering, the subject of the ﬁlter
is diﬀerent from other state-of-the-art depth compression approaches. Traditionally,
what is ﬁltered to remove spikes is the ﬁnal, recovered phase thus aﬀecting the accuracy of the reconstruction. With the proposed MWD approach, however, only the
third channel must be ﬁltered in most cases, leaving the red and green channels, the
ones containing the encoded geometry data, untouched. This contributes to a higher
accuracy of data recovery.
As demonstrated above, the quality, both visually and statistically, of recovered
data even at high levels of lossy compression is quite good for the proposed method.
This robustness to such low JPEG qualities provides this technique the ability to
represent 3D geometry using very little information thus achieving high compression
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(a)

(b)

(c)

Fig. 5.5. Comparison of ﬁltered recovered data from JPEG 10% encodings;
(a) 3D recovery from DD at JPEG 10% using a 5×5 ﬁlter; (b) 3D recovery
from DD at JPEG 10% using a 25 × 25 ﬁlter; (c) 3D recovery from MWD
at JPEG 10% using a 5 × 5 ﬁlter. The RMS errors for (a), (b), and (c)
are 6.13%, 3.93%, and 0.15%, respectively.

ratios. Table 5.2 below shows the ratios of MWD in comparison to popular 3D
storage types. In each case, the geometry stored was the ideal sphere. As comparison,
Table 5.3 shows the ratios of using DD. It has now been shown that in general, the
proposed method has both larger compression ratios, or smaller data sizes, and lower
error percentages.

Table 5.2.
Compression ratios of MWD using PNG and diﬀerent JPEG storage levels
versus 3D mesh ﬁle formats.

PNG

JPG100

JPG80

JPG60

JPG40

JPG20

JPG10

OBJ

146.8:1

244.3:1

935.3:1

1294.1:1

1583.3:1

2147.0:1

2834.1:1

PLY

52.0:1

86.5:1

331.0:1

458.0:1

560.3:1

759.8:1

1003.0:1

STL

103.7:1

172.6:1

660.7:1

914.1:1

1118.4:1

1516.6:1

2001.9:1

To ensure that the proposed method worked on complex geometries, a statue was
tested. Figure 5.6 compares the DD and MWD approaches to encoding the same
complex geometry, each using 4 stairs to encode 512 × 512 resolution data into a
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Table 5.3.
Compression ratios of DD using PNG and diﬀerent JPEG storage levels
versus 3D mesh ﬁle formats.

PNG

JPG100

JPG80

JPG60

JPG40

JPG20

JPG10

OBJ

91.7:1

187.7:1

708.5:1

1069.5:1

1375.8:1

1968.1:1

2725.1:1

PLY

32.5:1

66.4:1

250.8:1

378.5:1

486.9:1

696.5:1

964.4:1

STL

64.8:1

132.6:1

500.5:1

755.4:1

971.8:1

1390.2:1

1924.9:1

512 × 512 compressed image. The results shown in the top row compare DD with a
15×15 ﬁlter applied and MWD with a 5×5 ﬁlter applied both using JPEG 95%. The
bottom row compare DD and MWD using the same ﬁlter sizes except this time using
JPEG 40%. It can be seen that the much larger ﬁlter does not rid DD’s recovered
geometry of its compression artifacts whereas MWD’s complex geometry is preserved
and recovered from this low JPEG quality using only the small 5 × 5 ﬁlter.

(a)

(b)

(c)

(d)

Fig. 5.6.
Encoding complex geometries. (a) DD recovered geometry
using a 15 × 15 ﬁlter and JPEG 95%; (b) MWD recovered geometry using
a 5 × 5 ﬁlter and JPEG 95%; (c) DD recovered geometry using a 15 × 15
ﬁlter and JPEG 40%; (d) MWD recovered geometry using a 5 × 5 ﬁlter
and JPEG 40%.
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Additional experiments were conducted to test MWD’s ability to encode highresolution depth images. Instead of a sphere, geometry of a ﬂat plane with a constantly increasing depth was encoded. It was found that the MWD approach was able
to encode large depth ranges, with the largest tested being a 4,096 × 4,096 depth
image having a depth resolution of 4,096 (over 16 million points at a 4K range).
Similarly, values of 1,024 and 2,048 were tested, as well. The MWD method was
able to retain high-qualities of information after decoding being that up to 256 stair
values could be used to encode the depth. The same tests, however, did not bode well
for the direct depth approach; as the number of stairs increase, the smaller the step
height becomes. The result of this are phase unwrapping issues which induce 2π-tall
spike artifacts in the recovered phase; these are unable to be removed with a simple
ﬁlter. Even with lossless encoding, the direct depth method was unable to encode
the plane at a depth resolution of 1,024 using 128 stairs, for example. Figure 5.7’s
ﬁrst row shows a normalized small window of the unwrapped phase and the phase’s
cross section with its continuous slope removed when using the direct depth method
to encode a scene with a depth range of 1,024 using 128 stairs into a PNG image. The
second row shows the same small window and cross section with its slope removed,
this time using MWD to encode the scene with the same depth range of 1,024 using
128 stairs. As it can be seen, the MWD approach correctly unwraps the phase and
can therefore recover proper geometry.
For the direct depth approach to feasibly encode large depth ranges, the number
of stairs must be lowered to increase the grayscale stair height which results in poor
quality reconstruction at high-resolution depths. The MWD approach, however, was
able to encode the plane at experimental resolutions of 1,024, 2,048, and 4,096 with
up to 256 stairs. Using a 4,096 × 4,096 depth image of the experimental plane with
a depth resolution of 4,096, the MWD method was able to encode the plane with
256 stairs at a normalized RMS error rate of 0.00015%. These high-resolution depth
images could be encoded using lossy storage with the MWD approach, as well, yet a
fewer number of stairs had to be used to avoid compression artifacts. For example,
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Fig. 5.7. Visual demonstration showing the DD’s inability and MWD’s
ability to encode high-resolution depths. (a) A normalized subwindow
of the recovered phase when using the direct depth technique to encode
geometry with a depth resolution of 1,024 and 128 stairs; (b) a cross
section of the recovered phase (a) with its slope removed, the resulting 2πtall spikes leave artifacts within the data; (c) the normalized subwindow
of recovered phase when using the multi-wavelength technique to encode
the same geometry with the same number of stairs; (d) cross section of
the recovered phase (c) with its slope removed.

using the MWD with 34 stairs along with JPEG 100%, the same 4,096 × 4,096 depth
image with a depth resolution of 4,096 was able to be encoded and recovered with a
RMS error of 0.0024%.

5.4

Discussion
The proposed multi-wavelength depth encoding method has the following advan-

tages and merits over the previously proposed direct depth encoding technique:
• Higher compression ratios. The nature of the encoding within the proposed
technique, being continuous in the third channel, can be represented with less
information. The result of this is smaller ﬁle sizes both using PNG and JPEG
to compress and store the color encoded 2D image.
• Higher accuracy 3D data recovery. Although identical under most circumstances
when using PNG, the proposed method is much more robust, due to its more
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continuous and uniform nature, to high levels of JPEG compression. This results in less compression artifacts due to high levels of lossy compression.
• Little to no ﬁltering required. Depending on the data to be encoded, the level of
JPEG compression, and the number of stairs used to encode the data, the proposed method requires little to no post-processing to ﬁx artifacts; thus, decode
computational complexity and time are lessened. Also, if post-processing must
occur, only ﬁltering the third channel was found to be necessary in most circumstances. Whereas in the direct depth approach the recovered data itself was
ﬁltered, only having to ﬁlter the third channel in the proposed technique keeps
the integrity of the two data channels in tact. The result is an improvement of
the overall quality of recovered data.
• High-resolution depth encoding. In the proposed technique, up to 256 stairs
can be used to encode the data. The direct depth technique must use a lower
number of stairs to account for the requirement of a decently large grayscale
stair height. As more stairs can be used, high-resolution depth images can
be encoded using the proposed technique. Experiments were able to encode
geometries with depth resolutions of up to 4,096, for example.
It should be noted that the MWD technique proposed suﬀers from the same
drawback as the aforementioned HoloImage and direct depth techniques in that only
one side of a 3D surface is able to be encoded into a 2D image. This drawback is
alleviated, however, if the proposed method is properly paired with a 3D scanning
device (in which only one side of an object is captured). If the goal is to encode
an object in 360 degrees, many encodings could be taken from diﬀering positions
around the object. These scans need to be decoded, registered, and fused together
to regenerate the object’s original geometry.
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5.5

Summary
We have presented the multi-wavelength depth (MWD) encoding method for 3D

range compression which represents 3D geometries in 2D images. These 2D images
can be stored within both lossless and lossy formats to achieve additional data compression. In the past, traditional approaches may suﬀer compression artifacts to due
high levels of lossy compression, yet it has been demonstrated that the proposed
method works well with under various, and even extreme, levels of lossy compression. The result of this is high compression ratios, small ﬁle sizes, and high 3D data
reconstruction accuracies with little to no ﬁltering required.

92

6. HOLOSTREAM: HIGH-ACCURACY, HIGH-SPEED 3D
RANGE VIDEO ENCODING AND STREAMING
ACROSS STANDARD WIRELESS NETWORKS
The previous chapters have presented the details of this dissertation research’s contributions toward (1) capturing high-resolution and high-quality 3D video data and
(2) accurately and eﬃciently encoding 3D geometry information. Utilizing these contributions, this dissertation research aimed to address the long-standing challenge of
high-quality, low-bandwidth 3D video communications. This chapter will introduce
and detail Holostream, a novel platform for high-quality 3D video recording, encoding,
compression, decompression, visualization, and interaction. This platform was able to
successfully deliver video-rate, photorealistic 3D video content over standard wireless
networks to mobile devices. In addition, to emphasize the eﬃciency of the platform,
this dissertation research developed a fully mobile Holostream implementation that
allows mobile devices to both send and receive 3D video content, in real-time, across
wireless networks. The majority of content in this chapter was originally published in
the 2018 proceedings of Electronic Imaging [81] (also listed as conference paper [C3]
in “LIST OF PUBLICATIONS”).

6.1

Introduction
Telecommunication methods evolved from telegraphs, telephones, and 2D video

conferences with each advancement bringing an enhanced end user experience through
more realistic interactions. None of these techniques are advantageous for truly natural interactions as users do not have context about the 3D world in which we live.
Therefore, 3D video communication emerges as an interesting research subject because of the increased availability of novel 3D sensing technologies, enhanced network
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bandwidths, and increased computational power, even on a mobile device (e.g., tablets
and smart phones).
Existing techniques for 3D video communications primarily focus on the application of teleconferencing and immersive telepresence. In each, an object at one location
is captured in 3D and transmitted to a remote location for redisplay. Although these
techniques may successfully accomplish their goals, compared with their mature 2D
video communication counterparts, the state-of-the-art 3D video communication platforms are constrained by three major factors: (1) the availability of commercial 3D
sensors that can provide equivalent high quality and resolution; (2) the drastically
increased 3D data sizes that exceed the bandwidths of existing wireless networks; and
(3) the limited real-time 3D data compression platforms which can eﬃciently reduce
data sizes whilst maintaining data quality. Due to these limitations, high-quality 3D
video communication across standard wireless networks is still in its infancy.
This chapter proposes a novel modular platform, dubbed Holostream, which enables high-quality 3D video communications across existing standard wireless networks and existing mobile hardware devices (e.g., iPhones and iPads). Our novel
platform advances the quality and capabilities of applications already utilizing realtime 3D data delivery (e.g., teleconferencing, telepresence). Further, the proposed
platform could also enable applications where real-time delivery of high-resolution,
high-accuracy 3D video data is especially critical, such as collaborative design and
online facial behavior analysis.

6.1.1

Contributions

• We developed a novel 3D video compression method that can drastically reduce
3D video data size without substantially sacriﬁcing data quality. With lossless
frame by frame storage, the compression ratio is approximately 112:1 when
compared with standard OBJ ﬁles. Lossy frame by frame storage can achieve
a ratio of 518:1 without substantial quality reduction. When paired with the
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Fig. 6.1. Holostream pipeline starts with the Acquisition Module that
captures 3D geometry and color texture in real time. The Compression
Module encodes 3D data into 2D images that are packed into a video
stream using a standard 2D video codec (e.g., H.264). The compressed
2D video is transmitted over existing standard wireless networks through
the Transmission Module. The Decompression Module receives the compressed 2D video and decompresses it to recover the original 3D geometry and color texture. The Visualization Module on mobile devices (e.g.,
iPads, iPhones) visualizes 3D video in real time and allows the users to
interact with the video instantaneously.

H.264 video codec, our method achieved a compression ratio of 1,602:1, with a
bitrate of only 4.8 megabits per second (Mbps), while maintaining high-quality
3D video representations.
• We developed a novel and complete framework for 3D video recording, encoding,
compression, decompression and visualization. The entire framework was tested
using standard medium bandwidth networks to simultaneously deliver highquality 3D videos to multiple mobile devices.
• We developed a demonstration system that achieved high-quality 3D sensing,
compression, transmission, and visualization across standard wireless networks.
The system wirelessly delivered precisely aligned coordinate and color data,
consisting of over 300,000 vertices per frame, at 30 Hz to mobile phones and
tablets.
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6.2

Related Work
Much work has been done to enable realistic 3D telecommunications in the past

several decades. Most recently, the Holoportation system [18] impressively acquires
a colored 3D mesh of a user or object in one location and transmits it to remote
users for visualization on augmented reality headsets. Although this system enables
very natural user interactions, 1-2 Gbps of data must be transferred to realize communications at 30 Hz. This data rate greatly exceeds the bandwidth availabilities of
today’s existing wireless networks. In fact, the majority of the work in this area does
not eﬀectively address one of the major issues: how can 3D data sizes be drastically
reduced? Instead, it is typically assumed that the network bandwidth will simply be
available. Of course, this assumption does not hold true in practice and thus it is still
very diﬃcult to realize high-quality, real-time 3D telecommunications over standard
wireless networks.
In a tangential community, researchers have attempted to compress 3D data, both
within the mesh format [30, 31] and the point cloud format [82–86]. As pointed out
by the authors of the Holoportation system [18], however, although both dynamic
mesh [31] and point cloud compressions [82] are being actively explored, it is still
currently challenging to achieve real-time compression at the lowest bitrates (less
than low tens of Mbps).
In contrast, standard 2D image and video compression techniques are quite mature and enable today’s modern 2D video communications over standard wireless
networks. If 3D geometry can be eﬃciently and precisely converted into standard 2D
images, existing 2D video communication platforms can be immediately leveraged for
low bandwidth 3D video communications. Given this, there has been eﬀort devoted
to encode 3D geometry information within regular 2D images [41,44,45,87]. Although
this direction is promising, current encoding methods may not be resilient—both in
terms of accuracy and eﬃciency—to direct storage within a video codec. Further, current methods often only focus on encoding 3D geometry information, leaving other
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attributes (e.g., texture) to be stored or transmitted separately. This chapter presents
a novel method for the eﬃcient and precise encoding of 3D video data and color texture into a regular 2D video format. This chapter also presents how existing 2D video
communication platforms may be leveraged for high quality 3D video communication
in real-time over standard wireless networks.

6.3

System Overview
As discussed above, existing 3D video communication technologies have limited

applications and potentially limited adoption partially because of (1) the required
specialized and often expensive hardware; (2) inﬂexible and complex system setup; (3)
highly demanding computational resources for real-time realization; (4) low-resolution
and low-accuracy 3D sensing; and/or (5) the required high speed network bandwidths
for 3D content transmission due to ineﬃcient 3D video data compression methods.
Our proposed Holostream platform achieved high-resolution and high-accuracy
3D video communication by developing: (1) high-accuracy and high-resolution 3D
video capture hardware system; (2) a novel 3D video compression technique; (3) a
novel computational framework for 3D video streaming and decompression; and (4) a
3D video visualization application for mobile devices. To our knowledge, this system
is the ﬁrst of its kind which can deliver dense and accurate 3D video content in real
time across standard wireless networks to a remote mobile devices (e.g., iPhones and
iPads).
Figure 6.1 shows the overall pipeline of the proposed Holostream system. A set of
structured patterns are projected and captured by a structured light system to reconstruct dense and accurate 3D video data, including both geometry and color texture
information (Acquisition Module); 3D video data is encoded frame by frame into a
standard 2D image format that is further compressed using a standard 2D video compression technique (Compression Module); the compressed video is delivered across
standard wireless networks to remote mobile devices (e.g., iPhones) (Transmission
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Module); the mobile device decompresses the 2D video and decodes the original 3D
data frame by frame (Decompression Module); and ﬁnally the mobile app visualizes
3D video contents in real time allowing the user to instantaneously interact with
the 3D video data (Visualization Module). The rest of this section describes each
individual module developed for the entire pipeline.

6.3.1

Acquisition Module

The Acquisition Module is a structured light scanner that acquires high-resolution
3D video data including 3D geometry and color texture in real time. The scanner
consists of a single camera and a single projector, and uses the principle of triangulation for 3D shape reconstruction [88]. Each 3D reconstruction requires a sequence
of structured patterns that vary sinusoidally along one direction and remain constant
along the other direction. These types of sinusoidal patterns are often called fringe
patterns; and this type of structured light technique is called digital fringe projection
(DFP). Instead of directly using intensity information for 3D shape reconstruction,
the DFP technique extracts the phase of phase-shifted fringe patterns for 3D shape
reconstruction. Compared with conventional structured light techniques, the DFP
technique has the advantage of simultaneously achieving high resolution (i.e., at camera pixel level) and high speed [89].
Our DFP system uses two sets of patterns with diﬀerent frequencies, each having
three phase-shifted patterns described as,
Ikh (x, y) = I (x, y) + I (x, y) cos φh + 2kπ/3 ,

(6.1)

Ikl (x, y) = I (x, y) + I (x, y) cos φl + 2kπ/3 .

(6.2)

Here, k = {1, 2, 3}, I (x, y) is the average intensity, I (x, y) is the intensity modulation, and φh (x, y) and φl (x, y) is the high frequency phase and low frequency phase,
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respectively. Simultaneously solving three equations with the same frequency phase
leads to
I (x, y) = Itg (x, y) = (I1h + I2h + I3h )/3,

(6.3)

3(I2h − I1h )2 + (2I3h − I2h − I1h )2 /3,
√
φh (x, y) = tan−1
3 I2h − I1h / 2I3h − I2h − I1h ,
√
3 I2l − I1l / 2I3l − I2l − I1l .
φl (x, y) = tan−1

(6.4)

I (x, y) =

(6.5)
(6.6)

Both low and high frequency phase maps obtained here are called wrapped phase
maps since they are bounded by (−π, π] due to the use of an inverse tangent function.
To recover the original phase value, the 2π discontinuous locations need to be identiﬁed and corrected; this is done through a step called phase unwrapping. Our system
combined these two frequency phase maps and used a two-frequency phase unwrapping method [90] to obtain an unwrapped phase map Φ(x, y) for the high-frequency
fringe patterns. The unwrapped phase is further used to reconstruct (x, y, z) coordinates per pixel once the system parameters (e.g., focal lengths of the camera and
the projector, the transformation from the projector coordinate system to the camera coordinate system) are pre-calibrated [79]. Besides acquiring 3D geometry, DFP
techniques naturally come with a texture image Itg (x, y), and if a single sensor color
camera is used, Itg (x, y) can be converted to a color image through the demosaicing
process. Figure 6.2 shows an example of reconstructing a single 3D frame for a camera
resolution of 480 × 640.

6.3.2

Compression Module

The goal of our 3D video communication is to deliver dense and accurate 3D
range geometry information, over existing standard wireless networks, at the video
rate the Acquisition Module captures (e.g., 30 Hz). To accomplish this goal, the raw
data must be substantially compressed for eﬃcient transmission. Our proposed 3D
video compression includes two steps: the ﬁrst step is to encode 3D geometry and
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Fig. 6.2. Example of reconstructing 3D geometry and color texture from
the Acquisition Module. Top row left to right: low frequency fringe patterns, high-frequency fringe patterns, low frequency wrapped phase φl ,
high-frequency wrapped phase φh ; bottom row left to right: b/w texture
Itg , unwrapped phase Φ, 3D geometry, color texture after demosaicing Itc .

color texture into standard 2D images frame by frame. The second step is then to
compress the 2D image sequence using standard video compression codecs.
3D Data Encoding. As previously discussed, (x, y, z) coordinates of a given pixel
(i, j) are recovered directly from the unwrapped phase Φ(i, j) if the system parameters
of the scanner are pre-calibrated [79]. In other words, there exists a one-to-one
mapping between the unwrapped phase Φ(i, j) of a point and its recovered (x, y, z)
coordinate. Therefore, if 3D coordinates of a pixel are known, we can determine its
phase value with known system parameters. This tells us that we can directly use
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2D data to represent 3D geometry. For each pixel (i, j) within the unwrapped phase
map, a scaled corresponding phase value Φ (i, j) is encoded as
Er (i, j) = 0.5 + 0.5 sin Φ (i, j),

(6.7)

Eg (i, j) = 0.5 + 0.5 cos Φ (i, j).

(6.8)

The third color channel, in this case the blue channel, is used to store the natural
texture value, Eb = Itg . Once the unwrapped phase and texture data are encoded and
stored into the output 2D image, E, it can be further compressed frame-by-frame via
a lossless (e.g., PNG), or via various levels of lossy (e.g., JPEG), image encoding.
The ﬁnal result of this novel approach is a compressed 2D RGB image from which
both 3D coordinates and color texture can be later recovered.
The left image of Fig. 6.3 shows an example of an image, E, which encodes the
same 3D geometry and color texture shown in Fig. 6.2. If the 480 × 640 image is
stored with lossless PNG, the ﬁle size of the mesh is reduced from 32 MB to 288
KB, achieving a compression ratio of approximately 112:1 versus storing the same
information within the OBJ format. As shown in the last image of Fig. 6.3, the
diﬀerence between the original geometry and the geometry reconstructed from the
PNG image, E, appears to be random noise which may be caused by small amounts
of quantization.
If a lossy JPEG encoder is used, the ﬁle sizes can be reduced even further. Compression ratios of 107:1, 267:1, 406:1, and 518:1 were achieved when using JPEG
100%, 95%, 90%, and 85%, respectively, to compress the geometry within a 480 × 640
image. The 3D reconstructions from this lossy encoded image incur some reduction
in measurement accuracy; however, for visual-based applications (e.g., telepresence),
there may not be a distinguishable diﬀerence.
3D Video Compression. The compression ratios oﬀered by PNG or JPEG may
be high enough to stream E directly frame-by-frame over most medium bandwidth
networks, however, even higher compression ratios can be achieved if the frames are
video encoded. This is especially advantageous in terms of preparing E for delivery
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Fig. 6.3. Encoding and decoding 3D geometry and color texture. A
lossless PNG format results in a compression ratio of approximately 112:1.
Images from left to right respectively show the encoded RGB PNG image,
the recovered color texture, the 3D reconstructed geometry, and an overlay
of the reconstructed 3D geometry on top of the original 3D geometry
(gray color represents recovered geometry and red represents the original
geometry).

to mobile devices. In our platform, we encode E into an H.264 video stream using
the x264 library [91]; this stream is then segmented into shorter transport stream
ﬁles for delivery via HTTP Live Streaming (HLS). Figure 6.4 shows some example
reconstructions decoded from the data stored using various H.264 qualities. When
losslessly encoding a 10 second 3D video sequence consisting of 300 frames, a compression ratio of 129:1 was achieved resulting in 75 MB of data. When using H.264 to
lossy encode video at various levels, the color texture was placed in a mosaic fashion
to the right of the encoded 3D image, E. Encoding these same 300 3D video frames
using 4:2:0 subsampling and a constant rate factor (CRF) of 6 provided a 551:1 compression ratio and a ﬁle size of 17.5 MB. Live streaming this encoded video sequence
only required a 14 Mbps connection. A CRF value of 12 encoded the sequence into
6 MB of data giving a 1,602:1 compression ratio. As can be seen in Fig. 6.4, even
at the very low bitrate of 4.8 Mbps the resulting 3D reconstructions are still of great
quality in both geometry and color texture.
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Fig. 6.4. Compressing encoded 3D data with the H.264 video codec at
diﬀerent qualities. First row: four frames decoded from the video stored
with lossless H.264 (compression ratio 129:1); second row: four frames
decoded from H.264 video using 4:2:0 subsampling and a constant rate
factor of 6 (compression ratio 551:1); and third row: the corresponding
frames using the same encoding instead with a constant rate factor of 12
(compression ratio 1,602:1).

6.3.3

Transmission Module

The Transmission Module was implemented within an intermediary web server—
built on top of HTTP and WebSocket technologies—which acts as a middleware
between the Acquisition Module and Visualization Module(s). When a client connects
to the server, an initialization message, M , is constructed and sent over a WebSocket.
This message contains a few important parameters, such as the camera’s demosaicing
format and resolution, the phase scaling factor, the system’s capture volume, and the
DFP system’s calibration data. Encoded live video streams are delivered over HTTP
to connected clients within small video segments (transport streams) via HTTP Live
Streaming (HLS).
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6.3.4

Decompression Module

To highlight the eﬃciency of the proposed 3D video encoding method, our primary
Decompression Module was implemented within a native iOS application responsible
for receiving compressed 2D video data, decompressing it, and then reconstructing
3D geometry and color texture.
Initialization. When a Decompression Module client ﬁrst connects to the Transmission Module’s server, it receives properties about the incoming video stream, including the DFP system’s calibration parameters and the video frame dimensions.
Using these dimensions, a 2D mesh plane of 3D coordinates is initialized. For example, if the frame dimensions are 480 × 640, a regular mesh plane consisting of 307,200
vertices will be constructed. This initialization ensures that any pixel within the incoming encoded image, E, corresponds to a single 3D vertex within the mesh. The
mesh is also created such that it is modiﬁable via vertex and fragment GPU shaders.
All other properties within the initialization message, M , are sent to the shaders as
uniforms.
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   ˙˝

˘ ˇ
  

Fig. 6.5. Successful implementation of our proposed Holostream platform. The left image shows the Acquisition and Compression Modules.
The right image shows multiple users on their mobile devices receiving
and interacting with the live 3D video stream delivered across a standard
wireless network. A video demonstration of our system can be found at
http://www.xyztlab.com/holostream-ei-2018.
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Reconstruction. For each vertex (u, v) of the mesh, a wrapped phase value, φr ,
can be computed for the data stored within the two chosen color channels of E (e.g.,
red and green):
φr (u, v) = tan−1 [(Er − 0.5)/(Eg − 0.5)] .

(6.9)

The wrapped phase is then unwrapped using the minimum phase unwrapping technology developed by An et al. [71]. This is done on the ﬂy in the vertex shader using the
DFP system’s calibration parameters, the phase scaling factor, and the minimum z
value of the capture volume—all of which were made available to the connected client
upon initialization. Once the unwrapped phase Φ(u, v) has been computed it can be
converted into a 3D coordinate (x, y, z) using the calibration parameters. Finally, the
vertex (u, v) associated with the vertex shader updates its position attribute to the
newly derived 3D coordinate.
The color texture image can also be decoded from the received encoded image,
E, and this is done within the mesh’s fragment shader. To recover a color texture
value, we perform a demosaicing operation for each (u, v), using the grayscale texture
encoded in Eb .

6.3.5

Visualization Module

To demonstrate the eﬃciency of our 3D video encoding method and the wireless
nature of our platform, our main Visualization Module was implemented within a
native iOS application. The app, upon connecting to a stream, receives an initialization message, M , from the Transmission Module over a WebSocket connection. Using
this information, a 3D scene is initialized and a mesh is prepared for modiﬁcations,
as described above. The H.264 encoded video stream from the Transmission Module
is received via HLS. Geometry and color texture is then decompressed from encoded
frames within custom Metal shaders. The end result is the ability to visualize and
interact with live 3D video content on both iPhones and iPads.
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6.4

Results
We developed a demonstration system to verify the performance of our proposed

3D video communication methods. The platform detailed above was implemented
with a single DFP 3D capture system on a single PC. The PC, which ran the
Acquisition, Compression, and Transmission Modules, had an Intel Core i7 (3.40
GHz) CPU, 16 GB of RAM, and a single NVIDIA GeForce GTX 980 Ti GPU. The
DFP capture system consisted of a single camera (PointGrey Grasshopper3 GS3U3-23S6C) and a single digital-light-processing (DLP) projector (Texas Instruments
LightCrafter 4500). The resolution of the camera was set to 480 × 640 (allowing
for up to 307,200 unique 3D coordinates) and the projector’s resolution was 912 ×
1140. We used the method developed by Zhang and Huang [79] to obtain the calibration parameters for our DFP system. The Acquisition and Compression Modules
were implemented on the GPU within custom CUDA kernels in order to maintain a
streamable frame rate of at least 30 (3D) Hz. Figure 6.5 shows two photographs of
the successful implementation of our proposed Holostream platform. Note that the
left image also shows an additional desktop implementation of the Decompression
and Visualization Modules. A video demonstration of our system can be found at
http://www.xyztlab.com/holostream-ei-2018.
To evaluate the proposed 3D range encoding method, the sequence of 300 3D face
data frames (Fig. 6.4) were encoded and stored within H.264 video streams. CRF
values of 0, 6, and 12 were used to encode the H.264 videos. Each frame of each
video was then decoded using the proposed method and measured against its original
reconstructed 3D frame. The mean error between the original and reconstructed
geometries across the entire 10 second video sequence (representing the 300 encoded
3D frames) was 0.38 mm, 0.65 mm, and 0.69 mm for CRF values of 0, 6, and 12,
respectively. The respective standard deviations were 0.50 mm, 0.51 mm, and 0.54
mm. It should be noted that these measurements excluded large boundary outliers.
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To test the limits of our approach, the same 10 second video sequence was encoded
with the H.264 codec using a CRF value of 25. Figure 6.6 shows two decoded video
frames from this video stream. The 3D geometry data quality is noticeably worse,
however, a compression ratio of 16,279:1 was achieved, resulting in only 0.59 MB of
data for the 10 second video sequence. This means that only 0.48 Mbps of network
bandwidth was required to deliver 300 3D frames at 30 Hz. Even at this heightened
compression ratio, the color texture quality remains reasonably high (right two images). The apparent robust nature of the proposed 3D encoding method may make
this technology valuable for 3D data delivery to remote locations or to throttled
mobile devices.

Fig. 6.6. Compressing encoded 3D data with the H.264 video codec at
very lossy (CRF of 25) qualities achieving a 16,279:1 compression ratio.

6.5

Mobile Holostream
The proposed Holostream platform was able to successfully address the long-

standing challenge of achieving high-quality, low-bandwidth 3D video communications. To highlight the eﬃciency of the Holostream platform, while lowering the
barrier of entry into 3D communications, this dissertation research also developed a
fully mobile Holostream platform. This mobile Holostream platform used an iPad
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Pro device equipped with a Structure Sensor (Occipital, Inc.), as shown in Fig. 6.7,
to capture 3D geometry information; color texture information was also available via
the iPad’s rear facing camera. This Mobile Holostream platform was able to perform
the acquisition, compression, and transmission of 3D range video data, from one iPad
device to another, for visualization and interaction. Given that an increasing number of consumer mobile devices now include depth or 3D imaging capabilities, such
a platform could not only change how we communicate every day, but it may also
enable many new applications, including those in telemedicine and the digital arts.

Fig. 6.7. The Structure Sensor (Occipital, Inc.) attached to an iPad Pro.
The Structure can provides the iPad with 640 × 480 depth maps at 30 Hz.
In addition, the iPad’s color camera can be used to provide color texture
information.

The details of the Mobile Holostream platform implementation are similar to the
aforementioned Holostream platform. Once 3D geometry data has been acquired by
the Structure Sensor connected to the iPad, it is encoded within the color channels
of a 2D RGB image using the method presented in Chapter 5. The output 2D
images, consisting of the encoded geometry and color texture, are then transmitted
within an H.264 video stream to a receiving iPad device via WebRTC (Web Real-
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Time Communication). Once received by the remote iPad device, encoded images
can be decoded to recover the 3D geometry and color texture information needed for
visualization and interaction.
Currently, the Mobile Holostream platform is implemented within a native iOS
application. This application interfaces with the Structure Sensor at 30 Hz to retrieve
depth maps and color texture images that each have resolutions of 640 × 480. As mentioned above, this data is then encoded and delivered within an H.264 video stream
transmitted via WebRTC with transmission latencies typically between 0.1-2.0 seconds. Once received, the encoded images are decoded pixel-by-pixel on the receiving
iPad’s GPU for 3D reconstruction and visualization within a virtual 3D environment.
If the receiving iPad device were also equipped with a Structure Sensor, the same iOS
application could allow for two-way 3D video communications. Figure 6.8 shows two
photographs of the Mobile Holostream platform in use.

Fig. 6.8. The Mobile Holostream platform in use. The left image shows the
Mobile Holostream platform that uses an iPad Pro and a Structure Sensor
to capture, compress, and wirelessly deliver 3D video data of a person
in real-time. The right image shows another person using the Mobile
Holostream platform on another iPad to receive, decompress, visualize,
and interact with the reconstructed 3D video data in real-time.

To evaluate the Mobile Holostream platform, we ﬁrst transmitted 3D video of
a sphere with a 304.8 mm (12 inch) diameter. As the 3D data and color texture
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Fig. 6.9. The Mobile Holostream platform was used to capture, compress,
and transmit 3D video of a 304.8 mm (12 inch) sphere. Each row shows
reconstructions of the sphere at diﬀerent times. Column one: lossless reconstruction of the 3D data as captured by the sending iPad; column two:
3D data reconstructed from lossy H.264 video received by the receiving
iPad; column three: lossless reconstruction of the 3D data as captured
by the sending iPad with color texture mapping; column four: 3D data
reconstructed from lossy H.264 video with color texture mapping.

of the sphere were being captured, they were encoded into 1280 × 480 images and
transmitted with WebRTC. Figure 6.9 shows reconstructions from several diﬀerent
compressed 3D video frames of the sphere, with each row showing a diﬀerent frame.
The ﬁrst column shows the lossless reconstruction of the 3D data as captured by the
sending iPad; the second column shows the 3D data reconstructed from lossy H.264
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video received by the receiving iPad; the third column shows the lossless 3D data
with color texture mapping; and the fourth column shows the 3D data reconstructed
from lossy H.264 video with color texture mapping. As shown in Fig. 6.9, the spheres
reconstructed from lossy H.264 video retain their spherical geometry, and the color
texture quality remains reasonably high.
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Fig. 6.10. Frames per second (FPS) over time. The encoded FPS transmitted over WebRTC by the sending iPad (blue line) varied from the FPS
received and decoded on the receiving iPad (red line). There are many
factors that could aﬀect the FPS at each device, including each device’s
computational load and the bandwidths provided by the wireless network.

When performing further evaluation of the Mobile Holostream platform paired
with the Structure Sensor, we found that the encoded frames per second (FPS)
transmitted over WebRTC by the sending iPad varied from the FPS received and
decoded on the receiving iPad. Visualized in Fig. 6.10, the FPS discrepancy may be
attributed to a number of factors, including the current computational load of each
device (due to encoding frames, decoding frames, rendering 3D data, etc.) and the
current bandwidths provided by the wireless network. One side-eﬀect of this was that
performing analysis and comparisons between frames sent by WebRTC and frames
received proved to be a diﬃcult task. For instance, a frame transmitted from the send-
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ing iPad at any given time will not arrive to the receiving iPad at a predictable time,
or it may be dropped altogether. Given this, performing absolute frame-to-frame
comparisons between the same frame on either end was a challenge. Future work on
the Mobile Holostream platform could explore how to perform such evaluations using
WebRTC, overcoming the above obstacles.

Fig. 6.11. The Mobile Holostream platform was used to capture, compress, and transmit 3D video of a dynamic scene representing a 3D video
conference. Each row shows reconstructions of the individual at diﬀerent
times. Column one: lossless reconstruction of the 3D data as captured by
the sending iPad; column two: 3D data reconstructed from lossy H.264
video received by the receiving iPad; column three: lossless reconstruction
of the 3D data as captured by the sending iPad with color texture mapping; column four: 3D data reconstructed from lossy H.264 video with
color texture mapping.
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To expand upon the evaluation of the sphere mentioned above, we also used the
Mobile Holostream platform to transmit 3D video of a dynamic scene portraying an
individual participating in a 3D video conference. As the dynamic scene was being
captured, frames were encoded into 1280 × 480 images and transmitted from the
sending iPad to the receiving iPad. Figure 6.11 shows several reconstructions of the
individual being captured that were taken at diﬀerent times throughout the 3D video
stream. Same as above, the ﬁrst column of this ﬁgure shows the lossless reconstruction of the 3D data as captured by the sending iPad; the second column shows the
3D data reconstructed from lossy H.264 video received by the receiving iPad; the
third column shows the lossless 3D data with color texture mapping; and the fourth
column shows the 3D data reconstructed from lossy H.264 video with color texture
mapping. These results help demonstrate the Mobile Holostream platform’s potential
to enable new applications for remote communications, collaboration, telepresence,
and telemedicine.

6.6

Summary
This chapter presented Holostream, a novel platform for high-quality 3D video

communication across existing standard wireless networks and with existing mobile
hardware devices (e.g., iPhones, iPads). Our novel 3D video compression method
when paired with the H.264 codec achieved compression ratios of 1,602:1 while maintaining high-quality 3D video with color texture. This allowed for transmission of 3D
video and color texture content over existing wireless networks using only 4.8 Mbps.
We also developed an implementation of our entire 3D video acquisition, encoding,
compression, decompression, and visualization framework. This system wirelessly
delivered coordinate and color data, consisting of up to 307,200 vertices per frame,
at 30 Hz to multiple mobile phones and tablets. We also showed that a bitrate of
only 0.48 Mbps was suﬃcient to deliver lower quality 3D geometry while maintaining high quality color texture. Lastly, we developed a completely mobile Holostream
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platform that enabled iPad devices to devices to send and receive 3D video content,
acquired via a commercially available structured light scanner, in real-time across
wireless networks.
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7. SUMMARY AND FUTURE DIRECTIONS
7.1

Summary of Contributions
In pursuit of realizing high-quality, low-bandwidth 3D video communications, this

research has made the following contributions:
• Developed a novel method for out-of-focus camera calibration with
applications to large-range structured light system calibration. The
primary contribution of this method was using an LCD monitor to generate
fringe patterns that encode the feature points, needed for the accurate calibration of a camera, into the carrier phase. These feature points were able to be
decoded, even if the fringe patterns were substantially blurred due to the camera being out-of-focus. Thus, a regular LCD monitor could be used to perform
accurate camera calibration, at a close (out-of-focus) range, instead of using a
large, diﬃcult to fabricate, and expensive planar object at a far (in-focus) range.
The method was shown to accurately calibrate camera intrinsic parameters regardless of the amounts of defocusing. For example, the focal length distance is
approximately 0.2% when the camera is focused versus out-of-focus. Further,
this method has also been utilized to aid in the calibration of a structured light
system, extending its 3D measurement range. These works were each published
in the Journal of Applied Optics and were discussed in Chapter 3.
• Developed a method of encoding 3D range geometry, along with its
respective texture information, that is highly resilient to lossy compression artifacts. The primary contribution of this method was utilizing
the geometric constraints, inherent to a structured light 3D scanning device, to
reduce the amount of data which need be stored within the encoded 2D im-
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age. The proposed method was thus able to accurately encode a ﬂoating-point
unwrapped phase map, representative of 3D geometry information, into a regular 2D image; requiring only two color channels to do so. This left one color
channel of the output image free to store additional information, such as the
3D geometry’s respective texture information. This method was able to achieve
both very high compression ratios (i.e., small ﬁle sizes) and high reconstruction
accuracies (i.e., low reconstruction error rates). For instance, a compression
ratio of 3,038:1 was achieved with JPEG 80, versus the STL format, with an
RMS error of 0.47%. This work was published in the Journal of Applied Optics
and its details were discussed in Chapter 4.
• Developed a method of encoding 3D range geometry that is highly
resilient to lossy compression artifacts that has a computationally
inexpensive decoding process. The primary contribution of this method
was encoding fringe order information (necessary for data decoding) within a
low frequency, continuous phase map. In terms of intensity, all three channels
have a rather smooth proﬁle, and are thus aﬀected less by lossy compression
artifacts. This allows the method to achieve both very high compression ratios
(i.e., small ﬁle sizes) and high reconstruction accuracies (i.e., low reconstruction error rates), even if high levels of lossy JPEG compression are used. For
instance, when using this method to encode 3D range data into a 2D image
compressed with JPEG 80, a compression ratio of 951:1 was achieved versus
the OBJ ﬁle format with an error rate of 0.027%. Given these low error rates,
little-to-no post-processing of the reconstructed data is necessary, making our
method very eﬃcient for real-time implementation on either CPU- or GPUbased software architectures. Lastly, the method’s resiliency to lossy image
compression enables its natural extension to video encoding, further enabling
high-quality 3D video transmission. This work was published in the Journal of
Applied Optics and its details were introduced in Chapter 5.
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• Developed Holostream, a novel platform for high-accuracy, highspeed 3D range video encoding and streaming over wireless networks.
The aforementioned technologies helped make it possible to (1) capture highresolution and high-quality 3D video data and (2) accurately and eﬃciently
encode the 3D geometry information. With these advancements, we developed
the novel Holostream platform for high-quality 3D video recording, encoding,
compression, decompression, visualization, and interaction. A demonstration
system successfully delivered video-rate photorealistic 3D video content over
standard wireless networks to mobile (e.g., iPhone, iPad) devices. Utilizing
the above innovations and mature video compression techniques, Holostream
was able to deliver high-quality 3D video and color texture data to mobile devices using only 4.8-14 Mbps. Even under extremely poor network conditions,
structurally representative 3D geometry and reasonably high-quality texture
information could be delivered using only 0.48 Mbps. To emphasize the eﬃciency of this platform, this dissertation research also developed a fully mobile
Holostream platform implementation that enabled mobile iPad devices to both
send and receive 3D video content, acquired via a commercially available structured light scanner, in real-time across wireless networks. The majority of this
work was published in the 2018 proceedings of Electronic Imaging [81] and its
details were introduced in Chapter 6.

7.2

Future Directions
This dissertation research has developed technologies contributing toward the de-

velopment of a high-quality, low-bandwidth 3D video communications platform. With
such a platform technology, many new research areas and applications may now be
enabled. This section will brieﬂy introduce several future directions in which this
dissertation research could be further developed or applied.
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7.2.1

Mobile Holostream

As discussed in Chapter 6.5, the Mobile Holostream platform currently has a
diﬀerence between the encoded frames per second (FPS) transmitted over WebRTC
by the sending iPad and the FPS received and decoded on the receiving iPad. There
are many factors that can aﬀect this discrepancy, including the computational load
of each device and the bandwidths provided by the wireless network. One side-eﬀect
of the variability in FPS was that performing absolute frame-to-frame comparisons
between the same frame on either end proved to be challenging. Future work on
the Mobile Holostream platform could explore how to perform such evaluations using
WebRTC. Once absolute comparisons can be made between the same frames on either
end, more precise analysis of 3D data reconstructed from compressed video can be
conducted. Such analysis could provide insight into new methods for the optimal
encoding of lower-quality (i.e., higher-entropy) data provided by today’s commercially
available 3D imaging devices.
In addition, expanding the Mobile Holostream research to allow multiple users to
transmit 3D video information to a one another, or to a single shared environment,
could potentially enable new methods of remote collaboration and telepresence. To
perform such an extension of this dissertation research, a web server could be used to
receive compressed 3D video streams from multiple users. Depending on the desired
application, the web server could potentially (1) perform a virtual reconstruction of
the environment from the multiple received 3D video streams (if the users are each
capturing a diﬀerent perspective of the same scene); or (2) allow users to create a
unique virtual scenes composed of the received 3D streams. Regardless, after the virtual scene has been constructed on the web server, it can be compressed and delivered
to receiving devices for visualization in the preferred method (e.g., mobile device, augmented reality, virtual reality). For this extension of the Mobile Holostream platform
to be successful, techniques to achieve very low latency 3D video communications to
and from the server would be necessary. Any delay in transmitting multiple 3D video

118
streams or in constructing, compressing, and transmitting a shared virtual environment could cause signiﬁcant impact to the visualization and interaction capabilities of
the platform. If achieved, however, this extension could enable many new applications
within collaboration and telepresence. It could also be used to enable applications
for live, immersive sporting events and theatre.

7.2.2

Homeland Security

In the context of homeland security, the ability to quickly identify a dangerous
or wanted individual, say in an airport or train station, may be critical. To perform
this identiﬁcation, 3D facial recognition could be used, however this may be diﬃcult
to do eﬃciently and accurately due to the data size (both of the captured individual
and the data set to perform the recognition against) and available computational
resources. Another factor would be how comprehensive (i.e., populated) the data set
of individuals to perform the recognition against was, especially since this data set
could vary from one venue to the next.
As described in Chapter 6, this dissertation research currently delivers compressed
3D video to a web server for transmission to receiving device. Currently, this web
server acts as a simple relay, receiving the compressed data from a sending device and
transmitting it to a receiving device. This research could potentially be extended,
however, to perform analysis on the 3D data before transmitting it to a receiving
device. Regarding the application of homeland security, performing facial recognition
on the compressed 3D video received by the web server could overcome some of the
aforementioned challenges. First, performing the analysis on the compressed data
could reduce the size and complexity of the data to be recognized and the data set
to perform the recognition against. Second, if the recognition task were performed
remotely on distributed web servers, this could potentially allow for faster recognition
times and could increase the comprehensiveness of the data set (many venues could
share one large, distributed data set to perform the recognition against). Upon re-
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ceiving the compressed 3D data and performing recognition, the identiﬁcation results
could be delivered back to the venue in which the data was taken, possibly providing
information on if an individual was on a wanted list or is potentially dangerous, for
example.

7.2.3

Telemedicine

As described in detail in Chapter 1 and 2, one application area that could beneﬁt
from the contributions of this dissertation research is telemedicine. Current 2D technologies do not allow for natural and interactive communications, for accurate monitoring, or for measurements to be taken for assessment. The high-quality, wireless,
and potentially mobile 3D video communication platform proposed by this dissertation may be able to overcome these challenges, however, especially as an increasing
number of consumer mobile devices are equipped with 3D sensors. Given this, medical patients would ideally be able to use their personal devices to receive care via a
3D telemedicine application.
To advance upon this dissertation research, novel methods of encoding low-quality
(i.e., high-entropy) 3D geometry data gathered from consumer devices could be investigated. Further, the introduction of a new technology like 3D video telemedicine
to the medical ﬁeld will require developing new best-practices for providing the best
care with it. To address this, novel methods of visualizing and interacting with transmitted 3D video data could be investigated. Visualizing 3D video telemedicine data
within augmented and virtual reality environments, for example, could lead to new
best-practices for remote and collaborative medical care. In addition, since such a 3D
telemedicine system would potentially be transmitting sensitive medical information,
methods for 3D data encryption and security could be explored.
Lastly, this dissertation research’s ability to accurately capture and transmit 3D
video data could potentially be used to extend the capabilities of remote surgery.
One or more high-quality 3D scanning devices could be used to capture real-time
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3D video of a surgery as its being performed. Now, consider there is a more experienced, or expert, surgeon who practices within a hospital of another country. This
dissertation research could be used to deliver 3D video of the surgery to the remote
surgeon in real-time. The remote surgeon could then visualize or perform analysis
on the surgery within augmented or virtual reality, providing immediate feedback
and guidance to the surgeon(s) performing the operation. Next, consider minimally
invasive robotic surgery systems (e.g., the da Vinci Surgical System [92]) that allow
surgeons to perform operations comfortably using peripheral devices connected to a
computer. If such surgical systems are equipped with one or more high-quality 3D
scanning devices, this dissertation research could be used to deliver 3D video data of
the surgery to this computer, potentially enabling the surgeon to perform operations
from a remote location.
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