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On the Deterministic Code Capacity Region of an Arbitrarily
Varying Multiple-Access Channel Under List Decoding
Sirin Nitinawarat, Member, IEEE
Abstract—We study the capacity region CL of an arbitrarily
varying multiple-access channel (AVMAC) for deterministic codes
with decoding into a list of a fixed size L and for the average
error probability criterion. Motivated by known results in the
study of fixed size list decoding for a point-to-point arbitrarily
varying channel, we define for every AVMAC whose capacity
region for random codes has a nonempty interior, a nonnegative
integer Ω called its symmetrizability. It is shown that for every
L ≤ Ω, CL has an empty interior, and for every L ≥ (Ω + 1)2,
CL equals the nondegenerate capacity region of the AVMAC for
random codes with a known single-letter characterization. For
a binary AVMAC with a nondegenerate random code capacity
region, it is shown that the symmetrizability is always finite.
Index Terms—Arbitrarily varying channel, capacity region, de-
terministic code, list decoding, multiple-access channel, random
code, symmetrizability
I. INTRODUCTION
We study the deterministic code capacity region of an
arbitrarily varying multiple-access channel (AVMAC) under
fixed size-L list decoding. For every received sequence, a list
decoder outputs a list of message pairs of size at most L.
The error occurs when the transmitted message pair is not in
the output list. We restrict ourselves to a discrete memoryless
AVMAC with finite inputs, output and state alphabets and the
average error probability criterion.
For a point-to-point transmission over an arbitrarily varying
channel (AVC), it is known [1] that the (list-of-1 size) de-
terministic code capacity equals either 0 or the random code
capacity. The latter capacity is defined for a “random code”
in which the encoder and the decoder are assumed to have
a shared access to a random experiment of which the result
can be used in selecting a deterministic code from a pool
of them. A sufficient condition was introduced in [7] for the
deterministic code capacity to be zero; this condition, of the
AVC being “symmetrizable,” was shown to be necessary as
well for the AVC to have a zero deterministic code capacity
[5]. When list decoding of a fixed size L is considered, it
also holds that the list-of-L size capacity for deterministic
codes equals either 0 or the random code capacity; a necessary
and sufficient condition for the list-of-L size capacity for
deterministic codes to be zero was given in [3], [9] in terms of
a quantity called the “symmetrizability” of the AVC defined
in [9]. This concept of the “symmetrizability” of an AVC can
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be regarded as a generalization of the condition of the AVC
being symmetrizable considered in [7], [5]. Precisely, an AVC
is symmetrizable if its symmetrizability is at least 1.
Next, turning to transmission over an AVMAC, with the
usual decoding (L = 1), Jahn [10] showed that the capacity
region for deterministic codes C1 either has an empty inte-
rior or equals the random code capacity region defined and
characterized therein. Gubner [8] introduced the condition of
the AVMAC being symmetrizable and showed that it implies
that the interior of C1 is empty. Later, Ahlswede and Cai [2]
proved that this condition is also necessary for the emptiness
of the interior of C1.
In the present paper, we introduce a concept of symmetriz-
ability of an AVMAC and study its relationship with its list-
of-L size capacity region for deterministic codes
II. PRELIMINARIES
We start with the definitions of the discrete memoryless
AVMAC and describe certain quantities relating to its specific
behavior.
Let X ,Y,Z and S be finite sets representing the two
input alphabets, the output alphabet and the state alphabet,
respectively. The AVMAC is determined by a family of con-
ditional probability distributions W (z|x, y, s) on Z(z ∈ Z),
defined by two input signals x ∈ X , y ∈ Y and a state
s ∈ S. It is assumed that the AVMAC is memoryless, i.e.,
that the transition probability function Wn(z|x,y, s), x =
(x1, . . . , xn) ∈ Xn, y = (y1, . . . , yn) ∈ Yn, (z1, . . . , zn) ∈
Zn, s = (s1, . . . , sn) ∈ Sn satisfies Wn(z|x,y, s) =∏n
t=1W (zt|xt, yt, st). We denote such a channel as T =
(W,X ,Y,S,Z). A deterministic code (U (n),V(n)) of length
n and cardinalities M1, M2 is a collection of U (n) =
{x1, . . . ,xM1} ⊆ Xn and V(n) = {y1, . . . ,yM2} ⊆ Yn. We
call R1 = 1n log2M1 and R2 =
1
n log2M2 the rates of the
codes for transmitter 1 and transmitter 2, respectively, and
(R1, R2) the rate-tuple of the code.
In this paper, we consider list decoding of a fixed size L;
the usual decoding corresponds to the special case of L = 1.
Given M1 and M2, a list-of-L size decoder φL is defined, for
every z ∈ Zn, as φL (z) ⊆ {1, . . . ,M1} × {1, . . . ,M2} such
that |φL (z) | ≤ L. The code together with the list decoder
CL = (U (n),V(n), φL) is called a deterministic code decoded
into a list of size L. The error probability of decoding into a
list of size L when the message pair (i, j) is transmitted over
the AVMAC in the state s ∈ Sn is defined as
eL(i, j, s) = eL(i, j, s, CL)
,
∑
z∈Zn: (i,j)/∈φL(z)
Wn(z|xi,yj , s), (1)
2and the corresponding average error probability is defined as
e¯L(s) = e¯L(s, CL) ,
M1∑
i=1
M2∑
j=1
1
M1M2
eL(i, j, s). (2)
For R1 > 0, R2 > 0, we are interested in the quantity
p¯L(R1, R2)
= sup
ǫ>0
lim sup
n→∞
min
CL, log2M1≥(R1−ǫ)n
log2M2≥(R2−ǫ)n
max
s∈Sn
e¯L(s, CL).
Define the list-of-L size capacity region CL = CL(T ) of T
for deterministic codes under the average error probability
criterion to be the closure of the region {(R1 ≥ 0, R2 ≥
0) : p¯L(R1, R2) = 0}; let int(CL) denote the interior of CL.
The random code capacity region CR, defined in [10], will
play a central role in this paper. CR was characterized therein
as the closure of the convex hull of the following region
⋃
PX (x),
PY (y)

(R1, R2) :
0 ≤ R1 ≤ infPS(s) I(X ∧ Z|Y )
0 ≤ R2 ≤ infPS(s) I(Y ∧ Z|X)
R1 + R2 ≤ infPS(s) I(X,Y ∧ Z)

 ,
(3)
with the union being over all distributions PX on X and PY on
Y and with the joint distribution of (X,Y, Z) ∈ X×Y×Z be-
ing PXY Z(x, y, z) = PX(x)PY (y)
∑
s∈S PS(s)W (z|x, y, s).
III. MAIN RESULTS
The following theorem extends the statement of Jahn [10]
from L = 1 to the case L ≥ 1.
Theorem 1: Either CL equals CR or int(CL) = ∅.
The proof of Theorem 1 follows the derivation in [10].
When int(CL) 6= ∅, a short deterministic prefix code with
decoding into a list of size L, at a rate-tuple with each
individual rate being nonzero, can be concatenated with a
collection (polynomial ensemble size) of long codes to show
that CL ⊇ CR. That CL ⊆ CR also follows, upon noting that
CR remains unchanged for list decoding of a fixed size, in a
similar manner to the AVC case [3], [9] and an exercise in [4,
p. 230].
Definition 1: For a positive integer u, an AVMAC T is
u-symmetrizable if at least one of the following holds.
a) There exists a conditional probability distribution
U from X u × Yu to S such that for any x1, . . . , xu+1 ∈
X , y1, . . . , yu+1 ∈ Y, z ∈ Z and any permutation π on
[u+ 1] , {1, . . . , u+ 1},∑
s∈S
W (z|x1, y1, s)U(s|x2, y2, . . . , xu+1, yu+1) =
∑
s∈S
W (z|xπ(1), yπ(1), s)U(s|xπ(2), yπ(2), . . . , xπ(u+1), yπ(u+1)).
(4)
b) For some integers a, b ≥ 0 satisfying (a + 1)(b + 1) ≥
u+ 1, there exists a conditional probability distribution
U from X a × Yb to S such that for any x1, . . . , xa+1 ∈
X , y1, . . . , yb+1 ∈ Y, s ∈ S, z ∈ Z , and any permutations
π on [a+ 1] and σ on [b+ 1],∑
s∈S
W (z|x1, y1, s)U(s|x2, . . . , xa+1, y2, . . . , yb+1) =
∑
s∈SW (z|xπ(1), yσ(1), s)
U(s|xπ(2), . . . , xπ(a+1), yσ(2), . . . , yσ(b+1)). (5)
To simplify terminology, we take all AVMACs to be 0-
symmetrizable. It is clear that if T is u-symmetrizable, then
T is also u′-symmetrizable for all 0 ≤ u′ ≤ u. The
symmetrizability of T denoted by Ω = Ω(T ) is defined as
the largest integer u for which T is u-symmetrizable.
Note that the symmetrizable condition in [8] is tantamount
to the 1-symmetrizable condition here.
Theorem 2: For an AVMAC with symmetrizability Ω,
int(CL) = ∅ for every L ≤ Ω.
Theorem 3: For an AVMAC with symmetrizability Ω and
for every L ≥ (Ω + 1)2, CL equals CR with a nonempty
interior.
A natural question that arises at this point is whether there
exists an AVMAC with unbounded symmetrizability, i.e., it is
u-symmetrizable for an infinitely many values of u. If such an
AVMAC also satisfies int
(
CR
) 6= ∅, then it follows from The-
orem 2 that CL 6= CR, for every L ≥ 1. Our last result shows
that for a binary AVMAC (|X | = |Y| = |S| = |Z| = 2) , this
contingency never arises. Furthermore, it is shown that the
symmetrizability of a binary AVMAC can be arbitrarily large.
Theorem 4: Any binary AVMAC satisfying int
(
CR
) 6= ∅
must have bounded symmetrizability. Moreover, for any N >
0, there exists a binary AVMAC with the symmetrizability
larger than N .
IV. PROOFS
For a positive integer M , let [M ] denote {1, . . . ,M}, and
for a set K ⊆ [M ] × [M ], let IK , {i ∈ [M ] : ∃j ∈
[M ] such that (i, j) ∈ K} and, similarly, JK , {j ∈
[M ] : ∃i ∈ [M ] such that (i, j) ∈ K}. We shall call a set
K ⊆ [M ]× [M ] a diagonal if |K| = |IK | = |JK | and call it a
rectangle if |K| = |IK ||JK |; when the size of K is specified,
say |K| = A, we shall also refer to them as A-diagonal and
A-rectangle respectively.
Proof of Theorem 2: For a fixed L ≤ Ω and any δ > 0, we
consider any deterministic code (decoded into a list of size L)
CL = (U (n) = {xi}Mi=1, V(n) = {yi}Mi=1, φL(z)) with R =
1
n log2M ≥ δ. By Definition 1, either (4) holds with u = Ω
or (5) holds with some a, b such that (a+1)(b+1) = Ω+ 1,
or both.
First, suppose that (4) holds with u = Ω. For any Ω-
diagonal K = {(i1, j1), (i2, j2), . . . , (iΩ, jΩ)} ⊂ [M ] × [M ],
with (i1, j1) < (i2, j2) < . . . < (iΩ, jΩ) (for a fixed ordering
of [M ] × [M ]), let SK denote a random state sequence
with distribution Un(s|xi1 ,yj1 , . . . ,xiΩ ,yjΩ). Also, for any
(i, j) ∈ [M ]× [M ], let
E[Wn(z|xi,yj , SK)] ,∑
s∈Sn
Wn(z|xi,yj , s)Un(s|xi1 ,yj1 , . . . ,xiΩ ,yjΩ).
3Then, for any Ω + 1-diagonal K ′ and one of its element
(i∗, j∗), we have
∑
(i,j)∈K′ E[eL(i, j, SK′\{(i,j)})]
=
∑
(i,j)∈K′

1−
∑
z:(i,j)
∈φL(z)
E[Wn(z|xi,yj , SK′\{(i,j)})]


= (Ω + 1)−∑
z
∑
(i,j)∈K′:
(i,j)∈φL(z)
E[Wn(z|xi,yj , SK′\{(i,j)})]
= (Ω + 1)−∑
z
∑
(i,j)∈K′:
(i,j)∈φL(z)
E[Wn(z|xi∗ ,yj∗ , SK′\{(i∗,j∗)})] by (4)
≥ (Ω + 1)− L, by |φL(z)| ≤ L. (6)
Next, let PΩ be the set of all Ω-diagonals in [M ] × [M ].
Then, |PΩ| =
(
M
Ω
)2
Ω! and
1
|PΩ|
∑
K∈PΩ
E[e¯L(SK)]
≥ 1|PΩ|M2
∑
K∈PΩ
∑
(i,j)∈Ic
K
×Jc
K
E[eL(i, j, SK)]
=
1
|PΩ|M2
∑
K′∈PΩ+1
∑
(i,j)∈K′
E[eL(i, j, SK′\{(i,j)})]
≥ |PΩ+1|(Ω + 1)|PΩ|M2 (1−
L
Ω + 1
), by (6)
= (
M − Ω
M
)2(1− L
Ω+ 1
).
Then, for any M = ⌊2δn⌋,
lim infn→∞
1
|PΩ|
∑
K∈PΩ
E[e¯L(SK)] > 0 if L ≤ Ω. Since
the left side is an average of e¯L(s) with respect to a dis-
tribution of SK with K being uniform on PΩ, we get that
lim inf
n→∞
max
s
e¯L (s) > 0 if L ≤ Ω. It now follows that
int(CL) = ∅, as δ > 0 can be taken to be arbitrarily small.
Next, consider the case in which (5) holds with some
a, b satisfying (a + 1)(b + 1) = Ω + 1. For any rectangle
K = {i1, . . . , ia}×{j1, . . . , jb}, let SK denote a random state
sequence with distribution Un(s|xi1 , . . . ,xia ,yj1 , . . . ,yjb).
For any rectangle K ′ with |IK′ | = a + 1 and |JK′ | = b + 1
and any (i, j) ∈ K ′, we let K ′i,j denote the smaller rectangle
K ′i,j = IK′\{i} × JK′\{j}. For any such K ′ with one of its
element being denoted by (i∗, j∗), we have
∑
(i,j)∈K′ E[eL(i, j, SK′i,j )]
=
∑
(i,j)∈K′

1− ∑
z:(i,j)∈φL(z)
E[Wn(z|xi,yj , SK′i,j )]


= (a+ 1)(b+ 1)−∑
z
∑
(i,j)∈K′
(i,j)∈φL(z)
E[Wn(z|xi,yj , SK′
i,j
)]
= (a+ 1)(b+ 1)−∑
z
∑
(i,j)∈K′
(i,j)∈φL(z)
E[Wn(z|xi∗ ,yj∗ , SK′
i∗,j∗
)] by (5)
≥ (Ω + 1)− L by |φL(z)| ≤ L. (7)
Next, let P(a,b) be the set of all rectangles K with |IK | = a
and |JK | = b. Then, |P(a,b)| =
(
M
a
)(
M
b
)
and
1
|P(a,b)|
∑
K∈P(a,b)
E[e¯L(SK)]
≥ 1|P(a,b)|M2
∑
K∈P(a,b)
∑
(i,j)∈Ic
K
×Jc
K
E[eL(i, j, SK)]
=
1
|P(a,b)|M2
∑
K′∈P(a+1,b+1)
∑
(i,j)∈K′
E[eL(i, j, SK′i,j )]
≥ |P(a+1,b+1)|(Ω + 1)|P(a,b)|M2
(1− L
Ω+ 1
), by (7)
=
(M − a)(M − b)
M2
(1− L
Ω + 1
),
by (a+ 1)(b+ 1) = Ω+ 1.
It now follows as in the previous case that int(CL) = ∅.
Proof of Theorem 3: We start with some standard notations.
For positive numbers u, v and a collection of sequences, each
of length n, (x1, . . . ,xu,y1, . . . ,yv, s, z) ∈ (X )un× (Y)vn×
Sn ×Zn, P(x1,...,xu,y1,...,yv,s,z) denotes the joint type of the
sequences: the empirical distribution on X u×Yv ×S ×Z of
the sequences which is given by the formula
P(x1,...,xu,y1,...,yv,s,z)(x1, . . . , xu, y1, . . . , yv, s, z)
=
n(x1,...,xu,y1,...,yv,s,z)
n
,
where n(x1,...,xu,y1,...,yv,s,z) is the number of t ∈
{1, . . . , n} such that (x1t, . . . , xut, y1t, . . . , yvt, st, zt) =
(x1, . . . , xu, y1, . . . , yv, s, z). Each of the marginal distribu-
tions of P(x1,...,xu,y1,...,yv,s,z) on X , . . . ,X ,Y, . . . ,Y,S,Z is
called the type of x1, . . . ,xu,y1, . . . ,yv, s, z, respectively.
Given the joint type, it is often convenient to associate
random variables X1, . . . , Xu, Y1, . . . , Yv, S, Z with the joint
distribution P(x1,...,xu,y1,...,yv,s,z).
For a finite set A and any two distributions
P1(a), P2(a), a ∈ A, let D(P1||P2) ,
∑
a∈A
P1(a) log
P1(a)
P2(a)
and d(P1, P2) ,
∑
a∈A
|P1(a) − P2(a)| denote the divergence
and variational distance of P1, P2, respectively.
For a collection of sequences (x1, . . . ,xu,y1, . . . ,yv, s, z)
with the joint type P(x1,...,xu,y1,...,yv,s,z) = PXuY vSZ , we use
the following standard notations
TX = {x ∈ Xn : Px = PX}
TZ|X1Y1S(x1,y1, s) = {z ∈ Zn : P(x1,y1,s,z) = PX1Y1SZ}
4TZ|XuY vS(xu,yv, s) = {z ∈ Zn : P(xu,yv,s,z) = PXuY vSZ}
TX1|Xu2 Y vS(xu2 ,yv, s) = {x ∈ Xn : P(x,xu2 ,yv,s) = PXuY vS}.
Then, the following relations are valid [4]:
For any W (z|x, y, s),
Wn(TZ|X1Y1S(x1,y1, s)|x1,y1, s)
≤ 2−nD(PX1Y1SZ ||W×PX1Y1S); (8)
For any W (z|xu, yv, s),
Wn(TZ|XuY vS(xu,yv, s)|x1,y1, s)
≤ 2−nD(PXuY vSZ||W (z|x1,y1,s)×PXuY vS); (9)
For any Q(x1|xu2 , yv, s),
Qn(TX1|Xu2 Y vS(xu2 ,yv, s)|xu2 ,yv, s)
≤ 2−nD(PXuY vS ||Q×PXu2 Y vS). (10)
Recall from Theorem 1 that it suffices to show that
int(CL) 6= ∅. To this end, we consider a “constant compo-
sition” code U = U (n)x = {x1, . . . ,xM} and V = V(n)y =
{y1, . . . ,yM} with each xi and each yj having the same types
PX(x) = P(x) and PY (y) = P(y) coinciding with the types
of fixed sequences x ∈ Xn and y ∈ Yn, respectively. We first
describe a list decoding algorithm for such code and show in
Lemma 1 that it is a list-of-L size decoder. Then, a “good”
code is specified in Lemma 2 and is used, together with the
decoder, to show that int(CL) 6= ∅.
The list decoding algorithm consists of two steps and is
parameterized by a (small) parameter η > 0 to be chosen
shortly. This algorithm follows the ideas of [5], [3], [9], [2].
Given the received sequence z, a successive execution of
the following two steps will produce the output list φU ,VL (z):
1. Collect a list of message pairs Γ ⊆ [M ]×[M ] comprising
every (i, j) ∈ Γ for which there exists a state sequence s ∈ Sn
such that
D(PXY SZ ||PX × PY × PS ×W ) ≤ η, (11)
where PXY SZ = P(xi,yj ,s,z). If z ∈ Zn is such that |Γ| ≤ L,
then assign φU ,VL (z) = Γ and stop. For such z, Γ is a feasible
decoded list of pairs of messages. Otherwise, we proceed to
Step 2 to prune Γ to get a feasible list as follows.
2. Put a message pair (i, j) in φU ,VL (z) if (i, j) ∈ Γ and if
for some s ∈ Sn satisfying (11), it holds that for every subset
K ⊆ Γ such that (i, j) ∈ K and |K| = L+ 1,
I(XY Z ∧Xa−1, Y b−1|S) ≤ η, (12)
where a = |IK | and b = |JK | and PXYXa−1Y b−1SZ =
P(xi,yj ,xIK\{i},yJK\{j},s,z).
Let φU ,VL (z) = {(1, 1)} if no (i, j) satisfies (11) and (12).
Lemma 1: Let Ω be the symmetrizability of an AVMAC.
Then, there exist functions f : {0, 1, . . .} → {0, 1, . . .}
and η(α) : R+ → R+ such that for any α > 0, any
x ∈ Xn and y ∈ Yn satisfying minx∈X P(x)(x) ≥ α and
miny∈Y P(y)(y) ≥ α, every L ≥ f(Ω), and any constant
composition code (Ux,Vy), the decoding algorithm φU ,VL (z) as
above and with η (α) in (11) and (12) satisfies |φU ,VL (z)| ≤ L
for every z ∈ Zn. Furthermore, f(u) ≤ (u + 1)2 for every
u ≥ 0.
Proof of Lemma 1: For positive integers A,M , a set K ⊆
[M ]× [M ] is said to contain an A-diagonal or an A-rectangle
if there exists K ′ ⊆ K such that K ′ is an A-diagonal or an
A-rectangle, respectively. For any positive integers A,R,M
such that A ≤ R, let B(A,R,M) , |{K ⊆ [M ] × [M ] :
|K| = R, K contains neither A-diagonal nor A-rectangle}|.
Claim 1: For any A ≥ 1, any R ≥ (A − 1)2 + 1 and any
M > 0, B(A,R,M) = 0.
To see this, consider an arbitrary M > 0 and a set K ⊆
[M ] × [M ] with |K| = R ≥ (A − 1)2 + 1. If |IK | ≥ A and
|JK | ≥ A, then clearly K contains an A-diagonal. Consider
the rest of the K ′s with, say, |IK | ≤ A−1. As (A−1)2+1 ≤
|K| =∑i∈IK |K ∩ {i} × JK | and |IK | ≤ A− 1, there exists
an i∗ ∈ IK for which |K ∩ {i∗} × JK | ≥ A, i.e., K contains
an A-rectangle, namely, K∩{i∗}×JK . This proves the claim.
Next, let
g(A) , min
R≥A
supM>0 B(A,R,M)=0
R ≤ (A− 1)2 + 1, by Claim 1.
(13)
The significance of g in (13) can be understood as follows. For
A ≥ 1 and any M > 0, it holds that any set K ⊆ [M ]× [M ]
with |K| ≥ g(A) must contain either an A-diagonal or an
A-rectangle. We now let, for every u ≥ 0,
f(u) , g(u+ 2)− 1 ≤ (u+ 1)2, by (13). (14)
We shall prove Lemma 1 with this f by contradiction. Suppose
that there exists an output sequence z ∈ Zn such that
|φU ,VL (z)| ≥ L+ 1. Pick some K ⊆ φU ,VL (z) with
|K| = L+ 1 ≥ f(Ω) + 1 = g(Ω + 2), by (14). (15)
Then, for any (i, j) ∈ K , by (11) and (12), we have that for
some sij ∈ Sn with PXIK YJKSijZ = P(xIK ,yJK ,sij ,z), it holds
that
2η ≥ D(PXiYjSijZ ||PXi × PYj × PSij ×W )
+ I(XiYjZ ∧XIK\{i}YJK\{j}|Sij)
= D
(
PXIK YJKSijZ ||
PXi × PYj × PSijXIK\{i}YJK\{j} ×W
)
.(16)
Next, from (15) and (13), K contains either a (Ω+2)-diagonal
or a (Ω + 2)-rectangle.
First, consider the case in which K contains a (Ω + 2)-
diagonal. Specifically, there exists a subset K ′ ⊆ K such that
|K ′| = |IK′ | = |JK′ | = Ω + 2. By separately permuting the
pair of indices of [M ]× [M ], we can assume without any loss
of generality that K ′ = {(1, 1), . . . , (Ω+2,Ω+2)}. Applying
the logsum inequality to (16) to every (i, i) ∈ K ′, i ∈ [Ω+2],
we get
2η ≥ D
(
PXΩ+2Y Ω+2Z ||
PXi × PYi × (
∑
s∈S PSiiXΩ+2i Y
Ω+2
i
×W )
)
,
(17)
where XΩ+2i , X[Ω+2]\{i} and Y
Ω+2
i , Y[Ω+2]\{i}. Applying
Pinsker’s inequality [4, p. 58] to (17), we get that, for each
5i ∈ [Ω + 2],
c
√
2η ≥ d
(
PXΩ+2Y Ω+2Z ,
PXi × PYi × (
∑
s∈S PSiiXΩ+2i Y
Ω+2
i
×W )
)
,
(18)
where c is an absolute constant. With triangle inequality, we
obtain that
2c
√
2η ≥
max
1≤i<j≤Ω+2
d
(
PXi × PYi × (
∑
s∈S PSiiXΩ+2i Y
Ω+2
i
×W ),
PXj × PYj × (
∑
s∈S PSjjXΩ+2j Y
Ω+2
j
×W )
)
.
(19)
Note that PXi = P(x) and PYi = P(y), i = 1, . . . ,Ω+2, with
minx∈X P(x)(x) ≥ α and miny∈Y P(y)(y) ≥ α, respectively.
The sought contradiction is obtained by invoking the following
Claim 2 upon setting η sufficiently small. The proof of Claim
2 is similar to that of Lemma A4 of [9] and is relegated to
the Appendix A.
Claim 2: For an AVMAC T with symmetrizability Ω and
any α > 0, there exists ν(α) > 0 such that for any pair
of distributions P (x), x ∈ X , and Q(y), y ∈ Y , satisfying
minx∈X P (x) ≥ α, miny∈Y Q(y) ≥ α and any collection
of Ω + 2 joint distributions Ui on XΩ+1 × YΩ+1 × S, i =
1, . . . ,Ω+ 2, it holds that
max
1≤i<j≤Ω+2
d
(
P
(i)
XΩ+2Y Ω+2S , P
(j)
XΩ+2Y Ω+2S
)
≥ ν, (20)
where for i = 1, . . . ,Ω+2, the joint distribution P (i)XΩ+2Y Ω+2S
on XΩ+2 × YΩ+2 × S is
P
(i)
XΩ+2Y Ω+2S
(xΩ+2, yΩ+2, s)
= P (xi)Q(yi)
(∑
s∈S
W (z|xi, yi, s)Ui(xΩ+2i , yΩ+2i , s)
)
.
Lastly, we consider the case in which K contains a (Ω+2)-
rectangle. Precisely, there exists I × J ⊆ K with |I| = a+1,
|J | = b+1 and (a+1)(b+1) ≥ Ω+2. By separately permuting
the pair of indices of [M ]× [M ], we can assume without any
loss of generality that I = [a+1], J = [b+1]. Similar to the
argument leading to (19), we get
2c
√
2η ≥
max
(i,j),(i′,j′)∈[a+1]×[b+1], (i,j) 6=(i′,j′)
d
(
PXi × PYj × (
∑
s∈S PSijXa+1i Y
b+1
j
×W ),
PXi′ × PYj′ × (
∑
s∈S PSi′j′X
a+1
i′
Y b+1
j′
×W )
)
. (21)
The sought contradiction is obtained by invoking the following
Claim 3, whose proof is also given in Appendix A, upon
setting η sufficiently small.
Claim 3: For an AVMAC T with symmetrizability Ω and
any α > 0, there exists ν(α) > 0 such that for any pair
of distributions P (x), x ∈ X , and Q(y), y ∈ Y , satisfying
minx∈X P (x) ≥ α, miny∈Y Q(y) ≥ α and any collection of
(a+1)(b+1) ≥ Ω+2 joint distributions Uij on X a×Yb×S,
i = 1, . . . , a+ 1, j = 1 . . . , b+ 1, it holds that
max
(i,j),(i′,j′)∈[a+1]×[b+1]
(i,j) 6=(i′,j′)
d
(
P
(ij)
Xa+1Y b+1S
, P
(i′j′)
Xa+1Y b+1S
)
≥ ν,
(22)
where for i = 1, . . . , a + 1, j = 1 . . . , b + 1, the joint
distribution P (ij)
Xa+1Y b+1S
on X a+1 × Yb+1 × S is
P
(ij)
Xa+1Y b+1S
(xa+1, yb+1, s)
= P (xi)Q(yj)
(∑
s∈S
W (z|xi, yj, s)Uij(xa+1i , yb+1j , s)
)
.
This completes the proof of Lemma 1.
We now specify in the following Lemma 2 a “good”
deterministic code, with nonzero rates; the proof of the lemma
is similar to that of Lemma 2 in [2] and is relegated to
Appendix B.
For a deterministic code (U (n)x ,V(n)y ) with |U| = |V| = M
and R = 1n log2M , any ǫ > 0 and any s ∈ Sn, we define
Aǫ(s) ,


(i, j) ∈ [M ]× [M ] :
D(PXY S ||PX × PY × PS) < ǫ
where PXY S = P(xi,yj,s)

 , (23)
Bǫ(s) ,


i ∈ [M ] : for any I ⊆ [M ]\{i},
|I| = L, any J ⊆ [M ], |J | = L+ 1,
I(X ∧XI , YJ , S) < (2L+ 1)R+ ǫ,
where PXXIYJS = P(xi,xI ,yJ ,s)

 , (24)
Cǫ(s) ,


j ∈ [M ] : for any J ⊆ [M ]\{j},
|J | = L, any I ⊆ [M ], |I| = L+ 1,
I(Y ∧XI , YJ , S) < (2L+ 1)R+ ǫ,
where PXIY YJS = P(xI ,yj ,yJ ,s)

 , (25)
Lemma 2: For any 0 < ǫ < δ, all sufficiently large n, and
any sequences x ∈ Xn and y ∈ Yn with H(P(x)) > δ and
H(P(y)) > δ, there exists a deterministic code (Ux,Vy) as
above with R ≥ δ such that for every s ∈ Sn,
|Aǫ(s)c| ≤ 2− ǫ4nM2 and (26)
|Bǫ(s)c|, |Cǫ(s)c| ≤ 2− ǫ4nM. (27)
For a fixed α > 0 and all n sufficiently large, choose
x ∈ Xn and y ∈ Yn so that minx∈X P(x)(x) ≥ α and
miny∈Y P(y)(y) ≥ α. We then choose η sufficiently small
according to Lemma 1. Next, for the x and y, and for some ǫ
and δ sufficiently small so that H(P(x)) > δ and H(P(y)) > δ
and
0 < ǫ < δ ≤ R < η
2(6L+ 4)
, (28)
we get from Lemma 2 a deterministic code (Ux,Vy) satisfying
(26), (27) and (28) with rate R. Combining this code with the
decoding algorithm from Lemma 1, we obtain a deterministic
code decoded into a list of size L. Lastly, we show that for
every s ∈ Sn, e¯L(s) approaches zero exponentially fast.
First, we note that it suffices to prove that for all (i, j) ∈
Aǫ(s)∩ [Bǫ(s)×Cǫ(s)], eL(i, j, s) approaches zero exponen-
6tially fast, because by (26) and (27),
e¯L(s) ≤ 1
M2
∑
(i,j)∈Aǫ(s)∩[Bǫ(s)×Cǫ(s)]
eL(i, j, s) + 3× 2− ǫ4n.
For a fixed s and (i, j) ∈ Aǫ(s) ∩ [Bǫ(s)× Cǫ(s)], eL(i, j, s)
is upper bounded by the probability of the event
⋂
s′∈Sn

E0(s′)
⋃ ⋃
(a,b):K
L,(i,j)
a,b
6=∅
Ea,b(s
′)



 , (29)
with respect to the conditional probability distribution
Wn(z|xi,yj , s). In (29), E0(s′) is the set of all z ∈ Zn
for which (11) is violated with xi,yj , s′, z and each of the
Ea,b(s
′) is the set of all z ∈ Zn for which (12) is violated
with xi,yj ,xIK\{i},yJK\{j}, s′, z for some K ∈ KL,(i,j)a,b ,
where KL,(i,j)a,b , {K ⊆ [M ] × [M ], (i, j) ∈ K, |K| =
L+ 1, |IK | = a, |JK | = b}. As
E0(s)
⋃ ⋃
(a,b):K
L,(i,j)
a,b
6=∅
Ea,b(s)

 (30)
subsumes (29), it suffices to prove the exponential decays of
Wn(E0(s))|xi,yj , s) and Wn(Ea,b(s))|xi,yj , s), for every s,
(i, j) ∈ Aǫ(s)∩ [Bǫ(s)×Cǫ(s)] and (a, b) such that KL,(i,j)a,b 6=
∅, as the number of all possible such pairs (a, b) is upper
bounded by (L+ 1)2. To this end, it is convenient to let
p(n) , (n+ 1)|X |
L+1|Y|L+1|S||Z|. (31)
We start with E0(s). First, because (i, j) ∈ Aǫ(s), we get
from (23) that
D(PXY S ||PX × PY × PS) ≤ ǫ, (32)
where PXY S = P(xi,yj ,s). Next, we let,
Q0 ,


PXY SZ : PXY SZ = P(xi,yj ,s,z)
for some z ∈ Zn such that
D(PXY SZ ||PX × PY × PS ×W ) ≥ η

 . (33)
Then,
Wn(E0(s)|xi,yj , s)
=
∑
(X,Y,S,Z)∈Q0
Wn(TZ|XY S(xi,yj , s)|xi,yj , s)
≤ p(n) max
(X,Y,S,Z)∈Q0
2−nD(PZXY S ||W×PXY S) by (8)
≤ p(n)×
max
(X,Y,S,Z)∈Q0
2
−n

D(PZXY S ||W × PXY S)− ǫ
+D(PXY S ||PX × PY × PS)


, by (32)
= p(n) max
(X,Y,S,Z)∈Q0
2−n(D(PZXY S ||PX×PY ×PS×W )−ǫ)
≤ p(n)2−n(η−ǫ) ≤ p(n)2−n( η2 ), by (33) and (28).
Lastly, we tackle Ea,b(s) for each fixed (a, b) for which
KL,(i,j)a,b 6= ∅. Let
Qa,b ,


PXYXa−1Y b−1ZS : PXYXa−1Y b−1ZS =
P(xi,yj,xIK\{i},yJK\{j},s,z),
for some z and K ⊆ [M ]× [M ] such that
(i, j) ∈ K, |K| = L+ 1, |IK | = a, |JK | = b,
I(XY Z ∧Xa−1Y b−1|S) ≥ η


(34)
and
Ra,b(XYXa−1Y b−1S) ,

K ⊆ [M ]× [M ] : (i, j) ∈ K,
|K| = L+ 1, |IK | = a, |JK | = b,
P(xi,yj ,xIK\{i},yJK\{j},s,z) = PXYXa−1Y b−1S

 . (35)
Note that |Ra,b(XYXa−1Y b−1S)| ≤ (M2)L.
By the definition of Bǫ(s) and Cǫ(s), for any joint type
XYXa−1Y b−1ZS in Qa,b, we get from (24) and (25) that
I(X ∧Xa−1Y Y b−1S) ≤ (2L+ 1)R+ ǫ and
I(Y ∧XXa−1Y b−1S) ≤ (2L+ 1)R+ ǫ, which gives
I(XY ∧Xa−1Y b−1|S) = I(X ∧Xa−1Y b−1|S) +
I(Y ∧Xa−1Y b−1|X,S)
≤ 2(2L+ 1)R+ 2ǫ. (36)
Then,
Wn(Ea,b(s)|xi,yj , s)
≤ ∪XYXa−1Y b−1ZS∈Qa,b
∪K∈Ra,b(XYXa−1Y b−1S)
Wn
( TZ|XYXa−1Y b−1ZS(xi,yj ,xIK\{i},yJK\{j}, s)∣∣ xi,yj , s
)
≤ p(n)22LR ×
max
XYXa−1Y b−1ZS∈Qa,b
2−nD(PXXa−1Y Y b−1SZ ||W×PXXa−1Y Y b−1S),
by (9)
= p(n)22LR ×
max
XYXa−1Y b−1ZS∈Qa,b
2
−n

 I(Z ∧Xa−1Y b−1|XY S)+
D(PXY SZ ||W × PXY S)


,
≤ p(n)22LR max
XYXa−1Y b−1ZS∈Qa,b
2−nI(Z∧X
a−1Y b−1|XY S)
≤ p(n)22LR ×
max
XYXa−1Y b−1ZS∈Qa,b
2
−n

 I(XY Z ∧Xa−1Y b−1|S)−2(2L+ 1)R− 2ǫ


,
by (36)
≤ p(n)2−n(η−(6L+2)R−2ǫ), by (34)
≤ p(n)2−n( η2 ), by (28).
This completes the proof of Theorem 3.
Proof of Theorem 4: For any x, y ∈ {0, 1} , we let
Wxy =
[
w0xy,w
1
xy
]
denote the line segment on the simplex
in R2 : {(x, y) : x ≥ 0, y ≥ 0, x+ y = 1} connecting the
two points w0xy = (W (0|x, y, 0) ,W (1|x, y, 0)) and w1xy =
(W (0|x, y, 1) ,W (1|x, y, 1)) . Furthermore, for any pmf q (·)
7on {0, 1} , we let wqxy denote the point wqxy = q (0)w0xy +
q (1)w1xy.
First, it suffices to assume that
∄q∗ : wq
∗
00 = w
q∗
10 and w
q∗
01 = w
q∗
11 ; (37)
and
∄q∗ : wq
∗
00 = w
q∗
01 and w
q∗
10 = w
q∗
11 , (38)
otherwise (37) or (38) will imply (see (3)) that int (CR) = ∅.
r
❅
❅
❅
❅
r
r
❅
❅
❅
❅
w0xy
Wxy w1xy
wq
∗
xy
Next, we observe that if W00 ∩W10 = ∅ or W01 ∩W11
= ∅ (W00 ∩W01 = ∅ or W10 ∩W11 = ∅) , then there is nei-
ther U (s|x2, y2, . . . , xu+1, yu+1) , u ≥ 1, that fulfills (4) nor
U (s|x2, . . . , xa+1, y2, . . . , yb+1) , a ≥ 1 (b ≥ 1) , that fulfills
(5), respectively. In order to establish the finiteness of the
symmetrizability Ω, we first show the following claim:
Claim 4: If W00 ∩W10 6= ∅ and W01 ∩W11 6= ∅
(W00 ∩W01 6= ∅ and W10 ∩W11 6= ∅) , then under (37)
((38)), there are finitely many u ≥ 1 for which there
exist U (s|x2, y2, . . . , xu+1, yu+1) that fulfill (4), and there
are finitely many a ≥ 1 (b ≥ 1) for which there exist
U (s|x2, . . . , xa+1, y2, . . . , yb+1) that fulfill (5).
Note that the finiteness of the symmetrizability Ω will
follow from the claim (along with its symmetric version with
the bracketed statements) along with the previously mentioned
nonexistence of the U (s|x2, y2, . . . , xu+1, yu+1) , u ≥ 1, or
U (s|x2, . . . , xa+1, y2, . . . , yb+1) , a ≥ 1 (b ≥ 1) under the
condition W00 ∩W10 = ∅ or W01 ∩W11 = ∅
(W00 ∩W01 = ∅ or W10 ∩W11 = ∅) , respectively.
It is clear that we only need to establish the non-bracketed
version of Claim 4, as the bracketed version will follow
by symmetry. To this end, we assume that W00 ∩ W10 6=
∅, W01 ∩ W11 6= ∅ and (37), and first prove that any
U (s|x2, . . . , xa+1, y2, . . . , yb+1) that fulfills (5) must satisfy
a ≤ K, where K is a constant depending only on the AVMAC.
Fix the sequence (y2, . . . , yb+1) , and let αk =
U
(
1|1k, 0a−k, y2, . . . , yb+1
)
, k = 0, 1, . . . , a, where
(x2, . . . , xa+1) =
(
1k, 0a−k
)
, and 1k, 0a−k denote a string
of 1 of length k and a string of 0 of length a−k, respectively.
Then if we denote the pmf W (·|x, y, s) by a row vector wsxy,
then we conclude from (5) that for any k = 0, 1, . . . , a− 1,[
w010,w
1
10
w011,w
1
11
] [
1− αk
αk
]
=
[
w000,w
1
00
w001,w
1
01
] [
1− αk+1
αk+1
]
. (39)
It is clear that the set of all pairs (α, α˜) ∈ [0, 1]2 that satisfy[
w010,w
1
10
w011,w
1
11
] [
1− α
α
]
=
[
w000,w
1
00
w001,w
1
01
] [
1− α˜
α˜
]
(40)
is closed and convex. We denote this set by S(W ) ∈ [0, 1]2 .
From (37), we conclude that S(W ) (regarded as a set in R2)
does not intersect the line L =
{
(x, y) ∈ R2 : x = y}. It then
follows from the hyperplane separation theorem [6] that for
some η > 0, it either holds that
S(W ) ⊆ {(α, α˜) ∈ [0, 1]2 : α˜ ≤ α− η} , (41)
or
S(W ) ⊆ {(α, α˜) ∈ [0, 1]2 : α˜ ≥ α+ η} . (42)
If the first case happens, then we get from (39), i.e.,
(αk, αk+1) ∈ S(W ), k = 0, . . . , a−1, that αa ≤ αa−1−η ≤
. . . ≤ α0−aη which in turn yields that a ≤ 1η , as αa ≥ 0 and
α0 ≤ 1. Similarly, if the second case is true, then (39) also
gives that a ≤ 1η , as αa ≤ 1 and α0 ≥ 0.
It is now left to prove that under the conditions in
the claim, there are finitely many u for which there exist
U (s|x2, y2, . . . , xu+1, yu+1) that fulfill (4). For any set of
nonnegative integers i, j, k, l such that i + j + k + l = u,
we let αk,li,j = U
(
1| (0, 0)i , (0, 1)j , (1, 0)k , (1, 1)l
)
. We then
conclude from (4) that for any i > 0, j > 0, i+j+k+ l = u,
[
w010,w
1
10
] [ 1− αk,li,j
αk,li,j
]
=
[
w000,w
1
00
] [ 1− αk+1,li−1,j
αk+1,li−1,j
]
,
[
w011,w
1
11
] [ 1− αk,li,j
αk,li,j
]
=
[
w001,w
1
01
] [ 1− αk,l+1i,j−1
αk,l+1i,j−1
]
.
(43)
Similar to (40), the set of all triplets (α, α˜, αˆ) ∈ [0, 1]3 that
satisfy
[
w010,w
1
10
] [ 1− α
α
]
=
[
w000,w
1
00
] [ 1− α˜
α˜
]
,
[
w011,w
1
11
] [ 1− α
α
]
=
[
w001,w
1
01
] [ 1− αˆ
αˆ
]
. (44)
is closed and convex. We denote this set by R(W ) ∈ [0, 1]3.
From (37), we conclude that R(W ) does not intersect the
line L˜ =
{
(x, y, z) ∈ R3 : x = y = z} , and the hyper-
plane separation theorem yields that there exist a, b, c ∈ R
with a + b + c = 0, and η ≥ 0 such that R(W ) ⊆
{(x, y, z) : ax+ by + cz ≥ η} . We then consider all possible
cases.
Case 1: One of a, b or c is zero. The subcases b = 0 and
c = 0 can be handled similarly, so without loss of generality
we only consider the subcase of b = 0. In this subcase, by
virtue of fact that a+ c = 0, we get that (α, α˜, αˆ) satisfying
(44) must fulfill αˆ ≤ α − ǫ, or αˆ ≥ α + ǫ, for some ǫ > 0,
which from (43) yields
α0,u0,0 ≤ α0,u−10,1 ≤ . . . ≤ α0,00,u − uǫ, (45)
or
α0,u0,0 ≥ α0,u−10,1 ≥ . . . ≥ α0,00,u + uǫ, (46)
respectively, thereby giving that u ≤ 1ǫ < ∞. When a = 0,
we get that any (α, α˜, αˆ) satisfying (44) must fulfil αˆ ≤ α˜−ǫ,
or αˆ ≥ α˜+ ǫ, for some ǫ > 0, which from (43), yields
α
0,⌊u/2⌋
⌈u/2⌉,0 ≤ α
⌊u/2⌋,0
⌈u/2⌉−⌊u/2⌋,⌊u/2⌋ − ⌊u/2⌋ǫ, (47)
8or
α
0,⌊u/2⌋
⌈u/2⌉,0 ≥ α⌊u/2⌋,0⌈u/2⌉−⌊u/2⌋,⌊u/2⌋ + ⌊u/2⌋ǫ, (48)
respectively, thereby giving that u ≤ 2 (1 + 1ǫ ) <∞.
Case 2. None of a, b or c is zero. The two subcases of ba > 0
and ca > 0 (as a+b+c = 0, one of them must be true) can be
handled similarly; we shall just consider the subcase of ba > 0.
From a+b+c = 0, we get from ax+by+cz ≥ η and ba > 0
that either z ≤ ax+ (1 − a)y − ǫ or z ≥ ax+ (1 − a)y + ǫ,
for some a ∈ (0, 1) and ǫ > 0. The two cases can be handled
similarly so we shall just show the first case. Note that
α
⌈u/2⌉−k,0
k,⌊u/2⌋ ≤ 1, k = 0, . . . , ⌊u/2⌋. (49)
We are in the case when R(W ) ⊆{
(x, y, z) ∈ R3 : z ≤ ax+ (1− a)y − ǫ}; hence, we
get from (43) and (49) that
α
⌈u/2⌉−k,1
k,⌊u/2⌋−1 ≤ aα⌈u/2⌉−k,0k,⌊u/2⌋ + (1− a)α⌈u/2⌉−k+1,0k−1,⌊u/2⌋ − ǫ
≤ 1− ǫ, k = 1, . . . , ⌊u/2⌋. (50)
If we apply this procedure recursively, we get that for every
j = 1, . . . ⌊u/2⌋,
α
⌈u/2⌉−k,j
k,⌊u/2⌋−j ≤ 1− jǫ, k = j, . . . , ⌊u/2⌋, (51)
which yields α⌈u/2⌉−⌊u/2⌋,⌊u/2⌋⌊u/2⌋,0 ≤ 1−⌊u/2⌋ǫ, thereby giving
that u ≤ 2 (1ǫ + 1).
Lastly, to show that the symmetrizability of a binary AV-
MAC can be arbitrarily large, it suffices to show that for any
N > 0, we can assign the various segments W00,W01,W10,
and W11 on the simplex so that (37) and (38) are fulfilled,
and that (5) will be fulfilled for some U (s|x2, . . . , xa+1) , and
some a > N. This can be done quite easily by letting W00 and
W10 be of the same (sufficiently small but positive) length and
the same orientation (it holds that W (0|0, 0, 0) < W (0|0, 0, 1)
and W (0|1, 0, 0) < W (0|1, 0, 1), or the other way around
with > instead) but slightly misaligned with each other.
Furthermore, we select W01 and W11 to be translated versions
of W00 and W10, (with the same offset) respectively, which
are sufficiently far apart from them so that W00 ∩W01 = ∅,
thereby satisfying (38). A consequence of this construction
will be that the constraint on the second line of (40) defining
S(W ) is redundant and that S(W ) is a line parallel to and,
say, above L =
{
(x, y) ∈ R2 : x = y} which is sufficiently
close to it. Then, starting from α0 = 0, there can be an
arbitrarily large a > 0 (as S(W ) gets arbitrarily close to
L) such that (αk, αk+1) ∈ S(W ), k = 0, . . . , a − 1, and
that αa ≤ 1, thereby rendering an arbitrarily large a for the
U (s|x2, . . . , xa+1) satisfying (5).
V. DISCUSSION
At present, there is a gap between Theorem 2 and Theorem
3, i.e., there exists a range of list sizes for which we cannot
determine CL. This is caused by the fact that our present
definition of symmetrizability only captures the “shape” of
an A-diagonal (4) and an A-rectangle (5), while the output
of a list decoder (for a fixed received sequence) can have
any “shape.” It is not clear how to capture these complicated
shapes in a single-letter manner as in (4) and (5). A full
characterization of CL may entail a multi-letter formula.
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VII. APPENDICES
A. Proof of Claim 2
We prove the claim by contradiction. Denote the set of
all permutations of [Ω + 2] by PΩ+2. If the claim is false,
then for any ν > 0 no matter how small, there exists a
collection of Ω+2 distributions Ui for which (20) is violated.
Since the left side of (20) is preserved when the indices of
(x1, y1), . . . , (xΩ+2, yΩ+2) are permuted, it holds for every
π ∈ PΩ+2 and every (i, j), 1 ≤ i < j ≤ Ω+ 2, that
ν >
d


P (xi)Q(yi)(∑
s∈SW (z|xi, yi, s)Uπ−1(i)(xπ([Ω+2])i , yπ([Ω+2])i , s)
)
,
P (xj)Q(yj)(∑
s∈SW (z|xj , yj , s)Uπ−1(j)(xπ([Ω+2])j , yπ([Ω+2])j , s)
)

 ,
where
x
π([Ω+2])
i = (xπ(1), . . . , xπ(π−1(i)−1), xπ(π−1(i)+1), . . . xπ(Ω+2))
and similarly for yπ([Ω+2])i .
Averaging over PΩ+2 and applying Jensen’s inequality, we
get for every (i, j), 1 ≤ i < j ≤ Ω + 2, that
d


P (xi)Q(yi)(∑
s∈SW (z|xi, yi, s)U(xΩ+2i , yΩ+2i , s)
)
,
P (xj)Q(yj)(∑
s∈SW (z|xj , yj, s)U(xΩ+2j , yΩ+2j , s)
)

 < ν,
(52)
where
U(xΩ+2i , y
Ω+2
i , s)
,
1
(Ω + 2)!
∑
π∈PΩ+2
Uπ−1(i)(x
π([Ω+2])
i , y
π([Ω+2])
i , s)
=
1
(Ω + 2)!
Ω+2∑
l=1
∑
π∈PΩ+2
π−1(i)=l
Ul(x
π([Ω+2])
i , y
π([Ω+2])
i , s)
=
1
(Ω + 2)!
Ω+2∑
l=1
∑
π¯∈PΩ+1
Ul(x
π¯([Ω+2]\{i})
i , y
π¯([Ω+2]\{i})
i , s).
Clearly, U is symmetric in (x1, y1), . . . (xΩ+1, yΩ+1). Conse-
quently, we conclude that for any ν > 0 no matter how small,
there exists a distribution U for which
max1≤i<j≤Ω+2
d


P (xi)Q(yi)(∑
s∈SW (z|xi, yi, s)U(xΩ+2i , yΩ+2i , s)
)
,
P (xj)Q(yj)(∑
s∈SW (z|xj , yj, s)U(xΩ+2j , yΩ+2j , s)
)

 < ν. (53)
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F (U, P,Q) defined on the compact set of all distributions U
on XΩ+1 × YΩ+1 × S which are symmetric in the sense
as mentioned earlier and all distributions P and Q on X
and Y satisfying minx∈X P (x) ≥ α, miny∈Y Q(y) ≥ α,
respectively. Consequently, there exists (U∗, P ∗, Q∗) which
attains the minimum of F and, hence, by (53), we have that
F (U∗, P ∗, Q∗) = 0. In particular, for any (i, j), 1 ≤ i < j ≤
Ω+ 2, we have that
P ∗(xi)Q
∗(yi)
(∑
s∈S
W (z|xi, yi, s)U∗(xΩ+2i , yΩ+2i , s)
)
=
P ∗(xj)Q
∗(yj)
(∑
s∈S
W (z|xj , yj, s)U∗(xΩ+2j , yΩ+2j , s)
)
. (54)
Marginalizing out the z in (54), we have that for ev-
ery (i, j), 1 ≤ i < j ≤ Ω + 2 and every
(x1, y1), . . . , (xΩ+2, yΩ+2),
P ∗(xi)Q
∗(yi)U
∗(xΩ+2i , y
Ω+2
i ) =
P ∗(xj)Q
∗(yj)U
∗(xΩ+2j , y
Ω+2
j ). (55)
Clearly, (54) together with the facts that minx∈X P ∗(x) ≥ α,
miny∈Y Q
∗(y) ≥ α render the required contradiction (since
W is not Ω+ 1-symmetrizable) if it holds that
U∗(xΩ+1, yΩ+1) = P ∗Ω+1(xΩ+1)Q∗Ω+1(yΩ+1). (56)
We now show that (56) indeed follows from (55) which is
done by induction on Ω+2. First, when Ω+2 = 2, (55) gives
that for every (x1, y1), (x2, y2), it holds that
P ∗(x1)Q
∗(y1)U
∗(x2, y2) = P
∗(x2)Q
∗(y2)U
∗(x1, y1),
which by summing over (x2, y2) gives (56). For every i <
Ω + 2 and j = Ω + 2, marginalizing (55) with respect to
(xΩ+2, yΩ+2) gives
U∗(xΩ+1, yΩ+1) =
U˜∗(xΩ+1i , y
Ω+1
i )P
∗(xi)Q
∗(yi), (57)
where U˜∗(xΩ+1i , y
Ω+1
i ) =
∑
xΩ+2,yΩ+2
U∗(xΩ+2i , y
Ω+2
i ).
Consequently, for every (i, j), 1 ≤ i < j ≤ Ω + 1,
marginalizing (55) with respect to (xΩ+2, yΩ+2) also gives
P ∗(xi)Q
∗(yi)U˜
∗(xΩ+1i , y
Ω+1
i ) = U
∗(xΩ+1, yΩ+1) =
P ∗(xj)Q
∗(yj)U˜
∗(xΩ+1j , y
Ω+1
j ). (58)
By the inductive hypothesis, it follows from (58) that
U˜∗(xΩ, yΩ) = P ∗Ω(xΩ)Q∗Ω(yΩ).
which when combined with (57) gives (56).
B. Proof of Claim 3
We prove the claim by contradiction. Denote the set of all
pair of permutations of [a+1], [b+1] by Pa+1,b+1. If the claim
is false, then for any ν > 0 no matter how small, there exists a
collection of (a+1)(b+1) ≥ Ω+2 distributions Uij for which
(22) is violated. Since the left side of (22) is preserved when
the indices of (x1, . . . , xa+1) and those of (y1, . . . , yb+1) are
permuted by the first and the second permutations in Pa+1,b+1,
respectively, it holds for every (σ, π) ∈ Pa+1,b+1 and every
(i, j) 6= (i′, j′) ∈ [a+ 1]× [b+ 1], that
ν >
d


P (xi)Q(yj)(∑
s∈S
W (z|xi, yj , s)
Uσ−1(i)π−1(j)(x
σ([a+1])
i , y
π([b+1])
j , s)
)
,
P (xi′ )Q(yj′)(∑
s∈S
W (z|xi′ , yj′ , s)
Uσ−1(i′)π−1(j′)(x
σ([a+1])
i′ , y
π([b+1])
j′ , s)
)


.
where
x
σ([a+1])
i = (xσ(1), . . . , xσ(σ−1(i)−1), xσ(σ−1(i)+1), . . . xσ(a+1))
and similarly for yπ([b+1])i .
Averaging over Pa+1,b+1 and applying Jensen’s inequality,
we get for every (i, j) 6= (i′, j′) ∈ [a+ 1]× [b + 1], that
d


P (xi)Q(yj)(∑
s∈SW (z|xi, yj , s)U(xa+1i , yb+1j , s)
)
,
P (xi′ )Q(yj′)(∑
s∈SW (z|xi′ , yj′ , s)U(xa+1i′ , yb+1j′ , s)
)

 < ν. (59)
where
(a+ 1)!(b + 1)!U(xa+1i , y
b+1
j , s)
,
∑
σ,π∈Pa+1,b+1
Uσ−1(i)π−1(j)(x
σ([a+1])
i , y
π([b+1])
j , s)
=
a+1∑
u=1
b+1∑
v=1
∑
(σ,π)∈Pa+1,b+1
σ−1(i)=u, π−1(j)=v
Uu,v(x
σ([a+1])
i , y
π([b+1])
j , s)
=
a+1∑
u=1
b+1∑
v=1
∑
(σ¯,π¯)∈Pa,b
Uu,v(x
σ¯([a+1]\{i})
i , y
π¯([b+1]\{j})
j , s).
Clearly, U is symmetric in (x1, . . . , xa) and (y1, . . . , yb).
Consequently, we conclude that for any ν > 0 no matter how
small, there exists a distribution U for which
max(i,j) 6=(i′,j′)∈[a+1]×[b+1]
d


P (xi)Q(yj)(∑
s∈SW (z|xi, yj , s)U(xa+1i , yb+1j , s)
)
,
P (xi′ )Q(yj′)(∑
s∈SW (z|xi′ , yj′ , s)U(xa+1i′ , yb+1j′ , s)
)

 < ν. (60)
The term on the left side of (60) is a continuous function of
F (U, P,Q) defined on the compact set of all distributions U
on X a×Yb×S which are symmetric in the sense as mentioned
earlier and all distributions P and Q on X and Y satisfying
minx∈X P (x) ≥ α, miny∈Y Q(y) ≥ α, respectively. There
exists (U∗, P ∗, Q∗) which attains the minimum of F and,
hence, by (60), we have that F (U∗, P ∗, Q∗) = 0. In particular,
for any (i, j) 6= (i′, j′) ∈ [a+ 1]× [b+ 1], we have that
P ∗(xi)Q
∗(yj)(
∑
s∈S
W (z|xi, yj, s)U∗(xa+1i , yb+1j , s)) =
P ∗(xi′ )Q
∗(yj′)(
∑
s∈S
W (z|xi′ , yj′ , s)U∗(xa+1i′ , yb+1j′ , s)). (61)
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Marginalizing out the z in (60), we have that for every
(i, j) 6= (i′, j′) ∈ [a + 1] × [b + 1] and every (x1, . . . , xa+1)
and (y1, . . . , yb+1)
P ∗(xi)Q
∗(yj)U
∗(xa+1i , y
b+1
j ) =
P ∗(xi′ )Q
∗(yj′)U
∗(xa+1i′ , y
b+1
j′ ). (62)
Clearly, (61) together with the facts that minx∈X P ∗(x) ≥ α,
miny∈Y Q
∗(y) ≥ α render the required contradiction (since
W is not Ω + 1-symmetrizable and (a + 1)(b + 1) ≥ Ω + 2)
if it holds that for every (i, j) 6= (i′, j′) ∈ [a+ 1]× [b+ 1],
P ∗(xi)Q
∗(yj)U
∗(xa+1i , y
b+1
j ) =
P ∗a+1(xa+1)Q∗b+1(yb+1). (63)
We now show that (63) indeed follows from (62) by
induction on a + b. First, when a + b = 1, (62) gives that,
depending on whether a = 1, b = 0 or a = 0, b = 1,
P ∗(x1)Q
∗(y)U∗(x2) = P
∗(x2)Q
∗(y)U∗(x1), or
P ∗(x)Q∗(y1)U
∗(y2) = P
∗(x)Q∗(y2)U
∗(y1).
from which, by minx∈X P ∗(x) ≥ α, miny∈Y Q∗(y) ≥ α, (63)
follows.
Next, without loss of generality, we can assume that a > 0.
For i ∈ [a], substituting i′ = a + 1 and j′ = j in (62) and
marginalizing with respect to xa+1 therein together with the
fact that Q∗(yj) > 0, we get that
U˜∗(xai , y
b+1
j )P
∗(xi) = U
∗(xa, yb+1j ), (64)
where U˜∗(xai , y
b+1
j ) =
∑
xa+1
U∗
(
xa+1i , y
b+1
j
)
. Consequently,
we get from (64) that for every (i, j) 6= (i′, j′) ∈ [a]× [b+1],
U˜∗(xai , y
b+1
j )P
∗(xi) = U
∗(xa, yb+1j ), and (65)
U˜∗(xai′ , y
b+1
j′ )P
∗(xi′) = U
∗(xa, yb+1j′ ). (66)
Hence,
U˜∗(xai , y
b+1
j )P
∗(xi)Q
∗(yj) = U
∗(xa, yb+1j )Q
∗(yj), and
(67)
U˜∗(xai′ , y
b+1
j′ )P
∗(xi′ )Q
∗(yj′) = U
∗(xa, yb+1j′ )Q
∗(yj′ ). (68)
By letting i = i′ = a + 1 in (62) and using the fact that
P ∗(xa+1) > 0, we get that for every (i, j) 6= (i′, j′) ∈ [a] ×
[b+ 1],
U˜∗(xai , y
b+1
j )P
∗(xi)Q
∗(yj)
= U∗(xa, yb+1j )Q
∗(yj)
= U∗(xa, yb+1j′ )Q
∗(yj′), by (62)
= U˜∗(xai′ , y
b+1
j′ )P
∗(xi′ )Q
∗(yj′). (69)
By the inductive hypothesis, it follows from (69) that
U˜∗(xa−1, yb) = P ∗a−1(xa−1)Q∗b(yb)
which when combined with (64) gives (63)
C. Proof of Lemma 2
The proof here is based on the proof of Lemma 2 of [2]. In
fact, we use directly the following proposition from [2] and
omit its proof.
Proposition: [2] For rvs A0, A1, . . . , Am and functions
fi(A0, . . . , Ai) satisfying 0 ≤ fi ≤ 1, 1 ≤ i ≤ m, if for
every i = 1, . . . ,m,
E[fi(A0, . . . , Ai)|A0, . . . , Ai−1] ≤ a, a.s., (70)
then for b > 0, it holds that
Pr{
m∑
i=1
fi(A0, . . . , Ai) > mb} ≤
(e
2
)a
2−m(b−a log2 e).
For arbitrary sequences x ∈ Xn and y ∈ Yn with types
P(x) = PX and P(y) = PY , respectively, let Ui,Vj , i =
1, . . . ,M, j = 1 . . . ,M, be independent and uniformly
distributed rvs taking values in TX and TY respectively.
Then, it follows exactly as (18) of [2] that the probability
that (26) is violated (for some s) is going to zero. We now
prove that the probability that (27) is violated (for some s) is
also going to zero. By the symmetry of Bǫ(s) and Cǫ(s) and
by the fact that |Sn| grows exponentially with n, it suffices to
prove that for every s ∈ Sn, the probability of the event that
Bcǫ(s) ≥ 2−
ǫ
4nM. (71)
goes to zero doubly exponentially. To this end, for any col-
lection of rvs (X,X1, . . . , XL, Y1, . . . , YL+1, S) on XL+1 ×
YL+1 × S with joint distribution being a joint type of some
tuples x′ ∈ Xn, x′i ∈ Xn, i = 1, . . . , L, (with the type of
each of them being PX ), y′j ∈ Yn, j = 1, . . . L + 1, (with
the type of each of them being PY ), s′ ∈ Sn, satisfying
I(X ∧XL, Y L+1, S) > (2L+ 1)R+ ǫ, (72)
and any s ∈ Sn, let
fi(v
M ,u1, . . . ,ui) =


1,
if ∃I ⊂ [i− 1], |I| = L and
J ⊂ [M ], |J | = L+ 1 with
(ui,uI ,vJ , s) ∈ TX,XL,Y L+1,S
0 otherwise.
Using the substitution A0 = VM , Ai = Ui, m = M, a =
M2L+12−n(I(X∧X
L,Y L+1,S)− ǫ4 ) and b = 2− ǫ4n in the propo-
sition, it follows, using (10), that (70) holds, i.e.,
E[fi(A0, . . . , Ai)|A0, . . . , Ai−1]
≤ ( i − 1L ) ( ML + 1 )2−nD(PX,XL,Y L+1,S ||PX×PXL,Y L+1,S)
≤ M2L+12−nI(X∧XL,Y L+1,S)
≤ a ≤ 2− 3ǫ4 n, a.s., by (72).
Since there are only polynomially many joint types satisfying
(72), we get the doubly exponential decay of the probability
of the event in (71) from the proposition.
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