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Abstract
In 1962 M.J. Wicks [29] gave a precise description of the form a commutator could
take in a free group or a free product and in 1973 extended this description to cover
a product of two squares [30]. Subsequently, lists of “Wicks forms” were found for
arbitrary products of commutators and squares in free groups and free products [7],
[28]. Here we construct Wicks forms for products of commutators and squares in a
hyperbolic group. As applications we give explicit lists of forms for a commutator
and for a square, and find bounds on the lengths of conjugating elements required to
express a quadratic tuple of elements of a hyperbolic group as a Wicks form.
1 Introduction
In 1962 M.J. Wicks [29] described algorithms to decide, given an element u of a free group
or a free product of groups, whether or not u is a commutator; and in 1973 [30] extended
the results to cover the case where u is a product of two squares. These algorithms are
based on the construction of a set of “forms” for commutators and squares. For example, an
element u in the free group F (X) is shown to be a commutator if and only if it is conjugate
to a cyclically reduced word of the form F = ABCA−1B−1C−1, with A,B,C ∈ F (X)
(where cyclically reduced means the word and all its cyclic permutations are reduced).
The analogous result for a word u equal to a product a2b2 is that u is conjugate to a
cyclically reduced word F1 = A
2BC2B−1 or F2 = ABACB
−1C. We call the words F , F1
and F2 Wicks forms for commutators and products of two squares, in free groups. The
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lists of forms [29], [30] for commutators and products of two squares in free products of
groups are similar though more involved.
The question of whether an element is a commutator or product of squares is an example
of an equation over a group: as defined in Section 2.3. Landmarks in the theory of equations
over groups are the papers of Makanin [23] showing that arbitrary systems of equations
over a free group are solvable, in the free group; and of Razborov [26] giving a parametric
description of the set of all solutions. The complexity of Makanin’s algorithm is very high:
it is not known to be primitive recursive, whereas Wicks’ algorithms which show that the
quadratic equations [a, b] = u and a2b2 = u, in variables a, b, are solvable in free groups
and free products, run in time bounded by a polynomial in the length of u. In addition,
quadratic equations play an important part in algorithms for solution of general systems
of equations, and they are closely related to compact surfaces. For these reasons, among
others, the study of quadratic equations is of independent interest.
An element of a group is said to have orientable genus n if it may be expressed as a
product of n commutators, and no fewer, and non-orientable genus n/2 if it is a product of n
squares, and no fewer (see Section 2.3 below). The corresponding quadratic equations were
shown to be solvable in a free groups by Edmunds [10], [11]. Culler [8] and, independently,
Goldstein and Turner [13], used the theory of compact surfaces to produce such algorithms;
in particular Culler described a set of Wicks forms for elements of orientable and non-
orientable genus n in the free group. Algorithms to decide the solvability, and to find
a solution, of a general quadratic equation over a free group and over a free product of
groups (where quadratic equations are solvable in the factors) were given by Comerford
and Edmunds [5]. In the case of the free group, Ol’shanski [24] (see also [15]) shows that
there is such an algorithm which runs in time polynomial in the length of the coefficients
of the equation (see Section 2.3 for more detail). The set of all solutions of a quadratic
equation in a free group F (X) can, as shown by Comerford and Edmunds [6], be described
in terms of a finite set of basic solutions and certain F (X)-automorphisms of F (A)∗F (X);
and all the parameters of this description may be effectively computed, given the equation
w = 1. In fact Grigorchuk and Kurchanov [15] show that the set of basic solutions of
the quadratic equation w = 1 may be computed in polynomial time in the length of the
coefficients of w. Moreover in [15] a set of Wicks forms for solutions of a given quadratic
equation in a free group is shown to exist.
Quadratic equations in small cancellation groups and hyperbolic groups were studied
in [25], [18], [22]. Ol’shanskii [24][Theorem 6] (see also [15]) constructed an algorithm,
to determine whether or not a quadratic equation of genus g has solution in H , and if
so to find one. Moreover this algorithm runs in time bounded by a polynomial in the
sum of the lengths of coefficients. A parametric description of the set of solutions of a
quadratic equation was described in [14]. Generalising Makanin’s algorithm, Rips and Sela
[27] proved the existence of an algorithm for the solvability of a finite system of equations
over a torsion-free hyperbolic group, and Dahmani and Guirardel [9] have extended this
result to cover the case of hyperbolic groups with torsion.
In [28] Vdovina described a procedure for constructing Wicks forms for elements of any
orientable genus in a free product. In this paper we use similar methods to construct Wicks
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forms for elements of arbitrary genus in hyperbolic groups. Using the forms of genus 1 and
1/2 we then list all the possible forms of commutators and squares in a hyperbolic group.
Similar lists of forms could be constructed for elements of higher genus. However, the
number of possible extensions increases dramatically with the increase of genus: Bacher
and Vdovina show [2] that the number of orientable Wicks forms of genus g is Ω(g!). We
also describe, as an application of our results, forms for quadratic tuples of words (defined
below).
We begin by introducing a number of definitions and preliminary results in Sections 2.1
to 2.3. The key technique which we call an “extension” of a quadratic word is introduced
and developed in Sections 2.5 and 2.6. This puts us in a position to state the main
results of the paper: Theorem 2.23 and Theorem 2.24, in Section 2.7. Section 3 contains
some applications of these theorems. In Sections 3.1 and 3.2, we prove Propositions 3.1
and Propositions 3.2, which describe the possible forms for commutators and squares in
a δ-hyperbolic group H . In Section 3.3 we discuss quadratic equations, give bounds on
the length of elements in “minimal” solutions to such equations and show how the main
theorems may be used to describe forms for quadratic tuples of elements. The proofs of the
main theorems are left to Section 4. In Section 4.1 we give preliminary results needed to
construct an appropriate extension; and complete this construction in Section 4.2. Finally,
in Section 4.4 we bound the length of the conjugator which appears in the main theorems.
2 Definitions and Main results
2.1 Hyperbolic groups
For background on hyperbolic groups the reader is referred to [1, 12, 17]. Here we use the
notation of [1]. The Cayley graph of a group G with respect to a generating set X will
be denoted ΓX(G). As usual, the word metric and makes G into a geodesic metric space.
We use [x, y] to denote a geodesic path p from x to y and (x, y], [x, y) and (x, y) to denote
p\{x}, p\{x} and p\{x, y}, respectively. If p is a path from x to y then we write x = ι(p),
y = τ(p), we denote the reverse of p from y to x by p−1 and, if p is geodesic, then we write
|p| = d(x, y). Let w be a (reduced) word in F (X). The length of w as a word is denoted
|w|. If |v| ≥ |w| for all words v in F (X) such that w =G v then we say that the word w is
G-minimal. We use the notation |w|G to denote the length of a G-minimal word in F (X)
which is equal to w in G. It follows that, for all g ∈ G, a G-minimal word representing g
is the label of a geodesic path from 1 to g in ΓX(G).
A geodesic triangle, denoted △xyz, consists of the union of three points x, y, z, of the
the Cayley graph, and geodesic paths [x, y], [y, z] and [x, z] joining them. Let H be a group
generated by a set X and let T = △xyz be a geodesic triangle in ΓX(H). Let T
′ = △′x′y′z′
be a Euclidean triangle with sides the same length as T . That is dE(x
′, y′) = d(x, y) etc,
where dE is the standard Euclidean metric. There is a natural identification map φ from T
to T ′. The maximum inscribed circle in T ′ meets the side [x′y′] (respectively [y′z′], [z′x′])
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at a point cz (respectively cx, cy) such that
d(x′, cz) = d(x
′, cy), d(y
′, cx) = d(y
′, cz), d(z
′, cy) = d(z
′, cx).
Notice that we have
d(x′, cz) =
1
2
(d(x′, cz) + d(x
′, cy)) =
1
2
(d(x′, z′) + d(x′, y′)− d(z′, y′)). (2.1)
The preimages φ−1(cx), φ
−1(cy) and φ
−1(cz) of cx, cy and cz in T are called the internal
points of T .
There is a unique isometry ιT of the triangle T
′ onto a tripod : that is a tree with one
vertex p of degree three and vertices x′′, y′′, z′′ each of degree one, such that d(p, z′′) =
d(z′, cy) = d(z
′, cx) etcetera. Let ψ be the composite map ψ = ιT ◦ φ. We say that a
geodesic triangle is δ-thin if the fibres of ψ have diameter at most δ in ΓX(H). That is,
for all x, y in T ,
ψ(x) = ψ(y) =⇒ d(x, y) ≤ δ. (2.2)
Definition 2.1. A group H is said to be δ-hyperbolic, with respect to a finite generating
set X, if all geodesic triangles in ΓX(H) are δ-thin. A group is (word) hyperbolic if, for
some δ ≥ 0, it is δ-hyperbolic, with respect to some generating set X.
In the light of (2.1) and (2.2) a group is δ-hyperbolic if and only if it satisfies the
following condition. Let w and z be any words in F (X) which are H-minimal, with
w = w1w2 and z = z1z2, |w| = |w1|+ |w2| and |z| = |z1|+ |z2|.
If |w2| = |z1| ≤
1
2
(|w|+ |z| − |wz|H) then |w2z1|H ≤ δ. (2.3)
It can be shown that word hyperbolic groups are finitely presented. For this, and an
account of many characterisations of hyperbolic groups, see, for example, [1]. For the
remainder of the paper, H will denote a δ-hyperbolic group, with respect to the generating
set X , and we shall assume that H has a finite presentation 〈X|S〉.
The following lemma of Gromov (see [14]) shows that the conjugacy problem is solvable
in hyperbolic groups.
Lemma 2.2 ([14]). If H-minimal words h1 and h2 are conjugate in H, then a word w can
be found such that h1 =H wh2w
−1 and
|w| ≤
1
2
(|h1|+ |h2|) +M + 1,
where M is the number of elements of H represented by words of F (X) of length ≤ 4δ.
(The obvious algorithm for the conjugacy problem based on the lemma above takes
exponential time, in the length of the two input words, but a closer analysis yields linear
bounds on the time required: see Bridson and Haefliger [4][pp. 451–454] or Bridson and
Howie [3].)
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2.2 Thin polygons
Let H = 〈X|S〉 be a finitely generated hyperbolic group. The following lemma is a more
explicit version of [16][6.1C]; and of [24][Lemma 10]. Its statement requires some further
notation. Let γ = [x, y] be a geodesic in ΓX(H) and let v0, . . . , vn be points of γ such that
v0 = x, d(x, vi−1) < d(x, vi) and vn = y, and set γi = [vi−1, vi], i = 1, . . . , n. Then the
sequence γ1, . . . , γn is called a partition of γ. If γ = [x, y] and γ
′ = [x′, y′] are geodesics
such that |γ| = |γ′| and, for all z ∈ γ and z′ ∈ γ′, if d(x, z) = d(x′, z′) then d(z, z′) ≤ k; we
say that γ and γ′ k-fellow travel.
Lemma 2.3. Let q = γ0γ1 . . . γn be a closed path in ΓX(H), where γi is a geodesic path,
for i = 0, . . . , n, n ≥ 1. Then
• there exist integers r0, . . . , rn, 2 ≤ ri ≤ n and, for i = 0, . . . n, there exists a partition
γ
(1)
i , . . . , γ
(ri)
i of γi and,
• setting I = ∪ni=0{(i, j) : 1 ≤ j ≤ ri}, there exists an involution σ of I,
such that the following hold.
(i) Writing σ(0, i) = (ai, bi), for 1 ≤ i ≤ r0, geodesics γ
(i)
0 and (γ
(bi)
ai )
−1 are δ⌈log2(n)⌉-
fellow travellers and n ≥ a1 ≥ . . . ≥ ar0 ≥ 1; and
(ii) fixing i with 1 ≤ i ≤ n and writing σ(i, j) = (aj, bj), geodesics γ
(j)
i and (γ
(bj)
aj )
−1 are
δ(2⌈log2(n)⌉ − 1)-fellow travellers and there exists an integer ci, such that 1 ≤ ci ≤
ri − 1 and
n ≥ aci+1 ≥ · · · ≥ ari ≥ i+ 1 and i− 1 ≥ a1 ≥ · · · ≥ aci ≥ 0.
(iii) In addition, σ(0, 1) = (n, n), σ(i, 1) = (i − 1, n), for 1 ≤ i ≤ n, and γ
(1)
i and
(γ
(ri−1)
i−1 )
−1 are δ-fellow travellers, for 0 ≤ i ≤ n (subscripts modulo n + 1).
(Here ι(γ
(j)
i ) and τ(γ
(j)
i ) are not necessarily vertices of ΓH(X). In (ii) if aj = 0 then, from
(i), in fact γ
(j)
i and (γ
(bj))
−1
aj are δ⌈log2(n)⌉-fellow travellers.)
An instance of the case n = 4 is illustrated in Figure 2.1.
Proof. Let k = ⌈log2(n)⌉. By adding paths of length zero between τ(γn) and ι(γ0), we may
assume that n = 2k. Thus we may replace ⌈log2(n)⌉ with k, throughout the statement of
the lemma. If k = 1 then the result follows directly from the thin triangles condition: the
internal points of a triangle determine appropriate partitions of the sides.
For the induction we need to be able to modify the partitions of the γi by adding new
points, so we begin by describing how to do this. The data consisting of the partitions
γ
(1)
i , . . . , γ
(n)
i of the γi and the map σ, as in the lemma, is called a matching of q, based at
γ0. Given a matching M as described in the statement of the lemma, satisfying (i), (ii)
and (iii), supp pose that for some i, j we have points p, r such that γ
(j)
i = [p, r] and a point
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(3)
2 and (γ
(2)
4 )
−1 are 4δ-fellow travellers and γ
(2)
0 and (γ
(2)
2 )
−1 are 2δ-fellow
travellers. All other paired intervals δ-fellow travel.
q ∈ [p, r], p 6= q 6= r. We form a simple refinement M ′ of M as follows. Let σ(i, j) = (a, b),
let γ
(b)
a = [p′, r′] and let q′ be the point of [p′, r′] such that d(p, q) = d(q′, r′). Replace
the partition γ
(1)
i , . . . , γ
(ri)
i of γi with the partition γ
′(1)
i , . . . , γ
′(ri+1)
i , where γ
′(s)
i = γ
(s)
i , for
1 ≤ s ≤ j−1, γ
′(j)
i = [p, q], γ
′(j+1)
i = [q, r] and γ
′(s)
i = γ
(s−1)
i , for j+2 ≤ s ≤ ri+1. Replace
the partition γ
(1)
a , . . . , γ
(ra)
a of γa with the partition γ
′(1)
a , . . . , γ
′(ra+1)
a , formed in exactly the
same way (replacing i, j, p, q and r, by a, b, p′, q′ and r′, throughout). Now replace σ with
an involution σ′ such that
σ′(i, s) = σ(i, s), 1 ≤ s ≤ j − 1, σ′(a, t) = σ(a, t), 1 ≤ t ≤ b− 1
σ′(i, j) = (a, b+ 1) and σ′(i, j + 1) = (a, b), σ′(a, b) = (i, j + 1) and σ′(a, b+ 1) = (i, j)
σ′(i, s) = σ(i, s− 1), j + 2 ≤ s ≤ ri + 1, σ
′(a, t) = σ(a, t− 1), b+ 2 ≤ t ≤ rb + 1,
and for u 6= i, a,
σ′(u, v) =


(i, s+ 1) if σ(i, s) = (u, v), where j + 1 ≤ s ≤ ri,
(a, t + 1) if σ(a, t) = (u, v), where b+ 1 ≤ t ≤ ra,
σ(u, v) otherwise.
Then these partitions of the γi together with the function σ
′ form a new matching of q,
which again satisfies conditions (i), (ii) and (iii). A finite sequence of simple refinements
of M is called a refinement.
Assume then that k > 1, that the result holds for all non-negative integers n no larger
than 2k−1 and that n = 2k. Let γ′0 be the geodesic path from τ(γ2k−1) to τ(γ0) and let
γ′
2k−1
be the geodesic path from ι(γ0) to τ(γ2k−1) (see Figure 2.2). Let c0, c
′
0 and c
′′
0 be the
internal points of triangle T = γ0γ
′−1
0 γ
′−1
2k−1 , with c0 on γ0, c
′
0 on γ
′
0 and c
′′
0 on γ
′
2k−1
and let
t0 = ι(γ0), t1 = τ(γ0) and t2 = ι(γ
′
0) be the vertices of T . Let M0 be the corresponding
6
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matching, with partitions [t0, c0], [c0, t1] of γ0; [t1, c
′
0], [c
′
0, t2] of γ
′−1
0 and [t2, c
′′
0], [c
′′
0, t0] of
γ′−12k−1 ; and involution σ0 such that σ0(0, 1) = (2, 2), σ0(0, 2) = (1, 1) and σ0(1, 2) = (2, 1).
Let q′1 = γ
′
0γ1 · · · γ2k−1 and q
′
2 = γ
′
2k−1γ2k−1+1 · · ·γ2k . From the inductive hypothesis, there
exist matchings M1 of q
′
1 and M2 of q
′
2, based at γ
′
0 and γ
′
2k−1, respectively. Suppose that
σi is the involution associated to Mi and that, under these matchings the partitions of γ
′
0
and γ′
2k−1
are γ′
(1)
0 , . . . , γ
′(r
′)
0 and γ
′(1)
2k−1
, . . . , γ′
(r′′)
2k−1
, respectively.
We shall refine the partitions M1 and M2, so that the intervals, lying between t2 and
either c′0 or c
′′
0, are of the same number and lengths. First, single out the end points
of intervals of the partitions of γ′0 and γ
′
2k−1
which lie between [t2, c
′
0] and [c
′′
0, t2]. That
is, let S1 = {p ∈ [t2, c
′
0] : p = τ(γ
′(j)
0 ), 1 ≤ j ≤ r
′} and let S2 = {p ∈ [c
′′
0, t2] : p =
ι(γ′
(j)
2k−1
), 1 ≤ j ≤ r′′}. Now form sets of points to be used in the refinement: let T1 =
{q ∈ [t2, c
′
0] : d(q, t2) = d(p, t2), for some p ∈ S2} and T2 = {q ∈ [c
′′
0, t2] : d(q, t2) =
d(p, t2), for some p ∈ S1}. Refine M1 by adding the points of T1 ∪ {c
′
0} to γ
′
0 and refine
M2 by adding the points of T2 ∪ {c
′′
0} to γ
′
2k−1 . We shall now consider M1 and M2 to be
these refined matchings and, after adjusting notation, take the partitions of γ′0 and γ
′
2k−1
to be γ′
(1)
0 , . . . , γ
′(r
′)
0 and γ
′(1)
2k−1
, . . . , γ′
(r′′)
2k−1
, again.
Now we refine M0, using the partitions of γ
′
0 and γ
′
2k−1 under M1 and M2. Let U1 =
{p ∈ [t2, t1] : p = τ(γ
′(j)
0 ), 1 ≤ j ≤ r
′} and U2 = {p ∈ [t0, t2] : p = ι(γ
′(j)
2k−1
), 1 ≤ j ≤ r′′}.
Refine M0 by adding the points of U1∪U2. As before we refer to the refinement as M0 and
to its involution as σ0. Under M0 we have a partition γ
(1)
0 , . . . , γ
(r0)
0 of γ0 with the following
properties. For j such that τ(γ
(j)
0 ) ∈ [t0, c0] the interval γ
(j)
2k−1
has terminal point on [t0, c
′′
0]
and δ-fellow travels with γ
(j)
0 . From the inductive hypothesis, and the fact that refinements
preserve properties (i), (ii) and (iii), γ
(j)
2k−1
and (γ
(b)
a )−1 are δ(k− 1)-fellow travellers, where
(a, b) = σ2(2
k−1, j). Hence γ
(j)
0 and (γ
(b)
a )−1 are δk-fellow travellers and we may set σ(0, j) =
σ2(2
k−1, j). Similarly, for j such that ι(γ
(j)
0 ) ∈ [c0, t1], if σ1(0, r
′ − r0 + j) = (a, b) then the
intervals γ
(j)
0 and (γ
(b)
a )−1 are δk-fellow travellers and we may set σ(0, j) = σ1(0, r
′−r0+j).
This defines σ on all pairs (0, j), with 1 ≤ j ≤ r0. If 1 ≤ i ≤ 2
k−1 and j is such that
7
(i, j) 6= σ(0, j′), for all j′, it follows from construction of M1 that σ1(i, j) = (a, b) where
either a = 0 and γ′
(b)
0 has initial point in [t2, c
′
0] or 1 ≤ a ≤ 2
k−1. In the former case γ′
(b)
0
is a subinterval of [t2, c
′
0], which δ(k − 1)-fellow travels with (γ
(j)
i )
−1, σ0(0, b) = (2
k−1, l),
and the interval γ′
(l)
2k−1
of γ′
2k−1
is a subinterval of [c′′0, t2] and δ-fellow travels with (γ
′(b)
0 )
−1.
Furthermore, σ2(2
k−1, l) = (c, d), for some c with 2k−1 + 1 ≤ c ≤ 2k, and γ′(l)
2k−1
and
(γ
(d)
c )−1 are δ(k − 1)-fellow travellers. Hence, in this case, γ
(j)
i and (γ
(d)
c )−1 are 2δ(k − 1)-
fellow travellers; and we may set σ(i, j) = (c, d). In the latter case σ1(i, j) = (a, b), where
1 ≤ a ≤ 2k−1, so γ
(j)
i and (γ
(b)
a )−1 are δ(2(k − 1) − 1)-fellow travellers, so we may set
σ(i, j) = (a, b). This defines σ on all pairs (i, j), where 1 ≤ i ≤ 2k−1. A similar argument
allows us to define σ on the remaining pairs (i, j) where 2k−1 + 1 ≤ i ≤ 2k. Therefore we
have a matching M which satisfies (i) and (ii). If this matching does not already satisfy
(iii) then a simple modification results in one that does.
2.3 Quadratic equations, genus and quadratic words
We write Z[1
2
] for the set {n/2 : n ∈ Z}. We use Stallings’ definition of the genus of a
surface: a connected sum of g torii has genus g, while a connected sum of g projective
planes has genus g/2. (Hence the Euler characteristic of a compact, connected, closed
surface ∆, of genus g, is χ(∆) = 2− 2g, irrespective of orientability.)
By a graph we mean a finite directed graph. If e is an edge of a graph we write ι(e)
and τ(e) for the initial and terminal vertices of e. We use e−1 to denote the edge with
ι(e−1) = τ(e) and τ(e−1) = ι(e). If p is a path in a graph with edge sequence e1, . . . , en
then we denote by p−1 the path with edge sequence e−1n , . . . , e
−1
1 . A labelling of a graph
is a function λ from directed edges of the graph to a set L such that if e is an edge with
λ(e) = A then A−1 ∈ L and λ(e−1) = A−1. We routinely identify the edge e with its label
λ(e).
Let A be an countably infinite alphabet. The support of a word w in the free monoid
(A∪A−1)∗ is the smallest subset S of A such that w belongs to (S∪S−1)∗, written supp(w).
As we are concerned here only with groups, we refer to elements of (A ∪ A−1)∗ as words
over A. A word in (A ∪ A−1)∗ is (freely) reduced if it contains no subword xεx−ε, where
x ∈ A∪A−1, ε = ±1, and (freely) cyclically reduced if w and all its cyclic permutations are
reduced. We use the term cyclic word to mean the equivalence class [w] of a word w under
the relation which relates two words if one is a cyclic permutation of the other. When we
talk about a cyclic word w we mean any element v of [w].
Definition 2.4. Let w1, . . . , wt be a t-tuple of words over A and let W = w1 · · ·wt (as a
word in (A∪A−1)∗). Then w1, . . . , wt is said to be quadratic if each element of supp(W )
appears exactly twice in W . In this case, let x ∈ supp(W ) and let W = W0x
εW1x
δW2,
where ε, δ ∈ {±1}. Then the signature σ(x) of x in w1, . . . , wt is σ(x) = (ε, δ). Define
o(x) = −εδ, where σ(x) = (ε, δ). If o(x) = 1 then we say that the letter x is alternating,
in w1, . . . , wt. If every element x of supp(W ) is alternating then w1, . . . , wt is said to be
orientable. The signature of a quadratic tuple w1, . . . , wt is the map σ from supp(W ) to
{±1} × {±1}.
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Let X and A be disjoint sets and let w be an element of F (X) ∗F (A). The expression
w = 1 is called an equation, with variables A. If H is a group with presentation 〈X|S〉
then a homomorphism φ from F (X) ∗ F (A) to H is an H-map if the restriction of φ to
F (X) induces the identity map on H . A solution to the equation w = 1 over H is an
H-map φ : F (X) ∗ F (A) → H such that φ(w) =H 1. Given w ∈ F (X) ∗ F (A), write
w = c0a1c1 . . . cn−1an, where ai ∈ F (A) and ci ∈ F (X), with ci 6= 1, i > 0, and ai 6= 1,
i < n. Then the equation w = 1 is said to have coefficients c0, . . . cn−1. The equation
w = 1, with w = c0a1c1 . . . cn−1an as above, is quadratic if a1, . . . , an is a quadratic n-tuple
over A, orientable if a1, . . . , an is orientable, and non-orientable otherwise.
To a quadratic equation w = 1, with coefficients c0, . . . , cn−1, we associate a surface
Σ as follows. Take a copy D of the disk D2 and divide its boundary into |w| segments
(the length taken in F (A ∪ X)). Write w anti-clockwise around the boundary of a disk,
labelling segments consecutively with the letters of supp(w), and directing segments anti-
clockwise when a letter occurs with exponent 1, and clockwise when the labelling letter
has exponent −1. For example if w = ABCA−1B−1C−1, where A,B,C ∈ A, we obtain
the labelling at the top left of Figure 2.4. Now identify the segments labelled by the
same letters, respecting orientation. We obtain a compact surface Σw of genus g, for some
g ≥ 0, g ∈ Z[1
2
], with n boundary components, which is orientable if and only if w = 1 is
orientable. After identification the oriented segments on the boundary of the disk become
the edges of a directed, labelled graph Γw on the surface Σw; with boundary if n− 1 > 0.
We call this graph the graph associated to w. (See Example 2.6.) Every edge e of Γw is
labelled with an element of supp(w) and directed edges are in one to one correspondence
with supp(w); so we identify edges with supp(w). Edges on the boundary of Σ are labelled
by elements of X while two-sided edges are labelled by elements of A. The equation w = 1
is said to have genus g if Σ is a surface of genus g.
Now consider the following types of quadratic equation. The orientable, genus g,
quadratic equation
t∏
i=1
v−1i civi
g∏
i=1
[xi, yi] = 1, (2.4)
with variables vi, xi, yi, and the non-orientable, genus g, quadratic equation
t∏
i=1
v−1i civi
2g∏
i=1
z2i = 1, (2.5)
with variables vi, zi, where the coefficients are the ci in both cases, are called standard
quadratic equations. A quadratic equation w = 1 is equivalent to a standard quadratic
equation: in the sense that there is an efficient procedure to transform w = 1 into one
of (2.4) or (2.5), and to transform a solution φ of w = 1 into a solution of the resulting
equation; and vice-versa (see for example [14][Proposition 2.2]).
Now let w = 1 be the equation (2.4) or (2.5) and suppose ψ is a solution to w = 1 over
H . In the construction of the surface Σw above, we labelled the boundary of a disk D with
the word w. Replacing the label a of each directed edge of D with ψ(a) we obtain a disk
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with boundary label ψ(w). As ψ(w) =H 1, there exists a van Kampen diagram on D, with
boundary label ψ(w), over H ; and this gives a van Kampen diagram on Σw.
Conversely, consider a van Kampen diagram K on a genus g, surface Σ with t boundary
components. To construct a solution to one of (2.4) or (2.5) we allow van Kampen diagrams
to contain null-cells : that is 2-cells with boundary labels of the form 1 · x · 1 · x−1, x ∈ X .
Given a 2-cell R of K we may replace each directed edge of R with boundary label x by
a null-cell; as on the left hand side of Figure 2.4. We call the result a thickening of R.
Whenever we do this it gives us a new van Kampen diagram, on Σ with the same boundary
labels. Returning to K, we wish to show that we may cut Σ along a closed curve c which
separates Σ into two surfaces, such that capping each surface off with a disk glued along
its copy of c, one surface Σg is of closed of genus g and the other is a sphere S with t
boundary components, labelled c1, . . . , ct, when read with the appropriate orientation of S.
Moreover, we would like to choose c to be a subgraph of the 1-skeleton K1 of K. Since Σ is
the 2-skeleton of K, the graph K1 is connected, and we may choose a minimal connected
subgraph T of K1 which contains every boundary component. Thicken every 2-cell which
meets T . The union of the null-cells of (this thickened version of) K meeting T is then a
genus 0 sub-surface ∆ of Σ containing all boundary components. The boundary of ∆ has
no self intersections and is a path in K1. If Σ is orientable and the boundary components
are labelled c1, . . . , ct, when read with some chosen orientation of Σ then the boundary
components of ∆ are also labelled c1, . . . , ct; and so we may take c = δ∆.
In the case that Σ is non-orientable and t > 0, our assumption on the boundary
components means that each boundary component may be assigned an orientation in such
a way that, reading each boundary component’s label, with its chosen orientation, from a
suitable base point bi, the boundary labels are c1, . . . , ct. This means in turn that, reading
the labels of the boundary components of the disk ∆ constructed above, according to some
fixed orientation of ∆, we obtain the list cε11 , . . . , c
εt
t , with εi = ±1 (ignoring the boundary
label of c itself). To modify this disk so that the εi are the same, for all i, we use the
non-orientability of Σ. First choose a vertex ∗ of K on the boundary c of the disk D, and
a base point bi on the boundary component labelled ci, for each i (so that the boundary
label may be read from bi). Then, after thickening some 2-cells if necessary, we may choose
paths pi in D ∩K1, from ∗ to pi, for i = 1, . . . , t, so that the pi have disjoint interiors and
the boundary component of the surface obtained by cutting Σ along the pi is
∏t
i=1wiciw
−1
i ,
where wi is the label of pi, as in Figure 2.3a.
Suppose that ε1 = 1 and i is minimal such that εi = −1. Then choose vertices v1
and v2 on c and paths q1, from ∗ to v1, and q2, from v2 to bi, so that the path q
−1
1 piq
−1
2
cuts a disk from D, not meeting any boundary component cj and so that the q1 meets pj
only at ∗, for all j, and q2 meets pi only at bi and meets no other pj ; as in Figure 2.3b.
Now let q be a simple, orientation reversing, path on Σ from v1 to v2 such that q meets D
only at v1 and v2, as in Figure 2.3c. Such a path exists since Σ is non-orientable. After
thickening the 2-cells meeting these paths we may assume that q and qi are edge paths
in K1. Replace the path pi with p
′
i = q1qq2. Now repeat the construction of D using the
tree p1 ∪ · · · ∪ p
′
i ∪ · · · ∪ pt instead of T . This time the boundary components have labels
cε11 , . . . , c
εt
t , where ε1 = · · · = εi = 1. Continuing this way, eventually all the εi are equal.
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PSfrag replacements
p1
pi
pt
c1 ci ct
v1
v2
q1
q2
q
D
(a)
PSfrag replacements
p1
pi pt
c1 ci
ct
v1 v2
q1 q2
q
D
· · ·
(b)
PSfrag replacements
p1 pt
c1 ci
ct
v1 v2
q1 q2
q
D
(c)
Figure 2.3: Reversing orientation of a boundary component
Thus, in all cases, there is a closed edge path c in K1 with the required properties. Let
C be the label of c. The disk ∆ gives a solution to the equation
∏t
i=1 v
−1
i civi = C and
the surface Σ\int(∆) gives a solution to the equation
∏g
i=1[xi, yi] = C
−1, if Σ is orientable,
and
∏2g
i=1 z
2
i = C
−1, otherwise. Combining these we obtain a solution to (2.4) or (2.5)
as appropriate. Thus there exists a solution to w = 1 if and only if there exists a van
Kampen diagram on a surface Σ, of genus g, with t boundary components, labelled (with
appropriate orientation) c1, . . . , ct. This motivates the following definition.
Definition 2.5. Let G be a group and let c1, . . . , ct be elements of G.
1. The orientable genus of (c1, . . . , ct), denoted genus
+
G(c1, . . . , ct), is the smallest integer
k such that there exists a solution to the equation (2.4) over G.
2. The non-orientable genus of (c1, . . . , ct), denoted genus
−
G(c1, . . . , ct), is the smallest
element k ∈ Z[1
2
] such that there exists a solution to the equation (2.4) over G.
In all cases, if there is no k satisfying the given conditions then the corresponding genus is
defined to be infinite.
When no ambiguity arises, or we wish to make statements covering both ori-
entable and non-orientable genus we use genusG(c1, . . . , ct) instead of genus
+
G(c1, . . . , ct)
or genus−G(c1, . . . , ct). (2.4) holds, and similarly for genus
−
G.
2.4 Wicks forms
Consider a quadratic word U over A and the surface ΣU obtained as above. The signature
σ and orientability o of letters of U induce a signature and orientability on the graph ΓU :
namely if λ(e) = A ∈ supp(U) then σ(e) = σ(A) and o(e) = −εδ, where σ(A) = (ε, δ).
The edge e is alternating if o(e) = 1. To obtain a van Kampen diagram over F (A) (as
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distinct from a van Kampen diagram over H as above) on ΣU with boundary label U ,
thicken the 2-cell D to obtain a disk with an interior region D0 labelled U , as in Figure
2.4. Remove the interior of D0 from ΣU leaving a van Kampen diagram, ∆U , over F (A)
on a surface of genus g, with one boundary component labelled U . It follows from [7] that
genusF (A)(U) = g.
Example 2.6. Suppose that we have the quadratic orientable word U = ABCA−1B−1C−1
we construct ΓU and ∆U as shown in Figure 2.4.
1
1
1
1
1 1
1
1 1
1
1
1
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Figure 2.4: Constructing ΓU and ∆U
This construction may be carried out in the same way starting with a quadratic t-
tuple of words U1, . . . , Ut. This time let U be the quadratic word U = U1 · · · , Ut, label
the boundary of D with U , as before, define ΣU1,...,Ut to be ΣU and the associated graph
ΓU1,...,Ut to be ΓU . To construct a van Kampen diagram on a surface with t boundary
components labelled U1, ..., Ut take t letters, X1, ..., Xt, of A\(∪
t
i=1 supp(Ui)), and let V =
X−11 U1X1 · · ·X
−1
t UtXt. As before let D0 be a disk embedded in ΣU1,...,Ut and not meeting
ΓU1,...,Ut. Label the boundary of D0 with V and join the ends of corresponding letters of Ui
on the boundaries of D and D0 with disjoint, properly embedded arcs, labelled 1. Remove
the interior of D0 and identify edges labelled Xi with each other, respecting orientation.
(See Example 2.7.) The result is the required van Kampen diagram ∆U1,...,Ut. It follows
once more, from [24][Sections 2.3 and 2.4], that genusF (A)(U1, . . . , Ut) = genus(ΣU1,...,Ut).
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Example 2.7. Suppose that we have the quadratic orientable pair of words U1, U2, where
U1 = AB, and U2 = CA
−1B−1C−1. Then U = ABCA−1B−1C−1 as in Example 2.6. We
construct ΣU1,U2 = ΣU and ΓU1,U2 = ΓU as in shown in Figure 2.4. The van Kampen
diagram ∆U1,U2 is obtained by identifying the edges around the outside hexagon on the left
of Figure 2.5, as well as those labelledXi on the inside decagon. The result is a van Kampen
PSfrag replacements
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Figure 2.5: U1 = AB, U2 = CA
−1B−1C−1 and ∆U1,U2 is obtained from the right hand
diagram by identifying edges on the outside boundary according to labels.
diagram on the torus, with two boundary components, labelled AB and CA−1B−1C−1.
Let Γ be any directed, connected graph with signature σ. An Eulerian circuit in Γ is
a circuit C such that,
• C traverses every edge of Γ exactly twice; and
• for all edges e, if σ(e) = (ε, δ) then (some cyclic permutation of) the edge sequence
of C contains the subsequence eε, eδ.
By construction the graph ΓU of a quadratic word U contains an Eulerian circuit, namely
the word U , and a similar statement applies to a quadratic tuple of words.
Let Γ be any graph with an Eulerian circuit, T say. Write T around the boundary of a
disk and identify the edges, respecting orientation, to obtain a surface S. Then the Euler
characteristic χ(S) of S is given by the formula v − e + 1, where v and e are the number
of vertices and edges, respectively, of Γ and χ(S) is equal to 2 − 2 genus(S). We define
genus(Γ), the genus of Γ, to be equal to genus(S): that is
genus(Γ) =
1− v + e
2
. (2.6)
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As noted above, from [24], if U1, . . . , Ut is a quadratic t-tuple of words over F (A)
then genusF (A)(U1, . . . , Ut) = genus(ΣU1,...,Ut), so in addition genusF (A)(U1, . . . , Ut) =
genus(ΓU1,...,Ut).
Definition 2.8. A quadratic t-tuple w1, . . . , wt of words is said to be redundant if there
are x and y in (∪ti=1 supp(wi))
±1 and disjoint (no overlap) subwords s1 and s2 of the cyclic
words wi and wj, 1 ≤ i ≤ j ≤ t, such that s1 = xy and s2 = (xy)
±1. Otherwise w1, . . . , wt
is said to be irredundant.
Definition 2.9 (Wicks Form). Let W be a quadratic word in F (A). Then W is called a
Wicks form over A if the following conditions hold.
(i) W is freely cyclically reduced and
(ii) W is irredundant.
Let H be a group with presentation 〈X|S〉. A (monoid) homomorphism λ from (A ∪
A−1)∗ to F (X), such that λ(a−1) =H λ(a)
−1, is called a labelling function. If H is the free
group on X and h is an element of H , of genus g, then, as shown in [7], there is a Wicks
form W = A1 . . . An over A, and a labelling function ψ, such that h is conjugate to ψ(W )
and ψ(W ) = ψ(A1) · · ·ψ(An) is reduced as written. Indeed Culler (loc. cit.) uses this
fact to give a description of all solutions of either equation (2.4) or (2.5), when t = 1 and
G = F (X).
If W is a Wicks form of genus not equal to 1/2 then the graph ΓW , associated to W ,
contains no vertices of degree 1 or 2 (as if it did then either condition (i) or (ii), in the
definition of a Wicks form, would be violated). There is only one Wicks form of genus 1/2,
namely W = X2, and it has graph ΓW consisting of a single vertex and a single edge, lying
on the projective plane ΣW . Consequently, there is a bound on the maximal length of a
Wicks form of genus n, given explicitly in the following lemma of M. Culler [7].
Lemma 2.10 ([7, Theorem 3.1]). Let V be a Wicks form over A such that genusF (A)(V ) =
m > 1
2
. Then the length of V is at most 12m− 6.
Lemma 2.11. Let h1, . . . , ht be elements of F (X), t ≥ 1. Then genusH(h1, . . . , ht) ≤ m
if and only if there exists a Wicks form V over A, of genus m, and a labelling function ψ
such that some product r1h1r
−1
1 · · · rthtr
−1
t , with ri ∈ F (X), is equal in H to ψ(V ).
Proof. Suppose that genusH(h1, . . . , ht) = g. Then there exist elements rj ∈ H ,
j = 1, . . . , t, and either (i) elements ai, bi ∈ H , i = 1, . . . , g, such that
∏t
j=1 rjhjr
−1
j =∏g
i=1[ai, bi]; or (ii) elements ci ∈ H , such that
∏t
j=1 rjhjr
−1
j =
∏2g
i=1 c
2
i . Let Ai, Bi, Ci ∈ A.
In case (i), for all integers m ≥ g, V =
∏m
i=1[Ai, Bi] is a Wicks form, of genus m. Define ψ
by ψ(Ai) = ai, ψ(Bi) = bi, for i = 1, . . . , g, and ψ(X) = 1, if X ∈ A, X 6= Ai or Bi, with
1 ≤ i ≤ g. Then ψ(V ) =
∏t
j=1 rjhjr
−1
j , as required. In case (ii), for all integers m ≥ 2g,
V =
∏m
i=1C
2
i is a Wicks form, of genus m/2. Define ψ by ψ(Ci) = ci, for i = 1, . . . , 2g, and
ψ(X) = 1, if X ∈ A, X 6= Ci, with 1 ≤ i ≤ 2g. Again ψ(V ) =
∏t
j=1 rjhjr
−1
j , as required.
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Conversely, suppose that V is a Wicks form of genus m, that ψ is a labelling function
and that
∏t
j=1 rjhjr
−1
j is equal in H to ψ(V ), for some rj ∈ H . Without loss of generality,
we may assume that hj is freely cyclically reduced. As
∏t
j=1 rjhjr
−1
j is equal to ψ(V )
there is a van Kampen diagram D1, over H , on a surface of genus 0, with t + 1 boundary
components β1, . . . , βt, β, with βj labelled hj and β, labelled ψ(V ). Moreover, as in Section
2.3, there is a van Kampen diagram ∆V over F (A), on a surface ΣV , of genus m, with
one boundary component β ′, labelled V . Relabelling ∆V , using the labelling function ψ,
we may construct a van Kampen diagram over F (X) with boundary label ψ(V ). In more
detail: every non-trivial region R of ∆V has boundary label a cyclic word a · 1 · a
−1 · 1,
for some a ∈ A. Divide the edge labelled a into |ψ(a)| segments and label the resulting
edge path ψ(a). The region R can now also be divided into ψ(a) parallel regions, each
with boundary label x · 1 · x−1 · 1, for some x ∈ supp(ψ(a)). Repeating over all edges and
regions results in a van Kampen diagram, over F (X), on ΣV , with boundary component
β ′, labelled ψ(V ). As this is a diagram over F (X) it is a fortiori a diagram over H . Thus,
attaching D1 to D2 by gluing the boundary components β and β
′ together, using their
labels, we obtain a van Kampen diagram over H , on a surface of genus m, with boundary
label h. Hence genusH(h1, . . . , ht) ≤ m.
2.5 Extension of a quadratic word over a Hyperbolic group H
Let U be a non-empty quadratic word of genus k (not necessarily reduced or irredundant)
over the countably infinite alphabet A and let ΓU be its associated graph on the surface
ΣU . Then ΓU has genus k and signature σ, and its edges are labelled with letters of U . It is
notationally convenient to identify a directed edge e of ΓU with its label λ(A) ∈ A
±1 (and
e−1 with λ(A)−1) and we shall do so from now on. Thus U itself is an Eulerian circuit of
ΓU . Let H = 〈X|S〉 be a hyperbolic group in which geodesic triangles in ΓX(H) are δ-thin.
We now describe a procedure which, when applied to ΓU , results in a new graph called an
extension of the quadratic word U over H . This will be carried out in three steps, but first
we need to set up notation.
Roughly speaking, we define the star of a vertex v of ΓU to be a sufficiently small
closed disk, on ΣU , containing v. To make this precise, let K be the second barycentric
subdivision of the cell complex consisting of ΓU and D on ΣU . The star of v is the convex-
hull of the star of v as a 0-cell of the simplicial complex K (the subcomplex of K consisting
of all simplices meeting v, together with their faces). As ΣU is a surface the star of v is a
disk and we define the link of v to be the boundary of this disk. Then we may view lk(v)
as a cycle graph, with vertices the points where it meets edges of ΓU (necessarily incident
to v) and edges the closures of connected components of lk(v)\E(ΓU). Let x be a point of
intersection of lk(v) and an edge e of ΓU . If v = τ(e) (and [x, v] is contained in the star of
v) then we denote the vertex x of lk(v) by e and if v = ι(e) we denote x by e−1. (When
e is a loop then both e and e−1 are vertices of lk(v).) Thus the union, over all vertices v
of ΓU , of the graphs lk(v) is isomorphic to the star graph of the word U (the graph with
vertices A±1, for all A ∈ supp(U), and an edge joining Aε to B−δ for each subword AεBδ
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of the cyclic word U).
Suppose that a vertex v of ΓU has degree d. Fix an orientation of v and renumber
the edges incident to v (temporarily, for the current purposes) so that the link of v, read
according to the chosen orientation, has vertex sequence eε11 , e
ε2
2 , . . . , e
εd
d . Then, for all i,
the cyclic word U contains the subword eεii e
−εi+1
i+1 or e
εi+1
i+1 e
−εi
i .
Definition 2.12. Let v be a vertex of ΓU , with a chosen orientation, and assume that
the link of v has vertex sequence eε11 , e
ε2
2 , . . . , e
εd
d . Define the incidence sequence of v to be
O1(v), . . . , Od(v), where
O1(v) =
{
1 if U contains eε11 e
−ε2
2
−1 otherwise
and
Oi+1(v) = Oi(v)o(ei+1),
for i = 2, . . . d (see Definition 2.4).
When the vertex v is fixed we write Oq instead of Oq(v). Thus U contains (e
εi
i e
−εi+1
i+1 )
Oi,
for i = 1, . . . , d. It follows that v is incident to an even number of non-alternating edges.
Hence, once the orientation of v has been fixed and the first edge e1 chosen, the incidence
sequence is both well-defined and uniquely determined. (Note that, in the case U is ori-
entable, o(ei) = 1, for all i, so O1 = · · · = Od and the orientation of v may be chosen so
that Oi = 1, for all i.)
To keep track of the orientation of letters we define book-keeping functions: µ and ν,
from {±1} to {1, 2}, and l and r, from {±1}2 to {±1}, as follows.
µ(1) = 1, µ(−1) = 2
ν(1) = 2, ν(−1) = 1
l(x, y) = ν(xy), r(x, y) = µ(xy).
Definition 2.13. Assume v has link with vertex sequence eε11 , e
ε2
2 , . . . , e
εd
d , as in the previous
definition. Define µq = µq(v), νq = νq(v), lq = lq(v) and rq = rq(v) as follows, for
q = 1, . . . , d.
(i) If o(eq) = 1 then
µq = µ(εq), νq = ν(εq), lq = l(Oq, εq) and rq = r(Oq, εq).
(ii) Assume that o(eq) = −1 and σ(eq) = (ε, ε). In this case Oq−1 = −Oq.
(a) If the first occurrence in U of the letter eεq is the one occurring in the subword
(e
εq−1
q−1 e
−εq
q )−Oq then lq = 1 and rq = 2.
(b) Otherwise the first occurrence in U of the letter eεq is the one occurring in the
subword (e
εq
q e
−εq+1
q+1 )
Oq and lq = 2, rq = 1.
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(c) If Oq = 1 then µq = rq and νq = lq.
(d) Otherwise µq = lq and νq = rq.
(If d = 1 then e1 is necessarily alternating; o(e1) = −1, and O1 is 1 if and only if the
chosen orientation is that induced by reading U . In this case l1 = µ(O1), r1 = ν(O1),
with µ1 and ν1 as in (ii)c and (ii)d above).
Example 2.14. Let U = ABA−1B, so ΓU is a graph with one vertex and two edges,
labelled A and B, on the Klein bottle. We have σ(A) = (1,−1), σ(B) = (1, 1), o(A) = 1
and o(B) = −1. The star of the vertex v intersects ΓU as shown in Figure 2.6(a). Orienting
anti-clockwise, v has vertex sequence A−1, B−1, A, B. The following table shows the values
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Figure 2.6
of the functions of Definition 2.13 in this case.
q 1 2 3 4
eq A B A B
εq −1 −1 1 1
o(eq) 1 −1 1 −1
Oq 1 −1 −1 1
uq 2 2 1 2
vq 1 1 2 1
lq 1 2 1 1
rq 2 1 2 2
For non-orientable words, in order to construct an extension of U we first fix a particular
representative U of [U ]. For each vertex of ΓU we also fix an orientation and initial incident
edge, so that the incidence sequence is defined, for all vertices.
Step 1. Let e be a directed edge in ΓU with u = ι(e) and v = τ(e) (note that u may be
the same vertex as v). In this step we replace e by two new edges e1 and e2, where e1,
e2 are in (A\ supp(U)), such that ι(e1) = ι(e2) = u and τ(e1) = τ(e2) = v; as follows.
As in Section 2.3, consider a disk ∆ with boundary divided into |U | consecutive, directed
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intervals, I1, . . . , I|U |, labelled with elements of supp(U), such that, read in a clockwise
direction, from the point I1 ∩ I|U |, the boundary label of ∆ is U . Let a1, . . . , a|U | be
properly embedded directed arcs in ∆, such that ι(ai) = ι(Ii) and τ(ai) = τ(Ii); and the
interiors of ai and aj are disjoint, for i 6= j. There are precisely two indices i, j such that
Ii and Ij, read with their given directions, are labelled e. Assume first that o(e) = 1. In
this case one of Ii, Ij is oriented clockwise and the other anti-clockwise. If Ii is directed
clockwise then the directed arc ai is labelled e1 and aj is labelled e2. Otherwise ai is labelled
e2 and aj labelled e1. (See Figure 2.7(a).) Now suppose that o(e) = −1. If i < j then ai
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is labelled with e1. Otherwise ai is labelled e2. (See Figure 2.7(b).) We do this for every
edge in ΓU and form a new graph Γ
′
U on ΣU by deleting the edges of ΓU . We denote by U
′
the word obtained by reading the label of ai instead of that of Ii, when reading round the
boundary of ∆, and note that U ′ is a circuit in Γ′U . For this circuit we have the following
lemma.
Lemma 2.15. Let v be a vertex of ΓU with link which has vertex sequence e
ε1
1 , . . . , e
εd
d and
incidence sequence O1, . . . , Od. Then v is a vertex of Γ
′
U of degree 2d, the link of v in Γ
′
U
has vertex sequence eε11,l1 , e
ε1
1,r1
, . . . , eεdd,ld, e
εd
d,rd
and (the cyclic word) U ′ contains the subwords
(e
εq
q,rqe
−εq+1
q+1,lq+1
)Oq , for 1 ≤ q ≤ d. (See Figure 2.8(a) and (b).)
Proof. This follows from the definition and the fact that U contains (e
εq
q e
−εq+1
q+1 )
Oq .
Example 2.16. Applying Step 1 to the word U of example 2.14 we construct the graph
shown in Figure 2.6(b); where edges labelled A and B are identified. Deletion of edges A
and B then results in a graph ΓU ′ with one vertex v, the link of which intersects ΓU ′ as
shown in Figure 2.6(c). Here U ′ = A1B1A
−1
2 B2.
Step 2. In this step we replace vertices of Γ′U by cycle graphs, as follows. For each vertex
v of ΓU choose a subset Av of A such that
• |Av| = degΓU (v),
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• Au ∩Av = ∅, if u 6= v, and
• Av ∩ (supp(U) ∪ supp(U
′)) = ∅.
For each v, choose a cyclic word Cv = c1 · · · cd, where d = degΓU (v) and Av = {c1, . . . , cd}.
We shall regard Cv either as a cyclic word or as a directed, labelled, cycle graph, with
edges ci, as expedient. Now let v be a vertex of ΓU of degree d, with link which has vertex
sequence eε11 , . . . , e
εd
d and incidence sequence O1, . . . , Od. Then the link of v in Γ
′
U has
vertex sequence eε11,l1, e
ε1
1,r1 , . . . , e
εd
d,ld
, eεdd,rd. Now assume that the cycle Cv is c1 · · · cd, with
vertices ι(ci) = vi and τ(ci) = vi+1, subscripts modulo d. Remove the vertex v from Γ
′
U
and replace it with Cv; according to the following scheme. If d ≥ 2 then
τ(eεdd,rd) = τ(e
ε1
1,l1
) = v1
and τ(e
εq−1
q−1,rq−1
) = τ(e
εq
q,lq
) = vq, for q = 2, . . . , d.
See Figure 2.8. If v is a vertex of ΓU of degree one, then the edge incident to v must be
alternating and U must contain the subword eεe−ε, ε = ±1. In this case add a loop with
the label c1 to v, as in Figure 2.9. On the surface ΣU we require that this loop lies in the
disk which is bounded by e1 and e2 and which meets no other edge of Γ
′
U , as illustrated.
In all cases we say that v has been extended by Cv. After each vertex has been extended
we obtain a new graph which we shall call Γ′′U . We can still read the closed path U
′ in
this graph. In fact it is now a Hamiltonian cycle. We shall call U ′ the Hamiltonian cycle
associated with U .
Step 3. In this step we choose a labelling function for the new graph, which allows us
(eventually) to regard it as a van Kampen diagram over H . Consider a directed edge e
of the original graph ΓU . In Step 1 this was replaced by a pair of edges (e1, e2). Then in
Step 2 we extended the end points of these edges to a subgraph of Γ′′U of the form shown
in Figure 2.10, where x and y are letters occurring in Cι(e) and Cτ(e), respectively. Let
ψ : (A ∪A−1)∗ → F (X) be a labelling function such that
(a) ψ(a) is H-minimal, for all a ∈ A,
(b) ψ(e1) =H ψ(x)ψ(e2)ψ(y), for all pairs of directed edges (e1, e2) corresponding to an
edge e of ΓU , with x and y as in Figure 2.10, and
(c) if U ′ = a1 · · · ar is the Hamiltonian cycle associated to U , where ai ∈ A
±1, then
ψ(a1) · · ·ψ(ar) is freely cyclically reduced (as written).
Then the resulting pair (Γ′′U , ψ) is called an extension of U over the group H .
2.6 Genus and length of an extension of U over H
Suppose that we have an extension (Γ′′U , ψ) of a non-empty quadratic word U of genus k.
We define the length of the extension to be the sum of the lengths, in F (X), of the labels of
the cyclic words added in Step 2 of the extension. That is, if v1, v2, . . . , vm are the vertices
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Figure 2.8: o(e1) = 1, o(e2) = o(ed) = −1, O1 = 1
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of ΓU , and these are extended by cyclic words C1, C2, . . . , Cm respectively, then the length
of the extension is
m∑
i=1
|ψ(Ci)|.
Definition 2.17. Let (Γ′′U , ψ) be an extension of U over H, let v1, . . . , vt be a subset of
the vertices of ΓU such that vi is extended by a cyclic word Ci and let wi = ψ(Ci), for
i = 1, . . . , t. Then we say that (Γ′′U , ψ) is a genus g joint extension on (v1, . . . , vt) by words
(w1, . . . , wt), if
(i) g = genusH(w1, . . . , wt) + t− 1 and
(ii) if t = 1 and v1 has degree 1 or 2 then either
(a) g ≥ 1
2
or
(b) U = A±2, for some A ∈ A.
If genus+H(w1, . . . , wt) = g − t + 1, in (i) above, then we say that (Γ
′′
U , ψ) is an orientable
extension on (v1, . . . , vt) and otherwise that it is non-orientable on (v1, . . . , vt).
(Note that condition (ii) implies that if U 6= A±2 and g = 0, which means that t must
be 1, then v1 has degree at least 3.)
Definition 2.18. Partition the vertices of ΓU into p sets V1, . . . , Vp. If
(i) (Γ′′U , ψ) is a genus gi joint extension on the vertices in the set Vi, for all i = 1, . . . , p,
and
(ii)
∑p
i=1 gi = g,
then (Γ′′U , ψ) is called a genus g extension of U over H. If U is orientable and (Γ
′′
U , ψ) is
orientable on Vi, for 1 ≤ i ≤ p, then this extension is called orientable. Otherwise it is
said to be non-orientable.
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Example 2.19. (A genus 3 extension)
Consider the quadratic orientable word U = ABCC−1B−1A−1 of genus 0. Let u1, u2, v1, v2
be the vertices of the associated graph ΓU , as shown in Figure 2.11. We construct a genus
2 joint extension on the vertices u1 and u2, by words w1 and w2 respectively, and a genus 1
joint extension on the vertices v1and v2, by words z1 and z2 respectively (see Figure 2.11).
Here all words in the generators of H which are mentioned are assumed to be H-minimal,
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w2 = w21w22 and z1 = z11z12. The labelling function ψ is such that ψ(c1) = w1, ψ(d2) = z2,
ψ(cij) = wij, ψ(dij) = zij ,
ψ(A1) =H w1ψ(A2)w22,
ψ(B1) =H w21ψ(B2)z12,
ψ(C1) =H z11ψ(C2)z2,
ψ(A1)ψ(B1)ψ(C1)ψ(C
−1
2 )ψ(B
−1
2 )ψ(A
−1
2 ) is freely cyclically reduced, w1w2 is a commutator
in H and z1z2 = 1 in H .
Lemma 2.20. Let (Γ′′U , ψ) be a genus g extension of the quadratic word U of genus
k and let U ′ be the Hamiltonian cycle associated to U . Let h1, . . . , hs be elements of
H such that
∏t
j=1 rjhjr
−1
j =H ψ(U
′), for some rj ∈ H. If (Γ
′′
U , ψ) is orientable, then
genus+H(h1, . . . , hs) ≤ g + k and otherwise genus
−
H(h1, . . . , hs) ≤ g + k.
Proof. The graphs ΓU and Γ
′′
U are embedded on a closed surface ΣU , by construction. As
ΣU is constructed by identifying segments of the boundary of the disk D, the Hamiltonian
circuit U ′, associated to U , labels a closed path in Γ′′U which bounds an open disk embedded
in ΣU and not meeting ΓU . Remove this disk from ΣU , to leave a closed surface ΣU,0, with
one boundary competent β0. Then ΣU,0 is the convex-hull of the 2-complex, which has
1-skeleton ΓU ′′ and 2-cells the closures of components of ΣU,0\ΓU ′′, and moreover β0 is
labelled ψ(U ′). As
∏s
j=1 rjhjr
−1
j =H ψ(U
′) there exists a van Kampen diagram ∆H , over
H , on surface of genus 0, with s + 1 boundary components β1, . . . , βs, β, with βj labelled
hj and β labelled ψ(U
′). Identifying β ′ with β0, along ψ(U
′), results in a surface Σ′U , with
22
s boundary components β1, . . . , βs, labelled with the hj ’s. Indeed we may regard Σ
′
U as
obtained from ΣU by removing the interior of s disks. Moreover Γ
′′
U is embedded in Σ
′
U
and does not meet β.
Now assume the vertices of ΓU were v1, . . . , vt and assume that vi has been extended by
the cycle graph Ci. For each i, the cycle Ci bounds a disk Di in Σ
′
U , the interior of which
does not meet Γ′′U . For all i, remove the interior of Di from Σ
′
U to leave a surface Σ
′′
U with
t+ s boundary components labelled h1, . . . , hs and ψ(C1), . . . , ψ(Ct). From the conditions
imposed on the labelling function ψ it follows that the labelled graph Γ′′U , together with
the diagram ∆H , form a van Kampen diagram over H , on the surface Σ
′′
U .
Now suppose that the vertices of ΓU are partitioned into sets V1, ..., Vp in such a way that
(Γ′′U , ψ) forms a genus gi joint extension on Vi, with
∑p
i=1 gi = g. Let wi = ψ(Ci), for all i.
Then, if Vi = {vi,1 . . . , vi,ti}, by definition we have genusH(wi,1 . . . , wi,ti) = gi−ti+1. Hence,
there exists a van Kampen diagram, over H , on a compact surface Ti of genus gi − ti + 1,
with ti boundary components labelled wi,1 . . . , wi,ti. Attach the boundary component of
Ti labelled wi,j to the boundary component of Σ
′′
U labelled wi,j, for j = 1, . . . , ti. In this
way we attach a handle, or cross-cap, of genus ti − 1 + genus(Ti) = gi to Σ
′′
U . Repeat the
process for all sets Vi of the partition of the vertices of ΓU . As ΣU has genus k, so does
Σ′′U , so the result is a surface Σ of genus k +
∑p
i=1 gi = k + g. We have now constructed
a van Kampen diagram, over H , on Σ, with s boundary components, labelled h1, . . . , hs.
Hence genusH(h1, . . . , hs) ≤ g + k.
Example 2.21. In Example 2.19 we constructed a genus 3 extension consisting of a joint
genus 2 extension by words w1, w2, and a joint genus 1 extension by z1 and z2. To construct
the corresponding van Kampen diagram on a surface of genus 3 first embed the graph Γ′′ in
the disk, with boundary labelled A1B1C1C
−1
2 B
−1
2 A
−1
2 . Then remove the interior of the disks
labelled c1, c21c22, d11d12 and d2. Finally, attach a torus with two boundary components,
labelled c1 and c21c22 and a sphere with two boundary components labelled d2 and d11d12,
in the obvious way: see Figure 2.12.
2.7 The main theorems
We are now in a position to state the main results of this paper, which give a method of
constructing forms for elements of (orientable or non-orientable) genus n in H .
Definition 2.22. Let H be a δ-hyperbolic group, with respect to the generating set X. For
an integer k ≥ 0, let BH(k) be the set of elements of H represented by words of length
at most k in F (X). Define M = |BH(4δ)|: and, for a positive element n ∈ Z[
1
2
], define
K(n) = 12n− 6, n ≥ 1, K(1/2) = 2, K(0) = 0 and l(n) = δ(log2(K(n)) + 1).
Assume that h ∈ H , that the orientable genus of h is genus+H(h) = g, that U is an
orientable Wicks form, over A, of genus g, and that φ is a labelling function such that
φ(U) is conjugate to h. Then φ(U) has orientable genus g in F (X). (It cannot have
orientable genus less than g, otherwise h would, as well.) It follows, from [7], that there
exists an orientable Wicks form W of genus g over A, and a labelling function ψ such
23
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Figure 2.12: A van Kampen diagram constructed from an extension of U
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that ψ(W ) is conjugate, in F (X), to φ(U), and the cyclic word obtained by substituting
ψ(X) for X , for all X ∈ supp(W ), is reduced as written, as a word in F (X). That is
ψ(W ) is freely cyclically reduced and |ψ(W )| = 2
∑
X∈supp(W ) |ψ(X)|. Call such a labelling
function cancellation free on W . The same holds for the non-orientable genus: replacing
“orientable” by “non-orientable” in the paragraph above.
Let W be a Wicks form and let D be a proper subset of supp(W ). The word U
obtained from W by setting all elements of D equal to 1 is called a specialisation of W .
For example, up to permutation of letters in the support, the Wicks form ABCA−1B−1C−1
has specialisations AA−1, ABA−1B−1 and ABCA−1B−1C−1.
Theorem 2.23. Let h be a word in X ∪X−1, let n be a positive integer and let l = l(n).
Then genus+H(h) = n if and only if n is the minimal integer such that the following holds.
There exist words F,R ∈ F (X) such that h =H RFR
−1, and an orientable Wicks form W
over A, of genus n, satisfying either 1 or 2 below.
1. F = θ(W ), where θ is a cancellation free labelling on W , |θ(E)| ≤ 12l+M+4, for all
E ∈ supp(W ) (so |F | ≤ (12n−6)(12l+M+4)) and |R| ≤ |h|/2+6l+3M/2+2δ+7/2.
2. F is H-minimal and F =H ψ(U
′), where U ′ is the Hamiltonian cycle of an ori-
entable, genus g extension (Γ′′U , ψ), of length at most 2(12n − 6)(12l +M + 4), of
some specialisation U of W , of genus k over A, where n = g + k. In this case
|R| ≤ |h|/2 + 2δ.
Theorem 2.24. Let h be a word in X ∪ X−1, let n ∈ Z[1
2
], n > 0 and let l = l(n).
Then genus−H(h) = n if and only if n is the minimal positive element of Z[
1
2
] such that
the following hold. There exist words F,R ∈ F (X) such that h =H RFR
−1, and a non-
orientable Wicks form W over A, of genus n, satisfying either 1 or 2 below.
1. F = θ(W ), where θ is a cancellation free labelling on W , |θ(E)| ≤ 12l +M + 4, for
all E ∈ supp(W ); so |F | ≤ K(n)(12l +M + 4). In this case |R| ≤ |h|/2 + 6l +
3M/2 + 2δ + 7/2.
2. F is H-minimal and F =H ψ(U
′), where U ′ is the Hamiltonian cycle of a non-
orientable, genus g extension (Γ′′U , ψ), of length at most 2K(n)(12l + M + 4), of
some specialisation U of W of genus k over A, where n = g + k. In this case
|R| ≤ |h|/2 + 2δ.
The proof of these two theorems is the content of Section 4.
3 Applications
3.1 Forms for Commutators
We use Theorem 2.23 to obtain a full list of all possible forms for commutators in H =
〈X|S〉. Since in this case n = 1, it follows that l = δ(log2(6) + 1).
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Proposition 3.1. An element h ∈ H is a commutator if and only if there are words
R and F in F (X), such that h =H RFR
−1, where F takes one of the following forms,
|R| ≤ |h|/2 + 6l + 3M/2 + 2δ + 7/2 in case 1, and |R| ≤ |h|/2 + 2δ in cases 2, 3 and 4.
1. F = XY ZX−1Y −1Z−1, for X, Y, Z ∈ F (X) with |X|, |Y |, |Z| ≤ 12l +M + 4.
2. F = A1A
−1
2 with A1 =H ξ
−1
1 A2ξ2, where |ξ1| + |ξ2| ≤ 12(12l + M + 4) and ξ1 is
conjugate to ξ2 in H.
3. F = A1B1A
−1
2 B
−1
2 with A1 =H ξ1A2ξ3, B1 =H ξ4B2ξ2, where |ξ1|+ |ξ2|+ |ξ3|+ |ξ4| ≤
12(12l +M + 4) and ξ1ξ2ξ3ξ4 =H 1.
4. F = A1B1C1A
−1
2 B
−1
2 C
−1
2 with A1 =H ξ1A2ρ1, B1 =H ρ2B2ξ2 and C1 =H ξ3C2ρ3,
where |ξ1|+ |ξ2|+ |ξ3|+ |ρ1|+ |ρ2|+ |ρ3| ≤ 12(12l+M+4) and ξ1ξ2ξ3 =H ρ1ρ2ρ3 =H 1.
Proof. By Theorem 2.23, h is conjugate to a word F which either has form 1 above or is
H-minimal and obtained by an orientable, genus g extension, of length at most 12(12l +
M + 4), of some specialisation U of the Wicks form ABCA−1B−1C−1, of genus k, where
g + k = 1. The bounds on |R| also follow directly from the theorem. There are only three
specialisations which can have a suitable extension.
(i) If k = 0 and g = 1, take a quadratic orientable word U = AA−1, of length 2 and
genus 0, with a joint genus 1 extension constructed on the two vertices of ΓU .
(ii) If k = 1 and g = 0 there are two possibilities.
(a) The orientable word U = ABA−1B−1 of genus 1 with a genus 0 extension
constructed on the only vertex of ΓU .
(b) The orientable word U = ABCA−1B−1C−1 of genus 1 with a genus 0 extension
constructed on both of the vertices of ΓU .
(i) We extend the graph ΓU as shown in Figure 3.1. By Theorem 2.23, F takes the form ofPSfrag replacements
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the Hamiltonian cycle A1A
−1
2 in the extended graph and from the nature of the extension
constructed on U , it is clear that we have form 2.
(ii)(a) We extend the graph ΓU as shown in Figure 3.2. By Theorem 2.23, F takes the
form of the Hamiltonian cycle A1B1A
−1
2 B
−1
2 in the extended graph and from the nature of
the extension constructed on U , it is clear that we have form 3.
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(ii)(b) Finally, we extend the graph ΓU as shown in Figure 3.3. Again, by Theorem 2.23,
F takes the form of the Hamiltonian cycle A1B1C1A
−1
2 B
−1
2 C
−1
2 in the extended graph and
from the nature of the extension constructed on U , it is clear that we have form 4. Hence
h is conjugate to some F which takes one of the required forms.
3.2 Forms for Squares
For a list of squares we use Theorem 2.24. In this case n = 1/2, so l = 3δ.
Proposition 3.2. An element h ∈ H is a square if and only if there are words R and F
in F (X), such that h =H RFR
−1, where either
1. F = X2, for X ∈ F (X) with |X| ≤ 12l+M+4 and |R| ≤ |h|/2+12l+3M/2+2δ+7/2;
or
2. F = A1A2 with A1 =H ξA2ξ, where |ξ| ≤ 5l +M + 4 and |R| ≤ |h|/2 + 2δ.
Proof. By Theorem 2.24, h is conjugate to a word F which either has form 1 above or
is obtained by a non-orientable, genus g extension, of length at most 4(12l +M + 4), of
some specialisation of the Wicks form A2, of genus k, where g + k = 1/2. There is one
possible specialisation which can have a suitable extension, namely the word U = A2, of
genus k = 1/2. Therefore we have a genus 0 extension over the unique vertex v of ΓU . We
extend the graph ΓU as shown in Figure 3.4. Following through the proof of Proposition
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4.15, we see that the length of this extension is at most 2(5l +M + 4), since in this case
v is an internal vertex and the words b1(A) = a2(A) = 1, while a1(A) = b2(A) has length
at most 5l +M + 4. Also, as the extension is of genus 0 we have ξ = ξ2 =H ξ
−1
1 , and
ξA2ξA
−1
1 =H 1, as required.
3.3 Solutions of quadratic equations in hyperbolic groups
In this section we extend Theorems 2.23 and 2.24 to apply to quadratic tuples of elements
of H . That is we show that, if genusH(c1, . . . , ct) ≤ g then there exist conjugators ri,
linearly bounded in terms of the sum of lengths of the ci, such that
∏t
i=1 c
ri
i has one of
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the forms given in Theorem 2.23 or 2.24, as appropriate. In the process we give bounds
on the lengths of images of variables in (minimal) solutions of quadratic equations over
hyperbolic groups. These are similar to those found over free groups by Kharlampovich
and Vdovina [20] and by Lysenok and Myasnikov [21]. For a torsion-free hyperbolic group
H , Kharlampovich, Mohajeri, Taam and Vdovina [19] founds such bounds which are in
somewhat different from those we give below. In fact they compute a number N , dependent
only H , such that if a quadratic equation Q is solvable in H then there is a solution in
which the variables are replaced by words of length at most NLd, where L is the length of
the the equation Q, as a word in the generators of H and the variables of Q, and d = 3,
if Q is orientable, and 4 otherwise. In contrast the bounds given belown depend on the
genus of the equation, but are linear (and torsion is not excluded). As usual, suppose that
H is δ-hyperbolic with respect to the presentation 〈X|S〉. First we use a result from [24]
to bound the length of solutions of quadratic equations over H .
Theorem 3.3 (cf. [19][Theorem 1], [21][Theorem 1.1]). Let H be a δ-hyperbolic group,
with respect to the presentation 〈X|S〉, let g ∈ Z[1
2
] and let c1, . . . , ct be elements of F (X).
Then there exist constants A and B, dependent only on δ, |X|, g and t such that the
following hold.
1. If genus+(c1, . . . , ct)H ≤ g then there exists a solution φ to equation (2.4) such that
|φ(vl)|, |φ(xi)|, |φ(yi)| ≤ A
t∑
j=1
|cj|+B,
i = 1, . . . , g, l = 1, . . . , t.
2. If genus−(c1, . . . , ct)H ≤ g then there exists a solution φ to equation (2.5) such that
|φ(vl)|, |φ(zi)| ≤ A
t∑
j=1
|cj|+B,
i = 1, . . . , 2g, l = 1, . . . , t.
Proof. First note that we may assume that R contains elements of length at most 8δ (see
for example [1]). Let c1, . . . , ct be orientable and let Xi = φ(xi), Yi = φ(yi) and Vl = φ(vl)
be a solution to the equation (2.4). As in Section 2.3 there is a van Kampen diagram K
on a surface Σ of genus g, with boundary components labelled ci, obtained from a disk
with boundary labelled
∏t
i=1 V
−1
i ciVi
∏g
i=1[Xi, Yi]. We assume that the number of regions
of K is minimal, among all such van Kampen diagrams. From [24][Lemma 11] we may
cut K along edges of 2-cells to obtain a van Kampen diagram on the disk; in such a way
that the boundary label of the disk has length at most
∑t
j=1 |cj| + C, for some constant
C dependent only on δ, |X|, g and t. As H is hyperbolic it has a linear Dehn function
f(n) = Dn + E, for some constants D and E, dependent only on δ, so the van Kampen
diagram on the disk has at most D(
∑t
j=1 |cj| + C) + E = D
∑t
j=1 |cj| + E
′ regions. By
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construction the same is true of K. Each of Xi, Yi and Vl on K corresponds to a simple
path on K, formed from a union of boundary components of 2-cells. As the 2-cells of K
have boundaries of length at most 8δ, we may assume that each of Vl, Xi and Yi has length
bounded by 4δ(D
∑t
j=1 |cj|+E
′) = A
∑t
j=1 |cj|+B, with A = 4Dδ, B = 4E
′δ. This proves
1 and 2 follows similarly.
A system of equations is a set of equations (wi = 1)i∈I , where I is an indexing set, and
a solution to this system of equations over H is an H-map φ : F (X) ∗ F (A) → H such
that φ(wi) =H 1, for all i ∈ I.
Corollary 3.4 (cf. [20][Theorem 2]). Let w = w1, . . . , wt be a quadratic tuple of words
over A of genus g ∈ Z[1
2
] and let c1, . . . , ct be elements of F (X) such that the system of
equations (wici = 1)
t
i=1 has solution in H. Let d =
∑t
i=1 |ci|. Then there exist constants A
and B, dependent only on δ, |X|, g and t, such that the following hold.
1. If w is orientable then there exists a solution φ to the equation (2.4) over H such
that |φ(a)| ≤ Ad+B, for all a ∈ {xi, yi | 1 ≤ i ≤ g} ∪ {vi | 1 ≤ i ≤ t}.
2. If w is non-orientable then there exists a solution φ to the equation (2.5) over H
such that |φ(a)| ≤ Ad+B, for all a ∈ {zi | 1 ≤ i ≤ 2g} ∪ {vi | 1 ≤ i ≤ t}.
Proof. Let ψ be a solution to (wici = 1)
t
i=1. For each i label the boundary of a disk Di with
wiv
−1
i civi, where vi ∈ A, vi /∈ supp(wj), for all j, and vi 6= vj , i 6= j. Setting ψ(vi) = 1, for
all i, the system of equations (wiv
−1
i civi = 1)
t
i=1 also has solution ψ. Let D be the disjoint
union of these disks. The quotient of D obtained by identifying directed edges, according
to their label in A, is a surface Σ (not necessarily connected) with t boundary components.
Collapsing the arcs labelled v−1i civi, on the boundary of each Di, to a point collapses all
boundary components of Σ to a point and, as noted above Definition 2.8, as w has genus
g, the surface obtained from Σ, by this collapse, has genus g. Therefore Σ also has genus
g. If w is orientable then so is Σ and, read with an appropriate orientation of Σ, the the
boundary labels of Σ are c1, . . . , ct (see Section 2.3). If w is non-orientable, then with an
appropriate choice of orientation of each boundary component, the boundary labels of Σ
are again c1, . . . , ct.
Now relabel each directed edge on Di by applying ψ: that is an edge labelled a ∈ A is
relabelled ψ(a). This results in a disk with boundary label ψ(wi)ci =H 1, for each i. Hence
there is a van Kampen diagram over H on each disk Di. Thus there is also a van Kampen
diagram on Σ. Therefore there is a corresponding solution φ to the equation (2.4) in the
case where w is orientable and to (2.5) otherwise. That is genus±H(c1, . . . , ct) ≤ g and the
result follows from Theorem 3.3.
Theorem 3.5. With the hypotheses of Theorem 3.3, there exist constants A′ and B′,
dependent only on δ, |X|, g and t such that the following hold. If genus±(c1, . . . , ct)H = g
there exist F, r1, . . . , rt ∈ F (X) such that
t∏
i=1
r−1i ciri = F and |ri| ≤ A
′
t∑
j=1
|cj|+B
′,
30
for i = 1, . . . , t, where
1. if genus+(c1, . . . , ct)H = g then F satisfies 1 or 2 of Theorem 2.23 and
2. if genus−(c1, . . . , ct)H = g then F satisfies 1 or 2 of Theorem 2.24.
Proof. Let c1, . . . , ct be orientable and let φ be a solution to equation (2.4). From Theorem
3.3, there exist constants A and B such that |φ(a)| ≤ A
∑t
i=1 |ci| + B, for all variables a
in the equation. Then h =
∏t
i=1 V
−1
i ciVi has orientable genus g, where Vi = φ(vi), and
|h| is bounded by (2tA+ 1)
∑t
i=1 |ci|+ 2tB. From Theorem 2.23 there exist R,F ∈ F (X)
such that h = RFR−1 and F and R satisfy 1 or 2 of the theorem. Here R is bounded
by |h|/2 + C ′, for some constant C ′ dependent only on δ, |X| and g, so we have F =∏t
i=1 r
−1
i ciri, where ri = R
−1ViR; and |ri| ≤ A
′
∑t
i=1 |ci| + B
′, for constants A′ and B′
dependent only on δ, |X|, g and t. This proves 1 and 2 follows similarly.
4 Proof of Theorems 2.23 and 2.24
4.1 Decomposition over short and long edges
The proofs of Theorems 2.23 and 2.24 involve consideration of a genus n Wicks form W
over A and a homomorphism θ from F (A) to F (X) such that
• θ(W ) is conjugate to h in H and
• amongst all such Wicks forms (of the appropriate orientation) and maps, W and θ
are minimal, in a sense made precise below.
In outline: we shall first establish some preliminary lemmas involving Wicks forms and
then show that W and θ either satisfy condition 1 of our theorems, or W can be reduced
to a quadratic word U , by setting certain letters equal to 1, and from U an extension
satisfying condition 2 may be constructed.
We abbreviate notation to allow discussion of both theorems simultaneously. We
write genusH to mean genus
+
H or genus
−
H , and “genus” instead of “orientable genus” or
“non-orientable genus”, whenever possible. We omit “orientable” and “non-orientable”
when talking of Wicks forms; the context should make it clear which is meant.
Proof of Theorems 2.23 and 2.24. From Lemmas 2.11 and 2.20 it follows that if the con-
ditions of either Theorem hold then genusH(h) = n. It remains to prove the converse. In
the orientable case (Theorem 2.23) we note that, from Lemma 2.11, there exists no genus
m Wicks form V , m < n, with a labelling function ψ such that ψ(V ) is conjugate to h in
H . By hypothesis, the genus of h is equal to n in H = 〈X|S〉. Therefore, in the case of
Theorem 2.23, n ∈ Z and there exist words ai, bi ∈ F (X), for i = 1, . . . , n, such that
h =H [a1, b1][a2, b2] · · · [an, bn].
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The quadratic orientable word U = [A1, B1] · · · [An, Bn], over A, is a genus n Wicks form.
Let φ : F (A)→ F (X) be the labelling function defined by φ(Ai) = ai and φ(Bj) = bj , for
all i, j = 1, . . . , n, and φ(X) = 1, otherwise. Then φ(U) = h. Moreover, φ(U) has genus n
in F (X). In this (orientable) case let F = F(h) be the set of pairs (U, φ) where U is an
orientable genus n Wicks form and φ is a labelling function such that φ(U) is conjugate to
h in H .
In the non-orientable case, Theorem 2.24, n ∈ Z[1/2] and there exist words ci ∈ F (X),
for i = 1, . . . , 2n, such that
h =H c
2
1 · · · c
2
2n.
The non-orientable quadratic word U = C21 · · ·C
2
2n, over A, is a genus n Wicks form. In
this case let φ : F (A)→ F (X) be the labelling function given by φ(Ci) = ci, i = 1, . . . , 2n,
and φ(X) = 1, otherwise. Then φ(U) = h and φ(U) has genus n in F (X). In this (non-
orientable) case, let F = F(h) be the set of pairs (U, φ) where U is a non-orientable genus
n Wicks form and φ is a labelling function such that φ(U) is conjugate to h in H .
In both orientable and non-orientable cases, we call a pair (W, θ) ∈ F minimal if |θ(W )|
is minimal amongst all pairs in F . Since we have shown that, in both cases, there is at
least one pair in F there is always a minimal pair. As above, from [7], if (U, φ) is a minimal
pair then we may choose a cancellation free pair (W,ψ) such that ψ(W ) is conjugate to
φ(U) in F (X). Then (W,ψ) is necessarily minimal. Hence F contains a cancellation free
minimal pair. Moreover, if (W,ψ) is minimal and cancellation free then, for each element
E of supp(W ), it follows that ψ(E) is H-minimal.
Now, let (W, θ) be a minimal cancellation free pair in F . If p is a geodesic path between
2 vertices of the Cayley graph ΓX(H) and p has label α then, by abuse of notation, we
refer to the path p as α. In particular, for (W, θ) ∈ F , if W = A1 · · ·An, where Ai ∈ A
±1,
then we consider θ(W ) = θ(A1) · · · θ(An) as the concatenation of paths θ(Ai) in the Cayley
graph ΓX(H). This path contains a geodesic subpath with label θ(Ai), which we refer to
as the path θ(Ai). On the other hand there is a geodesic path in ΓX(H) from 1 to θ(W ),
with label an H-minimal word F such that F =H θ(W ). We call such a path a geodesic
for (W, θ) and refer to it as F .
Now suppose that, for each letter E of the Wicks form W , we have |θ(E)| ≤ L =
12l + M + 4. In this case, in the light of Lemma 2.10, condition 1 of the appropriate
Theorem is satisfied, apart from the bound on the length of R, which is deferred to Section
4.4. Therefore, from now on, we shall assume that there is at least one letter of W which
is labelled by a word of length greater than L in F (X). (This implies that there are two
since each letter appears twice.)
For a pair (W, θ) ∈ F and A ∈ supp(W ), we say that the occurrences of A and A−1
in W are long edges of (W, θ) (or just W ) if |θ(A)| > L, as a word in F (X). All other
letters of W are called short edges . For convenience in the proof, we may, without loss of
generality, assume that the last letter of W is a long edge.
We state a number of preliminary lemmas, which we need later. The first is a version
of Lemma 14 of [22], and establishes bounded length properties of subwords of θ(A), where
A is any letter in supp(W ). Let ΓW be the genus n graph associated to W .
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Lemma 4.1. Let (W, θ) be a minimal cancellation free pair in F , let A ∈ supp(W ), with
signature σ(A) = (ε, δ), and let E1, . . . , Er, A
ε, Er+1, . . . , Es, A
δ, Es+1, . . . , Et be the cyclic
sequence of letters in the Eulerian circuit W in ΓW . Let θ(A
ε) = a1a2 and θ(A
δ) = a′1a
′
2,
where a1, a
′
1, a2 and a
′
2 are subwords of the H-minimal words θ(A
ε) and θ(Aδ). Similarly,
let θ(Ei) = ei1ei2, for 1 ≤ i ≤ t. Then
(i) |a1| ≤ |ei2θ(Ei+1 · · ·Er)a1|H , for 1 ≤ i ≤ r;
(ii) |a2| ≤ |a2θ(Er+1 · · ·Ej−1)ej1|H , for r + 1 ≤ j ≤ s;
(iii) |a1| ≤ |a2θ(Er+1 · · ·EsA
δEs+1 · · ·Ek−1)ek1|H , for s+ 1 ≤ k ≤ t;
(iv) if δ = ε and |a1| ≥ |a
′
1| then |a2| ≤ |a2θ(Er+1 · · ·Es)a
′
1|H and
(v) if δ = ε and |a2| ≥ |a
′
2| then |a1| ≤ |a2θ(Er+1 · · ·Es)a
′
1|H .
Proof. Without loss of generality we may assume that ε = 1 so σ(A) = (1, δ). First we
shall prove statement (ii). As in Section 2.3 consider a disk D with its boundary divided
into t+ 2 segments, labelled by the word W = E1 · · ·Et. Suppose that Ej = X
γ, for some
X ∈ A and γ = ±1. Then there is (unique) i 6= j such that Ei = X
±1; say Ei = E
ξ
j , where
ξ = ±1. Bisect Ej into two new edges, the first new edge denoted Ej1 and the second
Ej2, where Ej1, Ej2 are elements of A
±1 not occurring in W . Also replace the edge Ei by
the two edge path Ei1Ei2, where Ei1 = Ej1 and Ei2 = Ej2, if ξ = 1, and Ei1 = E
−1
j2 and
Ei2 = E
−1
j1 , if ξ = −1. That is, Ei1 = E
ξ
jµ(ξ) and Ei2 = E
ξ
jν(ξ).
Now consider a properly embedded arc in D, with end points ι(A) and τ(Ej1). Direct
this arc from ι(A) to τ(Ej1) and label it A
′. (See Figure 4.1a.) Cut the disk D along A′ to
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Figure 4.1
give two disks D1 and D2. Identify the segments of the boundaries of D1 and D2 labelled
A to form a new disk D′ with boundary labelled with the quadratic word
W ′ = E1 · · ·ErA
′Ej2 · · ·Es(Er+1 · · ·Ej1A
′−1)−δEs+1 · · ·Et,
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as shown in Figures 4.1b and 4.1c, for the cases δ = −1 and δ = 1, respectively. By
considering links of vertices we see that W ′ is irredundant unless it contains, as a subword,
two occurrences of either (EsEr+1)
±1, in the case δ = −1; or (E−1r+1Es+1)
±1, in the case
δ = 1. If this is the case, say EaEb = E
−1
r+1E
−1
s , then we replace the subword EsEr+1
by a new letter Eu and the subword EaEb by E
−1
u . All other possibilities are dealt with
similarly. Thus we may assume that W ′ is an irredundant quadratic word. As the surface
ΣW , obtained by identifying edges of D, according to their labels, is the same as the surface
ΣW ′, the quadratic word W
′ is a genus n Wicks form. Let L = supp(W ′) and let t1 be an
H-minimal word in F (X), such that t1 =H a2θ(Er+1 · · ·Ej−1)ej1. Define a homomorphism
ψ : F (L)→ F (X) in the following way.
ψ(E) =


a1t1 if E = A
′
ej1 if E = Ej1
ej2 if E = Ej2
eξ
jµ(ξ) if E = Ei1
eξ
jν(ξ) if E = Ei2
θ(E) otherwise.
,
with the obvious adjustments if the word W ′ had to be modified to make it irredundant.
Let
w0 = θ(E1 · · ·Er) = ψ(E1 · · ·Er),
w1 = θ(Er+1 · · ·Ej−1)ej1 = ψ(Er+1 · · ·Ej−1Ej1),
w2 = ej2θ(Ej+1 · · ·Es) = ψ(Ej2Ej+1 · · ·Es) and
w3 = θ(Es+1 · · ·Et) = ψ(Es+1 · · ·Et).
Then, writing Ei for Ei1Ei2, as before, so ψ(Ei) = (ej1ej2)
γξ = eγξj , we have
ψ(W ′) =H ψ(E1 · · ·ErA
′Ej2 · · ·Es(Er+1 · · ·Ej1A
′−1)−δEs+1 · · ·Et)
=H w0a1t1w2(w1t
−1
1 a
−1
1 )
−δw3
and substituting t1 =H a2w1 in this expression gives
ψ(W ′) =H w0a1a2w1w2(a
−1
2 a
−1
1 )
−δw3 =H θ(W ).
This implies that ψ(W ′) is conjugate to h in H . Thus (W ′, ψ) is an element of F . Now
since |θ(W )| was chosen to be minimal over all pairs in F , it follows that
|ψ(W ′)| ≥ |θ(W )|. (4.1)
Also, as θ is cancellation free on W , we have
|θ(W )| = |w0|+ |w1|+ |w2|+ |w3|+ 2|a1|+ 2|a2|
= (|w0|+ |w1|+ |w2|+ |w3|+ 2|a1|+ 2|t1|) + 2|a2| − 2|t1|
≥ |ψ(W ′)|+ 2|a2| − 2|t1|.
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That is
|θ(W )| ≥ |ψ(W ′)|+ 2|a2| − 2|t1|. (4.2)
Inequalities (4.1) and (4.2) imply
|a2θ(Er+1 · · ·Ej−1)ej1|H = |t1| ≥ |a2|, (4.3)
as required. Hence (ii) holds.
The same argument, using (W−1, θ) ∈ F and the cyclic permutation of W−1 beginning
with E−1S , can be used to show that (i) holds.
Next we consider case (iii). Again we label the disk D with the word W . This time,
bisect the edge labelled Ek. The first half shall be labelled by Ek1 and the second half
labelled by Ek2, where Ek1, Ek2 are elements of A
±1 not occurring in W . As before there
is an edge Ei = E
η
k , η = ±1, and we replace Ei with Ei1Ei2, where Ei1 = E
η
kµ(η) and
Ei2 = E
η
kν(η). Cut along an arc A
′′ joining τ(A) to τ(Ek1), and identify the two edges
labelled A, as in Figure 4.2. As before, if ι(A) in ΓW has degree 3, and δ = −1 then wePSfrag replacements
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also replace both occurrences the subword ErEs+1 (or its inverse) with a new edge Eu ∈ A
(or its inverse). A similar modification to the edge path ErE
−1
s may be necessary when
δ = 1. The boundary of the new disk is now labelled by the irredundant quadratic word
W ′′ = E1 · · ·Er(Es+1 · · ·Ek1A
′′−1Er+1 · · ·Es)
−δA′′Ek2 · · ·Et,
(replacing ErEs+1 by Eu if necessary) which is a genus n Wicks form. We shall define a
labelling function for W ′′. Let K = supp(W ′′) and let t2 be an H-minimal word in F (X)
such that
t2 =H a2θ(Er+1 · · ·Es)(a1a2)
δθ(Es+1 · · ·Ek−1)ek1. (4.4)
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Define a homomorphism φ : F (K)→ F (X) by
φ(E) =


a−12 t2 if E = A
′′
ek1 if E = Ek1
ek2 if E = Ek2
eη
kµ(η) if E = Ei1
eη
kν(η) if E = Ei2
θ(E) otherwise.
.
As before we find that φ(W ′′) =H θ(W ),
|φ(W ′′)| ≥ |θ(W )| (4.5)
and
|θ(W )| ≥ |φ(W ′′)| − 2|t2|+ 2|a1|. (4.6)
Inequalities (4.5) and (4.6), imply that
|a2θ(Er+1 · · ·Es)a
−1
2 a
−1
1 θ(Es+1 · · ·Ek−1)ek1 |H = |t2| ≥ |a1|,
as required. Hence (iii) holds.
For (iv) we modify the arguments above as follows. As we are assuming ε = 1 we have
δ = 1. First consider the case where i = 1, and follow the proof of case (ii), but take j = s
and Ej1 = Es, Ej2 = 1. Then
W ′ = E1 · · ·ErA
′ 2E−1s · · ·E
−1
r+1Es+1 · · ·Et.
Let E0 be an element of A which does not belong to supp(W
′) and replace W ′ with
W ′0 = E1 · · ·ErE0A
′ 2E−10 E
−1
s · · ·E
−1
r+1Es+1 · · ·Et.
The surface obtained from identifying boundary intervals of a disk labelled by W ′0 is again
ΣW , (as can be seen by considering the link of the vertex incident to A
′. As |a1| ≥ |a
′
1|, we
have a1 = a
′
1a3, for some terminal subword a3 of a1. Define t1 =H a2θ(Er+1 · · ·Es)a
′
1, let
K′ = K ∪ {E0} and define ψ : F (K
′)→ F (X) by
ψ(E) =


a3t1 if E = A
′
a′1 if E = E0
θ(E) otherwise
,
w0 and w3 as before and
w1 = θ(Er+1 · · ·Es) = ψ(Er+1 · · ·Es).
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Then t1 =H a2w1a
′
1 so
ψ(W ′0) =H w0a
′
1a3t1a3t1a
′ −1
1 w
−1
1 w3
=H w0a1a2w1a1a2w1a
′
1a
′ −1
1 w
−1
1 w3
=H w0a1a2w1a1a2w3
=H θ(W ).
As before, W ′ is a genus n Wicks form so |θ(W )| ≤ |φ(W ′0)|. Thus
|w0|+ |w1|+ |w3|+2|a1|+2|a2| = θ(W ) ≤ φ(W
′
0) ≤ |w0|+ |w1|+ |w3|+2|a
′
1|+2|a3|+2|t1|,
which implies that |t1| ≥ |a2|, so (iv) holds.
To prove that (v) holds, consider again the word W ′′, but this time take k = s + 1,
Ek1 = 1 and Ek2 = Es+1. Then
W ′′ = E1 · · ·ErE
−1
s E
−1
r+1 · · ·A
′′ 2Es+1 · · ·Et.
Let E0 be an element of A which does not belong to supp(W
′′) and replace W ′′ with
W ′′0 = E1 · · ·ErE
−1
s · · ·E
−1
r+1E
−1
0 A
′′ 2E0Es+1 · · ·Et.
The surface obtained from identifying boundary intervals of a disk labelled by W ′′0 is again
ΣW . As |a2| ≥ |a
′
2|, we have a2 = a4a
′
2, for some initial subword a4 of a2, so a
′
1 = a1a4.
Again, let t1 =H a2θ(Er+1 · · ·Es)a
′
1, and define
φ(E) =


a−14 t1 if E = A
′′
a′2 if E = E0
θ(E) otherwise
,
and w0, w1, w3 as in case (iv). Then
φ(W ′′0 ) =H w0w
−1
1 a
′ −1
2 (a
−1
4 t1)
2a′2w3
= w0w
−1
1 a
′ −1
2 (a
−1
4 a2w1a
′
1)
2a′2w3
= w0a
′
1a
−1
4 a2w1a
′
1a
′
2w3
= θ(W ).
Again, W ′′0 is a genus n Wicks form so |θ(W )| ≤ |φ(W
′′
0 )|. Thus
|w0|+ |w1|+ |w3|+2|a1|+2|a2| = θ(W ) ≤ φ(W
′′
0 ) ≤ |w0|+ |w1|+ |w3|+2|a
′
2|+2|a4|+2|t1|,
and consequently |t1| ≥ |a1|, so (v) holds.
Next we record as corollaries some straightforward consequences of Lemma 4.1.
Corollary 4.2. Let (W, θ) be a cancellation free pair in F and let F be a geodesic for
(W, θ). Let A be a long edge of W , with σ(A) = (ε, δ). Let α = θ(Aε) and α′ = θ(Aδ), let
x be a vertex of α and k be a positive integer such that k < d(ι(α), x) < |α| − k. Then the
following hold.
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(i) Let y be a vertex on (θ(W ) ∪ F ) − α such that d(x, y) ≤ k. Then y lies on α′ ∪ F
and if δ = ε then y lies on F .
(ii) If k > l then there exists a vertex y such that y lies on α′ ∪ F and d(x, y) ≤ l. If
δ = ε then y lies on F .
Proof. Statement (i) follows from Lemma 4.1. For statement (ii) note that by Lemma
2.3.(i), there exists a vertex y on θ(W )− α such that d(x, y) ≤ l. As k > l the statement
now follows from (i).
Corollary 4.3. Let (W, θ), F , A, α and α′ be as in Corollary 4.2. Let x1 and x2 be any
vertices on α and α′, respectively, such that d(x1, x2) ≤ k for some constant k. If x3 is a
vertex on α′ such that d(ι(α′), x3) = d(τ(α), x1) then d(x2, x3) ≤ k and d(x1, x3) ≤ 2k.
Proof. The proof falls into the following two cases.
(a) d(ι(α′), x2) ≤ d(ι(α
′), x3) = d(τ(α), x1).
(b) d(ι(α′), x2) > d(ι(α
′), x3) = d(τ(α), x1).
(a) By Lemma 4.1 d(τ(α), x1) ≤ d(x1, ι(α
′)) and, from the hypothesis and the triangle
inequality, it follows that
d(τ(α), x1) ≤ d(x1, ι(α
′)) ≤ k + d(ι(α′), x2). (4.7)
Since α is a geodesic path we have
d(τ(α), x1) = d(ι(α
′), x3) = d(ι(α
′), x2) + d(x2, x3). (4.8)
It follows from equations (4.7) and (4.8) that d(x2, x3) ≤ k.
(b) By Lemma 4.1, d(ι(α′), x2) ≤ d(x2, τ(α)) and, from the hypothesis and the triangle
inequality, it follows that
d(ι(α′), x2) ≤ d(x2, τ(α)) ≤ k + d(τ(α), x1). (4.9)
Since α is a geodesic path we have
d(τ(α), x1) = d(ι(α
′), x3) = d(ι(α
′), x2)− d(x2, x3). (4.10)
It follows from equations (4.9) and (4.10) that d(x2, x3) ≤ k. Hence the lemma holds.
Corollary 4.4. Let (W, θ), F , A, α and α′ be as in Corollary 4.2. Assume in addition
that o(A) = 1, so σ(A) = (ε,−ε) and α′ = α−1. For i = 1, 2, let ui be vertices of α and vi
be vertices of α−1 such that
• d(τ(α), u1) ≥ d(τ(α), u2) and
• for some constant k, d(ui, vi) ≤ k, i = 1, 2.
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Let α1 be the subpath [u1, u2] of α. (See Figure 4.3.) Then |α1| ≤ 2k +M + 1.
Proof. Let wi be the vertex of α
−1 such that d(τ(α−1), wi) = d(ι(α), ui), i = 1, 2. Let si be
a geodesic from ui to wi, for i = 1, 2. From Corollary 4.3, we have |si| ≤ 2k. The subpath
[w1, w2] of α
−1 is α−11 , so from Lemma 2.2, we have
|α1| ≤
1
2
(|s1|+ |s2|) +M + 1 ≤ 2k +M + 1.
PSfrag replacements
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Figure 4.3
We shall use Corollaries 4.2 and 4.4 with Lemma 2.3 to factor F into a product of
subwords, each of which corresponds to a unique long edge of W . To this end let W =
E1 · · ·Em, where Ei = A
εi
i , with Ai ∈ A and εi ∈ {±1}. Let U be the word obtained from
W by deleting Ei, whenever Ei is a short edge. Then U is a non-trivial quadratic word over
A, of genus at most n, and length f at most K(n), which we call the long factorisation of
W (with respect to θ). Write U = U1 · · ·Uf , where Ui ∈ {E1, . . . , Em}, and Ui is a long
edge of W . Then, as W ends with a long edge, we can write W = S1U1S2 · · ·SfUf , where
each Si is a subword of W consisting only of short edges (and may be the empty word).
By the usual abuse of notation, let θ(Ui) and θ(Si) denote subpaths in ΓX(H) of the path
labelled θ(W ).
Lemma 4.5. In the above notation, let W = S1U1S2 · · ·SfUf , where U = U1 · · ·Uf is the
long factorisation of W and each Si is a product of short edges. Then F has a partition
F1, . . . , Ff such that
1. if o(Ui) = −1 then |Fi| ≥ 8l +M + 3 and d(τ(Fi), τ(θ(Ui)) ≤ 3l + 1;
2. if o(Ui) = 1 then |Fi| ≥ 6l + 2 and, for the unique j such that Ui = U
−1
j , we have,
assuming i < j, that d(τ(Fi), τ(θ(Ui)) ≤ 5l +M + 3 and d(τ(Fi), τ(θ(Uj)) ≤ 3l + 1,
for all i such that 1 ≤ i ≤ f .
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Proof. Let A ∈ supp(W ) such that A is a long edge and assume that W =W0UiW0UjW1,
where Ui = A
ε and Uj = A
δ. Let α = θ(Aε) and β = θ(Aδ). Then |α| = |β| > 12l+M +4
and factorising as α = α0α1α2, where |α0| = |α2| = 2l + 1 we have |α1| > 8l +M + 2.
Now, as above, W = E1 · · ·Em, where Ei = A
εi
i , with Ai ∈ A and εi ∈ {±1}. Ap-
ply Lemma 2.3 to the word θ(E1) · · · θ(Em)F
−1, with γ0 = θ(Ui). This implies there
is a partition γ(1), . . . , γ(r) of α such that, for each j ∈ {1, . . . , r}, the interval γ(j) is a
δ⌈log2(m)⌉-fellow traveller with a geodesic γ
′, which is either an interval of a partition of
θ(Es), for some Es 6= Ui, or of F
−1. As δ⌈log2(m)⌉ ≤ l, it follows that γ
(j) and γ′ are
l-fellow travellers.
Assume that the partition of F−1 given by Lemma 2.3 is F ′1, . . . , F
′
t . Suppose first that
o(A) = −1 and σ(A) = (ε, ε). Then, as |a0| = |a2| = 2l + 1, it follows from Corollary 4.2,
that α1 is a subinterval of γ
(b), where 1 ≤ d ≤ r and γ(b) is an l-fellow traveller with F ′c, for
some c, and that |F ′c| ≥ |a1| ≥ 8l +M + 3. In this case, a similar argument shows that a
subinterval γ(b
′) of β is an l-fellow traveller with F ′c′, for some c
′ < c, with |F ′c| ≥ 8l+M+3.
This leaves the case o(A) = 1 and σ(A) = (ε,−ε) to consider. In this case, from
Corollary 4.2, α1 is a subinterval of γ
(b)γ(b+1), where γb is an l-fellow traveller with an
interval F ′c of F
′−1 and γ(b+1) is an l-fellow traveller with an interval γ′(d) of the partition
γ′(1), . . . , γ′(r
′) of β given by Lemma 2.3. Thus |γ(b)| + |γ(b+1)| = |γ(b)γ(b+1)| ≥ |α1| ≥
8l+M + 3. From Corollary 4.4, |γ(b+1)| ≤ 2l+M + 1, so |F ′c| = |γ
(b)| ≥ 6l+ 2. Moreover,
in this case the interval γ′(d+1) is an l-fellow traveller with an interval F ′c′ of the partition
of F ′−1, with c′ < c, and again |F ′c′| ≥ 6l + 2.
Recalling that α = θ(Ui) and β = θ(Uj), in both cases we denote the initial vertex ι(F
′
c)
of F ′c by vi and the initial vertex ι(F
′
c′) of F
′
c′ of by vj. By construction, if o(A) = −1, then
d(vi, τ(θ(Ui))) ≤ 3l+1 and if o(A) = 1, then d(vi, τ(θ(Ui))) ≤ 3l+1+2l+M+1 = 5l+M+2,
while in both cases d(vj, τ(θ(Uj))) ≤ 3l + 1.
Define vi and vj in this way for each long edge A ∈ supp(W ). Setting v0 = τ(F ) results
in f+1 points v0, v1, . . . , vf on F such that d(v0, vi) > d(v0, vi+1) and, with Ff−i = [vi+1, vi],
we have a partition F1, . . . , Ff of F , where |Fi| ≥ 6l + 2.
Definition 4.6. With the notation of the paragraph above Lemma 4.5, let W =
S1U1 · · ·SfUf , let U = U1 · · ·Uf be the long factorisation of W , let F = F1 · · ·Ff be the
factorisation of F found in Lemma 4.5 and let v(Ui) = τ(Fi). For i = 1, . . . , l, let a(Ui) be
the label of a geodesic path from τ(θ(Ui)) to v(Ui), let s(Ui) = θ(Si) (and let a(U0) = 1 and
S0 = 1) and let α(Ui) = Fi. For later reference let S(Ui) = Si, for all i. Let A ∈ supp(U).
(i) If o(A) = 1, let i, j be such that Ui = A and Uj = A
−1.
(ii) If o(A) = −1 and σ(A) = (ε, ε), let i, j be such that Ui = Uj = A
ε, i < j.
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Define
v1(A) = v(Ui), a1(A) = a(Ui), b1(A) = a(Ui−1), S1(A) = Si, s1(A) = s(Ui)
and α1(A) =
{
α(Ui), if o(A) = 1,
α(Ui)
ε, if o(A) = −1;
v2(A) = v(Uj), a2(A) = a(Uj), b2(A) = a(Uj−1), S2(A) = Sj , s2(A) = s(Uj)
and α2(A) =
{
α(Uj)
−1, if o(A) = 1,
α(Uj)
ε, if o(A) = −1.
(See Figure 4.4.)
Finally define H-minimal words
z1(A) =H
{
b2(A)
−1s2(A)a1(A), if o(A) = 1,
a2(A)
−1a1(A), if o(A) = −1,
and
z2(A) =H
{
b1(A)
−1s1(A)a2(A), if o(A) = 1,
b1(A)
−1s1(A)s2(A)
−1b2(A), if o(A) = −1.
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Figure 4.4
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Example 4.7. Suppose that W = ABC−1A−1B−1C−1 where A and C are long edges and
B is a short edge. Then U = AC−1A−1C−1 and we have the paths in ΓX(H) shown in
Figure 4.5. Here |a1(A)|, |a2(A)| and |a1(C)| are at most 5l+M + 3 and |a2(C)| = 0. (As
in our standing assumption, the last letter of W is long). In this case S0 = S2 = S4 = 1,
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S1 = B and S3 = B
−1, so b1(A) = 1, b2(A) = a1(C), b1(C) = a1(A) and b2(C) = a2(A),
si(A) = 1, s1(C) = θ(B) and s2(C) = θ(B)
−1. As o(A) = 1 and o(C) = −1, zi(A) and
zi(C) are H-minimal elements of F (X) such that
z1(A) = (a1(C))
−1a1(A), z2(A) = a2(A), z1(C) = a1(C) and z2(C) = (a1(A))
−1θ(B)2a2(A).
We shall need the following lemma in the next subsection.
Lemma 4.8. Let A be a long edge of W . Then
(i) z2(A)α2(A)z1(A)α1(A)
−1 =H 1, if o(A) = 1, and
(ii) z2(A)α2(A)
εz1(A)α1(A)
−ε =H 1, if o(A) = −1 and σ(A) = (ε, ε).
Proof. By definition, for 1 ≤ i ≤ l the Cayley graph ΓX(H) contains a closed path, based
at v(Ui−1) on F , consisting of the concatenation of paths labelled α(Ui), a(Ui)
−1, θ(Ui)
−1,
θ(Si−1)
−1 and a(Ui−1). (See Figure 4.6). Thus, for A ∈ supp(U) with o(A) = 1, we have
both
α1(A)a1(A)
−1θ(A)−1s1(A)
−1b1(A) =H 1 and α2(A)
−1a2(A)
−1θ(A)s2(A)
−1b2(A) =H 1.
Similarly, for A ∈ supp(U) with o(A) = −1, we have
αk(A)
εak(A)
−1θ(A)−εsk(A)
−1bk(A) =H 1, for k = 1, 2.
The result follows from these two facts and the definition of zi(A).
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4.2 Construction of an extension of U
Write W around the boundary of a disk (i.e. divide the boundary up into |W | segments,
assigning a letter to each) and identify the long edges, respecting orientation. This results
in a surface S of genus k ≤ n with Q holes. The boundary of the disk becomes a graph
on this surface, which we denote by ΓS. Thus ΓS consists of short edges, all of which are
written around the boundary components of S, and long edges, all of which are properly
embedded on S.
Let C be the set of cyclic words, over A, labelling the Q boundary components of S.
Define ∼ to be the equivalence relation on C generated by the relation which consists of
all pairs (U, V ) of words in C such that suppF (A)(U) ∩ suppF (A)(V ) 6= ∅. Let B1, . . . , Bp
be the equivalence classes of ∼. Then each set Bi consists of a ti-tuple of cyclic words
(W i1, . . . ,W
i
ti
), where W ij is a cycle forming a boundary component of S, and by definition
of Bi, this ti-tuple is quadratic.
Definition 4.9. The S-genus of Bi is gi = genusH(θ(W
i
1), . . . , θ(W
i
ti
)) + ti − 1, for i =
1, . . . , p.
Lemma 4.10. Let g =
∑p
i=1 gi, where gi is the S-genus of Bi, and let genus(S) = k. For
each equivalence class Bi consisting of a ti-tuple (W
i
1, . . . ,W
i
ti
) we have
genusH(θ(W
i
1), . . . , θ(W
i
ti
)) = genusF (A)(W
i
1, . . . ,W
i
ti
), for i = 1, . . . , p.
It follows that g + k = n.
Proof. Let hi = genusF (A)(W
i
1, . . . ,W
i
ti
) + ti − 1. Then hi ≥ gi, for all i. Assume that
hj > gj, for some 1 ≤ j ≤ p. Now, since W has genus n in F (A), if we identify all the
short edges on the genus k surface S, respecting orientation, we obtain the closed compact
surface ΣW of genus n. On the other hand we may construct a surface homeomorphic to
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ΣW as follows. For each Bi there exists a van Kampen diagram Ki, over F (A), on a surface
Σi of genus hi − ti + 1, with ti boundary components, W
j
1 , . . . ,W
j
ti
. Identifying boundary
components of Σi to the ti boundary components of S, with the same boundary cycles, for
all i, we obtain a closed surface of genus k+
∑p
i=1[(hi− ti+1)+ ti− 1] = k+
∑p
i=1 hi. By
construction this surface is homeomorphic to ΣW .
Therefore,
n = k +
p∑
i=1
hi
> k +
p∑
i=1
gi.
But this implies that genusH(h) = genusH(θ(W )) ≤ k +
∑p
i=1 gi < n, a contradiction.
Thus gi = hi, for all i = 1, . . . , p, and n = k +
∑
gi = k + g. Hence the lemma holds.
Consider once more the surface S with Q holes with the embedded graph ΓS consisting
of long and short edges. If we paste a disk onto each of the Q boundary components
and contract the cyclic word of short edges to a point, we obtain a graph, consisting of
long edges only, on a closed compact surface of genus k = genus(S). The quadratic word
associated with this graph is the long factorisation U of W . As usual we denote this graph
ΓU . We shall construct an extension of U over H .
As above, let the long factorisation of W be U = U1 · · ·Ul. As in Section 2.5, let U
′ the
Hamiltonian cycle associated to U : that is the word obtained from U by replacing each
occurrence Ui by Ui1 or Ui2, as described in Section 2.5. Thus the word U = AC
−1A−1C−1
in Example 4.7 is replaced by U ′ = A1C
−1
1 A
−1
2 C
−1
2 . The graph obtained from ΓU by
replacing the directed edge Ui with edges Ui1 and Ui2 is called Γ
′
U , as before. Now define a
labelling function ψ on the set {A1, A2 : A ∈ supp(U)}, and by extension on the free group
these letters generate, by
ψ(A1) = α1(A) and ψ(A2) = α2(A).
By definition of α1 and α2 we have then
F = ψ(U ′). (4.11)
For instance, in Example 4.7 we have ψ(U ′) = α1γ
−1
1 α
−1
2 γ
−1
2 = F.
Let vij be the vertex of ΓU obtained by collapsing the boundary component W
i
j of S to
a point. Let B′i = {v
i
1, . . . , v
j
ti
}. We shall construct a genus gi extension of ΓU on B
′
i, for
appropriate gi, for all i (see Definition 2.17). Each internal vertex of ΓS becomes a vertex
of ΓU and we shall construct a genus 0 extension on each such vertex.
Let v be a vertex of ΓU of degree d and assume that, after suitable relabelling of edges,
the vertex sequence of lk(v) is Eε11 , . . . , E
εd
d , and the incidence sequence of v is O1, . . . , Od.
Then the cyclic word U contains the subwords (E
εq
q E
εq+1
q+1 )
Oq , for q = 1, . . . , d, as in Figure
2.7a (with “e” replaced throughout by “E”.)
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Now extend each vertex v of ΓU by a cycle graph Cv, as in Step 2 of the definition of
an extension in Section 2.5. As in the definition, if the cycle Cv = c1 · · · cd, where d is
the degree of v and ι(cq) = vq, τ(cq) = vq+1, then using the notation above, we shall have
vq = τ((E
q
νq
)εq) = τ((Eq−1µq−1)
εq−1), for q = 1, . . . d (superscripts modulo d), as in Figure 2.8c.
The resulting graph is Γ′′U .
To complete Step 3 of the construction of the extension we must extend the labelling
function ψ, defined above on A1 and A2, for A ∈ supp(U), to the edges of the cycles added
to form Γ′′U . For the cycle Cv above we define, for q = 1, . . . , d,
ψ(cq) = zµq (Eq)
Oq , if o(Eq) = 1, (4.12)
and
ψ(cq) = zµ(Oq)(Eq)
γq , if o(Eq) = −1, (4.13)
where
γq = Oqν
−1(lq) =
{
−Oq, if lq = 1
Oq, if lq = 2.
.
Lemma 4.11. The pair (Γ′′U , ψ) is an extension of U over H.
Proof. Wemust verify that (a), (b) and (c), of Step 3 of the definition of extension, hold. By
definition of ψ, (a) holds. To see that (b) holds, consider a long edge A of ΓU and suppose
that A is replaced by the pair (A1, A2), in forming Γ
′′
U . We have defined ψ(Ai) = αi(A), for
i = 1, 2. Assume that ι(A) = u and τ(A) = v. Without loss of generality we may assume
that the links of u and v have vertex sequences Eε11 , E
ε2
2 , . . . , E
εd
d and G
δ1
1 , G
δ2
2 , . . . , G
δf
f ,
with Eε11 = A
−1 and Gδ11 = A. Write Oq = Oq(u) and O
′
q = Oq(v), and similarly write
rq, lq, µq and νq, for rq(u), lq(u), µq(u) and νq(u); and r
′
q, l
′
q, µ
′
q and ν
′
q, for rq(v), lq(v),
µq(v) and νq(v). We may assume (by reversing orientation of all vertices if necessary) that
O1 = 1. From Lemma 2.15, the cyclic word U
′ contains
A−1r1 E
−ε2
2,l2
and (Eεdd,rdAl1)
Od (4.14)
and
(Ar′1G
−δ2
2,l′2
)O
′
1 and (G
δf
f,r′f
A−1
l′1
)O
′
f . (4.15)
Assume further that u and v are extended by cycles Cu and Cv, where Cu = c1 · · · cd and
Cv = c
′
1 · · · c
′
f , with
ι(cq) = vq, τ(cq) = vq+1, ι(c
′
q) = v
′
q and τ(c
′
q+1) = v
′
q+1.
Then
ι(Al1) = v1 = ι(c1), ι(Ar1) = v2 = τ(c1), τ(Al′1) = v
′
1 = ι(c
′
1) and τ(Ar′1) = v
′
2 = τ(c
′
1).
Consider first the case o(A) = 1. As ε1 = −1 and δ1 = 1, we have µ1 = 2, ν1 = 1, µ
′
1 = 1
and ν ′1 = 2. Then
ψ(c1) = zµ1(A) = z2(A) (4.16)
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and
l1 = ν1 = 1, r1 = µ1 = 2, ι(A1) = ι(c1) and ι(A2) = τ(c1).
If O′f = 1 then
ψ(c′1) = zµ′1(A) = z1(A) (4.17)
and
l′1 = ν
′
1 = 2, r
′
1 = µ
′
1 = 1, τ(A2) = ι(c
′
1) and τ(A1) = τ(c
′
1).
We therefore have a closed path c1A2c
′
1A
−1
1 and, from Lemma 4.8 (i),
ψ(c1)ψ(A2)ψ(c
′
1)ψ(A
−1
1 ) = z2(A)α2(A)z1(A)α1(A)
−1 =H 1,
so (b) holds in this case. If O′f = −1 then
ψ(c′1) = zµ′1(A)
−1 = z1(A)
−1 (4.18)
and a similar argument shows that we have a closed path c1A2c
′ −1
1 A
−1
1 ; so (b) also holds
in this case.
Now suppose that o(A) = −1. Then, from (4.14), U ′ contains A−1, so σ(A) = (−1,−1).
From (4.15), then O′1 = −1. Hence
ψ(c1) = z1(A)
ν−1(l1) and ψ(c′1) = z2(A)
−ν−1(l′1). (4.19)
If r1 = l
′
1 and l1 = r
′
1 then
ψ(c′1) = z2(A)
−ν−1(r1) = z2(A)
ν−1(l1),
and
τ(Ar1) = τ(Al′1) = ι(c
′
1) and τ(Al1) = τ(Ar′1) = τ(c
′
1),
so we have a closed path c1Ar1c
′
1A
−1
l1
and
ψ(c1)ψ(Ar1)ψ(c
′
1)ψ(A
−1
l1
) = z1(A)
ν−1(l1)αr1(A)z2(A)
ν−1(l1)αl1(A)
−1.
Thus, as ε = −1, if l1 = 1 we have
ψ(c1)ψ(Ar1)ψ(c
′
1)ψ(A
−1
l1
) = z1(A)
−1α2(A)
−εz2(A)
−1α1(A)
ε
and if l1 = 2 then
ψ(c1)ψ(Ar1)ψ(c
′
1)ψ(A
−1
l1
) = z1(A)
−1α1(A)
−εz2(A)α1(A)
ε
and in both cases (b) follows from Lemma 4.8 (ii). The case r1 = r
′
1 and l1 = l
′
1 follows in
the same way, so (b) holds in all cases.
As ψ(U ′) = F , (c) holds. Therefore we have an extension of U over H , as required.
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4.3 Length and genus of (Γ′′U , ψ)
The next two Lemmas prepare the ground for the proof of Lemma 4.14.
Lemma 4.12. Let vij be the vertex of ΓU obtained by collapsing the boundary component
W ij of S to a point. Let E
ε1
1 , . . . , E
εd
d be the vertex sequence of lk(v
i
j), and O1, . . . , Od the
incidence sequence of vij. Then θ(W
i
j ) is conjugate to u
O1
1 · · ·u
Od
d , where
uq =
{
slq+1(Eq+1), if Oq = 1
srq(Eq), if Oq = −1.
Proof. By definition ofOq, the cyclic word U contains (E
εq
q E
−εq+1
q+1 )
Oq , and henceW contains
(E
εq
q S
′Oq
q E
−εq+1
q+1 )
Oq , where
S ′q =
{
S(E
−εq+1
q+1 ), if Oq = 1,
S(E
−εq
q ), if Oq = −1,
for q = 1, . . . , d. Moreover, from Lemma 2.15, the cyclic word U ′ contains (E
εq
q,rqE
−εq+1
q+1,lq+1
)Oq ,
in place of (E
εq
q E
−εq+1
q+1 )
Oq . Hence, by considering all the possible values when Oq = ±1,
o(Eq+1) = ±1 and εq+1 = ±1, we see that if Oq = 1 then S
′
q = Slq+1(Eq+1), while if Oq = −1
then S ′q = Srq(Eq).
In the following lemma we abbreviate the notation of Definition 4.6, writing alq , blq ,
slq , arq , brq and srq for alq(Eq), blq(Eq), slq(Eq), arq(Eq), brq(Eq) and srq(Eq), respectively.
Lemma 4.13. Let v be a vertex of ΓU with incidence sequence O1, . . . , Od and link
Eε11 , . . . , E
εd
d . Let Cv = c1 · · · cd be the cycle extending v, let Vq = (o(Eq), Oq; o(Eq+1), Oq+1),
and tq = ψ(cq)ψ(cq+1), for q = 1, . . . , d. Then, for q = 1, . . . , d,
α(cq) =


b−1lq slqarq , if o(Eq) = 1 and Oq = 1
a−1lq s
−1
rq
brq , if o(Eq) = 1 and Oq = −1
a−1lq arq , if o(Eq) = −1 and Oq = 1
b−1lq slqs
−1
rq
brq , if o(Eq) = −1 and Oq = −1
,
Vq = (ε, δ : γ, δγ), for some ε, δ, γ = ±1,
and
(i) tq = b
−1
lq
slqslq+1arq+1, if Vq = (1, 1; 1, 1),
(ii) tq = a
−1
lq
s−1rq s
−1
rq+1
brq+1, if Vq = (1,−1; 1,−1),
(iii) tq = b
−1
lq
slqslq+1s
−1
rq+1
brq+1, if Vq = (1, 1;−1,−1),
(iv) tq = a
−1
lq
s−1rq arq+1, if Vq = (1,−1;−1, 1),
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(v) tq = a
−1
lq
slq+1arq+1, if Vq = (−1, 1; 1, 1),
(vi) tq = b
−1
lq
slqs
−1
rq
s−1rq+1brq+1, if Vq = (−1,−1; 1,−1),
(vii) tq = a
−1
lq
slq+1s
−1
rq+1
brq+1, if Vq = (−1, 1;−1,−1) and
(viii) tq = b
−1
lq
slqs
−1
rq
arq+1, if Vq = (−1,−1;−1,−1).
Proof. If o(Eq) = 1 then
ψ(cq) = zµq(Eq)
Oq =
[
b−1νq sνqaνq
]Oq
,
and the expressions of α(cq) when o(Eq) = 1, follow. When o(Eq) = −1 then
ψ(cq) = zµ(Oq)(Eq)
Oqν
−1(lq) =
{
[a2(Eq)
−1a1(Eq)]
ν−1(lq) , if Oq = 1,
[b1(Eq)
−1s1(Eq)s2(Eq)
−1b1(Eq)]
−ν−1(lq) , if Oq = −1,
and the given expressions for ψ(cq) when o(Eq) = −1 follow, on considering the two
possibilities, lq = 1 and lq = 2. That Vq is determined by its first three entries, as claimed,
follows from the definition of Oq.
To compute tq, observe that, from Lemma 2.15, if Oq = 1 then U
′ contains E
εq
q,lq
E
−εq+1
q+1,lq+1
,
so that arq = blq+1 . Similarly, if O1 = −1 then U
′ contains E
εq+1
q+1,lq+1
E
−εq
q,lq
, so alq+1 = brq .
To see that (i) holds note that when o(Eq) = o(Eq+1) = Oq = Oq+1 = 1, we have lq = νq,
rq = µq, lq+1 = νq+1 and rq+1 = µq+1. As Oq = 1 we have arq = blq+1 , so
tq = [bνqsνqaµq ][bνq+1sνq+1aµq+1 ] = [b
−1
lq
slqarq ][b
−1
lq+1
slq+1arq+1 ] = b
−1
lq
slqslq+1arq+1 .
The other seven cases follow similarly.
Lemma 4.14. Let v be an internal vertex of ΓS and (as on page 44) let B
′
i = {v
i
1, . . . , v
i
t}
be the set of vertices of ΓS corresponding to the equivalence class Bi, and let gi be the
S-genus of Bi. Let Cv and C
i
j be the cycles extending v and v
i
j, respectively, in Γ
′′
U . Then
the pair (Γ′′U , ψ) is
1. a genus 0 joint extension on v by the cyclic word ψ(Cv) and
2. a genus gi joint extension on B
′
i by the words ψ(C
i
1), . . . , ψ(C
i
ti
).
Proof. First let u be any vertex of ΓU , with incidence sequence O1, . . . , Od and let
Eε11 , . . . , E
εd
d be the vertex sequence of lk(u). Let Cu = c1 · · · cd be the cycle extending
u. It follows from Lemma 4.13 that all the words alq , arq , blq and brq cancel in the product
ψ(Cu) = ψ(c1) · · ·ψ(cd). Thus
ψ(Cu) = ψˆ(c1) · · · ψˆ(cd),
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where
ψˆ(cq) =


slq , if o(Eq) = 1 and Oq = 1
s−1rq , if o(Eq) = 1 and Oq = −1
1, if o(Eq) = −1 and Oq = 1
slqs
−1
rq
, if o(Eq) = −1 and Oq = −1
.
If u an internal vertex of ΓS then, by definition, slq = srq = 1, for all q. Therefore, for the
internal vertex v of ΓS we have ψ(Cv) = 1. Moreover, if v is an internal vertex of ΓS then
it is also a vertex of ΓW and hence has degree at least 3, unless U = A
±2, for some A ∈ A.
Thus (i) and (ii) of Definition 2.17 hold, and 1 follows.
Assume now that u = vij ∈ B
′
i. If o(Eq) = ε, for fixed ε = ±1, for all q, then it follows
from Lemma 4.12 that ψ(Cu) is conjugate in H to θ(W
i
j ). Hence we may assume that
o(Eq) = 1 for at least one index q and that o(Eq) = −1, for at least two indices q. In this
case we may, by renumbering the Eq if necessary, choose E1 such that o(E1) = −1 and
O1 = 1. Let 1 = i1 < i2 < · · · < i2m ≤ d be integers such that o(Eq) = −1 if and only if
q ∈ {i1, . . . , i2m}. Then Oq = −1 if i2j ≤ q < i2j+1, and Oq = 1 if i2j+1 ≤ q < i2(j+1), for
j = 1, . . . , m (subscripts modulo 2m). Therefore
ψˆ(ci1) = ψˆ(ci3) = · · · = ψˆ(ci2m−1) = 1,
ψˆ(ci2j ) = sli2j s
−1
ri2j
, for j = 1, . . . , m,
ψˆ(cq) = slq , for i2j+1 < q < i2(j+1), and
ψˆ(cq) = s
−1
rq
, for i2j < q < i2j+1.
Hence, for j = 1, . . . , m,
ψˆ(ci2j−1) · · · ψˆ(ci2j+1−1) = sli2j−1+1 · · · sli2j s
−1
ri2j
· · · s−1ri2j+1−1
,
where the subscripts of i are integers modulo 2m. From Lemma 4.12 again, it follows that
ψ(Cvij ) is conjugate in H to θ(W
i
j ).
This is true for all vertices of B′i, so if B
′
i = {v
i
1, . . . , v
i
ti
} then
genusH(ψ(C
i
1), . . . , ψ(C
i
ti
)) = genusH(θ(W
i
1), . . . , θ(W
i
ti
)) = gi − ti + 1,
where gi is the S-genus of Bi. Thus (i) of Definition 2.17 holds for the extension of B
′
i by
ψ(C i1), . . . , ψ(C
i
ti
).
To verify (ii), suppose that gi = 0, ti = 1 and that the degree of v
i
1 is d. Then
genusH(ψ(C
i
1)) = genusH(θ(W
i
1)) = 0 and Lemma 4.10 implies that genusF (A)(W
i
1) = 0. If
d = 1 then W i1 = 1. But W
i
1 = S(E
ε1
1 ) is a cyclic subword of the Wicks form W (or it’s
inverse) and by definition W is cyclically reduced. Therefore this can’t occur.
Now suppose that d = 2. Then vij has link E
ε1
1 , E
ε2
2 , and since there are an even number
of non-alternating edges incident to every vertex of ΓW , o(E1) = o(E2) = ±1. Moreover W
contains (Eε11 S
′O1
1 E
−ε2
2 )
O1 and (Eε22 S
′O2
2 E
−ε1
1 )
O2, where S ′q is defined in the proof of Lemma
4.12. If o(E1) = o(E2) = 1, then O1 = O2 andW
±1 contains Eε11 S
′
1E
−ε2
2 and E
ε2
2 S
′
2E
−ε1
1 . In
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this case the label of the cyclic word W i is (S ′1S
′
2)
±1, so S ′1 = S
′ −1
2 . Hence W is redundant,
a contradiction. In the case o(E1) = o(E2) = −1, we may assume that O1 = −O2 = 1
and so W±1 contains Eε11 S
′
1E
−ε2
2 and E
ε1
1 S
′
2E
−ε2
2 . In this case the boundary label of W
i is
(S ′1S
′ −1
2 )
±1, so W contains two occurrences of Eε11 S
′
1E
−ε2
2 , which again implies redundancy.
Therefore part (ii) of Definition 2.17 holds. Thus, we have the required genus gi exten-
sion of B′i.
We are now in a position to complete the main part of the proof of Theorems 2.23 and
2.24, by showing that (Γ′′U , ψ) is the required extension of U over H . Once this has been
done the remaining step is to bound the length of R, and this is addressed in Section 4.4.
Proposition 4.15. Let genus(S) = k and let g = n− k. Then the pair (Γ′′U , ψ) is a genus
g extension of U over H, of length at most 2K(n)(12l +M + 4).
Proof. Let C1, . . . , CQ be the cycles extending the vertices of ΓU corresponding to the Q
boundary components of S; and let CQ+1, . . . , CQ+t be the cycles extending the internal
vertices of S. Then the length of (Γ′′U , ψ) is
Q+t∑
i=1
|ψ(Ci)|.
For 1 ≤ j ≤ Q + t, we have ψ(Cj) equal to a product of terms of the form aj(A), bj(A)
and sj(A), where A is a long edge of W , and j = 1 or 2. From the proof of Lemma 4.11,
in particular equations (4.16), (4.17), (4.18) and (4.19), for each long edge A of W and for
j = 1, 2, each of aj(A), bj(A) and sj(A) occurs in exactly one ψ(c), for some letter c of one
of the cycles Cv.
Every sj(A) is the product of the labels of the short edges between two consecutive
long edges of W ; and short edges have labels in F (X) of length at most 12l+M +4. Each
aj(A) and bj(A) is a word of length at most 5l +M + 3 arising from a long edge of W
(Lemma 4.5).
By Lemma 2.10, the maximum number of letters in W is K = max{2, 12n− 6}. Thus
the sum of number of short letters and long letters is at most K. Therefore, if S and L are
the numbers of short edges and long edges of W , respectively, the length of the extension
is bounded by
(12l +M + 4)S + 2(5l +M + 3)L ≤ 2K(12l +M + 4).
From Lemma 4.14 (Γ′′U , ψ) is an extension of genus
∑p
i=1 gi, and the proposition now
follows from Lemma 4.10.
Combining equation (4.11) and Proposition 4.15, we have the required extension and
it remains only to verify the bound on the length of R.
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4.4 Bounding the length of R
Now assume h = RFR−1, where h satisfies the hypotheses and F the conclusions of
Theorem 2.23 or Theorem 2.24. We shall consider the geodesic quadrilateral with sides
labelled F,R−1, h−1, R, based at 1 in ΓX(H), and refer to these geodesics by their labels.
We apply Lemma 2.3 to this quadrilateral, with γ0 = F . This gives a partition Fι, Fγ, Fτ
of F such that F−1τ δ-fellow travels with an initial segment of R
−1, F−1ι δ-fellow travels
with a terminal segment of R and F−1γ , which may be empty, 2δ-fellow travels with a
segment of h, as in Figure 4.7a. Assume first that F satisfies 1 of Theorem 2.23 or
TE
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Theorem 2.24. If |F | ≤ 12l +M + 4δ + 5 then, from Lemma 2.2, there is R such that
h =H RFR
−1 and |R| ≤ |h|/2+6l+3M/2+2δ+7/2, as claimed. Therefore we assume that
|F | > 12l +M + 4δ + 5 and that F = θ(W ), where W is a Wicks form of the appropriate
type, with |θ(E)| ≤ 12l +M + 4, for all E ∈ supp(W ). Moreover, we assume that R is
minimal, in the sense that, for all (W ′, θ′) ∈ F , with no long edges, if h =H R
′θ′(W ′)R′−1
then |R| ≤ |R′|.
Let p be a vertex on F such that |d(p, ι(F )−d(p, τ(F )| ≤ 1. First suppose that p lies on
Fι or Fτ , so there is a vertex q on R or R
−1 such that d(p, q) ≤ δ. Without loss of generality,
we may take q to lie on R−1 and we take d to be the label of a geodesic from q to p. Then
R = R0R1, where τ(R0) = ι(R1) = q and F = F0F1, where τ(F0) = ι(F1) = p, as in Figure
4.7b. This means |R1| ≥ |F1|−δ and as |F1| ≥ (|F |−1)/2, we have |R1| > 6l+M/2+δ+2.
However |θ(E)| ≤ 12l+M +4, for all E ∈ supp(W ), so p is distance at most 6l+M/2+2
from the initial vertex of θ(E±1), for some E ∈ supp(W ). Thus a−1F1F0a = θ(W
′), for
some cyclic permutation W ′ of W and some a ∈ F (X) with |a| ≤ 6l+M/2+2 (see Figure
4.7b). Let F ′ = θ(W ′). As R1 = dF1, we have h =H R0dF1F0d
−1R−10 = R0daF
′a−1d−1R−10
and |R0da| ≤ |R0|+ |a|+ |d| ≤ |R0|+6l+M/2+δ+2 < |R0|+ |R1| = |R|. AsW
′ is a Wicks
form we may replace (W, θ) and F , in the conclusion of Theorem 2.23 or Theorem 2.24,
by (W ′, θ) and F ′ and then replace R by R0da. However, this contradicts the minimality
of |R|. Therefore we may assume that p lies on Fγ.
As p ∈ Fγ there is a vertex q on h such that d(p, q) ≤ 2δ, and we now take d to be the
label of a geodesic from such a vertex q on h to the vertex p on F , as in Figure 4.7c. Let
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h = h0h1, where τ(h0) = q = ι(h1); so h = h2h1h0h
−1
2 , for some h2 such that |h2| ≤ |h|/2
(i.e. h2 = h0 or h
−1
1 ). Then h1h0 = dF1F0d
−1 so h = h2dF1F0d
−1h−12 = h2daF
′a−1d−1h−12 ,
with a and F ′ as before. Now |h2da| ≤ |h|/2 + 2δ + 6l + M/2 + 2 and by hypothesis
|R| ≤ |h2da|, so in all cases we have |R| ≤ |h|/2 + 6l + 3M/2 + 7/2 + 2δ.
Now assume that F satisfies 2 of Theorem 2.23 or Theorem 2.24. If R is an H-minimal
element of F (X) such that h =H RFR
−1, where F = θ(W ), then we say that R is a
conjugator for (W, θ). Since we assumed that W ends in a long edge we call R a minimal
conjugator if R is a conjugator for (W, θ) and, for every cyclic permutation W ′ of W which
ends in a long edge, and every conjugator R′ of (W ′, θ), we have |R| ≤ |R′|. Assume then
that R is a minimal conjugator. Then F has a partition α1, . . . , αf , such that 1 and 2 of
Lemma 4.5 hold (with αi in place of Fi). Let P = {τ(αi) : 1 ≤ i ≤ f − 1}. Then, from
Lemma 4.5 again, P 6= ∅. Suppose that p lies on Fι or Fτ , for all p ∈ P . Then, without
loss of generality we may assume that p lies on Fτ , for some p ∈ P ; so there exists a point
q on R−1 such that d(p, q) ≤ δ. Factorise R = R0R1 and F = F0F1, as in the previous
case. This time F1F0 is the label of a Hamiltonian cycle on a graph corresponding to the
extension given by the theorem, and the point p is, by definition v(Ui) for some long edge
Ui. Thus F1F0 is the Hamiltonian cycle of an extension constructed from a permutation
W ′ of W ending with a long edge. Hence we may replace F by F1F0 in the conclusion of
the theorem. We have |F1| ≥ 6l + 2, since αf is a subinterval of F1, so |R1| ≥ 6l + 2 − δ,
and h =H R0dF1F0d
−1R0, where |d| ≤ δ < |R1|, contrary to the choice of |R| as a minimal
conjugator. This contradiction shows that p lies on Fγ , for all p ∈ P .
Now choose p ∈ P , so the geodesic d from some point q on h−1 to p has length at most
2δ. Now d is a conjugator, for a cyclic permutation of W ending in a long edge, and by
minimality of R we have |R| ≤ |h|/2 + 2δ, as required.
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