In this paper we show that the real differential of any injective slice regular function is everywhere invertible. The result is a generalization of a theorem proved by G. Gentili, S. Salamon and C. Stoppato and it is obtained thanks, in particular, to some new information regarding the first coefficients of a certain polynomial expansion for slice regular functions (called spherical expansion), and to a new general result which says that the slice derivative of any injective slice regular function is different from zero. A useful tool proven in this paper is a new formula that relates slice and spherical derivatives of a slice regular function. Given a slice regular function, part of its singular set is described as the union of surfaces on which it results to be constant.
Introduction
In [20] and [7] , the authors started an interesting investigation about the real differential of a slice regular function (see also [10] , Chapter 8.5), which gave interesting results both from theoretical and applicative point of views. We first describe in few words the actors of this story which will be properly formalized in the next section. Denoting by ℍ the real algebra of quaternions and by ⊂ ℍ the subset of imaginary units, := {q ∈ ℍ | q 2 = −1}, we can write any quaternion as x = α + Iβ, where α and β are real numbers and I ∈ . A slice function f : Ω ⊆ ℍ → ℍ is a quaternionic function of one quaternionic variable that is ℍ-left affine with respect to the imaginary unit, i.e. such that, for each x = α + Iβ ∈ Ω, it holds
where F 1 and F 2 satisfy an additional technical requirement. A slice regular function is a slice function f such that, for any I ∈ its restriction to the complex line ℂ I := span ℝ {1, I} ⊂ ℍ is a holomorphic map. The theory standing on this notion of regularity, introduced by Cullen in [6] , is rapidly growing in the last years, thanks mainly to the authors of [4; 11; 12] , who have set down the groundwork.
The main purpose of this paper is to extend, by removing the hypothesis concerning the domain, the next theorem stated in [7] . Theorem 1 ([7] , Corollary 3.10). Let f : Ω → ℍ be an injective slice regular function with Ω ∩ ℝ ̸ = 0. Then its real differential is everywhere invertible.
Many results about slice regular functions defined over domains intersecting the real line do not extend in an automatic way to functions defined over domains without real points (see e.g. [2; 14; 15; 16] ).
Even in this case, the proof of Theorem 1 contained in [7] cannot be adapted to our setting. To obtain the goal, we apply results from [7; 16; 20] , taking into account the mentioned difference.
In particular, we first realize that a part of the theory can be formalized in a new way considering the slice factor of the real differential of a slice function: we introduce here the concept of slice differential of a slice function. After that, we recall the notion of spherical analyticity introduced in [20] for functions with domains intersecting the real axis, and in [16] for functions defined over any domain (in a more general context). We give some new information about the first coefficients of the spherical expansion of a slice regular function, showing a new way to compute slice derivatives (see Formula 5) . Finally, starting from some results about the rank of the real differential of a slice regular function, we extend Theorem 1, using, moreover, a new proposition that generalizes, in our context, a classical theorem of complex analysis (see Theorem 33). While describing these materials we show that a slice regular function can be constant either globally or on sets of real dimension two.
The structure of the present work is the following. In Section 2 we state the main preliminary results; in this section new results regarding the sets on which a slice regular function can be constant are proved. For the non-original material, we mention as general references for this part the two books [5; 10] and the paper [14] . At the end we introduce the concept of slice differential of a slice function. Section 3 is divided into two subsections: in the first part we recall the main results about spherical analyticity and we discuss the first coefficients of this expansion; in the second part, we deal with the rank of the real differential of a slice regular function and prove the main theorem.
Most of the results presented in this paper are contained in the PhD thesis of the author [1] .
Preliminary results
We introduce in this section some notions for the study of slice regular functions developed by R. Ghiloni and A. Perotti; see [14; 15; 16] . In the real algebra ℍ of quaternions we denote by x c the usual conjugation, i.e. if x = x 0 + ix 1 + jx 2 + kx 3 ∈ ℍ, then x c = x 0 − ix 1 − jx 2 − kx 3 . Let ℍ ℂ := ℍ ⊗ ℝ ℂ be the complexification of ℍ. An element x in ℍ ℂ is of the form x = p + √ −1q where p and q are quaternions. The space ℍ ℂ is a complex alternative algebra with a unity with respect to the product defined by the formula (x + √ −1y)(z + √ −1w) := xz − yw + √ −1(xw + yz).
In ℍ ℂ we define two commuting anti-involutions acting on the element x in the following ways:
• x c = (p + √ −1q) c = p c + √ −1q c , • x = (p + √ −1q) = p − √ −1q
Let now D be a connected open set in ℂ. We recall the following definitions from [14] . Definition 1 ([14] ). A function F : D → ℍ ℂ is called a stem function on D if it is complex intrinsic, i.e. if the condition F(z) = F(z) holds for each z ∈ D such that z ∈ D. Moreover we say that F = F 1 + √ −1F 2 has a certain regularity (like C 0 , C k , C ω etc.), if the two components F 1 and F 2 have that regularity.
The last definition means that if D is symmetric with respect to the real axis and if F 1 , F 2 : D → ℍ are the quaternionic components of F = F 1 + √ −1F 2 , then F 1 is even with respect to the imaginary part of z (i.e. F 1 (z) = F(z)), while F 2 is odd (i.e. F 2 (z) = −F 2 (z)). Thanks to this fact, there is no loss of generality in requiring D ⊂ ℂ to be symmetric with respect to the real axis. Definition 2 ([14] ). Given any set D ⊂ ℂ we define the circularization of D in ℍ as the subset of ℍ defined by
Moreover any set of this kind will be called a circular set. Remark 1. If D is a domain in ℂ such that D∩ ℝ ̸ = 0, then Ω D is also called slice domain (see [7] , Definition 1.23).
, in the following way:
We denote by S(Ω D ) and by S k (Ω D ), for any k ∈ ℕ∪ {∞}, the real vector space and right ℍ-module of slice functions on Ω D induced by continuous and by class C k stem functions, respectively. Thanks to Definition 1, any slice function is well defined. Indeed, if D is symmetric with respect to the real axis and
. For slice functions we have the following representation theorem. It says that if we know the values of a slice function over two different semi-slices, then we can reconstruct the whole function. This is not a surprising result having in mind the "affine nature" of a slice function with respect to the imaginary unit. The precise statement is the following one. 
In particular, for K = −J, we get the formula
Representation formulas for quaternionic slice regular functions appeared in [3; 4] , while the case of continuous slice functions can be found in [14] . Definition 4 ([14] ). Given a slice function f , we define its spherical derivative in x ∈ Ω D \ ℝ as
Remark 3.
We have that ∂ s f = I(
, the spherical derivative is constant on the sphere x = {y ∈ ℍ | y = α + Iβ, I ∈ }. Moreover, ∂ s f = 0 if and only if f is constant on x , in other terms:
, under some mild regularity hypothesis on F (see [14] , Proposition 7 for more details), ∂ s f can be extended continuously as a slice function on Ω D . In particular this is true if the stem function F is of class C 1 .
are stem functions too; explicitly we have
, While the spherical derivative controls the behavior of a slice function f along the "spherical" directions determined by , the slice derivatives ∂/∂x and ∂/∂x c give information about the behavior along the remaining directions (i.e. along the (semi)slices).
If f = I(F) : Ω D → ℍ, then we denote the restrictions over a slice or a semi-slice by
The following is a rewriting of a lemma contained in [16] .
Thus the slice derivatives at a certain point x = α + Jβ of a slice function f can be computed by restricting the function to the proper semi-slice (in this case to ℂ J ), and then deriving with respect to ∂/∂z or ∂/∂z .
Left multiplication by √ −1 defines a complex structure on ℍ ℂ and, with respect to this structure, a C 1 stem function 
We denote by SR(Ω D ) the real vector space of all slice regular functions on Ω D . Remark 4. Originally, slice regular functions were defined as functions f : Ω D ⊆ ℍ → ℍ such that, for any I ∈ , the restriction f I has continuous partial derivatives and ∂f I /∂z vanishes identically (cf. [10] , Definition 1.1). Anyway, if this definition implies sliceness when D ∩ ℝ ̸ = 0, this is no more true in the general case.
Furthermore, in [15] it is shown that the class of quaternionic functions which are holomorphic if restricted to any complex line ℂ I and are not slice is too big and hence not very manageable. 
• the restriction f J is holomorphic for every J ∈ with respect to the complex structures on D J and ℍ defined by left multiplication by J;
• two restrictions f
Lemma 3 implies that, if the set D has nonempty intersection with the real line, then f is slice regular on Ω D if and only if it is Cullen regular in the sense introduced by Gentili and Struppa in [11; 12] .
We recall that any slice regular function restricted to a slice admits a splitting into two complex holomorphic functions as the following lemma claims. A proof of this result can be found in [4] or in [16] . In [4] the result is proven with the additional hypothesis that the domain of definition intersects the real axis. 
Slice product and zeros of slice functions
The pointwise product of two slice functions is not, in general, a slice function¹, but if one considers the function induced by the pointwise product of the two stem functions, then the result is a slice function and also regularity is preserved. To be more precise, we give the following definition. Definition 6 ([14] ). Let f = I(F), g = I(G) be two slice functions on Ω D . The slice product of f and g is the slice
In this definition, if the components of the first stem function The next proposition says that this notion of product is the good one, meaning that it preserves regularity.
In [14] it is also pointed out that the regular product introduced in [4; 8] is generalized by this one if the domain Ω D does not have real points. In the next proposition we describe the slice product as the pointwise product with the proper evaluations. This proposition was proved for regular functions defined on domains that intersect the real axis in [4; 9; 8] and in [2] in this general setting.
Some notions about the zero set of a slice regular function are useful in the next section. We quote then the main known results.
If F is a stem function, then F c is a stem function as well. We denote by f c the slice function induced by F c . The following definition given in [14] generalizes the one given in [8] for power series. Remark 6. Let f be a slice function. The following facts are contained in [14] , Section 6.
• If f is a slice regular function, then also f c and N(f) are slice regular functions.
• The following equation holds true:
, and
The following proposition is a consequence of the "affine behavior" of slice regular functions with respect to imaginary units. 
Corollary 11 ([14] , Corollary 19 
Thus for any slice function f we have
In the next theorem we add the hypothesis of regularity. The notion of slice constant function was introduced in [2] to isolate the class of functions for which the previous example is a representative.
Proposition 15 ([2], Theorem 3.4). If f ∈ S(Ω D ) is a slice constant function, then f is slice regular. Moreover, f is slice constant if and only if ∂f ∂x
The next definition is needed for defining the multiplicity of a slice function at a point.
Definition 10 ([14]). The characteristic polynomial of y is the slice regular function
∆ y (x) : ℍ → ℍ defined by ∆ y (x) := N(x − y) = (x − y) ⋅ (x − y c ) = x 2 − x(y + y c ) + yy c .
Remark 8.
The following facts about the characteristic polynomial are quite obvious. We refer the reader to [14] , Section 7.2.
• ∆ y is a real slice function.
• Two characteristic polynomials ∆ y , ∆ y coincide if and only if y = y .
• V(∆ y ) = y .
It is shown in [14] , Corollary 23, that, if f belongs to SR(Ω D ) and
Thanks to this fact we can give the following definition. Definition 11 ([14] ). Let f ∈ SR(Ω D ) such that N(f) does not vanish identically. Given n ∈ ℕ and x 0 ∈ V(f), we say that x 0 is a zero of f of total multiplicity n, and we will denote it by m f (
The last definition, stated in [14] , is equivalent to the one of total multiplicity stated in [13; 10] . The adjective "total" was introduced to underline the fact that this integer takes into account both the spherical and the isolated order of zero of a point. We use this adjective in this paper to distinguish the last notion of multiplicity from the one stated at the end of this section.
We recall now the definition of the degenerate set of a function.
2-sphere x is said to be degenerate for f if the restriction f| x is constant. The union D f of all degenerate spheres for f is called the degenerate set of f .
Observe that the degenerate set of a slice function is a circular domain. We now state some properties of the degenerate set of a slice function. First of all, the degenerate set of a slice function can be described as the zero set of the spherical derivative as stated in the following proposition.
Proposition 16 ([2], Proposition 4.11). If f is a slice function over Ω D , then we have the equality D
Proof. The proof of the statement is trivial thanks to Remark 3. Let us consider then the case in which x is a generic accumulation point that does not accumulate in any sphere or in any semi-slice. The point x belongs to V(f) if and only if F 1 (z) + IF 2 (z) = 0. Since x does not accumulate in any sphere that intersects V(f), we have F 2 (z) ̸ = 0. Therefore the zero locus of f is equal to
where
f converging to x. By Corollary 11, N(f) vanishes on each x n and since these spheres accumulate to x , by Corollary 14 we have
where g is the standard euclidean product. System (2) implies that || − F 1 (z)F 2 (z) −1 || = 1 for every z ∈ D + and that the real part Re(
To end the proof, since the function f is slice regular, then, as expressed in [15] , Remark 1.6, f is real analytic and so its inducing stem function has the same regularity. Therefore the surface previously defined is smooth and the proof is concluded.
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The zero locus of a non-constant slice regular function f contains then isolated points, null-spheres and generic surfaces (possibly semi-slices) not contained in the degenerate set. Remark 9. The structure of the previous proof, even if it is quite elementary and naive, highlights the exact equations of the generic zero-surface contained in the circular domain of a slice regular function; see Equation (1).
Given a circular set
The following technical lemma will be useful in the last part of this paper. 
Lemma 19. Let Ω D be a connected circular open domain and f ∈ SR(Ω D ) a slice regular function. If there exists q ∈ ℍ such that h = f − q admits two different non-degenerate smooth surfaces S
and so f is constant and equal to zero. , for some I ∈ , or not. We will see in the next pages (see Lemma 31), that the set of surfaces in which a slice regular function, that is not slice-constant, is constant is contained in a possibly bigger set that is closed and has empty interior. Example 2. Let g : ℍ → ℍ be the slice regular function defined by g(x) = x + j and let f be the slice regular function defined in Example 1. Consider the slice regular function h :
that is always nonzero. Thus the function h is not constant in any sphere. We look for the zero set of h and then we have to impose the following equation:
We recall Proposition 10 which says that the zero set of the product h = g ⋅ f is the union of the zero set of g with the zero set of f "properly modified" (this "modification" is given by the formula in Proposition 7). We have then h(−j) = 0. Suppose that x ̸ = −j. Then h(x) = 0 if and only if
But then, the surface S h : ℂ + → ℍ \ ℝ defined by
is a "non-trivial" surface (i.e. not a sphere nor a semi-slice), on which the slice regular function h is constant and equal to zero. Observe that −j is in the image of
However, this surface is not the only 2-dimensional manifold contained in the domain of h on which the function is constant. The function h is, indeed, constant and equal to 2j on the semi-slice ℂ + −i . This was suggested by the fact that the slice derivative of h is equal to ∂h/∂x(α + Iβ)
Later we will see that these are the only surfaces on which this function is constant. 
Valence of a holomorphic function
The next tool comes from complex analysis; the main reference for the following is [17] , Chapter V.9. 
Slice and spherical differentials of a slice function
This last preparatory section contains material and ideas that were introduced in [1] .
When we talk about slice functions we implicitly use the following change of coordinates:
where α ∈ ℝ, β > 0 and I = I(ϑ, φ) ∈ with the following equalities:
Let f : Ω ⊂ ℝ 4 → ℝ 4 be any differentiable function. Its differential in these new coordinates can be written in its domain as follows:
We would like, however, to consider also β < 0 (having in mind that a non-real quaternion x can be written both as α + Iβ and α + (−I)(−β)). But in this case we have to take care that dβ(−β, I) = dβ(β, −I) = −dβ(β, I). The aim of this section is to study the first part of the right hand side of Equation (3) when f is a C 1 slice function. We start with the following general definition. Definition 15. Let f = I(F) ∈ S 1 (Ω D ). We define the slice differential d sl f of f as the following differential form: 
Proof. If
where the third equality holds thanks to the even-odd character of the couple (F 1 , F 2 ).
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To avoid ambiguity, in the remaining part of this section we consider always β > 0 and we omit the argument of the one-form dβ. We can then represent the slice differential as follows. 
Proof. The assertion follows from the following computations. If
It is clear from the definition that, if we choose the usual coordinate system where x = α + Iβ with β > 0, then d sl x = dα + Idβ and d sl x c = dα − Idβ. We can now state the following theorem. Theorem 22. Let f ∈ S 1 (Ω D ). Then the following equality holds:
Proof. The assertion is obtained after the following explicit computations:
We have then the obvious corollary: Corollary 23. Let f ∈ SR(Ω D ). Then the following equality holds:
Given f ∈ S 1 (Ω D ) we have seen that it is possible to define its slice differential, considering, roughly speaking, the restriction of its real differential, outside of the real line, to each semi-slice. It is clear that this object does not exhaust the description of the real differential. Now we define the missing part. Definition 16. Let f ∈ S 1 (Ω D ). We define the spherical differential of f as the following differentiable form:
We give a more explicit description of the spherical differential of a slice function. Starting from Equation (3), we have
Since for every α + Jβ ∈ Ω D \ ℝ the function f depends on J = J(ϑ, φ) in an affine way, we obtain
But if g : ℍ → ℍ is the identity function, i.e. g(α + Iβ) = α + Iβ, then 
where the position of the elements of the cotangent space is on the left. As the reader could object, these are only formal considerations, but in the next pages everything will be proved in the case of slice regular functions (in particular see Corollary 28).
The real differential of a slice function
In this section we describe the real differential of a slice function. For this purpose, in addition to what we discussed in the previous pages, we recall some results and constructions due to Caterina Stoppato [20] .
Coefficients of the spherical expansion
In [16; 20] , the authors introduce, in slightly different contexts, a spherical series of the form The function u turns out to be a pseudometric on ℍ, whose induced topology is strictly coarser than the Euclidean one. A u-ball of radius r centered in y is denoted by U(y, R) := {x ∈ ℍ | u(x, y) < R}. In [20; 16] it is shown that the sets of convergence of series ∑ n∈ℕ S y,n (x)s n are u-balls centered at y (see Figure 8 .1 in [10] ) and a corresponding Abel Theorem is proved. Moreover in [16] formulas for computing the coefficients are given. In this context, the following is the definition of analyticity; see [20; 16] . Definition 17. Given a function f : Ω → ℍ defined on a non-empty open circular subset Ω in ℍ, we say that f is u-analytic or spherical analytic, if for every y ∈ Ω there exists a non-empty u-ball U centered at y and contained in Ω, and a series ∑ n∈ℕ S y,n (x)s n with coefficients in ℍ which converges to f(x) for each x ∈ U ∩ Ω.
We have the following expected result. Given a slice regular function f ∈ SR(Ω D ), the methods described in [20; 16] to compute its spherical coefficients {s n } at a fixed point allow a correct explanation and interpretation only for the first two (see e.g. [16] , Formula 30):
, and in particular
The following proposition, which has an independent interest, allows to understand better the nature of s 2 .
Proposition 25. If f ∈ SR(Ω D ) is a slice regular function, then the following formula holds:
Proof.
Using the slice regularity we have, 
Now
where of course in the last equality ∂ s f and At this point we have proven the theorem in the case where the point x is not real. Now, if the function f is defined also on the real line, then by the slice regularity we have, in particular, that f is of class C ∞ . Therefore, recalling Remark 3, the spherical derivative and its slice derivative extend continuously to the real line and the proof of the theorem is concluded.
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Remark 14. Since the previous theorem holds for any
x 0 ∈ Ω D , for x 0 ∈ ℝ we have ∂f ∂x (x 0 ) = ∂ s f(x 0 ). Corollary 26. If f ∈ SR(Ω D ) is a slice regular function with spherical expansion f(x) = ∑ n∈ℕ S y,n (x)s n centered in x 0 ∈ Ω D , then s 2 = ∂ ∂x (∂ s f)(x 0 ).
Rank of the real differential of a slice regular function
In [7; 20] 
where s 1 and s 2 are the first two coefficients of the spherical expansion of f .
This theorem has an important corollary (that is stated implicitly in [7] , Section 3), which justifies explicitly the formal considerations in the introduction of Section 4. 
We will not give a proof of the previous theorem (and its corollary) since the one in [20] does not use the additional hypothesis of nonempty intersection between the domain and the real axis. The only feature needed for the proof is, in fact, the existence of a spherical expansion for every slice regular function. As stated in Theorem 24, this is true also if the domain of definition of f does not intersect the real line (cf. [16] , Theorem 1.8).
The last corollary explains the last part of the previous section. We underline, in fact, the analogy between the representation of the real differential of a slice regular function given in Corollary 28 and the one given in Equation (4).
We now study the rank of a slice regular function. In [7] the authors proved that an injective slice regular function defined over a circular domain with real points has an invertible differential. The aim of the following pages is to extend this result to all slice regular functions. We start with a general result. The proof of the previous statement can be found (with the appropriate change of notation) in [7] and in [10] . However, in our version of the statement, the last part involving the quantity in Equation (6) is much more clear and directly computable. Remark 15. As the previous theorem states, the rank of the real differential of a slice regular function is always an even number. This fact was also pointed out in [18] , Corollary 4. Moreover it says that Theorem 18 is optimal, meaning that no three-dimensional submanifold is contained in the zero locus of a slice regular function. Definition 18. Let f : Ω → ℍ any quaternionic function of quaternionic variable. We define the singular set of f as N f := {x ∈ Ω | df is not invertible at x}.
Proposition 29 ([7], Proposition 3.3). Let f ∈ SR(Ω D ) and x
0 = α + Jβ ∈ Ω D \ ℝ. • If ∂ s f(x 0 ) = 0, then -df x 0 has rank 2 if ∂f ∂x (x 0 ) ̸ = 0; -df x 0 has rank 0 if ∂f ∂x (x 0 ) = 0. • If ∂ s f(x 0 ) ̸ = 0, then df x 0 is not invertible at x 0 if and only if ∂f ∂x (x 0 )(∂ s f(x 0 )) −1 ∈ ℂ ⊥ J .(6
Remark 16.
If a slice regular function f ∈ SR(Ω D ) is constant on a surface S, then S ⊂ N f . This is obvious if S is in the degenerate set, but if S is not a degenerate sphere then this is true as well. If S is a semi-slice D + I for some I ∈ , then the slice derivative of f on that semi-slice is everywhere zero and so S ⊂ N f . Suppose now that S is not in the degenerate set nor a semi-slice and f| S ≡ 0. Then N(f) ≡ 0 and this equality translates in the system in Equation (2) . Deriving the first equation of system (2) with respect to β and the second with respect to α we obtain, for each z ∈ D,
. Evaluating the previous system in z 0 we obtain
and, using regularity and the fact that g(pq, r) = g(q, p c r) for p, q, r ∈ ℍ, we get
and so
Thus every x 0 ∈ S is contained in N f . Example 3. We compute now the singular set N h of the function h : ℍ \ ℝ → ℍ defined in Example 2,
We have seen that ∂ s h ̸ = 0 and so, thanks to Proposition 16, D f = 0. But then, as stated in Proposition 29, a point x ∈ ℍ \ ℝ belongs to N h if and only if ∂h ∂x
Based on the computations in Example 2, the last condition can be written explicitly as
After some computation, using the "scalar-vector" notation, we obtain that the previous relation is satisfied if and only if
This condition is clearly satisfied for any x ∈ ℂ + −i that is the semi-slice on which h is constant and equal to 2j. Suppose then that I ̸ = −i and write I = Ai + Bj + Ck. The previous system becomes
and so, for any I ∈ such that −B(1 + A) −1 > 0 there exists a point α + iβ ∈ ℂ + such that α + Iβ ∈ N h . We want to show now that the set of quaternions that satisfy these requirements is contained in the surface S h defined in Example 2. If
the zero set of h is exactly the surface S h in Example 2, hence N h = ℂ + −i ∪ S h . Since now the set of surfaces on which h is constant is contained in N h , we obtain that ℂ + −i and S h are the only two surfaces contained in ℍ \ ℝ on which h is constant.
The following theorem characterizes the set N f of singular points of f . In particular, the next theorem generalizes a well known fact in real and complex analysis: if the differential of a function is singular in some point x 0 , then the function can be expanded in a neighborhood of 
Equivalently, x 0 ∈ N f if and only if the function f − f(x 0 ) has total multiplicity n ≥ 2 in x 0 .
The proof of the last theorem in [7] does not use the hypothesis Ω D ∩ ℝ ̸ = 0. However, since our setting and our notation are quite different from [7] , we rewrite the proof. Before proving the last theorem we recall from [7] the following remark.
defines a stereographic projection of α + β onto the plane ℂ 
We can now prove the theorem. Proof. If x 0 ∈ Ω D \ ℝ then it belongs to D f if and only if f is constant on the sphere x 0 , i.e. there exists a slice regular function g :
. This happens if and only if the coefficient 
. The last formula is equivalent to
Writing then the first terms of the spherical expansion of f around x 0 we have
for some slice regular function h : Ω D → ℍ, where we have used the following facts:
because the first factor is a real slice function;
for some slice regular function l : Ω D → ℍ.
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For the main results we need the following two lemmas. 
and so it is the pre-image, via a continuous function, of a closed set. and evaluating in x = y we obtain
There are two cases: 1) 
But ∂f ∂x (y) belongs to ℂ I , hence it commutes with Im(y) and so from the previous Equation (7) we get, Proof. We know that ∂ s f(x) = 0 if and only if f is constant on the sphere x (see Remark 3). If f is injective,
Now we have that every injective slice regular function has real differential with rank at least equal to 2. The next step is to prove that for every injective slice regular function f the slice derivative 
where ∂/∂z J = 1/2(∂/∂α − J ⋅ ∂/∂β); since f 1 and f 2 K live on independent subspaces of ℍ, the assertion becomes that at least one of the two derivatives is different from zero. Moreover, since f is injective, also f J is injective. So, if one of f 1 and f 2 is constant, then the other one must be injective, and then will have an injective holomorphic function and the assertion follows trivially. We suppose then that both f 1 and f 2 are non-constant functions and fix the following notation
i denotes the k-th derivative of f i with respect to ∂/∂z J . Using again Lemma 3, we have (z) ) of f i | B is constant and equal to n i (z; f) in the component of (ℂ J ∪ {∞}) \ f(∂B) which contains f i (z). Since n(x; f) = min(n 1 (x; f), n 2 (x; f)) and n(x; f) = 1 almost everywhere, there exist y ∈ B and j ∈ {1, 2} such that 1 = n(y; f) = n j (y; f). Then n j is constant and equal to 1 in B and so f j (ω) ̸ = 0 for all ω ∈ B; thus we have the assertion. 
Proof. Assume by contradiction that there exists
Thus if there exist I ∈ such that g(α + Iβ) = 0, then, ∂f ∂x 
and, substituting α = (q 0 + C)(1 + A) −1 and β = (q 1 − B)(1 + A) −1 in the last two equations and imposing A 2 + B 2 + C 2 = 1, we obtain that, for any q such that q 2 0 + q 2 1 ̸ = 0, .
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If q 2 0 + q 2 1 = 0, then q 0 = 0 = q 1 and from (9) we obtain that q 3 = 0 as well. But then again, substituting C = α(A + 1) and B = −β(A + 1) in the third equation and imposing A 2 + B 2 + C 2 = 1, we obtain that the only possibilities are q 2 = 0 or q 2 = 2. At the end we find that the image of h is described by Im(h) = {q ∈ ℍ | q 2 0 + q 2 1 ̸ = 0, q 1 > 2(q 0 q 3 + q 1 q 2 )||q|| −2 } ∪ {0, 2j}.
Moreover, since for any q ∈ Im(h) \ {0, 2j} we find only one preimage h −1 (q) = α + Iβ, given by the two systems in Equations 10 and 11, the functionh = h| ( Remark 20. The reader could ask why we did not follow the way of proving Theorem 34 by Gentili, Salamon and Stoppato in [7] . The answer is that, of course, that proof does not work in the case in which the domain of the function does not have real points. This fact, rather than being a mere observation, gives space to interesting considerations that are not studied in this paper. To be precise, the theorem that fails is the following: on a semi-slice and equal to another different monomial x n on the opposite. This feature will certainly be a starting point for future investigations.
