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les  mammifères.  Elle  est  requise  pour  maintenir  l ‘homéostasie  énergétique  de 
l’organisme  et  constitue  un  accepteur  d’électrons  dans  de  nombreuses  réactions 
cellulaires,  organiques  ou  inorganiques  (Bertout  et  al.,  2008).  Un  des  rôles  les  plus 
primordiaux de l’oxygène est son rôle de substrat dans la respiration cellulaire aérobie.   
Le  niveau  d’oxygène  est  très  variable  dans  le  corps  humain,  passant  de  21% 
(160mmHg)  dans  l’air  ambiant  à  environ  12%  (95mmHg)  dans  les  artères.  Le  sang 
veineux,  qui  repart  des  différents  organes,  contient  approximativement  5%  d’O2
(40mmHg). La teneur en oxygène dans les tissus varie en fonction de l’organe considéré 
et  est  généralement  inférieure  à  4%  d’oxygène  (30mmHg).  Par  exemple,  la  pression 
partielle  en oxygène  (pO2) mesurée est  en moyenne de 16 mmHg  (2,1% d’O2) dans  la 
rate et 10mmHg (1,3% d’O2) dans le thymus de souris (Braun et al., 2001). Le cerveau 
est  un  organe  encore  moins  oxygéné  comme  en  atteste  les  pO2  comprises  entre  8 
mmHg (1% O2) et 0,4mmHg (0,05% O2) mesurées dans le cerveau de rat (Erecinska and 
Silver, 2001). Notons que  la disponibilité  en oxygène  fluctue également  au  sein même 
des organes en fonction de leur vascularisation, et que la distribution de l’oxygène serait 
même hétérogène à  l’intérieur des cellules comme  le suggère une étude montrant que 




hypoxique  lorsque  la  proportion  d’oxygène  se  trouve  autour  de  1%  (7,5mmHg)  alors 







par  exemple  de  nombreux  épisodes  hypoxiques  au  cours  du  développement 
embryonnaire  (Chen  et  al.,  1999;  Pugh  and Ratcliffe,  2003).  De  plus,  L’hypoxie  est  un  
phénomène  bien  connu  des  randonneurs  de  montagne,  puisque  la  concentration  en 
oxygène  diminue  avec  l’altitude,  l’oxygène  pouvant  atteindre  une  proportion  de  7% 
(54mmHg) dans  l’air au niveau du mont Everest  (8850m) (Brahimi‐Horn et al., 2008). 
Dans  ces  conditions,  la  baisse  d’oxygène  dans  le  sang  va  être  détectée  au  niveau  des 
barorécepteurs  de  la  crosse  aortique  et  entraîner  une  réponse  généralisée  de 
l’organisme (augmentation de la fréquence respiratoire, production d’EPO et de globules 
rouges,…). L’hypoxie se retrouve également dans diverses situations pathologiques. Elle 







développent  grâce  à  une  prolifération  cellulaire  intense  et  anarchique.  (Hanahan  and 
Weinberg, 2000, 2011). Les premières observations histologiques de l’hypoxie tumorale 
ont été réalisées en 1955. A l’époque, Thomlinson et al. avaient observé que les cellules 
tumorales  de  poumon  se  développaient  le  long  des  vaisseaux  sanguins  sous  la  forme 
d’une « corde tumorale ». A des distances supérieures à 150µm des vaisseaux sanguins, 
les cellules présentaient un aspect nécrotique (Thomlinson and Gray, 1955).  
1  L’ischémie  est  une  interruption  de  la  circulation  artérielle  conduisant  à  un  arrêt  de  l’apport 
d’oxygène,  de  glucose,  et  d’autres  nutriments  transportés  par  le  sang  aux  organes.  Les  accidents 
vasculaires cérébraux ou l’infarctus du myocarde sont des exemples de maladies ischémiques. 
Figure 1 : Caractéristiques des tumeurs solides hypoxiques 
L’oxygène  et  les  autres  nutriments  contenus  dans  le  sang  sont  apportés  par  les  capillaires 
jusqu’aux tissus. En raison de la  limite de diffusion de l’oxygène,  les cellules tumorales doivent 
faire face à des tensions en oxygène (O2) différentes en fonction de leur distance des vaisseaux 
(symbolisé par  le gradient décroissant d’oxygène). En parallèle,  l’accumulation d’acide  lactique 
et  de  CO2  augmentent  l’acidose  tumorale  (H+)  dans  les  zones  hypoxiques.  La  résistance  aux 





l’hypoxie,  utilisables  en  clinique,  tel  que  le  [18F]misonidazole‐PET2  scan,  a  permis 
d’établir  l’existence  de  zones  hypoxiques  au  sein  de  la  plupart  des  tumeurs  solides 
(Eschmann et al., 2005; Matsumoto et al., 2010; Vaupel, 2004; Vaupel et al., 2002; Vaupel 
et  al.,  2004;  Vaupel  et  al.,  2001;  Yasui  et  al.,  2010).  Vaupel  et  al.  ont  pu  directement 
mesurer la pO2, à  l’aide d’une microélectrode, dans le sein de 15 patientes atteintes de 
tumeur mammaires comparées à 16 patientes saines (Vaupel et al., 1991). Cette étude a 
révélé  que  la  concentration  en  oxygène  est  globalement  plus  faible  dans  les  tumeurs 
mammaires  (médiane  de  30mmHg  ou  4%  O2)  que  dans  le  tissu  sain  (médiane  de 
60mmHg  ou  8,6%  O2).  De  plus,  40%  de  ces  tumeurs,  au  moment  de  la  mesure, 




à  l’inverse  des  cellules  initiatrices  de  la  tumeur  proches  des  vaisseaux,  les  cellules 
résultant  d’une  prolifération  intense  se  retrouvent  dans  un  microenvironnement 
avasculaire  à  distance  des  vaisseaux  sanguins.  En  raison  de  la  faible  diffusion  de 
l’oxygène,  de  l’ordre de 150µm (Folkman  et  al.,  2000),  ces  cellules  sont  confrontées  à 
l’hypoxie, voire même à l’anoxie (Figure 1) (Pouyssegur et al., 2006). Elles vont s’adapter 
en diminuant leur prolifération et en sécrétant des facteurs pro‐angiogéniques stimulant 
la  prolifération  des  cellules  endothéliales,  la  production  de  nouveaux  vaisseaux  et  la 
réoxygénation de  la  tumeur. Lorsque  les cellules tumorales disposent de suffisamment 
d’oxygène, elles peuvent recommencer à proliférer intensivement et créer à nouveau des 
zones hypoxiques au sein de la tumeur (Brahimi‐Horn et al., 2007).  




2  La  tomoscintigraphie  à  émission  de  positons  (PET)  est  une  méthode  d’imagerie  de  médecine 
nucléaire  permettant  de  mesurer  une  activité  métabolique  en  trois  dimensions  grâce  aux  émissions 
produites par les positons issus d’un produit injecté. Le produit injecté ici est le misonidazole, un produit 
se localisant naturellement dans les zones hypoxiques.  
Figure  2 :  Exemples  de  réseaux  vasculaires  tumoraux  anarchiques  et  de 
la  dynamique  d’hypoxie intratumorale 
(A)  Clichés  de  microscopie  électronique  de  réseaux  vasculaires  dans  des  tissus  normaux 
(panneaux du haut) ou cancéreux (panneaux du bas). (Extrait de (Vaupel, 2004)).  
(B)  Carte  en  fonction  du  temps  de  la  pO2  d’une  tumeur  SCCVII  (carcinomes  squameux  VII), 
obtenue  par  résonnance  paramagnétique  (EPRI)  dans  un  modèle  murin.  La  ligne  blanche 
représente le contour de la tumeur. (Extrait de(Yasui et al., 2010)). 





de  la  tumeur  sont  immatures,  excessivement  ramifiés  et  perméables,  perfusant  peu 
efficacement  les  tumeurs (Figure 2A) (Carmeliet, 2005; Folkman, 1995; Vaupel, 2004). 
En  conséquence,  le  flux  sanguin  et  le  transport  d’oxygène  sont  affectés,  amplifiant 
l’hypoxie tumorale. La visualisation des tumeurs avec les méthodes d’imagerie actuelles 
met en lumière à quel point l’hypoxie tumorale est un processus dynamique qui apparaît 
et  disparaît  de  la  tumeur  au  gré  des  épisodes  de  prolifération/néovascularisation 
(Figure 2B, 2C)(Matsumoto et al., 2010; Yasui et al., 2010). L’imagerie permet également 
de prendre conscience que  les épisodes hypoxiques sont hétérogènes dans  l’espace,  le 
temps et  la  sévérité de  la baisse de  la  teneur en oxygène d’une  tumeur à  l’autre, mais 
font partie indéniablement de leur développement. 
3. Enjeux cliniques : une résistance accrue aux radio/chimiothérapies 
L’étude  des  cellules  tumorales  hypoxiques  s’avère  extrêmement  important  dans  la 
recherche  de  nouvelles  cibles  thérapeutiques.    Cet  intérêt  prend  sa  source  dans  trois 
observations  cliniques  majeures :  i)  les  cellules  hypoxiques  sont  plus  résistantes  à  la 
radiothérapie, ii) elles sont également plus résistantes à la plupart des chimiothérapies 








des  radicaux  libres  et  induire  des  dommages  à  l’ADN  responsables  des  effets 
cytotoxiques.  In  vitro,  les  cellules  tumorales hypoxiques doivent  être  traitées  avec des 













et  al.,  2007).  L’hypothèse  majeure  du  bénéfice  de  la  combinaison  d’agents  anti‐
angiogéniques5  avec  un  agent  cytotoxique  est  d’ailleurs  largement  attribué  à  la 
normalisation du réseau vasculaire tumoral par les traitements anti‐angiogéniques et la 
meilleure distribution de l’agent cytotoxique dans le site tumoral (Jain, 2005).      
‐  (2)  de  nombreux  agents  cytostatiques  ou  cytotoxiques  utilisés  en  clinique  (5‐fluoro‐
uracile, carboplatine, étoposide, ..) affectent particulièrement les cellules engagées dans 








majeures  ont  vu  le  jour :  développer  des  drogues  bioréductives6  devenant  actives  en 
hypoxie,  ou  sensibiliser  les  tissus  hypoxiques  aux  traitements  de 
radiothérapie/chimiothérapie.   Le passage au stade clinique des composés développés 
est  malheureusement  un  échec  dans  l’ensemble  (Misonidazole,  Nitracine, 
Tirapazamine,..),  mais  nourrit  néanmoins  beaucoup  d’espoir  et  reste  un    pan  de 
recherche très actif en cancérologie. 



















































































































































































































































































































































manière  irréversible  le  champ  des  connaissances  dans  le  domaine  de  l’hypoxie  et  du 
cancer. Ils découvraient un facteur nucléaire induit par l’hypoxie, HIF, qui se liait au gène 
de l’epo (Semenza et al., 1991) et induisait sa transcription (Wang and Semenza, 1995). 
HIF  s’est  avéré  depuis  comme  le  chef  d’orchestre  de  la  réponse  cellulaire  à  l’hypoxie, 
induisant  la  transcription  de  plus  de  100  gènes,  une  part  estimée  à  1‐2% du  génome 
(Manalo et al., 2005; Mazure et al., 2004; Schofield and Ratcliffe, 2004; Semenza, 2000, 
2003).  Les  gènes  régulés  par  HIF  sont  impliqués  dans  diverses  fonctions  cellulaires 
(Figure  3)  permettant  aux  tumeurs  se  développant  de  s’adapter  à  une  faible 
disponibilité  en  oxygène  (détails  des  gènes  régulés  par  HIF  dans  la  revue  (Semenza, 
2003)).  HIF  permet  aux  cellules  (1)  la  survie  à  court  terme  (modification  du 
métabolisme  cellulaire,  régulation  du  pH  ou  érythropoïèse),  (2)  la  création  d’un 
microenvironnement  moins  hostile  pour  prospérer  dans  un  plus  long  terme 























































































































































































































basiques,  qui  forme  une  structure  tridimensionnelle  de  type  hélice‐boucle‐hélice, 
permettant à la fois l’hétérodimérisation de HIF et sa fixation à l’ADN (Brahimi‐Horn and 
Pouyssegur,  2009;  Kewley  et  al.,  2004).  HIF  se  fixe  à  l’ADN  sur  un  motif  de 





1  régule  la  transcription  de  ses  gènes  cibles  grâce  à  ses  co‐facteurs  (p300  et  CBP) 
recrutés au niveau des HRE (Brahimi‐Horn and Pouyssegur, 2009). 
2. Importances des différentes sous‐unités
Chez  l’homme,  les  trois  sous‐unités  α  possèdent  des  régions  N‐terminales 
homologues,  mais  des  régions  C‐terminales  divergentes.  HIF1α  est  une  isoforme 
ubiquitaire,  à  l’inverse  de  HIF2α  et  HIF3α  restreintes  à  certains  types  cellulaires 
(Maynard  et  al.,  2003;  Wiesener  et  al.,  1998).  Notons  que  HIF3α  ne  possède  pas 




cerveau à  l’âge adulte  (Freeburg and Abrahamson, 2004). Les deux sous‐unités β  sont 
capables de se fixer à HIFα et de former un dimère fonctionnel (Keith et al., 2001), mais 
aucune étude n’a révélé un rôle distinct des complexes formés par HIF1β ou HIF2β. 
HIF1  est  considéré  comme  l’acteur  majeur  de  l’adaptation  cellulaire  à  l’hypoxie. 
L’activité  différentielle  de HIF1  et  HIF2  est  encore  plutôt mal  comprise  et  dépend  du 
contexte.  Il  est  cependant  établi  que  HIF1  présente  une  activité  transcriptionnelle 
supérieure  à  celle  de  HIF2.  En  effet,  des  expériences  d’immunoprécipitation  de  la 
7  En  génétique,  un  effet  dominant négatif est produit lorsque la protéine d’un gène muté est 
inactive et antagonise l’effet de la protéine endogène non mutée (en particulier dans le cas des 









Les  domaines  de  transactivation  (TAD)  permettent  le  recrutement  de  l’ARN 
polymérase  sur  les  gènes  cibles.  Ils  sont  responsables  de  la  fonction  de  facteur  de 
transcription  de  HIF.  HIFα  et  HIFβ  possèdent  toutes  deux  des  domaines  de 
transactivation,  mais  ceux  de  HIFβ  ne  semblent  pas  impliqués  dans  l’activité 
transcriptionnelle de HIF (Li et al., 1996). HIF1α et HIF2α possèdent deux domaines de 
transactivation,  ce  qui  est  très  rare  pour  un  facteur  de  transcription  et  suggère  une 
activité  subtile  de HIF1  et HIF2.  Le  premier  domaine  de  transactivation  de HIF1α  est 
situé dans sa partie N‐terminale (N‐TAD : acides aminés 531‐575), alors que le second 
domaine est  situé dans l’extrêmité COOH (C‐TAD : acides aminés 786‐826). Le N‐TAD et 
le  C‐TAD  de  HIF1α  présentent  une  faible  similarité  (21,7%  d’identité  chez  l’homme) 







HIF1  nécessite  plusieurs  étapes  préalables  à  son  activation:  une  fois  la  sous‐unité 








ubiquitine (Ub) et  la dégradation de HIF1α par  le protéasome. FIH hydroxyle  l’asparagine 803 
dans le C‐TAD, ce qui inhibe l’interaction des co‐activateurs p300 et CBP (CREB‐binding protein) 
avec  HIF1α  et  inhibe  son  activité  transcriptionnelle.  FIH  présente  une  affinité  pour  l’oxygène 




hydroxylases  (PHDs)  et  l’acquisition  de  sa  pleine  activité  régulée  par  l’asparagine 
hydroxylase (FIH).  
Les PHD et FIH sont des senseurs d’oxygène qui appartiennent à la large famille des 
dioxygénases.  Ce  sont  des  enzymes  dépendantes  du  2‐oxoglutarate  et  du  fer  (II),  qui 
modifient  HIF1α  de  manière  post‐traductionelle,  par  hydroxylation.  Elles  utilisent  le 





régulation,  ou  une  spécificité  vis‐à‐vis  des  sites  d’hydroxylation  de  HIF  différentes 
(détaillé dans (Jokilehto and Jaakkola, 2010)).  
1. Les PHDs et la dégradation oxygène‐dépendante de HIF1α
HIF1α  est  une  protéine  remarquable  du  point  de  vue  de  sa  régulation.  Elle  est 






(Figure  5).  Ces  deux  hydroxylations,  catalysées  majoritairement  par  la  Proline 











l’interaction  des  co‐activateurs  p300  et  CBP  (CREB‐binding  protein)  avec  HIF1α,  et 
inhibe  de  fait  son  activité  transcriptionnelle  (Brahimi‐Horn  and  Pouyssegur,  2009; 
Pouyssegur  et  al.,  2006).  Pour  comprendre  la  régulation  de  l’activité  de  HIF1,  il  faut 
souligner que FIH bloque spécifiquement le C‐TAD de HIF1 et laisse intacte l’activité du 
second  domaine de transactivation N‐TAD (Dayan et al., 2006). 
Hormis  son  rôle  dans  la  régulation  de  HIF1,  il  existe  peu  d’études  décrivant  la 
régulation de FIH par d’autres  facteurs que  l’oxygène ou son  implication dans d’autres 
voies  de  signalisation.  Certaines  études  suggèrent  cependant  que  HIF1α  n’est  pas 
l’unique cible de FIH. En effet,  il peut hydroxyler  in vitro des résidus asparagine situés 
dans  des  séquences  spécifiques,  les  Ankyrin  Repeat  Domains  (ARD).  FIH  interagit 
notamment  avec  les  ARD  de  la  protéine  Notch  et  des  protéines  p105  et  IκB  alpha 
impliqués dans la voie NFκB (Cockman et al., 2006; Coleman et al., 2007) mais son rôle 
exact  dans  ces  processus  reste  controversé  et  mal  compris.  De  façon  étonnante,  une 
étude  récente  a  mis  en  évidence  un  rôle  important  de  FIH  dans  le  système  nerveux 
central  puisque  des  souris  knock‐out  pour  hif1an  (gène  de  FIH)  présentent  un 
phénotype « hypermétabolique »  (hyperventilation, perte de poids,  sensibilité accrue à 













de  l’éloignement  des  vaisseaux..  A  une  pO2  modérée,  l’inactivation  des  PHD  conduit  à  la 
stabilisation de HIF1α, mais les gènes dépendants de l’activité du C‐TAD ne sont pas induits en 
raison  de  l’activité  de  FIH.  Les  gènes  uniquement  dépendant  du N‐TAD  (comme  par  exemple 
Bnip3)  sont alors  induits par HIF1. Lorsque  la pO2 diminue davantage,  la  répression du C‐TAD 





Ces  deux  systèmes  de  régulation  possèdent  une  activité  finement  régulée  par  les 
niveaux  intracellulaires  d’oxygène,  mais  présentent  une  affinité  différente  pour 
l’oxygène  :  in  vitro,  les  PHDs  ont  un  Km  (constante  de  Michaelis)  pour  l’oxygène  de 
230μM (correspondant à 24% O2), soit une valeur trois fois plus importante que le Km de 
FIH  (90μM,  correspondant à 8% O2)  (Koivunen et  al.,  2003). Ainsi,  en normoxie  (21% 
d’02),  les  PHDs  sont  déjà  à  50%  de  leur  activité,  contrairement  à  FIH  qui  est  encore 
totalement active. 
L’extrapolation  de  ces  données  aux  concentrations  d’oxygène  présentes  dans  les 
tumeurs solides a permis, au laboratoire, d’établir un modèle de régulation de l’activité 
de HIF1 au sein de la tumeur (Dayan et al., 2006; Pouyssegur et al., 2006) (Figure 6). En 
s’éloignant  des  vaisseaux  sanguins,  le  taux  d’oxygène  décroissant  va  progressivement 
lever  le premier verrou,  incarné  ici par  les PHDs, et  stabiliser HIF1α.  Le  répertoire de 
gènes dépendants du N‐TAD de HIF1 est alors induit mais le C‐TAD est toujours réprimé 
par  FIH.  Une  chute  de  la  concentration  en  oxygène  est  nécessaire  pour  diminuer 
significativement  l’activité  de  FIH,  lever  le  second  verrou  et  libérer  le  C‐TAD  rendant 
ainsi  sa  pleine  activité  transcriptionnelle  à  HIF1.  Cette  concentration  en  oxygène,  de 
l’ordre de 0,1%, n’est présente que dans des cellules situées dans des zones fortement 
éloignées des vaisseaux proches de l’anoxie et la nécrose. 
Soulignons  que  FIH  ne  joue  pas  uniquement  sur  l’amplitude  d’activité 
transcriptionnelle de HIF1α, mais modifie également la nature de ses cibles. En effet, la 
libération  du  C‐TAD  de  HIF1  induit  la  transcription  d’un  second  répertoire  de  gènes 
comprenant des gènes qui ne sont peu ou pas sensibles au N‐TAD (pas ou peu  induits 







 Tout  d’abord,  HIF1  peut  être  activé  par  les  espèces  réactives  de  l’oxygène  (ROS)8 
produites  par  les  mitochondries  et  diffusant  librement  vers  le  cytosol  où  elles 




hypoxie oxydent  l’élément Fe (II) en Fe (III) dans  le site actif des PHDs  , ce qui a pour 
conséquence d’inactiver  les PHDs et de stabiliser HIF1 (Chandel et al., 2000 ; Gerald et 
al., 2004). Il a même été suggéré que les mitochondries soient elles‐même des senseurs 
d’oxygène par  l’intermédiaire des ROS  (Klimova and Chandel, 2008; Majmundar et  al., 
2010). Cependant, le fait que HIF1 puisse également être stabilisé dans des cellules dans 
lesquelles  les  chaînes  respiratoires  de  la  mitochondries  ne  sont  pas  fonctionnelles 
semble  impliquer  un mécanisme  de  stabilisation  plus  complexe  (Srinivas  et  al.,  2001; 
Vaux et al., 2001). 
L’accumulation de métabolites du glucose modifie également la stabilité de HIF1 en 
inhibant  l’activité  des  PHDs.  Les  PHDs  convertissent  le  2‐oxoglutarate  (ou  α‐
kétoglutarate) en succinate, deux métabolites impliqués dans le cycle de Krebs (ou cycle 
des  acides  tricarboxyliques  (TCA)).  La  mutation  de  la  fumarate  hydratase  ou  de  la 
succinate déshydrogénase, enzymes du TCA, provoque un blocage du cycle de Krebs et 
l’accumulation de  succinate.  Ce dernier  rétro‐inhibe  alors  les PHDs et  stabilise HIF  en 
normoxie,  créant  un  état  de  « pseudohypoxie »  (Pollard  et  al.,  2005;  Sudarshan  et  al., 
2009). Notons que ces mutations peuvent conduire à une transformation maligne dans 
certains  types  cellulaires  (phéochromocytomes)  et  que  l’utilisation  de  dérivés  de  l’α‐
kétoglutarate,  activant  les  PHDs,  s’avère  être  une  stratégie  prometteuse    dans  le 
traitement de ces cancers (Tennant et al., 2009).  
Il  existe  également  une  pléiade  de  modifications  post‐traductionnelles  de  HIF1 
(SUMOylation,  nitrosation,  acétylation,  phosphorylation)  qui  peuvent  modifier  sa 

































































































































































































































































































































































2011),  ou  épigénétiques  comme  les  sirtuines  (Lim  et  al.)  apportent  une  complexité 
supplémentaire à la régulation de HIF1.  
5. HIF1, promoteur du développement tumoral ?
De  même  que  l’hypoxie,  HIF1  est  associé  à  un  mauvais  pronostique  dans  de 
nombreux  types  de  cancers  (Birner  et  al.,  2001;  Birner  et  al.,  2000;  Bos  et  al.,  2001; 
Schindl et  al.,  2002; Sivridis et  al.,  2002). Ce n’est  cependant pas universel puisqu’une 
forte expression de HIF1 a été  corrélée dans deux études à une mortalité moins élevée 
chez  les  patients  atteints  de  cancers  de  la  face  et  du  cou  (Beasley  et  al.,  2002)  ou  de 
cancers  du  poumon  non  à  petites  cellules  (NSCLC)  (Volm  and  Koomagi,  2000).  A 




Les  expériences  de  xénogreffes  tumorales  dans  les  modèles  animaux  ont,  dans 
l’ensemble,  confirmé  un  effet  pro‐tumoral  de  HIF1  de  part  son  implication  dans 
l’angiogenèse, le métabolisme cellulaire ou l’invasion (Kung et al., 2000; Liao et al., 2007; 
Maxwell et al., 1997; Ryan et al., 1998 ). Cependant, il existe quelques exceptions parmi 
lesquelles  les  cellules  ES,  dont  l’invalidation  de HIF1  semble  accélérer  au  contraire  la 
croissance tumorale (Carmeliet et al., 1998). En outre, au vu de ces multiples effets, HIF1 
est  une  cible  pharmacologique  délicate mais  permettant  toutefois  de  cibler  en même 
temps plusieurs gènes  importants dans  l’initiation et  la progression  tumorale.  Il existe 
donc  « deux  écoles »  dans  le  développement  de  thérapies  ciblant  l’hypoxie  au  niveau 
moléculaire:  les  partisans  du  ciblage  direct  de  HIF  (HIF1  ou  HIF2)  en  inhibant  son 
expression ou  son activité  transcriptionnelle,  ou  les adeptes d’une  inhibition  ciblée de 
certains gènes majeurs induits par HIF. Ces deux stratégies offrent des perspectives très 
intéressantes  dans  le  traitement  du  cancer,  comme  en  témoignent  les  anti‐
angiogéniques  approuvés  en  clinique  (bevacizumab,  sorafenib,…),  les  ARNm  antisens 
ciblant  HIF  (EZN2968)  et  l’inhibiteur  du  transporteur  de  monocarboxylates  MCT1 





L’hypoxie  est  donc  un  évènement  important  dans  la  dynamique  tumorale, 
contribuant  à  l’agressivité  tumorale  et  la  résistance  aux  chimiothérapies  et 
radiothérapies. HIF  en  tant  que  « chef  d’orchestre »  de  la  réponse  hypoxique  apparaît 




















groupements  phosphates  (Figure  7).  La  plupart  de  son  énergie  est  contenue  dans  la 
liaison pyrophosphate. L’hydrolyse de cette liaison libère de l’énergie et convertit l’ATP 
en adénosine diphosphate (ADP), en plus d’un phosphate inorganique. Au contact de la 
respiration mitochondriale ou de  la glycolyse,  l’ADP peut être  reconvertie en ATP, par 
transfert de l’énergie libérée par la dégradation du glucose sur la liaison pyrophosphate 
(Kornberg, 1989; McMurry and Castellion, 1996). 
L’ATP  est  une  molécule  présentant  peu  d’encombrement  stérique,  qui  permet  de 
fournir de l’énergie cellulaire instantanément,  avec un haut rendement,  et qui peut être 
régénérée  rapidement  après  son  hydrolyse,  par  reformation  de  la  liaison 
pyrophosphate. Ces caractéristiques font d’elle la molécule universelle de stockage et de 
transfert  de  l’énergie  cellulaire.  Elle  fournit  l’énergie  nécessaire  à  toute  fonction 
cellulaire,  des  plus  primitives  telles  que  la  synthèse  protéique  ou  le  maintien  du 
potentiel  de  membrane,  aux  plus  évoluées  comme  la  contraction  musculaire  ou  la 
différenciation  cellulaire  (Boyer  et  al.,  1977).  L’ATP  est  en  quelque  sorte  l’unité 
d’énergie  cellulaire,  ce qui  lui  confère  son rôle de garant de  la viabilité  cellulaire dans 
toute forme de vie (McMurry and Castellion, 1996). 








Figure 8 : Représentation du réseau métabolique cellulaire 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ CHAPITRE 2 : Métabolisme tumoral en hypoxie ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
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II. Glycolyse et  respiration mitochondriale :  les deux voies majeures de
production d’énergie cellulaire
Le métabolisme cellulaire est un équilibre complexe entre les réactions cataboliques, 
c’est‐à‐dire  dégradant  des  macromolécules  pour  fournir  de  l’ATP,  et  les  réactions 
anaboliques, permettant la synthèse des macromolécules à partir de molécules simples 
et d’ATP. Il  implique de nombreuses enzymes et  intermédiaires métaboliques,  formant 
un  réseau  dense,  interconnecté,  et  articulé  autour  de  quelques  croisements  majeurs 
(Figure 8). Plus de deux siècles d’enzymologie ainsi qu’une accélération très rapide des 
techniques  d’analyse métabolomique9  durant  ces  dix  dernières  années  ont  permis  de 
mieux  appréhender  ce  réseau.  Cela  a  permis  d’identifier  les  voies  centrales  de  la 
bioénergétique  (glycolyse,  cycle de Krebs,  voie des pentoses phosphates, métabolisme 
des  lipides,  etc),  les  enzymes  clés  impliquées  (phosphofructokinases,  lactate 





la  mise  en  lumière  relativement  récente  des  interconnections  entre  intermédiaires 
métaboliques et régulateurs de l’épigénétique (Gut and Verdin). 
Le  but  de  cette  partie  n’est  bien  évidemment  pas  de  dresser  le  tableau  complet  du 
métabolisme cellulaire mais plutôt de fournir une vue simplifiée des voies de production 
d’énergie des cellules tumorales. Le glucose est probablement le carburant métabolique 
le  plus  universel  qui  soit.  Le  catabolisme  du  glucose  peut  schématiquement  être 
décomposé en trois parties majeures : la conversion du glucose en pyruvate, autrement 
appelée glycolyse anaérobie,  la respiration mitochondriale, et  la  fermentation  lactique. 
On  appelle  communément  glycolyse  (du  grec  glykýs  « sucré »  et  lýsis  « dissolution ») 
l’ensemble des étapes de la glycolyse anaérobie et de la fermentation lactique. 
9  La  métabolomique  est  l’étude  de  l’ensemble  des  métabolites  (métabolome)  présents  dans    une 
cellule,  un  tissu,  un  organe  ou  un  organisme,  à  un  temps  et  dans  des  conditions  donnés  (état  nutritif, 
facteurs environnementaux,…).  
Figure 9 : Voie de la glycolyse anaérobie




GAPDH,  glyceraldehyde‐3‐phosphate  dehydrogenase;  GLUT,  glucose  transporter;  F6P,  fructose‐6‐
phosphate;  PEP,  phosphoenolpyruvate;  PFK1,  phosphofructokinase  1;  PFKFB,  6‐phosphofructo‐2‐





La  glycolyse  anaérobie,  autrement  appelée  voie  d'Embden‐Meyerhof‐Parnas, 
constitue  très  probablement  un  des  plus  anciens  modes  de  production  d’énergie, 
conservé des bactéries les plus primitives jusqu’aux hommes. Bien que peu rentable en 
terme d’énergie,  elle  est d’une vitesse  incomparable  et produit des  intermédiaires qui 
alimenteront d’autres voies métaboliques. Les enzymes de la glycolyse, et leur mode de 
régulation,  ont  été  fortement  conservés  au  cours  de  l’évolution.  De  nombreux micro‐
organismes  sont  entièrement  dépendants  de  la  glycolyse  pour  produire  de  l’énergie. 
Chez  les mammifères, dans certains  types cellulaires  tels que  les hématies (présentant 
peu  de  mitochondries)  et  les  muscles  blancs  glycolytiques,  la  glycolyse  est  la  voie 
prédominante de production d’ATP. 
Le  glucose  entre  majoritairement  dans  la  cellule  par  les  transporteurs  passifs  et 
bidirectionnels GLUTs (glucose transporters) (Figure 9).  Il en existe cinq isoformes, de 
GLUT1 à GLUT5, possédant des distributions tissulaires et des régulations différentes. Le 
glucose  intracellulaire  est  phosphorylé  par  les  hexokinases  1  et  2  en  glucose  6‐
phosphate  (G6P).  Cette  première  étape  limitante  est  importante  car  à  l’inverse  du 
glucose,  le  G6P  ne  peut  plus  ressortir  de  la  cellule.  Le  G6P  est  un  premier  nœud 
métabolique qui peut être diverti vers la glycolyse, la synthèse de glycogène, ou la voie 
des  pentoses  phosphates.  Le  G6P  entre majoritairement  dans  la  glycolyse  et  alimente 
une  série  de  9  réactions  enzymatiques  qui  vont  aboutir  à  la  production  de  deux 
molécules  de  pyruvate,  2  ATP  et  de  pouvoir  réducteur  sous  forme  de  2  NADH.  Les 
enzymes limitantes et  irréversibles, représentant des points de contrôle  importants de 







pour être  incorporé dans  le TCA. Après  l’oxydation du pyruvate en acétyl‐CoA par  le complexe 
PDH  (6)  qui  produit  une  molécule  de  NADH,    l’acétylCoA  alimente  le  TCA  pour  produire  du 
NADH, du GTP (équivalent ATP), et du FADH2. Le NADH et le FADH2 sont ensuite utilisés pour 
fournir  des  électrons  à  la  chaîne  respiratoire  productrice  d’ATP  (7).  La  glutamine  ainsi  que 
d’autres acides aminés peuvent également alimenter le TCA (8).  




La  respiration  mitochondriale  est  la  voie  métabolique  privilégiée  des  cellules 
différenciées ne se divisant que très peu. Elle comprend deux étapes : le cycle de Krebs 
et la phosphorylation oxydative (Figure 10).  
Pour  alimenter  le  cycle  de  Krebs,  le  pyruvate  doit  tout  d’abord  entrer  dans  la 
mitochondrie.  Pour  ce  faire,  le  pyruvate  passe  librement  la  membrane  externe  des 
mitochondries,  à  travers  le voltage‐dependant anion channel  (VDAC autrement appelé 
porine)(Gray  et  al.,  2013).  Les  membranes  internes  des  mitochondries  étant 
imperméables10  aux molécules  chargées  ,  le  pyruvate  doit  être  transporté  de  l’espace 
intermembranaire  vers  la  matrice  mitochondriale,  par  les  mitochondrial  pyruvate 
carrier 1 et 2 (MPC1 et MPC2), identifiés très récemment dans les cellules de mammifère 
par  l’équipe  de  Martinou  (Herzig  et  al.,  2012).  Au  niveau  de  la  membrane  interne 
mitochondriale,  le  pyruvate  est  converti  en  acétylCoA,  CO2  et  NADH  par  la  pyruvate 
déshydrogénase  (PDH  ‐  autrement  appelée  pyruvate  dehydrogenase  complex),  large 




Si  il  entre  dans  le  cycle  de  Krebs,  l’acétylCo‐A  est  condensé  avec  l’oxaloacétate    pour 
former du citrate. S’en suivront 7 réactions enzymatiques pour régénérer l’oxaloacétate, 
et permettre au cycle de fonctionner à nouveau.   
Notons  que  le  cycle  de  Krebs  est  un  cycle  enzymatique  dont  le  produit  initial  est 
identique  au  produit  final.  La  perte  de  certains  intermédiaires  redirigés  vers  d’autres 
voies métaboliques (par exemple le citrate, utilisé pour la synthèse des acides gras dans 
les cellules prolifératives) doit donc être compensé par des voies alternatives alimentant 
le  cycle  de  Krebs.  L’α‐cétoglutarate  peut,  par  exemple,  être  produit  à  partir  de  la 
glutamine,  acide  aminé  le  plus  abondant  dans  la  cellule,  alors  que  le  malate  ou 
l’oxaloacétate peuvent être produits directement à partir du phosphoénolpyruvate.  
 De  plus,  il  existe  des  systèmes  de  régulation  complexes  et  des  échanges 
d’intermédiaires  du  cycle  entre  le  cytoplasme  et  la  mitochondrie.  Ces  échanges  sont 



















































































































































































































































































































































































































































































































































































































































































































































































































un  rôle  important  dans  l’interconnexion  des  voies  métaboliques  entre  elles  ou  la 
régulation d’enzymes impliquées dans la régulation génétique ou épigénétique. 
a. La chaîne respiratoire 
NADH  et  FADH2,  produits  par  le  TCA,  sont  ensuite  oxydés  au  niveau  de  la  chaîne 
respiratoire  (ou  chaîne  de  transport  des  électrons)  dans  la  membrane  interne  des 
mitochondries  et  fournissent  ainsi  les  électrons  nécessaires  à  la  production  d’ATP 
mitochondriale  (Figure  11).  La  chaîne  respiratoire  est  constituée  de  4  complexes 
multiprotéiques  (I  à  IV)  en  plus  de  l’ATP  synthétase.  NADH  et  FADH2  sont  oxydés 
respectivement  au  niveau  du  complexe  I  ou  du  complexe  II  et  les  électrons  libérés 
suivent  alors  la  chaîne  respiratoire  jusqu’à  la  réduction  finale  de  l’O2  en  H2O.  Ce 





lactate  dans  le  cytoplasme  par  la  lactate  déshydrogénase  A  (LDHA).  La  LDH  est  un 
complexe tétramérique, dont les monomères peuvent être l’isoforme M (prédominante 
dans le muscle, codée par ldh­A) ou H (prédominante dans le cœur, codée par ldh­B). Il 
existe  cinq  isoenzymes LDH en  fonction du  type d’assemblage des  isoformes, mais  les 
isoenzymes prédominantes sont  les homotétramères LDH5 (ou LDH‐A, 4  isoformes M) 
et LDH1 (4 isoformes H). Les deux isoformes de LDH fonctionnent dans un sens précis : 
la LDHA catalyse  la  réduction du pyruvate en  lactate d’où son rôle  important dans  les 
muscles et autres tissus glycolytiques, alors que la LDHB favorise à l’inverse l’oxydation 




Au  cours  de  la  glycolyse  anaérobie,  le  glucose  est  converti  en  pyruvate,  générant  2  ATP  et  2 




glycolytique élevé  (2).  L’entrée du pyruvate dans  l’une ou  l’autre des voies  conduit  à un bilan 






pouvoir  réducteur  sous  forme de NADH. Cependant,  elle permet de  régénérer  le NAD, 
qui  peut  être  de  nouveau  utilisé  par  la  GAPDH,  et  permet  ainsi  d’entretenir  le  flux 
glycolytique  (Figure  12).  Le  bilan  final  de  la  glycolyse  (glycolyse  anaérobie  + 
fermentation lactique) s’élève donc à 2 ATP. 
Au niveau du cycle de Krebs, pour chaque molécule de glucose faisant tourner deux fois 







on  peut  estimer  un  rendement  de  la  glycolyse  de  2%,  contre  un  rendement  de  la 
respiration de 37%.   Comme nous  l’avons énoncé précédemment,  la glycolyse possède 
néanmoins   certains avantages  importants  :  c’est  une  suite  de  réactions  d’une  vitesse 





Le métabolisme  d’une  cellule  cancéreuse  doit  répondre  à  deux  impératifs  formant 
une équation complexe : produire une quantité d’énergie suffisante pour répondre aux 




L’étude  du  métabolisme  tumoral  n’est  pas  un  sujet  de  recherche  récent  et  prend 
racine  dans  les  travaux  menés  dans  les  années  1920  par  Otto  Heinrich  Warburg11, 
professeur  de  Hans  Adolf  Krebs12.  Otto  Warburg  observe  que  les  tumeurs  (ascites) 
produisent  de  grandes  quantités  d’acide  lactique  comparativement  à  des  tissus  non 
cancéreux (Warburg, 1956b; Warburg et al., 1927). Il s’inspire alors des travaux de Louis 
Pasteur sur la fermentation des levures qu’il applique aux cellules de mammifère, et en 
vient  aux  conclusions  que,  malgré  une  présence  suffisante  d’oxygène,  les  cellules 
tumorales fermentent le glucose en acide lactique pour produire de l’énergie. Le grand 
débat  autour  du  métabolisme  tumoral  est  lancé :  pourquoi  les  cellules  cancéreuses 
privilégient‐elles  la  glycolyse  malgré  son  faible  rendement  énergétique?  Il  a  émis 
l’hypothèse  que  ces  changements  métaboliques  étaient  dûs  à  un  défaut  des 
mitochondries des cellules tumorales (Warburg, 1956a). Cette hypothèse a été invalidée 
depuis,  puisque  la  plupart  des  tumeurs  présentent  une  respiration  mitochondriale 
fonctionnelle, mais sous‐utilisée (Frezza and Gottlieb, 2009). 
Une connexion évidente s’est imposée ces dernières années entre l’effet Warburg et 
l’acquisition  des  mutations  responsables  de  la  transformation  des  cellules  tumorales 
(Levine and Puzio‐Kuter, 2010). Il est d’ailleurs de plus en plus admis que l’altération du 
métabolisme  est  une  composante  essentielle  du  mode  d’action  des 
oncogènes/suppresseurs  de  tumeurs,  et  n’est  pas  une  simple  conséquence  de  leurs 












2010)).  On  peut  citer  l’exemple  de  l’activation  de  c‐Myc  qui  induit  l’expression  des 
transporteurs de glutamine et rend les cellules dépendantes à la glutaminolyse (Wise et 
al.,  2008)  ou  la  perte  de  p53  qui  rend  les  cellules  sensibles  à  une  carence  en  sérine 
(Maddocks et al., 2013). Cependant, l’activation de la plupart des oncogènes tels que Ras, 
la voie PI3K/AKT/mTOR, Myc, ou la perte des suppresseurs de tumeurs tels que p53 ou 
PTEN  stimulent  la  glycolyse  et  conduisent  à  une  « addiction  au  glucose ».  Cette 
caractéristique des cellules tumorales est exploitée en clinique avec l’utilisation du 18F‐
fluorodeoxyglucose(FDG)‐ Pet Scan, une technique d’imagerie permettant de visualiser 
l’incorporation  d’un  analogue  radiomarqué  du  glucose,  le  FDG,  par  les  cellules 
tumorales   (Gatenby and Gillies, 2004; Vander Heiden et  al.,  2009). Notons qu’environ 
70%  des  tumeurs  fixent  le  FDG  au  PET‐scan,  suggérant  que  les  30  autres  %  ne 
présentent pas une glycolyse exacerbée (tels que la plupart des tumeurs de la prostate 
(Liu  et  al.,  2010b)),  ou  seulement  à  certains  stades  du  développement  de  la  tumeur 
(Vander Heiden et al., 2009). 
En conséquence,  la dérégulation du métabolisme énergétique a émergé comme une 




HIF1  régule  la  plupart  des  enzymes  de  la  glycolyse,  la  synthèse  de  glycogène  et  la  voie  des 
pentoses phosphates. Il inhibe également la respiration mitochondriale en induisant la pyruvate 
déshydrogénase kinase 1 (PDK1). Les enzymes induites par HIF1 apparaissent en rouge.  
ENO Enolase ;  G6P Glucose‐6‐phosphate ;  G1P Glucose‐1‐phosphate ;  GBE Glycogen Branching Enzyme ; 
GS  Glycogen  Synthase ;  HK  Hexoxinase ;  LDH  Lactate  Dehydrogénase ;  MCT  Monocarboxylate 
transporter ; PDH  Pyruvate  Dehydrogenase  ;  PFK  Phosphofructokinase ;  PGK 






Comme  nous  l’avons  vu  dans  le  chapitre  1  (Figure  3),  HIF1  est  responsable  d’une 
reprogrammation métabolique critique dans l’adaptation cellulaire à l’hypoxie. Il a pour 




ainsi  le  flux  entrant  de  glucose  dans  la  cellule  (Chen  et  al.,  2001;  Iyer  et  al.,  1998).  Il 
accélère  ensuite  la  conversion  du  glucose  en  pyruvate  en  induisant  la  plupart  des 
enzymes glycolytiques (Figure 13) (Kroemer and Pouyssegur, 2008; Semenza, 2010). Un 
tournant majeur dans l’étude du métabolisme en hypoxie a été la découverte de l’action 
duale de HIF  induisant  la  lactate déshydrogenase‐A  (LDH‐A)  (Semenza et  al.,  1994) et 
inhibant  la  pyruvate  déshydrogénase  par  l’induction  de  la  pyruvate  dehydrogénase 
kinase 1 (PDK1)13 (Kim et al., 2006). De ce fait, HIF1 inhibe l’entrée de pyruvate dans le 
TCA  et  le  redirige  vers  sa  conversion  en  lactate  (Kim  et  al.,  2006;  Papandreou  et  al., 








13  La  PDK1  est  une  des  4  isoformes  de  PDKs  (PDK1‐4)  qui  phosphoryle  l’enzyme  PDHE1α  du 












carbone  6  au  carbone  1  du  glucose  produisant  alors  le  G1P,  (2)  les  UDP‐glucose‐
pyrophosphorylases  (UGP)  qui  activent  le  G1P  en  UDP‐glucose,  (3)  les  enzymes 
glycogène synthase (GYS) qui allongent le polymère de glycogène, et (4) les enzymes de 




dépolymérisent  le glycogène en G1P,    soit également  induite en hypoxie (Favaro et al., 
2012). Nous discuterons ce point plus tard (Discussion article 2).   
b. HIF1 et la voie des pentoses phosphates




de  deux  intermédiaires  de  la  glycolyse,  à  savoir  le  fructose‐6‐phosphate  (F6P)  et  le 
glycéraldéhyde‐3‐phosphate (G3P). La voie des pentoses phosphates a trois implications 
physiologiques majeures : (1) elle est essentielle dans la synthèse de nucléotides (2) elle 
produit  du  NADPH,  substrat  de  la  chaine  respiratoire  et  cofacteur  important  dans  la 
réduction du glutathion, antioxydant (réduction du GSSG en GSH), et (3) elle représente 
une voie alternative permettant de maintenir un  flux glycolytique minimum lorsque  la 
phosphoglucoisomérase    (PGI) ou  la PFK1  sont  inactives  (en produisant du 3PG). Une 
étude a récemment démontré dans le contexte des cellules leucémiques que HIF1 inhibe 
Table 2 : Caractéristiques et propriétés des 4 transporteurs de la famille des 




la phase oxydative de  la voie et augmente  la phase non‐oxydative par  l’induction de  la 
transcétolase (TKT) (Zhao et al., 2010).  
III. Les  transporteurs  de  monocarboxylates,  à  l’interface  entre  le
métabolisme cellulaire et la régulation du pH intracellulaire
Le  métabolisme  glycolytique  produit  intensivement  de  l’acide  lactique.  Au  vu  du 
pKa14  de  celui‐ci  (pKa=3,86),  l’acide  lactique  est  presque  entièrement  dissocié  en  ion 
lactate  et  proton  dans  des  pH  physiologiques  (2000  fois  plus  de  lactate  que  d’acide 
lactique  à  un  pH=7,2)  (Parks  et  al.,  2013a).  A  l’inverse  de  l’acide  lactique,  le  lactate 
chargé négativement ne peut pas diffuser librement à travers la membrane et nécessite 
un  transport  spécifique  assuré  par  les  transporteurs  de  monocarboxylates  (MCTs). 
(Halestrap and Price, 1999; Mathupala et al., 2007; Poole and Halestrap, 1993).  
La famille des MCTs comprend 14 membres, mais seulement 4 d’entre eux (MCT1‐4) 
catalysent  le  co‐transport  de  protons  et  de  monocarboxylates  métaboliquement 




14) (Halestrap  and  Price,  1999;  Poole  et  al.,  1996).  Ils  possèdent  des  distributions
tissulaires  et  des  Km  différents  pour  les monocarboxylates,  ce  qui  leur  confèrent  des 
fonctions  différentes  (Table  2).  Notons  que  ces  transporteurs  sont  bidirectionnels,  la 
direction du transport dépendant à  la  fois du gradient de concentration du substrat et 
des  protons  entre  l’intérieur  et  l’extérieur  de  la  cellule.  MCT1,  ubiquitaire,  et  MCT4 
induit en hypoxie, sont les deux isoformes majeures, représentant comme nous allons le 
voir des cibles thérapeutiques particulièrement intéressantes dans le cadre du cancer. Il 
faut  noter  que  MCT1  et  MCT4  nécessitent  la  protéine  d’ancrage  CD147  (également 
appelée  Basigine  ou  EMPRINN)  pour  être  exprimés  et  fonctionnels  à  la  membrane 
(Halestrap and Price, 1999; Kirk et al., 2000; Le Floch et al., 2011; Pinheiro et al., 2012). 
14 Le pKa représente le pH auquel la forme acide de la molécule est présente à la même concentration 
que  sa  forme basique. Plus  le pH est  supérieur  au pKa,  et plus  la molécule  se  retrouve dans une  forme 
dissociée (Base+H+).  
Figure 14 : Représentation  topologique des MCTs 










3,5  et  10mM)  (Halestrap  and  Price,  1999).  En  conséquence,  il  peut  évacuer  d’infimes 
quantités  de  lactate,  mais  se  retrouve  vite  saturé  lorsque  ce  dernier  est  produit  en 
grande quantité (tissus glycolytiques). A ce titre MCT1 peut être considéré comme une 
« isoforme de ménage » permettant de maintenir un métabolisme de base, peu soutenu 
dans  les  cellules  oxydatives.  Il  serait  également  impliqué  dans   la  recapture  de  l’acide 
lactique (que l’on verra un peu plus loin).  
MCT1  est  également  une  cible  transcriptionnelle  de  Myc  et  joue  ainsi  un  rôle 
important dans la transformation maligne. En effet, l’équipe de J.L. Cleveland a observé 
une corrélation entre l’expression élevée de Myc et celle de MCT1 dans plusieurs types 







le  retrouver  dans  des  tissus  tels  que  les  muscles  ou  les  tumeurs  (Deuticke,  1982; 
Dimmer et al., 2000; Wilson et al., 1998).  
Mct4  est  une  cible  transcriptionnelle  de  HIF1    (Ullah  et  al.,  2006).  Ainsi,  HIF1 
promeut non seulement la production mais également l’évacuation de l’acide lactique, et 













de  mct4  pourrait  être  une  des  modifications  épigénétiques  responsables  de  son 





de  la  néoglucogenèse  ou  de  la  synthèse  des  lipides,  et  dépendent  pour  cela  de 
l’expression  de  MCT1  ou  MCT2  (Halestrap  and  Price,  1999;  Halestrap  and  Meredith, 
2004). Le lactate, importé via MCT1 principalement, peut également être utilisé comme 
une source énergétique dans  les  tissus  fortement oxydatifs,  tels que  le cœur,  les  fibres 
musculaires  oxydatives  ou  les  neurones  (Halestrap  and  Price,  1999;  Bergersen,  2007; 
Halestrap  and  Meredith,  2004).  Ces  cellules  doivent  alors  posséder  l’isoforme  LDH‐B 
pour pouvoir oxyder le lactate en pyruvate.  
Plusieurs études récentes indiquent l’existence de coopérations métaboliques entre 
plusieurs  sous‐types  de  cellules  au  sein  d’un  même  tissu,  coopérations  rendues 
possibles  grâce  aux  MCTs  (Bergersen,  2007;  Brooks,  2009;  Pellerin  et  al.,  1998; 
Sonveaux  et  al.,  2008).  Il  existerait  par  exemple  une  coopération  entre  fibres 
musculaires  glycolytiques  (« muscles  blancs »)  et  oxydatives  (« muscles 
rouges »)(Brooks,  2009),  de  même  qu’entre  astrocytes  (glycolytiques)  et  neurones 
(oxydatifs)  (Bergersen,  2007;  Pellerin  et  al.,  1998).    Dans  ces  modèles,  la  cellule 
glycolytique  exporte  le  lactate  via MCT4,  qui  est  ensuite  recapté  via MCT1,  ou MCT2 
dans  les  tissus  oxydatifs  pour  servir  de  carburant  au  cycle  de  Krebs.  Au  sein  de  la 
tumeur, deux modèles basés sur le même rationnel ont été suggérés :  
‐ le premier modèle concerne une symbiose métabolique entre cellules tumorales et 







‐  un  second  modèle  fait  état  d’une  collaboration  métabolique  entre  les  cellules 
tumorales  au  sein  d’un  gradient  d’oxygène  (Sonveaux  et  al.,  2008).  Le  lactate,  qui  est 
produit en grande quantité par  les cellules hypoxiques éloignées du réseau vasculaire, 
serait recapté et métabolisé via  le TCA par les cellules normoxiques oxydatives situées 
proches  des  vaisseaux.  En  utilisant  préférentiellement  le  lactate  au  glucose,  elles 
laisseraient  ce  dernier  disponible  pour  les  cellules  hypoxiques.  Ce  dernier modèle  est 




Le  lactate  produit  par  la  glycolyse  (et  d’une  façon  mineure  par  la  dégradation  de  la 
glutamine  et  de  la  sérine  (Mazurek  et  al.,  2000)),  joue  un  rôle  important  dans  la 
dynamique tumorale, l’agressivité des tumeurs, ainsi que l’acquisition de résistances aux 
chimio/radiothérapies  (Gatenby  and  Gillies,  2004 ;  Quennet  et  al.,  2006).  Une 
corrélation a été établie entre des niveaux d’acide lactique élevés au sein de la tumeur et 
l’incidence des métastases dans plusieurs  types de cancers, notamment ORL (Brizel et 
al.,  2001;  Schwickert  et  al.,  1995;  Walenta  et  al.,  1997).  Cela  peut  être  dû  aux  effets 
promoteurs du  lactate sur  le VEGF et  l’angiogenèse (Kumar et al., 2007),    la migration 
(Walenta et al., 2002), et l’invasion cellulaire (Stern et al., 2002). Il est cependant difficile 
de  disséquer  les  effets  propres  au  lactate  des  effets  dûs  à  l’acidification  du 
microenvironnment tumoral, dont certains des effets observés ci‐dessus peuvent lui être 
attribués. 
Figure  15 :  Représentation  des  systèmes  de  régulation  du  pH  intracellulaire  des 
cellules tumorales 
Le maintien d’un flux glycolytique élevé dans les cellules tumorales nécessite un export constant 
des  protons  pour  éviter  une  acidose  délétère.  Le  système  de  régulation  du  pH  intracellulaire 
comprend les transporteurs de monocarboxylates (MCT1 et MCT4), l’échangeur sodium/proton 
(NHE1),  les  anhydrases  carboniques  (CAII,  CAIX,  et  CAXII),  les  co‐transporteurs 
sodium/bicarbonates (NBCs),  l’échangeur d’anions (AE1), et potentiellement la pompe protons 











cellule.  En  conséquence,  le pH extracellulaire  (pHe) devient beaucoup plus  acide  (6,2‐
6,9) alors que le pHi reste neutre à  légèrement alcalin (7,1‐7,6) (Cardone et al., 2005).   
L’induction de la glycolyse par HIF1 ne serait pas viable sans un contrôle strict du pH 
intracellulaire.  Le  pHi  influe  directement  sur  la  glycolyse  et  la  production  d’ATP. 
L’hexokinase (Wohlhueter and Plagemann, 1981) et la PFK (Buckwitz et al., 1988; Spriet, 
1991), enzymes critiques de la glycolyse, sont particulièrement sensibles à un pH acide. 
Notons également que  la S6 kinase, protéine majeure dans  la  synthèse protéique  (que 
l’on introduira plus en détails dans le prochain chapitre : III‐C‐3), est fortement inhibée 
suite à l’altération des systèmes de régulation du pH (Chambard and Pouyssegur, 1986), 
de  même  que  la  progression  du  cycle  cellulaire  et  la  prolifération  (L'Allemain  et  al., 













Les  anhydrases  carboniques  (CA)  forment  une  superfamille  comprenant  16  isoformes 




Les gènes  ca12 mais  surtout ca9  sont  très  fortement  induits par HIF1  (Svastova et al., 
2004; Wykoff et al., 2000). CAIX et CAXII sont membranaires et leur site catalytique est 
orienté vers l’extérieur de la cellule. Ainsi, le CO2, produit par la respiration cellulaire et 
qui  diffuse  librement  à  l’extérieur  de  la  cellule,  est  hydraté  en  protons  et  ions 
bicarbonates  (HCO3‐).  Cette  action  participe  à  l’acidification  du  milieu  extracellulaire 
(Svastova et al., 2004), mais a également été montrée comme régulateur du pHi (Chiche 
et al., 2009; Parks et al., 2011; Parks et al., 2013b; Swietach et al., 2010; Swietach et al., 
2009).  Dans  notre  laboratoire,  a  été  proposé  un  modèle  basé  sur  un  couplage  de  la 
production  de  HCO3‐  par  CAIX/CAXII,  avec  son  import  par  les  transporteurs 
sodium/bicarbonates.  Une  fois  dans  la  cellule,  dans  une  réaction  inverse  des  CA 
extracellulaires,  CAII  cytoplasmique  peut  déshydrater  HCO3‐    en  CO2,  en  captant  un 
proton  intracellulaire  (Figure  15)  (Pouyssegur  et  al.,  2006).  Notre  équipe  a  pu 
démontrer que l’implication de CAIX et CAXII, dans la régulation du pHi, est importante 
dans la prolifération des fibroblastes et des cellules tumorales hypoxiques (Chiche et al., 






aux  cellules  tumorales  qui  l’exprime  (Parks  et  al.,  2013a).  CAIX  représente  une  cible 













très  rapidement  à  une  acidification  du  pHi  en  échangeant  un  proton  contre  un  ion 
sodium.  NHE1  est  un  transporteur  électro‐neutre  qui  ne  consomme  pas  d ‘énergie 
puisque les ions sont transportés selon leur gradient. Son implication dans la migration 




en  réponse  à  une  hypoxie  prolongée  (Rios  et  al.,  2005),  de manière HIF1  dépendante 




En conclusion,  les cellules  tumorales hypoxiques doivent adapter  leur métabolisme 
pour  faire  face  à  un  accès  restreint  à  l’oxygène  et  survivre  dans  de  telles  conditions 
drastiques.  Cibler  la  reprogrammation métabolique  en  hypoxie  et  particulièrement  le 








dans  la  signalisation  et  la  régulation  de  presque  tous  les  aspects  de  la  vie  cellulaire 
(Cohen, 2002). Elle est caractérisée par l’addition d’un groupement phosphate sur un ou 
plusieurs acide(s) aminé(s) d’une protéine et est catalysée par les kinases, à l’inverse de 
la  déphosphorylation  catalysée  par  les  phosphatases.  C’est  un  système  de  régulation 
immédiat, flexible et réversible impliqué dans la plupart des fonctions cellulaires telles 
que  le  contrôle  de  la  division  cellulaire,  le  métabolisme,  le  réarrangement  du 
cytosquelette, la différenciation, ou encore l’apoptose (Manning et al., 2002b). 
Les  kinases  ont  la  capacité  intrinsèque  de  catalyser  le  transfert  du  groupement 





leur  conformation,  leur  stabilité,  leur  association  avec  d’autres  protéines,  leur  activité 
intrinsèque, ou encore  leur  localisation subcellulaire. L’identification des gènes codant 
l’ensemble  des  protéines  kinases  (ou  kinome)  a  permis  de  mettre  en  évidence 
l’existence de 518 gènes non redondants, soit environ 1,7% du génome, qui codent pour 
des kinases (Manning et al., 2002c).  
L’étude  des  kinases  est  un  champ  de  recherche  majeur  en  cancérologie.  Le 






La  5’‐AMP‐activated  protein  kinase  (AMPK)  fait  partie  de  la  classe  des 
sérine/thréonine kinases et est impliquée dans la voie de signalisation PI3K‐AKT‐mTOR. 
Elle  est  aujourd’hui  considérée  comme  un  acteur  majeur  dans  l’homéostasie 
énergétique,  tant au niveau cellulaire qu’au niveau de  l’organisme entier,  coordonnant 
prise alimentaire et besoins énergétiques. La découverte de cette kinase et de son rôle 
majeur est  relativement  récente. Du  fait du grand nombre de protéines qu’elle  régule, 
elle  a  été  identifiée  plusieurs  fois,  avec  des  approches  différentes.  Les  premières 
observations expérimentales de l’AMPK ont été réalisées par deux laboratoires distincts 
en  1973.  Z.H  Beg  et  al.  ont  remarqué  que  la  protéine  HMG‐CoA  réductase,  impliquée 
dans  la synthèse du cholestérol et purifiée à partir de  foie de rat,   était  inhibée par un 
facteur cytosolique et des concentrations croissantes d’ATP (Beg et al., 1973). La même 
année,  Carson  &  Kim  ont  démontré  qu’une  enzyme  impliquée  dans  la  synthèse  de 
lipides, dénommée acétylCoA carboxylase (ACC), était elle aussi inactivée par une kinase 
présente dans la préparation (Carlson and Kim, 1973).  
Il  faut  attendre  1987,  soit  14  ans  plus  tard,  pour  que  l’équipe  de  D.G.  Hardie 
démontre  que  les  kinases  responsables  de  l’inhibition  de  l’HMG‐CoA  réductase  et  de 
l’ACC sont en  fait une seule et même kinase (Carling et al., 1987), et 1989 pour que  le 
nom d’AMPK lui soit donné. Le clonage des différentes sous‐unités de l’AMPK entre 1994 
et  1996  (Carling  et  al.,  1994; Gao  et  al.,  1996; Gao  et  al.,  1995;  Stapleton  et  al.,  1994; 












L’AMPK  est  une  protéine  hautement  conservée  au  cours  de  l’évolution  des 
eucaryotes. Elle est présente chez  les  levures (Sucrose non‐fermenting 1 ou SNF1),  les 
plantes (SNF1 related kinases) et les mammifères (AMPK)(Hardie, 2000). L’AMPK et ses 
orthologues  existent  sous  la  forme  d’un  complexe  hétérotrimérique  composé  d’une 
sous‐unité régulatrice α et de deux sous‐unités régulatrices β et γ  (Figure 16)(Kahn et 
al.,  2005).  Chaque  sous‐unité  est  présente  sous  différentes  isoformes  codées  par  des 
gènes  distincts.  Chez  les  mammifères,  il  existe  les  isoformes  α1  et  α2  (codés 
respectivement par prkaa1 et prkaa2), β1  et β2 (codés par prkab1 et prkab2), ainsi que 
γ1, γ2 et γ3 (codés par prkag1, prkag2 et prkag3). Dès  lors, 12 complexes αβγ peuvent 
potentiellement  être  formés.  Cependant,  l’existence  de  ces  complexes  est  dictée  par 
l’expression tissulaire de chaque isoforme (Hardie, 2007; Mahlapuu et al., 2004; Salt et 
al., 1998 ). Le complexe α2β2γ3 est, par exemple, le complexe majoritairement exprimé 





Les  sous‐unités  α  sont  constituées  du  domaine  catalytique  dans  la  région  N‐
terminale,  d’un  domaine  d’auto‐inhibition,  ainsi  que  d’un  domaine  C‐terminal 
d’interaction  avec  la  sous‐unité β.  L’AMPKα  possède  dans  son  domaine  catalytique  le 
site de  fixation de  l’ATP nécessaire  à  son  activité  kinase.  La plupart des  kinases,  pour 
être  actives,  nécessitent  l’activité  en  amont  d’une  autre  kinase  qui  phosphoryle  un 
résidu de la boucle d’activation du domaine catalytique. C’est également le cas de l’AMPK 
qui requiert la phosphorylation du résidu thréonine 172 (Thr172)  pour présenter une 
activité  significative  (Hawley  et  al.,  1996).  Les  kinases  impliquées  dans  cette 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ CHAPITRE 3: AMPK gardien de la balance énergétique cellulaire ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
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phosphorylation  seront  décrites  dans  le  Chapitre  3‐B‐III.  Les  sous‐unités  α1  et  α2 
présentent des expressions tissulaires et subcellulaires différentes. La sous‐unité α1 est 
fortement exprimée dans  les poumons,  les reins, ou  le  tissu adipeux alors que  la sous‐
unité  α2  est  plutôt  spécifique  du  cœur  et  des  muscles  striés  squelettiques.  Il  est 
intéressant  de  noter  qu’à  la  différence  de  l’AMPKα1  exclusivement  cytoplasmique, 
l’AMPKα2 est à la fois cytoplasmique et nucléaire lui permettant de réguler des facteurs 
de  transcription,  tel  que  le  sterol  regulatory  element  binding  protein  (SREBP1)  et  le 




Les  sous‐unités  β  possèdent  dans  leur  région  C‐terminale  deux  domaines 
d’interactions, un avec la sous‐unité α et l’autre avec la sous‐unité γ. Cela leur confère un 
rôle de protéine d’échaffaudage nécessaire à  la  formation du complexe. En plus de son 







Les  sous‐unités  γ  jouent  un  rôle  crucial  dans  l’activité  de  l’AMPK puisqu’elles  sont 
responsables de sa régulation par les niveaux d’ATP, d’ADP et d’AMP. Elles possèdent un 
site de fixation à la sous‐unité β dans leurs régions N‐terminales, ainsi que des sites de 
liaison  aux  adénosines,  conférant  à  l’AMPK  son  rôle  de  senseur  du  niveau  d’énergie 
cellulaire (Figure 16). Ces sites de liaison se présentent sous la forme d’une répétition en 
tandem, de quatre séquences d’environ 60 acides aminés, appelés motifs cystathionine‐
β‐synthase  (CBS).  Les  CBS  fonctionnent  par  paire,  et  chaque  paire  forme  un  domaine 











cristallographiques  réalisées  sur  le  complexe  hétérotrimérique  de  SNF1  et  de  l’AMPK 
humaine,  ces  deux  domaines  « Bateman »  s’associent  de  manière  « tête‐bêche »  et 
forment  ainsi  quatre  cavités  où  peuvent  théoriquement  se  loger  AMP,  ADP  et  ATP 
(Figure 17) (Amodeo et al., 2007; Hardie et al., 2011; Xiao et al., 2007).  
En réalité,  le site de liaison numéro 2 est  inactif chez les mammifères17  (Xiao et al., 
2007). Le site numéro 4 (entre CBS 3‐4), est, quant à lui, constamment occupé par l’AMP, 
en raison d’une très forte affinité pour celle‐ci, et ne peut être échangé par une molécule 
d’ATP  ou  d’ADP,  dans  des  conditions  physiologiques  (Kemp  et  al.,  2007;  Xiao  et  al., 
2007). Ce site serait hypothétiquement impliqué dans la stabilisation de la sous‐unité γ, 
mais sa fonction réelle reste à l’heure actuelle incertaine. Il reste donc, chez l’AMPKγ de 








l’activation  allostérique  de  l’AMPK,  la  phosphorylation  du  résidu  Thr172  de  la  sous‐
unité α et la protection de la Thr172 contre la déphosphorylation (Figure 18).   
1. AMP et ATP, effecteurs allostériques de l’AMPK
L’AMPK,  ou  AMP‐Kinase,    doit  son  nom  à  la  découverte  de  sa  régulation 
allostérique18 par l’AMP. L’AMP (à la différence de l’ADP ou l’ATP) est aujourd’hui le seul 











est  régulée  par  les  niveaux  d’ATP,  d’ADP  et  d’AMP.  Suite  à  un  stress  énergétique  (absence  de 
glucose,  exercice  musculaire,  etc…)  l’ATP  est  hydrolysé  en  ADP  et  la  balance  énergétique 
cellulaire  est  perturbée.  Les  rapports  ATP/ADP  et  ATP/AMP  sont  alors  automatiquement 
modifiés  par  l’intervention  de  l’adénylate  kinase  (4).  L’AMP  entre  alors  en  compétition  avec 
l’ATP  pour  se  fixer  à  l’AMPKγ  (sur  son  site  de  forte  affinité)  (1)  et  activer  allostériquement 
l’AMPK. La liaison de l’AMP modifie la conformation de toute la protéine, ce qui se répercute à la 
sous‐unité α  et  favorise  la phosphorylation de  la  thréonine 172 de  la  sous‐unité  catalytique α 
par les AMPK kinases (LKB1 et CaMMKβ) (2). La phosphorylation de ce résidu est critique dans 
l’activation de l’AMPK. L’AMP protège de la déphosphorylation par les protéines phosphatases et 
empêche ainsi un retour de  l’AMPK à son état  inactif  (3). Une  fois activée,  l’AMPK  favorise  les 






augmenter  ainsi  son  affinité  pour  l’AMP.  L’ATP  (mais  pas  l’ADP)  est  un  inhibiteur 
allostérique de l’AMPK, cinq fois moins affin que l’AMP (Scott et al., 2004). Ainsi, l ‘AMPK 




Pour  comprendre  la  compétition  AMP/ATP,  il  faut  entrer  dans  les  détails  des 
concentrations  de  ces  deux  nucléotides  dans  la  cellule.  Les  concentrations  absolues 
d’ATP  ou  d’AMP  sont  très  variables  d’un  type  cellulaire  à  l’autre  et  dépendent  d’une 
multitude  de  facteurs,  dont  l’état  nutritionnel,  le  tissu  d’origine  ou  la  présence  de 
créatine  (tampon  d’ATP  majoritairement  présent  dans  les  muscles).  Cependant,  de 
manière universelle, l’ATP est beaucoup plus concentré (de l’ordre de 1000 à 10000 µM) 
que  l’ADP (de  l’ordre de 100 µM) ou  l’AMP (de  l’ordre de 1 à 10 µM)    (Hellsten et al., 
1999; Veech et al., 1979; Xiao et al., 2007). L’ATP libre ne représente cependant qu’une 
petite  partie  de  l’ATP  total  (1/20ème  à  1/100ème) majoritairement  complexé  avec  l’ion 
magnésium  Mg2+  (Hardie,  2007;  Hardie  et  al.,  2011;  Xiao  et  al.,  2011).  Le  Mg2+‐ATP 
n’étant  pas  un  inhibiteur  allostérique  de  l’AMPK,  on  comprend  mieux  comment  des 
concentrations  d’AMP  de  l’ordre  du  µM  peuvent  entrer  en  compétition  avec  des 
concentrations d’ATP  libres de  l’ordre de 10 à 50 µM (mais avec une affinité  cinq  fois 
moindre).   
3. Peu d’activation sans phosphorylation
L’activation  allostérique  de  l’AMPK  est  importante  mais  reste  toutefois  modeste 
comparée  à  l’activation  induite  par  la  phosphorylation  de  la  Thr172.  L’AMP,  liée  aux 
sites d’interaction de la sous‐unité γ, va  modifier la structure du complexe αβγ et rendre 
accessible  la Thr172 de  la  sous‐unité α  aux kinases  en amont de  l’AMPK  (Cf prochain 
paragraphe).  Alors  que  l’activation  allostérique  in  vitro  augmente  d’un  facteur  2  à  5 







par  l’intermédiaire  des  phosphatases.  Lorsque  le  ratio  AMP:ATP  est  rétabli,  les 
phosphatases  (cf  prochain  paragraphe)  entrent  en  jeu  pour  déphosphoryler  le  résidu 
Thr172 de la sous‐unité α. Cette déphosphorylation rapide ne doit être rendue possible  
que  lorsque  le  ratio  AMP:ATP  est  rétabli  à  un  niveau  élevé.  C’est  en  fait  directement 
l’AMP,  ou  l’ADP,  qui,  fixé  au  site  3  de  basse  affinité,  protège  la  Thr172  de  la 
déphosphorylation  par  les  phosphatases  (Hardie  et  al.,  2011;  Xiao  et  al.,  2011).  La 
protection  contre  la  déphosphorylation  s’avère  d’ailleurs  être  un  mécanisme  majeur 
dans l’activation de l’AMPK  (Sanders et al., 2007). 
III. Kinases et phosphatases en amont de l’AMPK
La  connaissance de  la phosphorylation de  l’AMPK  (Thr172) et de  son  rôle  critique 
est connu depuis 1996 (Hawley et al., 1996). L’identification des kinases en amont a été 
beaucoup plus tardive, ce qui est notamment dû à la faible homologie entre les kinases 
en  amont  de  SNF1  dans  la  levure,  et  les  kinases  en  amont  de  l’AMPK  chez  les 
mammifères  (Hardie,  2007).  Il  existe  trois AMPK kinases :  LKB1  (ou  sérine/thréonine 
kinase  11  (STK11)),  Calmodulin‐dependant  kinase  β  (Camκκβ),  et  TGF‐β‐activated 
kinase‐1 (TAK‐1). Chaque kinase active l’AMPK  en réponse à divers stimuli. 
1. LKB1, suppresseur de tumeurs et AMPK kinase majeure
Des  études  dans  plusieurs  modèles  animaux  ont  identifié  LKB1  comme  la  kinase 
majeure  impliquée  dans  l’activation  de  l’AMPK  en  réponse  à  l’augmentation  du  ratio 
AMP:ATP (Carling et al., 2008). LKB1 est constitutivement active, n’est pas régulée par le 
niveau  d’énergie  cellulaire  et  s’associe  généralement  aux  deux  protéines  adaptatrices 
mouse‐protein‐25 (MO25) et stérile‐20‐related adaptator (STRAD) (Lizcano et al., 2004; 
Sakamoto et al., 2004). De façon intéressante, le gène lkb1 est muté dans le syndrome de 
Peutz‐Jeghers,  une maladie  génétique  associée  à  l’apparition  de  polypes  gastriques  et 
intestinaux,  faisant de  lkb1 un gène suppresseur de  tumeurs (Alessi et al., 2006). C’est 
d’ailleurs, après p53, le gène suppresseur de tumeurs le plus fréquemment muté dans le 
Figure 19 : Membres de la famille de l’AMPK et des ARK (Ampk Related Kinases) 
LKB1  phosphoryle  AMPKα1/2  au  niveau  de  la  Thr  172  et  les  12  ARKs  au  niveau  d’un  site 
équivalent  entouré d’une  séquence hautement  conservée.  La  régulation de  la  phosphorylation 







active  également  12  autres  kinases  de  la  sous‐famille  des  AMPK  related  kinases, 
apparentées phylogénétiquement à l’AMPK (Figure 19) (Alessi et al., 2006; Lizcano et al., 
2004).  Ces  kinases  sont  impliquées  dans  des  fonctions  diverses  particulièrement 
cruciales  dans  la  polarité  cellulaire  et  le  développement  embryonnaire  (Watts  et  al., 








2.  CaMKKβ  et TAK1 peuvent également phosphoryler l’AMPK
La  Ca2+/Calmoduline  dependant  protein  kinase  kinase β  (CaMKKβ)  est  la  seconde 
kinase  importante  impliquée  dans  l’activation  de  l’AMPK  (Hawley  et  al.,  1995).  En 
comparaison  de  LKB1,  Elle  est  plus  proche  phylogénétiquement  des  kinases 
phosphorylant SNF1 chez la levure mais phosphoryle plus faiblement l’ampk in vitro. La 
CaMKKβ  semble pouvoir    remplacer  LKB1 dans  certaines  circonstances  (Hurley  et  al., 




(Hawley  et  al.,  1995).  Il  est  légitime  de  penser  que  le  calcium,  étant  le  signal  d’une 
intense consommation d’énergie  imminente, prépare  la cellule à mobiliser de  l’énergie 
cellulaire.  La  dernière  kinase  capable  de  phosphoryler  l’AMPK  in  vitro  est  la  TGFβ‐
activated kinase 1 (TAK1), un membre de la famille des mitogen activated protein kinase 
(MAPK) kinase  kinase  (Momcilovic  et  al.,  2006).  Son  implication  physiologique  dans 






il  existe  dans  la  littérature  un  certain  nombre  de  zones  d’ombre,  d’incertitudes  et  de 

















L’AMPK  inhibe  les  voies  anaboliques  consommatrices  d’énergie  (conversion  de  l’ATP  en  ADP, 
puis en AMP par l’adénylate cyclase) présentes dans la partie supérieure du cycle (partie bleue). 
Elle active les voies cataboliques productrices d’énergie (régénération de l’AMP en ATP) dans la 
partie  inférieure du cycle  (partie verte). Ce  schéma résume de  façon non‐exhaustive  les  cibles 
majeures  de  l’AMPK  dans  le métabolisme  cellulaire  et  les  fonctions  dans  lesquelles  elles  sont 
impliquées. 
ACC,  Acetyl‐CoA  Carboxylase;  GLUT,  glucose  transporters;  GS,  glycogen  synthase;  HMGR,  3‐hydroxy‐3‐
methyl‐CoA  reductase;  PGC1α ,  peroxisome  proliferator‐activated  receptor‐g  co‐activator‐1a;  mTORC1, 
mammalian  target  of  rapamycin  complex  1.  PFKFB,  6‐  phosphofructo‐2‐kinase/fructose‐2,6‐





L’AMPK  phosphoryle  un  nombre  pléthorique  de  substrats,  parmi  lesquels  des 
facteurs de  transcriptions, des protéines de  la régulation épigénétique, ou des kinases, 
qui possèdent eux‐mêmes un grand nombre d’effecteurs. Cela implique l’AMPK dans  de 
nombreuses  et  diverses  fonctions  cellulaires,  et  la  liste  ne  cesse  de  s’allonger  encore 
avec  l’identification  fréquente  de  nouvelles  cibles,  directes  ou  indirectes,  de  l’AMPK. 
Chez  la  levure, par exemple, une déficience dans  le gène de snf1 est responsable d’une 
modification  d’expression  (supérieure  à  un  facteur  2)  de  plus  de  400 ARN messagers 
(ARNm) (Young et al., 2003).  








L’AMPK,  activée  en  réponse  à  un  stress  énergétique,  stimule  l’incorporation  de 





stockage  en  stimulant  la  translocation  du  transporteur  de  glucose  GLUT419  à  la 
19 Seule isoforme des GLUTs régulée par l’insulineet exprimée de fait dans les organes périphériques 




membrane  plasmique  (Kurth‐Kraczek  et  al.,  1999).  Ce  système  de  régulation  est 
cependant spécifique de certains tissus, et des doutes persistent encore sur un potentiel 
rôle de l’AMPK sur GLUT1(Barnes et al., 2002). 
Ensuite,  l’AMPK active  la glycolyse en stimulant  l’activité PFK2 dans  la plupart des 
cellules humaines, et particulièrement dans  les cellules  tumorales (Marsin et al., 2000; 





PFK2  sans  activité  FBPase :  Il  s’agit  de  la  PFKFB321  (Okar  and  Lange,  1999).  Cette 
enzyme  est  surexprimée  dans  de  nombreux  cancers  (Hue  and  Rousseau,  1993; 
Minchenko  et  al.,  2005a;  Minchenko  et  al.,  2005b),  suffisante  pour  promouvoir  la 
glycolyse quand elle est surexprimée (Hue and Rousseau, 1993; Telang et al., 2006) et 




mais  jamais  clairement  démontré.  Une  première  étude  réalisée  chez  Drosophila 
melanogaster  a permis d’identifier un rôle de LKB1 dans le transport à la membrane de 
Sln/dMCT1, l’homologue de MCT1 chez la drosophile. Cette étude a été réalisée dans un 
modèle  particulier  de  cellules  polarisées  (disque  imaginal  de  l’aile),  dans  lequel 
butyrate, pyruvate et  lactate,  importés par dMCT1, semblent essentiels pour maintenir 
la  polarité  et  la  viabilité  cellulaire.  Il  serait  intéressant  de  déterminer  si  LKB1  peut 
affecter  le  transport de MCT1 dans  les cellules de mammifères, et si cet effet  implique 
l’AMPK  ou  toute  autre  enzyme  de  la  famille  des  kinases  apparentées  à  l’AMPK,  et 
régulées  par  LKB1.  Toutefois,  on  peut  d’ores  et  déjà  remarquer  que  ni  les  isoformes 
MCT1  et  MCT4  de  mammifères,  ni  la  basigine  importante  pour  leurs  ancrages,  ne 
possèdent de site putatif de phosphorylation par l’AMPK dans leur séquence protéique 
20  Le  F6P peut  être  convertit  par  la  PFK1  en  F1,6BP qui  peut  poursuivre  dans  la  voie  glycolytique. 
Altenativement le F6P peut être convertit en F2,6BP par l’activité PFK2. et promouvoir l’activité PFK1. 





P53985,  P35613  respectivement  pour MCT4, MCT1,  Basigine,  humains).  Une  seconde 
étude,  réalisée  dans  les  muscles  à  fibre  rapide,  a  mis  en  évidence  que  l’AICAR  et  la 








dans  les  muscles  sont  associés  à  une  faible  activation  de  l’AMPK  au  cours  de  la 
contraction musculaire  (Wojtaszewski  et  al.,  2003).  Ceci  peut,  en  partie,  être  expliqué 
par le fait que le glycogène se fixe à l’AMPK via le domaine GBD de la sous‐unité AMPKβ 
(Cf  chapitre  3‐B‐I‐1)  et  devient  un  inhibiteur  allostérique  de  l’AMPK  (McBride  et  al., 
2009). La  structure du glycogène est  importante dans cette  inhibition, puisque plus  le 
degré de branchement du glycogène est important (glucoses reliés par des liaisons α1‐
6),  et  meilleure  sera  l’inhibition  de  l’AMPK.  En  conclusion,  l’AMPK  possède  un  effet 




L’AMPK  joue  un  rôle  important  dans  le  métabolisme  des  lipides.  De  manière 
similaire au métabolisme des carbohydrates, son action peut être dirigée sur certaines 
cibles exprimées dans des  tissus particuliers, ou   peut‐être ubiquitaire. L’AMPK régule 
plusieurs  acteurs  importants  du métabolisme  des  lipides  et  son  action  globale  est  en 
faveur de l’oxydation des acides gras et en défaveur de leur biosynthèse.  
Une  des  cibles  historiques  les  mieux  caractérisées  de  l’AMPK  est  probablement 
l’acétylCoA  carboxylase  (ACC).  C’est  est  un  complexe  enzymatique  catalysant  la 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ CHAPITRE 3: AMPK gardien de la balance énergétique cellulaire ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
45 
carboxylation  irréversible  de  l’acétylCoA  en malonyl‐coA,  étape  initiatrice  et  limitante 
dans la biosynthèse des acides gras. ACC existe sous deux isoformes : ACC122, et ACC223 
Lorsque le malonyl‐coA est produit par ACC1 (cytoplasmique), il est ensuite utilisé par la 
fatty  acid  synthase  (FAS)  cytoplasmique  comme  « brique de  construction »  pour 





(Figure  20).  Notons  que  l’AMPK  joue  un  rôle  encore  plus  complexe  dans  la  synthèse 
lipidique  dans  les  tissus  lipogéniques  puisqu’il  active  les  facteurs  de  transcription 
SREBP‐1c et  chREBP  (Ferre et  al.,  2003; Foretz et  al.,  1998). Les acides gras,  étant  les 
précurseurs des  lipides  (triglycérides, phospholipides,  etc…),  ils  représentent un point 
de contrôle majeur de la lipogenèse.  
En parallèle, l’AMPK inhibe la HMG‐CoA reductase, enzyme centrale dans la synthèse du 















deux actions conduisant à  l’inhibition de  la  croissance cellulaire et de  la prolifération. L’action 
inhibitrice  de  l’AMPK  sur  mTORC1  est  due    à  la  phosphorylation  directe  de  RAPTOR,  mais 
également à l’activation du complexe Tuberous Sclerosis 1 (TSC1)‐TSC2, à activité GTPase (GAP) 
TSC2 en convertissant RHEB dans son état  inactif  lié au GDP,  inhibe mTORC1  in  fine. De Façon 
antagoniste  à  l’AMPK,  les  voies  de  signalisation  PI3K–AKT  ou Ras–ERK–RSK  inhibent  TSC2  et 




environnementaux  modifient  la  nature  et  la  quantité  des  protéines  synthétisées,  en 
altérant  la  transcription  des  gènes,  la  stabilité  et  la  traduction  des  ARNm.  L’étape  de 
traduction  est  un  des  processus  les  plus  couteux  en  énergie  car  elle  nécessite  la 
biogénèse  des  ribosomes  et  de  nombreux  facteurs  d’initiation,  d’élongation  et  de 
terminaison. Une action majeure de  l’AMPK pour maintenir  l’homéostasie énergétique 
en  condition de  stress métabolique  consiste  dans  le  « frein »  de  la  synthèse protéique 
qu’elle exerce essentiellement dans l’étape d’initiation de la traduction (Figure 21).  
La voie de signalisation de mammalian Target of Rapamycin (mTOR) est un élément 
majeur  de  l’étape  initiatrice  de  la  traduction  en  présence  de  mitogènes,  énergie  et 
précurseurs biosynthétiques. mTOR est présente dans  la cellule sous  la  forme de deux 
complexes multiprotéiques, mammalian TOR complex 1 (mTORC1) et mammalian TOR 
complex  2  (mTORC2).  mTORC1  exerce  ses  effets  par  le  biais  de  l’activation  de  la  S6 
kinase 1 (S6K1) et de l’inhibition de 4E‐Binding protein 1(4EBP1), puissant répresseur 
de la traduction dépendante de la CAP. mTORC2 implique quant à lui l’activation d’AKT 
(Ma  and  Blenis,  2009).  Ces  deux  complexes  répondent  à  l’insuline  et  aux  facteurs  de 




rôle majeur de  l’AMPK dans  ce processus  est  connu.  L’AMPK  inhibe mTORC1 de deux 
façons :  
‐ elle phosphoryle TSC2 (Sérine 1345), ce qui provoque le recrutement de glycogen 
synthase  kinase  3β  (GSK3β)  et  la  phosphorylation  de  S1341  et  S1337.  Cela  a  pour 
conséquence de renforcer l’activité GAP de TSC2 vis‐à‐vis de Rheb et d’inhiber mTORC1 
(Inoki et al., 2003; Moon, 2005). Ainsi, l’AMPK inhibe TSC2 alors que les kinases activées 
par  les  facteurs  de  croissance  ou  l’insuline,  telles  que  Extracellular  signal‐regulated 
Kinase  (ERK),  AKT  (ou  Protein  kinase  B),  ou  Ribosomal  S6  kinase  (RSK),  en  sont  des 
activateurs (Inoki et al., 2002; Manning et al., 2002a).  
‐  elle  phosphoryle  directement  la  protéine  adaptatrice  RAPTOR  (S722,  S792),  de 






facteurs  de  croissance,  et  en  nutriments  (acides  aminés,  oxygène…)  nécessaires  à  la 
prolifération. Si  l’un de ces  trois éléments devient  limitant,  l’initiation de  la  traduction 
s’en retrouve fortement altérée, de même que la progression du cycle cellulaire. C’est en 
quelque  sorte  le  pouvoir  prolifératif  décisionnel  de  la  cellule,  et  l’AMPK  constitue  un 
point de contrôle important de ce pouvoir décisionnel.  
IV. Recyclage du contenu mitochondrial et métabolisme oxydatif
L’AMPK  serait  également  impliquée  dans  le  renouvellement  du  contenu 
mitochondrial  cellulaire  en  stimulant  d’une  part  la  dégradation  des  mitochondries 
défectueuses  par  le  biais  d’ULK1/2  (Unc51‐like  kinase),  et  en  activant  d’autre  part  la 
biogenèse de nouvelles mitochondries via PGC1α.  
PGC1α est un régulateur particulièrement important de la biogenèse mitochondriale 




L’activation  de  l’autophagie25  par  l’AMPK  fournit  nutriments  (acides  aminé,..)  et 
énergie nécessaires à maintenir les fonctions cellulaires vitales en condition de carence 
en  glucose.  L’AMPK  active  l’autophagie  de  par  l’inhibition  de  mTOR  (inhibiteur  de 
l’autophagie) et l’activation directe de ULK1 (phosphorylation de S317, S377), initiateur 
important  de  l’autophagie  (Egan  et  al.,  2011;  Kim  et  al.,  2011).  La  voie  LKB1‐AMPK‐
ULK1  est  particulièrement  impliquée  dans  le  recyclage  des  mitochondries  devenues 
défectueuses (Egan et al., 2011; Nakada et al., 2010; Shackelford et al., 2013). 
 De plus, Il a été démontré que l’H2O2 et l’oxyde nitrique (NO) sont deux activateurs 
forts de  l’AMPK (Cidad et al., 2004; Scarpulla, 2008).  Il a ainsi été suggéré que  l’AMPK 
puisse être un régulateur du stress oxydatif activée par les ROS, et induisant en retour la 
mitophagie pour contenir la production de ROS, tout en maintenant un niveau élevé de 















L’effet  de  l’AMPK  sur  la  prolifération  cellulaire  est  vraisemblablement  dû  à 
l’ensemble de ses actions inhibitrices sur les voies anaboliques (synthèse des protéines, 
acides gras, cholestérol) nécessaires à la division cellulaire. Cependant, plusieurs études 
indépendantes  ont  récemment  suggéré  un  rôle  inhibiteur  direct  de  l’AMPK  sur  la 
progression  du  cycle  cellulaire  (Igata  et  al.,  2005;  Imamura  et  al.,  2001;  Jones  et  al., 
2005).  Une  étude  en  particulier  a  bousculé  les  connaissances  concernant  les  effets 
antiprolifératifs  de  l’AMPK,  en  mettant  en  évidence,  pour  la  première  fois,  la 
phosphorylation  directe  de  la  Ser15  de  p53  par  l’AMPK  (Jones  et  al.,  2005).  Cette 
phosphorylation  est  centrale  dans  l’activation  de  p53  et  intervient  classiquement  en 
réponse aux dommages à l’ADN (Vousden and Prives, 2009). Dans cette étude, Jones et 





quand  l’énergie  est  limitante,  protège  les  cellules  à  court  terme  et  provoque  la 
sénescence à plus long terme. Notons qu’en réponse aux dommages à l’ADN, cette même 
Ser15 de p53 est phosphorylée par d’autres kinases mais ne requiert pas l’AMPK.  
Il  est  difficile  de  disséquer les  effets  de  l’AMPK  sur  la  prolifération  (Figure  22).  La  
régulation du cycle cellulaire par l ‘AMPK est due à deux effets majeurs : l’activation de 







il  conduit  à une augmentation d’expression  transcriptionnelle de PTEN ou TSC2, deux 
régulateurs négatifs de  la signalisation de mTOR (Feng et al., 2007). En conclusion,  les 
gardiens  du  génome  (p53),  de  la  balance  énergétique  (AMPK)  et  de  la  synthèse 




un  certain  nombre  de  cibles  et  ont  des  effets  similaires,  la  plupart  du  temps,  ou  au 
contraire  des  effets  antagonistes.  Par  exemple,  HIF1  et  l’AMPK  activent  tous  deux  la 
glycolyse via  les GLUTs ou la PFKFB3,  inhibent tous deux mTORC1, participent dans la 
stabilisation de p53 et l’activation de l’autophagie. A l’inverse, HIF1 induit la synthèse de 
glycogène  et  de  lipides,  alors  que  l’AMPK  les  répriment.  Le  lien  exact  entre  ces  deux 
protagonistes  n’est  pas  clairement  établi  et  est  probablement  dépendant  du  tissu 
considéré et de l’oncogène initiateur de la tumeur dans le cadre du cancer.  
La diminution de  la teneur en oxygène est  largement considérée dans  la  littérature 
comme  un  stress  métabolique  impliquant  l’activation  de  l’AMPK.  Il  faut  cependant 
distinguer les effets de l’hypoxie (0,1%‐5% O2) aux effets de l’anoxie (0% O2) vis‐à‐vis de 
l’activation de  l’AMPK. En  effet,  l’hypoxie  est  un  signal  de  survie pour  les  cellules  qui, 
grâce à une glycolyse exacerbée, conservent des niveaux d’ATP relativement stables  et 
une viabilité cellulaire intacte. En contraste, l’anoxie est une situation trop critique pour 










ou  en  anoxie.  Notons  que  Faubert  et  al.  ont  obtenu  des  résultats  différents  avec  un 
modèle  similaire mais  inductible26  ,  puisqu’ils  ont montré  que  le  Knock‐out  des  sous‐
unités  α  stabilise  HIF1,  et  suggèrent  l’implication  de  mTORC1  et  de  la  traduction 
dépendante de la CAP dans ce mécanisme (Faubert et al.).  
Enfin, Puisque les ROS sont des activateurs directs de l’AMPK (Cf chapitre 3‐C‐IV‐3), 





n’aient  pas  utilisé  un modèle  dans  lequel  AMPKγ  ne  puisse  plus  interagir  avec  l’AMP, 





dans  les  tissus  adipeux,  et  de  la prise  alimentaire,  l’AMPK a  été depuis  sa découverte, 
étudiée  dans  les  pathologies  associées  au  diabète  et  à  l’obésité.  La metformine,  de  la 
classe des biguanidines, est le traitement du diabète de type 2 de première ligne le plus 
prescrit au monde, avec succès et très peu de toxicité. Cette drogue activatrice de l’AMPK 
apparaît  comme  le  traitement  idéal  contre  diabète  de  type  2,  puisque  son  action  est 
hypoglycémiante  (en  raison  de  l’inhibition  de  la  néoglucogenèse  hépatique),  diminue 














celle‐ci  diminue  fortement  l’incidence  de  plusieurs  cancers  (cancer  du  sein,  de  la 
prostate,  du  colon)  chez  les  patients  diabétiques,  et  augmente  la  survie  globale  des 
patients diabétique atteints de cancer (He et al., 2011; Landman et al., 2010; Libby et al., 
2009).  Depuis  lors,  la  metformine  a  été  étudiée  intensivement  en  cancérologie  et  a 
montré des effets antitumoraux  in vitro et  in vivo, de manière dépendante mais  le plus 
souvent  indépendante  de  l’AMPK,  inhibant  le  complexe  I  de  la  respiration 






protectrices,  donc  pro‐tumorales  (Figure  23).  Il  apparaît  crucial  de  déterminer  si  un 
déséquilibre  de  cette  balance  peut  conduire  à  l’apparition  de  tumeurs  ou  promouvoir 









dans  les  ganglions  axillaires.  La  perte  de  la  signalisation  de  l‘AMPK  semble  ainsi  être 
fréquente  dans  le  cancer  du  sein  et  conférer  un  avantage  aux  tumeurs.  Notons 
cependant  qu’elle  n’est  pas  associée  significativement  à  une  augmentation  de 
l’expression du Ki67, marqueur de la prolifération cellulaire. B. Faubert et al. ont mis en 







dans  un  modèle  particulier  de  tumeurs  liquides  dont  l’oncogène  est  c‐Myc.  Des 




l’atlas  du  génome  du  cancer  (TCGA)27  permet  d’établir  une  faible  fréquence  de 
mutations dans les sous‐unités de l’AMPK, à l’inverse d’autres suppresseurs de tumeur 
tels  que  P53,  PTEN,  ou  LKB1  (Network;  Network,  2012a,  b).  On  pourrait  penser  que 
l’existence de plusieurs isoformes redondantes pour chaque sous‐unité de l’AMPK est un 
frein  à  l’apparition  spontanée  de  mutations  inactivatrices  de  l’AMPK.  Cependant,  des 
mutations dans la sous‐unité γ (particulièrement γ2) de l’AMPK sont associées à diverses 
maladies  cardiaques  chez  l’homme  (syndromes  de Wolff,  de  Parkinson,  de White),  et 
aucune de ces mutations génétiques connues ne prédispose au cancer (Hardie, 2007). De 
même,  les  souris  dans  lesquelles  les  sous‐unités  α  sont  invalidées,  de  façon  tissu 
spécifique,  ne  présentent  pas  de  tumeurs  spontanées.  Ces  observations  sont  autant 
d’indices suggérant que  la perte de  l’AMPK ne serait peut‐être pas capable à elle seule 
d’induire l’initiation tumorale.  
Enfin  l’AMPK  pourrait  même  être  un  oncogène  dans  certains  contextes.  En  effet, 
l’activation  de  l’AMPK  en  condition  de  stress  énergétique  et  son  rôle  dans  la 
reprogrammation métabolique confèrent aux cellules tumorales une résistance à la mort 
cellulaire  dans  de  nombreux  types  cellulaires  (Chhipa  et  al.,  2010 ;  Kato  et  al.,  2002; 
Matsui  et  al.,  2007;  Ng  et  al.,  2012).  L’impact  de  l’AMPK  a  tout  particulièrement  été 
étudié dans les tumeurs de la prostate, donnant lieu à des tumeurs solides souvent peu 
vascularisées,  confrontées  de  fait  à  l’hypoxie  et  à  la  carence  de glucose  (Zhong  et  al., 
1998).  L’utilisation  dans  ces  modèles  d’ARN  interférence  ciblant  les  sous‐unités 
catalytiques  AMPKα1  et  AMPKα2  (Chhipa  et  al.,  2010),  ou  d’une  forme  dominant 








pendant  lesquelles  le  rôle de protecteur de  l’AMPK  semble  critique  (Kato  et  al.,  2002; 
Laderoute et al., 2006).  
L’AMPK  apparaît  donc  comme  un  régulateur  central  du  métabolisme  et  de 
l’homéostasie  énergétique  à  l’échelle  de  l’organisme  comme  à  l’échelle  de  la  cellule. 
Certaines  de  ses  cibles  sont  spécifiques  de  certains  tissus  alors  que  d’autres  sont 
universelles. Son action globale au niveau de la cellule est de répondre à une baisse des 
niveaux  d’ATP  par  un  arrêt  quasi  immédiat  de  la  consommation  d’ATP  et  d’une 
activation des voies productrices d’énergie.  
En conclusion, HIF1 est le facteur de transcription clé dans l’adaptation des cellules 
tumorales  à  l’hypoxie.  La  reprogrammation métabolique  et  particulièrement  son  rôle 

















reprogrammation métabolique des cellules  tumorales hypoxiques.  Il  s’est articulé en 3 
axes majeurs : 
­ La caractérisation des effets antitumoraux de FIH, un des régulateurs majeurs 
de HIF1.  Il  avait  été découvert  avant mon arrivée au  laboratoire que  l’invalidation de 
FIH  conduisait  à  un  fort  effet  antitumoral,  et  que  celui‐ci  était  en  grande  partie 
indépendant de HIF1. Mon objectif a été de déterminer  le ou  les acteur(s)  impliqué(s) 
dans ce phénomène. 
­ L’étude de la régulation de la synthèse de glycogène par HIF1. Le glycogène, en 
tant  que  polymère  de  glucose,  constitue  une  source  intracellulaire  de  glucose.  Il  a  été 
observé  au  laboratoire,  que  les  fibroblastes  et  cellules  tumorales  stockent  de  grandes 
quantités  de  glycogène  en  hypoxie.  Mon  objectif  a  été  d’analyser  ce  phénomène,  de 
déterminer  si  HIF1  était  impliqué,  si  le  glycogène  pouvait  être  métabolisé  quand  le 





est de privilégier  la glycolyse au détriment du cycle de Krebs. Ce faisant,  il exacerbe  la 
dépendance  des  cellules  tumorales  à  la  glycolyse.  Une  des  stratégies  majeures  du 
laboratoire consiste à cibler l’export de lactate dans le but d’inhiber la glycolyse et ainsi 
d’impacter le métabolisme des cellules tumorales glycolytiques. Cette stratégie induit un 
























B.  PUBLICATION  2  ‐  Glycogen  synthesis  is  induced  in  hypoxia  by  the  hypoxia‐
inducible factor and promotes cancer cell survival 
 
C.  MANUSCRIT  1  –  The  controversial  role  of  AMPK  in  bioenergetics  and  tumor 


















Hypoxia Inducible Factor‐1 (HIF‐1) est  le  facteur de transcription clé de  la réponse 
adaptative  des  cellules  à  l’hypoxie.  Sa  sous‐unité  régulatrice  HIF‐1α,  stabilisée  en 
hypoxie, est  régulée par deux senseurs d’oxygène  :  les proline‐hydroxylases  (PHDs) et 









et  du  C‐TAD,  dans  des  conditions  sévères  d’hypoxie  (0,1%  O2).  FIH  serait  le  facteur 
discriminant entre  la régulation de ces deux répertoires de gènes. Ce modèle avait été 
confirmé  avant  mon  arrivée  dans  un  modèle  de  sphéroïdes  et  dans  un  modèle  de 
xénogreffes in vivo. Il avait été également mis en évidence un effet protumoral de FIH in 
vivo. Mon implication dans ce travail a consisté à tester les effets de l’invalidation de FIH 





Nous  avons  essentiellement  utilisé,  dans  cette  étude,  des  lignées  cellulaires 




gradient naturel  d’oxygène  (sphéroïdes  in  vitro ou xénogreffes  in  vivo),  FIH module  la 
distribution des protéines dont le gène est induit par le C‐TAD de HIF1 (tel que CAIX). La 
surexpression  de  FIH  restreint  l’expression  de  ces  gènes  dans  des  zones  encore  plus 
sévèrement hypoxiques alors que son  invalidation permet au contraire  l’expression de 
ces gènes dans des zones d’hypoxie modérée. 











The asparaginyl hydroxylase factor-inhibiting HIF is essential for tumor
growth through suppression of the p53–p21 axis
J Pelletier1,3, F Dayan1,2,3, J Durivault1, K Ilc1, E Pe´cou2, J Pouysse´gur1 and NM Mazure1
1Institute of Developmental Biology and Cancer Research, University of Nice Sophia-Antipolis, CNRS-UMR 6543, Nice, France and
2Laboratoire J-A Dieudonne´, University of Nice Sophia-Antipolis, CNRS-UMR 6632, Parc Valrose, Nice, France
We showed previously that factor-inhibiting hypoxia-
inducible factor HIF (FIH) monitors the expression of a
spectrum of genes that are dictated by the cell’s partial
oxygen pressure. This action is mediated by the C-TAD,
one of two transactivation domains (TADs) of the
hypoxia-inducible factor. Here, we questioned: (1) the
function of FIH as a HIF-1 modulator of gene expression
in the context of a physiological oxygen gradient
occurring in three-dimensional cultures and in tumors
and (2) the role of FIH as a modulator of the growth of
human tumor cells. We ﬁrst showed that the expression
pattern of HIF target genes that depend on the C-TAD,
such as carbonic anhydrase IX, was spacially displaced to
more oxygenated areas when FIH was silenced, whereas
overexpression of FIH restricted this pattern to more
hypoxic areas. Second, we showed that silencing fih
severely reduced in vitro cell proliferation and in vivo
tumor growth of LS174 colon adenocarcinoma and A375
melanoma cells. Finally, silencing of fih signiﬁcantly
increased both the total and phosphorylated forms of the
tumor suppressor p53, leading to an increase in its direct
target, the cell cycle inhibitor p21. Moreover, p53-
deﬁcient or mutant cells were totally insensitive to FIH
expression. Thus, FIH activity is essential for tumor
growth through the suppression of the p53–p21 axis, the
major barrier that prevents cancer progression.
Oncogene (2012) 31, 2989–3001; doi:10.1038/onc.2011.471;
published online 17 October 2011
Keywords: FIH; HIF-1; hypoxia; p53; tumor growth
Introduction
The hypoxia-inducible factor (HIF) is the master
regulator of adaptation to the hypoxic microenviron-
ment within tumors. This transcription factor is a
powerful stimulator of critical processes of tumor
development, such as angiogenesis, the metabolic
switch, inﬂammation and invasion (for review see
Pouyssegur et al., 2006; Dayan et al., 2008; Semenza,
2010). These processes are mediated through the
induction of a repertoire of HIF target genes. About a
hundred genes are driven by HIF (Manalo et al., 2005).
The rapid turnover of the HIF-a protein, the subunit
regulated by oxygen, is due to one of two oxygen sensors
that control HIF-a stability and transcriptional activity:
the HIF–prolyl-hydroxylase domain proteins (PHDs;
Jaakkola et al., 2001) and the asparaginyl hydroxylase,
known as factor-inhibiting HIF-1 (FIH-1 or FIH;
Mahon et al., 2001; Lando et al., 2002a, b), respectively.
Interestingly, HIF-a possesses two distinct transactiva-
tion domains (TADs), the C-terminal TAD (C-TAD)
and the N-terminal TAD (N-TAD). However, FIH
speciﬁcally hydroxylates only a single asparaginyl (Asn)
residue within the C-terminal part, which modiﬁes
the HIF activity by impairing its interaction with the
coactivators p300/CBP (Ema et al., 1997; Flamme et al.,
1997; Hogenesch et al., 1997; Tian et al., 1997; Wiesener
et al., 1998; O’Rourke et al., 1999; Mahon et al., 2001;
Lando et al., 2002a). Importantly, the N-TAD is not
affected by FIH (Lisy and Peet, 2008).
Tumors contain variable oxygen gradients that form
between adjacent capillaries. Within this microenviron-
ment, the relative contribution of the two hydroxylases,
which require oxygen for activity, remains to be
clariﬁed. The estimated Km values for oxygen for the
PHDs and FIH in vitro are quite different: 250 and
90 mM, respectively (Koivunen et al., 2003). Consistent
with this work, a recent study showed in in vivo
experiments, using the endogenous human HIF-1a
protein, that both prolyl hydroxylation was more
sensitive to inhibition to hypoxia (Hx) than asparaginyl
hydroxylation (Tian et al., 2011). Thus, the PHD
activity should be more sensitive to a moderate decrease
in oxygen compared with that of FIH. Unlike the PHDs
that are inactivated in relatively mild Hx, FIH requires
more drastic hypoxic conditions to be inactivated.
Consequently, a sequential derepression of the TAD
activity in a gradient of oxygen was hypothesized and
modeled (Dayan et al., 2006). In moderate Hx, HIF-a
would be stabilized and the N-TAD active: however,
the C-TAD would still be repressed by FIH. In severe
Hx, the C-TAD would be activated, as FIH would
be inactive. Thus, compared with the PHDs, FIH has
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2011; published online 17 October 2011
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a more subtle effect. We demonstrated previously
that FIH does not act as a pure inhibitor of HIF-a
but rather as a discriminator between two repertoires of
HIF targets: N-TAD sensitive (for example, Bcl-2/E1B
19-kDa-interacting protein 3 (bnip3) and pgkI) and
C-TAD sensitive (for example, ca9 and phd3; Dayan
et al., 2006). FIH drives the repression/activation of the
C-TAD subset as a function of the oxygen concentra-
tion; therefore, it should theoretically control a shift
between the two categories of genes in the context of
a physiological oxygen gradient, from a blood vessel to
the core of the tumor tissue (Dayan et al., 2009).
In this study, we investigated three major points
(1) the role of FIH in HIF-dependent gene expression,
analyzed in the context of spheroids and tumor xeno-
grafts in which a natural oxygen gradient is present,
(2) the impact of FIH (short hairpin RNA (shRNA)
knockdown or overexpression) on cell proliferation
in vitro and on tumor growth (LS174 colon carcinoma
and A375 melanoma cells) and (3) the effect of FIH on
expression of proteins regulating cell proliferation
in vitro. We showed (1) a strong FIH-dependent spatial
distribution of gene expression along an oxygen
gradient, (2) an unexpected pro-tumoral action of FIH
in vivo and in vitro and (3) a decrease in cell proliferation
when the FIH activity was diminished either with small
interfering RNA, which occurred via activation of the
p53–p21 axis. Therefore FIH activity is essential for
optimal tumor growth through the suppression of the
p53–p21 axis.
Results
FIH modulates the profile of HIF downstream genes:
predictions from a biomathematical model
To question the theoretical impact of FIH on both the
N-TAD and C-TAD of HIF-1, we used a mathematical
approach. This approach theorized on how FIH modu-
lates the HIF spectrum of genes in a virtual oxygen
gradient (Dayan et al., 2006, 2009). Theoretical gene
induction curves are shown in Figure 1a. Endogenous
FIH expression was arbitrarily given the value of
100 (FIH¼ 100), FIH knockdown 10 (FIH¼ 10) and
potential knockout of FIH 0 (FIH¼ 0). The black and
red curves represent N-TAD (q¼ 0) and NþC-TAD
(q¼ 1.5) gene stimulation, respectively, and were plotted
as a function of the oxygen concentration. When
endogenous FIH expression was total, 50% induction
of NþC-TAD genes was obtained at 1% O2, whereas
50% induction of N-TAD genes was obtained at 12%
O2 (Figure 1a, top graph). As the expression of FIH
decreased, the NþC-TAD curve tended to converge
toward the N-TAD curve (that is, displaced to mildly
hypoxic areas; Figure 1a, middle/bottom graphs). We
then modeled oxygen penetration into spheroids using a
color code: red for maximal oxygenation and blue for
Hx (Figure 1b). In this theoretical spheroid, black and
red circles symbolized the location of C-TAD-insensitive
(N-TAD gene) and C-TAD-sensitive (NþC-TAD gene)
gene expression, respectively, indicating their ‘50%-
activity threshold’ obtained previously.
This mathematical model clearly shows that FIH
progressively ‘derepresses’ the C-TAD spectrum of genes
along a decreasing O2 gradient (Figure 1b). C-TAD- and
N-TAD-sensitive genes should react in opposite direc-
tions in response to FIH. Numerical simulation predicts
that C-TAD-sensitive genes should be relocalized to
drastic hypoxic regions (center of the spheroid) follow-
ing overexpression of FIH. In a symmetrical way, these
genes should be shifted to mildly hypoxic areas of
the spheroid (periphery) following inhibition of FIH
with small interfering RNA. This model is in agree-
ment with that anticipated previously (Dayan et al.,
2006, 2009): the oxygen sensor FIH is a spatial
modulator of HIF target gene expression in silico. We
then challenged this model in a more physiological
context of three-dimensional cell cultures using spher-
oids and tumors in which there exists an oxygen and
nutrient gradient.
FIH modulates the profile of HIF target genes in a
physiological oxygen gradient: the in vitro spheroid model
We explored the effect of modulation of FIH expression
in tumor spheroids containing a natural oxygen gradient
in vitro. Human colon adenocarcinoma HT29 cells were
grown in three-dimensional culture in suspended dro-
plets (Supplementary Figures S1a and b; Chiche et al.,
2009). We also obtained a stable HT29 cell population
expressing shRNA-FIH (HT29-shFIH), in which the
expression of FIH was repressed by more than 90%
compared with the control (HT29-control; Supple-
mentary Figure S1c).
The expression of HIF-1a in three-dimensional HT29
spheroids was examined (Figure 2a, I and III). The
yellow dotted line delimits the threshold of the spatial
distribution of HIF-1a (Figure 2). Several layers of cells
on the periphery did not label for HIF-1a expression
in the presence (HT29-control FIH) or absence of FIH
(HT29-shFIH), conﬁrming that FIH did not control
HIF-1a expression. The Hx-induced genes ca9 and bnip3
were examined, as we showed previously that these
genes were NþC-TAD- and N-TAD-sensitive genes,
respectively (Dayan et al., 2006). Although the spatial
distribution of carbonic anhydrase IX (CAIX) was
similar to that of HIF-1a in the presence of endogenous
FIH (Figures 2a, II, and b, VI versus Figure 2a, I),
silencing of fih (HT29-shFIH) strongly modulated the
CAIX distribution in spheroids (Figure 2a, IV versus
Figure 2b, VIII). CAIX was expressed beyond the
HIF-1a threshold. The spatial distribution of BNIP3 did
not change in the presence (HT29-control; Figure 2b, V)
or absence (HT29-shFIH; Figure 2b, VII) of the FIH
protein.
As predicted by the mathematical model (Figure 1),
expression of the NþC-TAD gene (in red; that is, ca9) is
clearly dependent on FIH expression, whereas expres-
sion of the N-TAD gene (in black; that is, bnip3) was
retained even in the presence (HT29-control) or the
absence (HT29-shFIH) of FIH expression. Thus, the
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FIH activity can change the localization of CAIX
expression in modulating the HIF-1 activity without
changing the pattern of HIF-1a expression.
FIH modulates the profile of HIF target genes in a
physiological oxygen gradient in in vivo xenografts
We questioned the in vivo consequences of FIH
expression on spatial modulation of HIF target genes
in tumors. Clones from a cell line expressing the
tetracycline (Tet) repressor were analyzed: human colon
carcinoma LS174 cells (Dayan et al., 2006). We used the
Tet-inducible system to either silence fih with shRNA
(LS174-shFIH) or to overexpress fih with a pTREX-
FIH-expressing vector (LS174-pFIH; Figure 3a). We
ﬁrst compared the spatial distribution of HIF-1a with
the C-TAD-sensitive HIF target CAIX in xenograft
tumors (Figures 3b and c). Tumor sections from mice
injected with LS174-control (doxycycline (Dox)-
untreated mice), cells silenced for fih (LS174-shFIH;
Dox-treated mice) or cells overexpressing FIH (LS174-
pFIH; Dox-treated mice) were analyzed by immuno-
histochemistry (HIF-1a) and immunoﬂuorescence (CAIX)
on the same tumor section (Figure 3b). The dashed
yellow zone indicates the limit of expression of HIF-1a.
Comparison of LS174-control (Figure 3b—I, II) with
LS174-shFIH (Figure 3b—III, IV) clearly indicates
that suppression of FIH induces a much wider spatial
expression of CAIX, extending beyond the yellow
line into more oxygenated areas. This enlarged pattern
Figure 1 Silencing of fih modiﬁed the spatial distribution of HIF-target genes in silico. (a) Silencing of fih displaced the expression
curves of C-TAD-sensitive genes from highly hypoxic areas to mildly hypoxic areas. Screenshots of numerical simulation were made
with Xdim. Red curves: NþC-TAD gene (q¼ 1.5). Black curves: N-TAD-only gene (q¼ 0). FIH expression is reduced from 100
(arbitrary value) to 10 and 0. All other parameters correspond to the set of parameters obtained in Dayan et al. (2009) and ﬁtted to
biological data. Induction of half of the genes (that is, the percentage O2 corresponding to 50% of gene expression) is reported under
each curve. (b) Silencing of fih displaced the localization of the expression of C-TAD-sensitive genes in a virtual spheroid. Screenshots
of numerical simulation were made with Xdim. Color code: blue, hypoxic; red, normoxic. Oxygen diffusion and consumption are taken
into account in this representation. Red circle: 50% induction of an NþC-TAD gene (q¼ 1.5). Black circle: 50% induction of an
N-TAD-only gene (q¼ 0). The three representations correspond to the three graphs in a, for FIH¼ 100, 10 and 0.
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of CAIX expression contrasts with the more restricted
pattern of CAIX expression when FIH is over-
expressed (LS174-pFIH; Figure 3b—V, VI). Immuno-
histochemical staining for BNIP3 was also performed
on these sections (Figure 3c—VII, VIII). Nevertheless,
the results were harder to interpret because of the weak
punctuate signal for BNIP3. However, the trend was the
same as that observed in spheroids: BNIP3 (C-TAD
Figure 2 Silencing of fih modiﬁed spatial distribution of HIF-target genes in HT29 three-dimensional (3D) spheroids. (a) Silencing of
fih modiﬁed the spatial distribution of CAIX in HT29 3D spheroids. HT29 wt cells with endogenous fih (HT29-control, I and II) or a
HT29 clone silenced for fih (HT29-shFIH, III and IV) were cultured as 3D spheroids for 14 days. Sections of spheroids of the same size
were stained for nuclear expression of HIF-1a (I and III) or for membrane expression of CAIX (II and IV). Co-staining of spheroid
sections was done ﬁrst using the immunoﬂuorescence protocol for CAIX, followed by immunohistochemistry for HIF-1a.
Magniﬁcation  20. The yellow dotted line represented maximal threshold expression of BNIP3. (b) Silencing of fih did not modify the
BNIP3 spatial distribution in 3D spheroids. The HT29 wt cell lines with endogenous fih (HT29-control, V and VI) or the HT29 clones
silenced for fih (HT29-shFIH, VII and VIII) were cultured as spheroids for 14 days. Sections of spheroids of the same size were stained
for mitochondrial expression of BNIP3 (V and VII) or for membrane expression of CAIX (VI and VIII). Co-staining of spheroid
sections was done ﬁrst using the immunoﬂuorescence protocol for CAIX, followed by immunohistochemistry for BNIP3.
Magniﬁcation  20. The yellow dotted line represented maximal threshold expression of HIF-1a. Data represent an average of
20 spheroids for each condition.
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insensitive) behaved in an opposite manner to CAIX
(C-TAD sensitive), and was not retained in severely
hypoxic areas by FIH expression (Figure 3c—IX, X
versus Figure 3c—XI, XII). These results clearly
conﬁrmed that the function of FIH is not simply to
inhibit HIF-1a activity but rather to determine the
spatial expression of the N- and C-TAD spectrum of
genes, and more precisely to retain the expression of the
C-TAD subset in highly hypoxic zones.
FIH enhances tumorigenesis
Although we were looking at differences in the spatial
distribution of HIF-targeted genes in LS174-shFIH and
LS174-pFIH xenografts, we observed a signiﬁcant
difference in tumor size between LS174-control and
LS174-sh/pFIH tumors. A second Tet-inducible cell
line, human melanoma A375Tr cells, either silenced for
FIH or overexpressing FIH was compared with LS174
cells (Figure 3d). Athymic mice were subcutaneously
injected with Tet-inducible LS174-shFIH, A375-
shFIH (Figure 3e), LS174-pFIH or A375-pFIH cells
(Figure 3f). Dox had no signiﬁcant effect on tumor
growth of control cells as shown previously (Chiche
et al., 2009). However, Dox-induced silencing of fih
showed a substantial decrease in tumor growth (60%) in
both LS174-shFIH and A375-shFIH tumor xenografts
(Figure 3e). Similar results were obtained with two
independent shRNA to FIH sequences derived from a
pLKO.1 vector in a lentivirus system (Supplementary
Figure S2a). The mRNA level of fih in these tumors
conﬁrmed 70% and 85% silencing of fih in the silenced
LS174-shFIH and A375-shFIH clones, respectively,
when Dox was added (Supplementary Figure S2b). In
contrast, tumor xenografts overexpressing fih showed a
substantial increase in tumor growth for both LS174-
pFIH and A375-pFIH tumors of a 1.5- and 3.6-fold
increase, respectively (Figure 3f). We conﬁrmed that
fih was overexpressed 7-fold in LS174-pFIH and 14-fold
in A375-pFIH tumor xenografts (Supplementary
Figure S2c). These results highlighted a new role for
FIH in the control of tumor growth.
FIH enhances proliferation in vitro
We next tested the in vitro impact of FIH on
proliferation and cell death using LS174-shFIH cells
(Figure 3). The cell number in normoxia (Nx), without
Tet (LS174-control), observed on day 7 increased
signiﬁcantly compared with Nx in the presence of Tet
(FIH; Figure 4a). In Hx without Tet, the cell number
was comparable to that obtained in Nx without Tet
(FIH). A signiﬁcant but slight decrease in the cell
number was observed in Hx in the presence of Tet
(FIH). No impact on proliferation was observed in
the presence of Tet for the two negative controls,
LS174-shev (empty vector, data not shown) and LS174-
shSIMA (control sequence, Supplementary Figure S3a).
A colony-forming assay was performed to evaluate
whether fih silencing inhibited LS174 cell proliferation
or increased cell death (Figure 4b and Supplementary
Figure S2d). After 10 days of Tet, proliferation was
dramatically decreased in both Nx and Hx, which
reinforced the previous results. The control LS174-
shSIMA showed no difference (Supplementary Figure
S3b). The fih silencing only slightly induced cell death in
both Nx and Hx, but this never reached more than 6%
of cell death even after 7 days of culture (Figure 4c).
Taken together, these results indicate that FIH silencing
signiﬁcantly decreased proliferation in vitro of LS174
cells in both Nx and Hx. These results are very similar to
those observed for spheroids and in vivo experiments,
which validates the in vitro model.
Large-scale screening of cancer-related gene expression
following modulation of FIH
Immunostaining of tumor sections or spheroids showed
that the expression of the HIF target CAIX was
inﬂuenced by FIH. However, the expression of CAIX
cannot explain the pro-tumorigenic effect of FIH, as
silencing of FIH suppressed tumor growth, whereas
expression of CAIX favored tumor growth (Chiche
et al., 2009). We thus looked at the expression of the
mRNA of 96 genes involved in different processes
engaged in tumor progression (Cancer PathwayFinder
PCR array from SABioscience (Frederick, MD, USA)
including HIF-dependent and HIF-independent genes):
angiogenesis (angpt1, angpt2, ifna1, pdgfa, pdgfb, tgfb1
and vegfA), cell senescence and apoptosis (apaf1, bad,
casp8, cflar, tert, tnfrsfA and tnfrsf25), invasion and
metastasis (met, mmp1, plaur and serpinb5), signal
transduction and transcription factors (erbb2, ets2, jun
and sncg), cell cycle control and DNA damage repair
(atm, brca1, cdkn1a, rb1 and tp53) and adhesion (itga2,
itga3, itgb1 and pnn; Table 1). The expression of these
genes in Nx, which was given a reference value of 1.0,
was ﬁrst compared with that in Hx to conﬁrm or identify
HIF-target genes in LS174-shFIH cells in the absence of
Tet, that is, with endogenous FIH expression. Gene
expression in Nx and Hx was then examined in the
presence of Tet (Nx FIH and Hx FIH), that is,
without expression of FIH (Table 1). Only genes that
were inﬂuenced by Hx or FIH are shown. Interestingly,
not all the FIH-sensitive genes were under the direct
control of Hx. Angpt2, ifna1, pdgfa, pdgfb, apaf1,
tnfrsfA, tnfrsf25, plaur, cdkn1a, erbb2, jun, sncg and
itga3 were not induced after 48 h of Hx, whereas they
all responded to fih silencing in both Nx and Hx.
However, FIH modiﬁed quantitatively the spectrum of
Hx-induced genes, including angpt1, vegfA, bad, casp8,
cflar, met, mmp1, serpinb5, brca1, tp53, itga2 and itgb1.
However, tgfb1 and pnn, were only sensitive to fih
silencing in Hx, whereas rb1 was only sensitive to fih
silencing in Nx. Finally, only two genes (tert and ets2)
showed a decrease in expression in the absence of fih
in both Nx and Hx.
FIH controls in vitro p53 expression
We decided ﬁrst to focus on tert, the telomerase reverse
transcriptase, as telomerase deﬁciency induces senes-
cence (Newbold, 2002). Moreover, the catalytic subunit
of the enzyme telomerase is robustly expressed in cancer
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cells, conferring on these cells an ability to proliferate.
A decrease in the mRNA level of tert was conﬁrmed by
semiquantitative and quantitative PCR when fih was
silenced in both Nx and Hx (data not shown). However,
the decrease in cell proliferation observed in LS174-
shFIH cells when fih was silenced in the presence of Tet
was not alleviated by overexpression of Tert, thus
suggesting that the decrease in Tert expression was not
responsible for inhibition of cell proliferation.
We then looked at the key protein p53, as it is known
to respond to various types of stress signals by activating
speciﬁc transcriptional targets that control cell cycle
arrest and apoptosis (Vousden and Prives, 2009).
Moreover, numerous studies provide in vitro evidence
supporting a direct interaction between p53 and HIF
(Fels and Koumenis, 2005). The array data indicated
that tp53 was induced in Hx and further induced when
fih was silenced (Table 1). However, comparable levels
of expression of tp53 mRNA, in LS174-shFIH cells,
were detected in Nx and Hx in the absence or presence
of Tet, when quantitative PCR was performed, which is
not in favor of possible transcriptional regulation of
tp53 by FIH (Figure 5a). However, silencing of fih in
both Nx and Hx induced p53 expression (total p53) at
the protein level (Figure 5b). A slight but reproducible
increase in the phosphorylated form of p53 (p53-P) was
observed in Nx but not in Hx. p21, the direct target of
p53, which mediates cell cycle arrest, was used as a
readout of the p53 activity. As expected, p21 expression
followed the p53 activity: increased when fih was
silenced in Nx and increased in Hx. However, an
increase in p21 expression was not observed in Hx when
fih was silenced; nor a slight impact on total p53, p53-P
and p21 was observed in the presence of Tet for the
control LS141-shSIMA (Supplementary Figure S3c).
These results already suggest a potential role of p53 in
tumor growth enhanced by FIH. To conﬁrm this, we
used nutlin-3 (nutlin), a potent inhibitor of the inter-
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action of murine double-minute type 2 (Mdm2) with
p53. As Mdm2 promotes the degradation of p53, p53
is induced and consequently proliferation is inhibited
in the presence of nutlin. Several concentrations
(0–0.1–0.3–1 mM) of nutlin were tested in both Nx and
Hx, and endogenous expression of HIF-1a, total p53,
p53-P, p21 and FIH was examined (Figure 5c). In Nx,
total p53, p53-P and p21 expression was dependent
on the nutlin concentration. In contrast, in Hx, the
expression of total p53, p53-P and p21 increased
substantially at 0.1 mM of nutlin, whereas it decreased
rapidly with 0.3–1 mM. Total p53 and p53-P were slightly
induced when cells were subjected to Hx for only 8 h. We
thus decided to use the nutlin concentration that gave a
similar level of induction of p53 (1 mM in Nx versus
0.3 mM in Hx) and a comparable concentration in both
Nx and Hx (1 mM). In Nx, nutlin was able to block
proliferation to a similar extent to that obtained when
fih was silenced (Figure 5d). However, proliferation was
slightly reduced in Hx with 0.3 and 1 mM of nutlin.
Moreover, nutlin-induced p53 did not induce cell death
in this model (Supplementary Figure S4) but decreased
proliferation, as did silencing of FIH. Similar results
were obtained in clonogenic assays of LS174-shFIH cells
when endogenous FIH was expressed (Figure 5e, Tet).
The results with respect to proliferation were similar
when FIH silencing was compared with nutlin. These
results reinforce the idea that p53 potentially regulates
control of proliferation through FIH. Murine embryo-
nic ﬁbroblasts, either p53 wild type (þ /þ ) (wt) or p53
deﬁcient (p53/; Figure 5F), human cancer cells
expressing wt p53 (p53 wt; LS174-shFIH and human
melanoma SkMel-28; Figures 4a and 5g, h) and cells
with mutated p53 (human hepatoma Hep3B and human
prostate carcinoma DU145; Figures 5g, h) were silenced
for fih. The fih silencing in p53 wt cells (Figures 5f–h)
was similar to that obtained in LS174-shFIH cells
(p53 wt; Figure 4a). However, silencing of fih had no
impact on proliferation in p53-deﬁcient or mutated cells
in Nx, thereby conﬁrming the crucial role of p53.
FIH controls in vivo p53 expression
Tumor sections from mice injected with LS174-shFIH
cells and given or not given Dox were analyzed by
immunohistochemistry (p53 total). Figure 6a shows the
expression of p53 under two conditions of FIH
expression: endogenous FIH (Dox, top) and FIH
knockdown (þDox, bottom) in LS174-shFIH cells. The
dashed yellow zone indicates the limit of the tumor
growth around a blood vessel (V). Comparison of
treatment without or with Dox indicates that suppres-
sion of FIH induces higher expression of p53 wt in
nuclei (insert). However, it was difﬁcult to distinguish a
clear pattern of expression from Nx (blood vessel, V) to
drastic Hx. The two- to threefold induction of p53
expression observed in the absence of FIH expression
can thus explain the decrease in in vivo tumor growth
observed in Figure 3b. Moreover, these results were
conﬁrmed with KI-67 staining (Figure 6b). FIH knock-
down (þDox, bottom) in LS174-shFIH cells showed
less proliferation than endogenous FIH (Dox, top).
There was no difference in cleaved caspase 3 between no
Dox and Dox treatment, conﬁrming that induction of
p53 expression when fih was silenced triggered a
decreased in proliferation and not apoptosis (Figure 6c).
Figure 3 FIH promotes tumor growth. (a) Characterization of the FIH and FIHþ Tet-inducible clones in LS174 (LS174-shFIH and
LS174-pFIH) cell line. Cells were incubated in Nx in the absence () or presence (þ ) of Tet (10 mg/ml for 7 days). Total cellular
extracts were analyzed by immunoblotting with antibodies against FIH and p42MAPK. The latter was used as a loading control.
(b) Silencing of fih increased CAIX spatial distribution in xenografts. Expression of HIF-1a and CAIX in hypoxic regions of tumor
xenografts with endogenous fih (LS174-control, I and II), silenced for fih (LS174-shFIH, III and IV) or overexpressing for fih (LS174-
pFIH, V and VI) was examined. Sections of xenografts of the same size were stained for nuclear staining of HIF-1a (I, III and V) or for
membrane staining of CAIX (II, IV and VI). Co-staining of xenograft sections was done ﬁrst using immunoﬂuorescence for CAIX,
followed by immunohistochesmistry for HIF-1a. N, necrosis; V, vessel. Magniﬁcation  20. (c) In contrast to CAIX, silencing of fih
did not change the spatial distribution of BNIP3 in xenografts. Immunohistochemistry of the expression of BNIP3 and CAIX in
hypoxic regions of the corresponding tumor xenografts with endogenous fih (LS174-control, VII and VIII), silenced for fih (LS174-
shFIH, IX and X) or overexpressing fih (LS174-pFIH, XI and XII). Sections of xenografts of the same size were stained for
mitochondrial staining of BNIP3 (VII, IX and XI) or for membrane staining of CAIX (VIII, X and XII). Co-staining of xenograft
sections was done ﬁrst using immunoﬂuorescence for CAIX, followed by immunohistochesmistry for BNIP3. Magniﬁcation  20. The
yellow dotted line represented maximal threshold expression of HIF-1a. (b, c) Immunochemistry and immunoﬂuorescent staining
is representative of the ﬁve tumors obtained in the absence of Tet and the ﬁve tumors obtained in the presence of Tet.
(d) Characterization of the FIH and FIHþ Tet-inducible clones in A375 (A375-shFIH and A375-pFIH) cell line. Cells were incubated
in Nx in the absence () or presence (þ ) of Tet (10mg/ml) for 7 days. Total cellular extracts were analyzed by immunoblotting with
antibodies against FIH and p42MAPK. The latter was used as a loading control. (e) Characterization of the growth of FIH-deﬁcient
xenograft tumors. Seven days before injection of LS174-shFIH (left panel) and A375-shFIH (right panel), cells were incubated without
(Dox, grey line) or with (þDox, dotted line) Dox to silence fih. For the respective conditions, mice received or not Dox, a
semisynthetic Tet, in the drinking water. Treatment was started 4 days before injection of cells. In vivo xenograft assays were performed
by subcutaneously injecting into the back of athymic nude mice 1 106 viable and individual tumor LS174-shFIH–Dox (LS174-
control), LS174-shFIHþDox (FIH), A375-shFIH–Dox (A375-control) and A375-shFIHþDox (FIH) cells. Xenograft growth was
determined by measuring the tumor volume. Five mice were studied per condition. In vivo experiments were repeated twice. (f)
Characterization of the growth of FIH-overexpressed xenograft tumors. Four days before injection of LS174-pFIH (left panel) and
A375-pFIH (right panel), cells were incubated without (Dox, grey line) or with (þDox, dotted line) Dox to overexpress fih. For the
respective conditions, mice received or not Dox, a semisynthetic Tet, in the drinking water. Treatment was started 4 days before
injection of cells. In vivo xenograft assays were performed by subcutaneously injecting into the back of athymic nude mice 1 106 viable
and individual tumor cells LS174-pFIH–Dox (LS174-control), LS174-pFIHþDox (FIHþ), A375-pFIH–Dox (A375-control) and
A375-pFIHþDox (FIHþ ). Xenograft growth was determined by measuring the tumor volume. Five mice were studied per condition.
In vivo experiments were repeated twice.
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We proposed previously that two different groups of
HIF-target genes are regulated by FIH expression and
thus dependent on the N-TAD or the C-TAD activity
(Dayan et al., 2006). Another independent study
conﬁrmed this proposal. The authors showed that pgkI
is a speciﬁc target of the N-TAD in the context of
exogenous expression of truncated HIF-a constructs
(Hu et al., 2007). Moreover, the N-TAD is essential to
confer HIF-1 versus HIF-2 speciﬁcity of a given target
(Hu et al., 2007), which consolidates our proposal of
two non-redundant TADs. Therefore, pharmacological
inhibition of FIH, in renal cells constitutively expressing
HIF-1a, led to speciﬁc induction of C-TAD genes, such
as phd3 and vegf, but did not affect N-TAD genes, such
as pgkI and bnip3 (Yan et al., 2007).
In the present report, we further explored the function
of FIH in vivo by examining a physiological model
system consisting of an intra-tissue tumor oxygen
gradient. We examined the function of FIH as a spatial
modulator of the gene expression proﬁle downstream of
HIF. We now establish for the ﬁrst time that FIH
promotes tumor growth in vivo in both colon adeno-
carcinoma and melanoma cells. Silencing of fih severely
decreased the size of mice xenografts originating from
two different cell lines (LS174 and A375), whereas
overexpression of fih increased tumor growth.
Has modulation of FIH expression been observed
in cancer?
To date, no mutations in the gene coding for fih have
been identiﬁed (Morris et al., 2004). However, these
authors only investigated primary renal clear cell
carcinoma (clear cell RCCs, papillary RCCs, and
oncocytomas) and RCC cell lines. A systematic study
of potential germline or somatic mutations in the gene
for fih in different types of human cancer would be of
interest, as we demonstrated that FIH has an impact on
tumorigenesis. Schodel et al. (2010) showed a distinct
pattern of FIH expression in the kidney, with expression
in distal tubules and podocytes that overlapped HIF
expression. Interestingly, FIH controlled gene expression
in a HIF-dependent manner in tubular cells, whereas in
podocytes it controlled expression in a HIF-independent
manner. This report reinforces the results of the present
study that show that FIH controls a distinct pattern of
genes. FIH expression is not regulated by Hx. However,
it has been shown to be downregulated by miR-31 in
head and neck squamous-cell carcinoma (Liu et al.,
2010) and by Mint3/APBA3, a member of the Mint
protein family involved in the signaling and trafﬁcking of
membrane proteins in HEK293 cells and macrophages
(Sakamoto and Seiki, 2009). As expected, downregula-
tion of FIH triggered the activity of HIF. Furthermore,
low nuclear FIH levels were correlated to poor overall
survival, suggesting that it is an independent pronostic
factor in clear cell RCC patients (Kroeze et al., 2010).
Few compounds have been tested to control FIH activity
or expression in modulating tumor cell adaptation to Hx.
Shin et al. (2008) have shown that bortezomib, a
proteasome inhibitor used for the treatment of multiple
myeloma and solid tumors, stimulated the interaction
between the C-TAD and FIH in Hx. Attenuation of
HIF-1-mediated hypoxic gene activation strongly re-
pressed the induction of vascular endothelial growth
factor (VEGF) and erythropoı¨etin (EPO), and could
thus affect angiogenesis and hypoxic tumor adaptation
of solid tumors. However, Kaluz et al. (2008) contested
the universality of these results.
How does FIH act on tumor growth?
Analysis of spheroids (HT29 cells) and xenografts
(LS174 and A375 cells) clearly showed a change in the
spatial distribution of the NþC-TAD genes (that is,
ca9) when fih was silenced. N-TAD-sensitive genes (that
is, bnip3) were not subjected to special modiﬁcation. The
spatial distribution of the expression of pgk1, another
N-TAD-sensitive gene (Dayan et al., 2006), was not
modiﬁed by FIH expression (data not shown). The
Figure 4 FIH silencing reduced proliferation in vitro.
(a) Characterization of the growth of the LS174-shFIH cells.
LS174-shFIH cells were preincubated in the absence () or
presence (þ ) of Tet (10mg/ml) for 10 days to silence fih and then
incubated in Nx or in Hx 1% O2 (Hx 1%) in the absence () or
presence (þ ) of Tet for 7 days. *Po0.005. (b) The viability assay
of the Tet-inducible LS174-shFIH.clone. Cells (5000) were seeded
in 60-mm dishes. Once attached, cells were incubated 10 days in Nx
or in Hx 1% in the absence () or presence (þ ) of Tet before
staining for visualization of colonies. (c) Measurement of cell death
in the LS174-shFIH clone. LS174-shFIH cells (50 000) were seeded
in 60-mm dishes and cell death was measured after attachment
(D0). LS174-shFIH cells were incubated in either Nx or Hx 1% in
the absence () or presence (þ ) of Tet for 7 days before measuring
cell death with trypan blue. Data represent the average of at least
three independent experiments.
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Table 1 Silencing of fih modiﬁes expression of HIF target genes involved in tumor growth in the LS174-shFIH clone
Abbreviations: CI, conﬁdence interval; FIH, factor-inhibiting HIF-1; HIF, hypoxia-inducible factor; Tet, tetracycline.
Expression of the mRNA level of 31 out of the 96 genes involved in tumor progression (angiogenesis, cell senescence and apoptosis, invasion and
metastasis, signal transduction molecules, cell cycle control and DNA damage repair, adhesion) was determined by real-time quantitative PCR in
LS174-shFIH. These genes are included in the Cancer PathwayFinder PCR array (SABiosciences). Only genes that were inﬂuenced by hypoxia or
FIH are shown, and the mean values of the screening of two independent PCR arrays, performed on complementary DNA from two independent
experiments, are given. Hypoxic induction of each gene was ﬁrst determined by comparing the mRNA levels in normoxia (Nx) and hypoxia
(Hx 1% O2, 24 h) using the LS174-shFIH clone in the absence of Tet. The sensitivity to FIH was then examined in LS174-shFIH cells in the
presence of Tet (Nx FIH and Hx FIH, respectively, in Nx and Hx).
, and represent an increase in gene expression when fih was silenced. and represent a decrease in gene expression when fih was
silenced.
Experiments were done in duplicate (two independent cell cultures). Results from one representative experiment. Each difference in gene expression
was estimated within the limits of a 95% CI.
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Figure 5 FIH promotes cell proliferation in Nx through the inhibition of p53 and p21 protein expression. (a) Expression of the
mRNA of p53 in LS-shFIH cells exposed for 24 h to Nx or Hx 1% O2 (Hx 1%) in the absence () or presence (þ ) of Tet (10mg/ml).
LS174-shFIH cells were either pretreated (þ ) or not () for 10 days with Tet to silence fih. The level of tp53mRNA was determined by
real-time quantitative PCR. Results are representative of at least two separate experiments with two different primers for tp53.
(b) Total cellular extracts of LS174-shFIH cells exposed for 24 h to Nx or Hx 1% in the absence () or presence (þ ) of Tet (10mg/ml),
were analyzed by immunoblotting with antibodies against FIH, total p53, p53-P, p21, HIF-1a and tubulin. The latter was used as a
loading control. (c) Total cellular extracts of LS174-shFIH incubated in Nx in the presence of dimethyl sulfoxide (0) or in the presence
of 0.1, 0.3 or 1.0 mM of nutlin for 8 h were analyzed by immunoblotting with antibodies against FIH, total p53, phospho-p53 (p53-P),
p21, HIF-1a and heat shock protein 90 (HSP90). The latter was used as a loading control. (d) Characterization of the growth of LS174-
shFIH cells incubated in Nx or in Hx 1% for 7 days without Tet and in the absence () or presence (þ ) of nutlin (0.3 or 1.0 mM, for 7
days). (e) The viability assay of the LS174-shFIH cells in the absence (LS174-shFIH) or presence (LS174-shFIHþnutlin) of 1 mM
nutlin. Cells (5000) were seeded in 60-mm dishes. Once attached, cells were incubated 10 days in Nx or in Hx 1% in the absence (Tet)
or presence (þTet) of Tet before staining for visualization of colonies. Nutlin was added for 7 days. (f) Characterization of the growth
of p53 wt murine embryonic ﬁbroblast cells (MEF-p53þ /þ ) compared with the p53-deﬁcient MEF cells (MEF-p53/). The two cell
lines were transfected with 50 nM of small interfering RNA (siRNA) to fih and then incubated in Nx for 7 days. (g) Characterization of
the growth of p53 wt melanoma SkMel-28 cells compared with the p53-mutated hepatocellular carcinoma Hep3B and prostate
carcinoma DU-145 cells. The three cell lines were transfected with 50 nM of siRNA to fih and then incubated in Nx for 7 days. (h) Total
extracts of p53 wt SkMel-28 cells and p53-mutated Hep3B and DU-145 cells pretransfected with 50 nM of the control siRNA () or fih
siRNA (þ ) and incubated in Nx for 24 h. Immunoblotting with antibodies against FIH, p53 total, phospho-p53 (p53-P), p21 and
HSP90 were then performed. The latter was used as a loading control. Data represent the average of at least three independent
experiments.
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expression of the NþC-TAD genes along a gradient of
oxygen may contribute to both a decrease (fih silencing)
or an increase (fih overexpression) in tumor size. As
shown here, FIH is not simply an inhibitor of HIF but
also a discriminator between two types of HIF-targets
(N-TAD versus C-TAD), which inﬂuences the spatial
organization in an intra-tissue oxygen gradient. The
change in the spatial distribution of the NþC-TAD
genes probably explains, in part, the impact of FIH on
tumor growth. We also demonstrated that FIH can
modulate numerous cancer-related genes as shown with
the Cancer PathwayFinder PCR array (Table 1). Inter-
estingly, some of these genes were HIF independent,
whereas some were HIF dependent, including tert and
tp53. Modulation of some of these genes probably
contributes to the development of tumors, but some
may have a more pronounced inﬂuence on the growth
rate. As the effect of FIH on proliferation was more
pronounced than the effect on cell death, we focused on
a possible role of FIH in senescence through tert
expression. However, even though we conﬁrmed that
FIH had a strong negative impact on tert regulation,
forced expression of Tert had a strong positive action on
proliferation, as recently documented by activation of
the wnt pathway. However, these Tert-overexpressing
cells remained sensitive to FIH silencing. Hence, we then
examined whether FIH could modulate the control of
the cell cycle via tp53. Although FIH did not regulate
p53 at the transcriptional level, we found that FIH
regulated p53 expression at the protein level, which
thereby controls proliferation. Indeed, fih silencing
increased the level of both the total and p53-P, resulting
in an increase in expression of p21 and thus a decrease in
proliferation. How does FIH regulate p53? Could it be
direct? Unlike HIF-a, p53 does not possess a TAD
containing a Val–Asn–Ala sequence as a potential
hydroxylation site (Linke et al., 2004). However, it is
tempting to suggest that FIH acts on p53 through the
same mechanism as it does on HIF, that is, through
inhibition of its interaction with p300/CBP. Cockman
et al. (2006) proposed a second class of FIH substrates
that contained an ankyrin repeat domain (ARD). p105
and IkBa were the ﬁrst ARD-containing proteins to be
characterized, which was then followed by notch1,
rabankyrin-5, RNaseL and toankyrase-1 (Cockman
et al., 2009). However, p53 does not have an ARD
motif, suggesting that FIH-mediated p53 regulation is
not acting through ARD hydroxylation. Thus, it seems
unlikely that FIH will directly regulate p53. As the
guardian of the genome and cellular integrity, p53 is
very sensitive to stress, such as DNA damage, oncogene
expression, nutrient deprivation and ribosome dysfunc-
tion (Brady and Attardi, 2010). As all the targets of
FIH have not yet been identiﬁed, we propose that FIH
silencing creates a cellular stress that leads to p53
stabilization. In this context, it is interesting to note that
FIH has been reported to be an essential regulator of
metabolism (Zhang et al., 2010). Respiration, energy
balance and lipid metabolism were closely regulated by
FIH expression. Silencing of FIH could thus be seen as
a metabolic stress, which then triggers activation of
p53. p53 is regulated primarily through its interaction
with Mdm2. As nutlin-3, a small-molecule antagonist
of Mdm2, was able to reproduce the effect on
proliferation of silencing of fih and that cells mutated
for p53 do not respond to fih silencing, we propose that
the anti-tumor affects of FIH knockdown is mediated
by the p53–p21 axis.
Figure 6 Silencing of fih increases p53 expression in xenografts. (a) Immunohistochemistry for the expression of p53 in tumor
xenografts expressing endogenous fih (Dox), or silenced for fih (þDox). Serial sections of xenografts of the same size were stained for
nuclear staining of p53. Magniﬁcation  20. Insert, stained nuclei of cells in the absence () or in the presence (þ ) of Dox were
counted. (b) Immunohistochemistry of the expression of ki67 in tumor xenografts expressing endogenous fih (Dox), or silenced for fih
(þDox). Magniﬁcation  20. (c) Immunohistochemistry of the expression of cleaved caspase 3 in tumor xenografts expressing
endogenous fih (Dox), or silenced for fih (þDox). Magniﬁcation  20. All tumors have been tested.
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On the basis of the Numerical Molecular Interaction Map
describing the HIF signaling pathway (Dayan et al., 2009),
simulation of the spatial distribution of HIF-target genes was
done with Xdim software (online: http://irh.unice.fr/spip.
php?rubrique17). The value of ‘q’, that is, the sensitivity of a
given gene to the C-TAD of HIF, can be adjusted. The extreme
q (q¼ 0) represents the behavior of a C-TAD-insensitive gene,
whereas q>0 represents the relative balance between the
C-TAD and the N-TAD sensitivity.
Cell culture
LS174, A375, 293T, DU145, Hep3B and SKMel-28 cells were
obtained from the ATCC (Molsheim, France), HT29 cells were
obtained from DSMZ (Braunschweig, Germany) and maintained
according to their recommendations. LS174 and A375 cells
expressing the Tet repressor were kindly provided by Dr van de
Wetering (van de Wetering et al., 2003) and Dr E Vial (Institut
Cochin, Paris, France), respectively. Murine embryonic ﬁbroblast
p53þ /þ and / were kindly provided by Dr P Roux (CNRS,
Montpellier, France). Incubation of cells in Hx was performed in
a sealed Bug-Box anaerobic workstation (Ruskinn Technology
Biotrace International Plc, Wales, UK). The oxygen level was
maintained at 9, 3 or 0.2% with the residual gas mixture of 86 to
95% nitrogen and 5% carbon dioxide.
Three-dimensional cell culture
To grow spheroids, 1600 HT29 (HT29-control and HT29-
shFIH) cells were seeded in drops in 20 ml in Dulbecco’s
modiﬁed Eagle’s medium supplemented with 10% fetal bovine
serum. After 12 days, spheroids were collected and analyzed.
Plasmids and small interfering RNA
LS174-shFIH or LS174-pFIH clones were described pre-
viously (Dayan et al., 2006). The same shRNA sequence used
to construct pTerFIH (Dayan et al., 2006) was inserted into
the pLVTHM viral vector (Addgene plasmid 12247; Addgene,
Cambridge, MA, USA; Wiznerowicz and Trono, 2003).
pCMV-8.91 was kindly provided by Dr D Trono (EPFL,
Lausanne, Switzerland; Wiznerowicz and Trono, 2003). The
21-nucleotide RNAs were chemically synthesized (Eurogentec,
Belgium). Small interfering RNA sequences targeting fih, tp53
and siCtl have been described previously (Berra et al., 2003;
Dayan et al., 2006; Yan et al., 2007). Two other shRNA
sequences to FIH from Sigma-Aldrich Mission shRNA
(Sigma-Aldrich, St Louis, MO, USA) were used: sequence no. 4
(TRCN0000064826): 50-CCGGCCCTGAAATGGGACCTTGA
ATCTCGAGATTCAAGGTCCCATTTCAGGGTTTTTG-30




A375 cells were transfected with the shRNA-FIH or pTREX-
FIH vectors (Dayan et al., 2006). Recombinant lentivirus
pLVTHM-FIH together with pCMV-8.91 and pMD2G
(Addgene plasmid 12259) were produced by transient trans-
fection of 293T cells. For transduction, medium containing
recombinant lentivirus vectors was added to HT29 cells.
Clonogenicity assay
Cells (5000 cells) were seeded in 60-mm dishes, and once
attached incubated in the absence () or the presence (þ ) of
Tet, without (LS174-shFIH) or with 1 mM nutlin (LS174-
shFIHþ nutlin), for a further 10 days in Nx or Hx 1% O2 (Hx
1%) before staining for viable cell colonies.
RNA extraction and PCR array
mRNA was extracted as reported previously (Dayan et al.,
2006). The Cancer PathwayFinder PCR array was used with
the qPCR Master Mix for SYBR from Eurogentec on an ABI
PRISM SDS 7900 (Applied Biosystems, Foster City, CA,
USA). Quantitative PCR results are the means of two
experiments performed from two independent cell cultures.
Immunoblotting
Immunoblotting was performed as reported previously (Dayan
et al., 2006).
Antibodies
Anti-HIF-1a (antiserum 2087), p42MAPK (antiserum E1B4)
and anti-FIH (antiserum 810) were produced and character-
ized in our laboratory as described (Dayan et al., 2006). Rabbit
polyclonal antibodies to p53 and phospho-p53 (ser15) were
purchased from Cell Signaling Technology (Boston, MA,
USA). Membranes were also blotted with the mouse mono-
clonal antibodies to tubulin (Santa Cruz Biotechnology, Santa
Cruz, CA, USA), vinculin (Sigma-Aldrich) or HSP90 (Abcam,
Cambridge, MA, USA) as loading controls.
Nude mice tumorigenicity and immunohistochemistry
Tumors were collected for RNA, protein and immunohisto-
chemical analysis, as described (Chiche et al., 2009). Sections
were incubated with antibodies to hypoxyprobe, HIF-1a,
CAIX, BNIP3, p53 or cleavage of caspase 3 for 1.5 h, followed
by incubation with anti-mouse or anti-rabbit immunoglobulin
G–horseradish peroxidase antibodies.
Statistical analysis
The Student’s t test was used wherein P-values of o0.05 were
considered signiﬁcant.
Abbreviations
BNIP3, Bcl-2/E1B 19-kDa-interacting protein 3; CAIX,
carbonic anhydrase IX; FIH, factor-inhibiting HIF-1; HIF-
1a, hypoxia-inducible factor-1a.
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Legends to Supplementary Figures 
Figure S1. Wild-type HT29 (HT29-control) cells and fih silenced HT29 (HT29-shFIH) 
clones form spheroids. 
(a) HT29 wild-type cells were cultured as spheroids in normoxia (21% O2) or various 
concentrations of oxygen (9%-, 3%-, and 1%-O2) for 12 days. Hypoxyprobe
TM 
(pimonidazole - 45 µg/mL) was added to the extracellular media for staining of 
hypoxic zones 4h before formaldehyde fixation. (b) HT29 wild-type cells were 
cultured as spheroids in hypoxia (1% O2) for 12 days. Hypoxyprobe
TM (pimonidazole 
- 45 µg/mL) was added to the extracellular media for staining of hypoxic zones (HIF-
1α and HypoxyprobeTM) 4h before formaldehyde fixation. (c) Characterization of 





Total cell extracts were analyzed by immunoblotting with antibodies against FIH and 
vinculin. The latter was used as a loading control. (d) Comparison of the size of HT29 
and HT29-shFIH spheroids. 
 
Figure S2. Silencing and overexpression of fih in LS174-shFIH and A375-shFIH 
xenograft tumors. 
(a) Characterization of the growth of FIH-deficient xenograft tumors obtained with a 
lentivirus system. In vivo xenograft assays were performed by subcutaneously 
injecting into the back of athymic nude mice 1x106 viable and individual tumor 
LS174-shSCRAMBLE, LS174-shFIH#4 (FIH
-
) and LS174-shFIH#5 (FIH
-
) cells. 
Xenograft growth was determined by measuring the tumor volume. Five mice were 
studied per condition. In vivo experiments were repeated twice. (b and c) The level of 
mRNA expression of fih in the xenograft tumors of different transgenic cells (LS174 
and A375), determined by real-time qPCR. Results represent an average of four 
tumors for each condition. 
 
Figure S3. Doxocyclin and tetracycline have no effect on proliferation and on the 
p53-p21 axis.  
(a) Characterization of the growth of control (shSIMA) xenograft tumors. 7 days 
before injection of LS174-shSIMA cells were incubated without (-Dox, black line) or 
with (+Dox, dotted line) doxycycline (Dox) to produce the control sequence (SIMA). 
For the respective conditions, mice received or not Dox, a semi-synthetic 
tetracycline, in the drinking water starting 4 days before cell injection. In vivo 
xenograft assays were performed by subcutaneously injecting into the back of 
athymic nude mice 1x106 viable and individual tumor LS174-shSIMA –Dox and 
LS174-shSIMA +Dox cells. Xenograft growth was determined by measuring the 
tumor volume.  Five mice were studied per condition. In vivo experiments were 
repeated twice. (b) The viability assay of the Tet-inducible LS174-shSIMA clone. 
Cells (5,000) were seeded in 60-mm dishes. Once attached, cells were incubated 10 
days in normoxia (Nx) or in hypoxia (Hx 1%) in the absence (-) or presence (+) of Tet 
before staining for visualization of colonies. (c) Total cellular extracts of LS174-
shSIMA cells exposed for 24h to normoxia (Nx) or hypoxia 1% O2 (Hx 1%) in the 
absence (-) or presence (+) of Tet (10 µg/mL), were analyzed by immunoblotting with 
antibodies against FIH, total p53, phosphorylated p53 (p53-P), p21, HIF-1α, and 
HSP90. The latter was used as a loading control. 
 
Figure S4. Nutlin does not induce cell mortility in LS174-shFIH. 
Measurement of cell death by trypan blue exclusion in the LS174-shFIH cells 
incubated in normoxia (Nx) or in hypoxia 1% O2 (Hx 1%) for 7 days without Tet and 
in the presence of DMSO (0) or in the presence of nutlin (0.3 or 1.0µM, for 7 days). 













la distribution des protéines codées par  les gènes C‐TAD sensibles  le  long du gradient 
d’oxygène établi  au sein de  la  tumeur. D’autre part  il  exerce une  inhibition sur  la voie 
p53‐p21,  et  la  rupture  de  cette  inhibition  conduit  à  une  forte  inhibition  de  la 
prolifération et de la croissance tumorale. 








présente  de  p53.  Nous  avons  alors  étudié  l’implication  de  FIH  en  hypoxie,  dans  un 
contexte où HIF1 serait absent (Figure 24). Les résultats que nous avons obtenus sont 
surprenants  puisque  l’effet  antiprolifératif  de  FIH  semble  être  amplifié  en  absence  de 
HIF1 in vitro.  
Figure 24:  l’effet  antiprolifératif  de 
l’invalidation  de  FIH  est  accentué  par 
l’absence de HIF1 en hypoxie.  
Caractérisation  de  la  prolifération  des  cellules 
d’adénocarcinome  de  colon  LS174Tr  suite  à 
l’invalidation  tétracycline‐inductible  de  FIH  (+  Tet) 
avec  un  lentivirus  contenant  un  shRNA  contrôle 
(ctl), ou un shRNA invalidant constitutivement HIF1 
(HIF1‐).  Les  cellules  LSpTerFIH/ctl  et 






A  l’heure  actuelle,  nous  n’avons  pas  encore  totalement  compris  ce  phénomène.  Il  est 
possible  que  l’invalidation  de  FIH  puisse  avoir  deux  actions  antagonistes :  d’une  part, 
indépendamment du rôle de FIH sur HIF, elle pourrait    inhiber  la prolifération (Figure 
25,  flèche  orange)  probablement  en  jouant  sur  les  même  substrats  qu’en  normoxie. 







effet,  il a été montré que p53 pouvait  interagir avec le domaine ODDD de HIF1  in vitro 
bloquant le recrutement de co‐facteurs tels que p300, alors que HIF1 pourrait interagir 
avec MDM2 et bloquer  la dégradation de p53 (Fels and Koumenis, 2005). Le complexe 
HIF‐p53  est  cependant  controversé  et  ses  implications  biologiques  pas  totalement 






Comme  nous  l’avons  détaillé  dans  l’Introduction  (Cf  chapitre  1‐B‐III‐2),  des  souris 
knock‐out pour FIH ont été  récemment générées par Zhang et al,  (Zhang et al., 2010). 
Ces  souris  ne  présentent  pas  de  défauts majeurs  dans  les  fonctions  régulées  par  HIF 
(telle que l’angiogenèse ou l’érythropoïèse) mais présentent un métabolisme hyperactif  
(perte de poids,  hyperventilation,  résistance  à  un  régime  riche  en  graisse,…)  causé  en 
majeure partie par  la perte de FIH dans  les neurones. L’AMPK  joue un  rôle  important 
dans la régulation du métabolisme à l’échelle de l’organisme entier comme à l’échelle de 
la cellule. Même si l’effet observé dans les souris knock‐out semble spécifique d’un effet 
de  FIH  au  niveau  du  système nerveux  central,  nous  nous  sommes  demandé  si  FIH  ne 




créer  un  stress  métabolique  activant  l’AMPK  qui  en  retour  phosphorylerait  p53  et 
inhiberait la prolifération cellulaire (Figure 26A).  Cependant, nous avons démontré que 
l’invalidation  de  FIH  n’active  pas  l’AMPK  (Figure  26B).  De  plus,  l’invalidation  de  FIH 








(A)  Modèle  hypothétique  d’une  inhibition  de  p53  par  FIH  dépendante  de  l’AMPK.  (B) 
Expression  tétracycline‐inductible  d’un  vecteur  vide  (lspter‐ev)  ou  d’un  shRNA  ciblant  FIH 
(lspter‐FIH) dans des cellules d’adénocarcinome de colon LS174Tr. Les cellules ont été incubées 
en absence (‐ Tet) ou en présence (+Tet) de tétracycline pendant 7 jours. Les extraits cellulaires 








FIH  inhibe  la  transcription  d’un  répertoire  spécifique  de  gènes  dépendants  du 








rôle  de  FIH  dans  ces  conditions :  son  inactivation  exacerbe‐t‐elle  plus  encore  la 
glycolyse?  Peut‐on  envisager  d’associer  une  inhibition  de  FIH  augmentant 
potentiellement  la  dépendance  des  cellules  au  glucose  avec  un  traitement  ciblant  la 
glycolyse (inhibition des MCTs par exemple, Cf manuscript) ?  




types de  cancers  (Luo and Semenza, 2012).  Luo et al. ont démontré, dans des  cellules 





l’interaction  de  HIF  avec  p300  et  régule  l’activité  du  C‐TAD,  il  serait  très  intéressant 
d’étudier  si  FIH  a  une  action  potentielle  dans  le  « dialogue »  entre  HIF,  PKM2  et  le 





inhibition  conduit  à  l’activation  de  l’axe  p53‐p21.  Cependant,  nous  n’avons  pas 
déterminé le mécanisme précis impliqué dans ce phénomène. 
L’hydroxylation des protéines est une modification post‐traductionnelle encore mal 










évidence  dans  la  biosynthèse  du  collagène  ou  dans  la  signalisation  et  l’adressage  au 
protéasome de HIF. 
Beaucoup de  points  restent  cependant  à  éclaircir  à  propos  de  l’hydroxylation,  tant  au 
niveau  de  l ‘étude  des  hydroxylases  impliquées  que  de  l’identification  des  sites  et  des 
protéines  hydroxylés.  FIH  ne  déroge  pas  à  la  règle.  Comme  nous  l’avons  vu  dans 
l’Introduction  (Cf  Introduction,  chapitre  1‐B‐III‐2),  il  existe  peu  de  données  dans  la 
littérature concernant des cibles potentielles de FIH, autres que HIF1α et HIF2α. Il a été 
déterminé  par  spectrométrie  de  masse  que  FIH  est  capable  d’hydroxyler  des  motifs 
Ankryn Repeat Domain (ARD) sur  la protéine NOTCH, ou  IkappaB29, mais  les effets de 
cette modification sont inconnus. L’interaction de FIH, avec ces deux protéines, pourrait 
être  responsable  de  l’activation  de  p53,  mais  cela  pourrait  être  également  une  toute 
autre  cible  de  FIH  non  encore  identifiée,  ou  une  réponse  généralisée  à  un  stress 
cellulaire activant p53 (stress du réticulum endoplasmique, stress des ribosomes,…). 
FIH  apparaît  donc  comme  une  cible  antitumorale  intéressante  de  part  l’action  qu’il 
exerce  sur  la  régulation  de  la  distribution  des  gènes  C‐TAD  sensibles  au  sein  de  la 
tumeur,  mais  surtout  de  part  son  action  sur  l’axe  p53‐p21  et  la  régulation  de  la 
















Le  glycogène  est  le  polymère  énergétique  de  glucose  le  plus  important  du monde 
animal  et  joue  un  rôle  crucial  dans  le  métabolisme  cellulaire  comme  dans  le 
métabolisme de l’organisme entier. C’est un polymère de structure complexe et ramifiée 
constituant  une  réserve  de  glucose  rapidement  métabolisable.  Son  implication  est 
essentielle  dans  les  hépatocytes  pour  réguler  la  glycémie,  ou  dans  les  muscles  pour 
libérer rapidement du glucose en condition d’activité musculaire intense et de glycolyse 
exacerbée. L’équipe du Dr J. Pouysségur s’est intéressée depuis de nombreuses années à 
exploiter  « l’addiction  au  glucose »  des  cellules  tumorales comme  talon  d’Achille  pour 
cibler  spécifiquement  les  cellules  cancéreuses  prolifératives.  Dans  cette  optique,  s’est 
posée  la  question  de  savoir  si,  dans  la  cellule  tumorale,  le  glucose  provenait 
exclusivement  du  milieu  extracellulaire  ou  si  il  existait  une  source  intracellulaire  de 
glucose.  Ainsi,  l’attention  s’est  focalisée  sur  le  glycogène.  Avant mon  arrivée,  le  Dr  G. 
Bellot avait pu détecter du glycogène dans la plupart des lignées cellulaires qu’il a  testé, 
et avait pu montrer, par microscopie électronique, la présence de granules de glycogène 
dans  le  cytoplasme  des  cellules  (CCL39)  incubées  en  hypoxie  (1%  O2).  Mon  travail  a 







La quantification du glycogène dans des  lignées de  fibroblastes  immortalisés ou de 
cellules cancéreuses  (8 au  total) nous a permis d’établir que non seulement  la plupart 
d’entre  elles  (7/8)  présentent  du  glycogène  en  normoxie,  mais  qu’elles  sont  en  plus 
capables  d’accumuler  de  grandes  quantités  de  glycogène  en  hypoxie.  Les  quantités 
stockées  dépendent  de  la  sévérité  de  l’hypoxie  (stockage  plus  intense  en  présence  de 
0,1% que de 1% d’O2), de la durée d’exposition, et du type cellulaire considéré (niveau 
de  glycogène  induit  d’un  facteur  5  à  37  en  fonction  de  la  lignée  cellulaire  considérée, 
après 96h d’hypoxie 1% O2 ). Nous avons démontré que cette accumulation de glycogène 
est  dépendante  de  HIF1  et  avons  mis  en  évidence  pour  la  première  fois  que  PGM1, 
l’enzyme initiatrice de la synthèse de glycogène est induite par HIF1. Enfin, nous avons 
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The hypoxia-inducible factor 1 (HIF-1), in addition to genetic and epigenetic changes, is
largely responsible for alterations in cell metabolism in hypoxic tumor cells. This tran-
scription factor not only favors cell proliferation through the metabolic shift from oxidative
phosphorylation to glycolysis and lactic acid production but also stimulates nutrient supply
by mediating adaptive survival mechanisms. In this study we showed that glycogen syn-
thesis is enhanced in non-cancer and cancer cells when exposed to hypoxia, resulting in
a large increase in glycogen stores. Furthermore, we demonstrated that the mRNA and
protein levels of the first enzyme of glycogenesis, phosphoglucomutase1 (PGM1), were
increased in hypoxia. We showed that induction of glycogen storage as well as PGM1
expressionwere dependent on HIF-1 and HIF-2.We established that hypoxia-induced glyco-
gen stores are rapidly mobilized in cells that are starved of glucose. Glycogenolysis allows
these “hypoxia-preconditioned” cells to confront and survive glucose deprivation. In con-
trast normoxic control cells exhibit a high rate of cell death following glucose removal.
These findings point to the important role of hypoxia and HIF in inducing mechanisms of
rapid adaptation and survival in response to a decrease in oxygen tension.We propose that
a decrease in pO2 acts as an “alarm” that prepares the cells to face subsequent nutrient
depletion and to survive.
Keywords: cancer cell, glycogen, HIF-1, hypoxia, PGM1
INTRODUCTION
Modified metabolism is a hallmark of cancer cells. It is now
well known that tumors in general have a high rate of glucose
uptake in parallel to elevated glucose consumption (Semenza,
2010; Brahimi-Horn et al., 2011; Porporato et al., 2011). This high
avidity for glucose coupled to an increase in glycolysis in the pres-
ence of plentiful amounts of oxygen is called the “Warburg effect”
or aerobic glucose metabolism, a common feature of many cancer
cells (VanderHeiden et al., 2009). Internalized glucose is converted
into pyruvate and then into lactic acid. In contrast, in non-cancer
cells pyruvate is transported to the mitochondria, where it enters
the tricarboxylic acid (TCA) cycle and participates in oxidative
phosphorylation. As tumor cells proliferate rapidly they become
distanced from oxygen-carrying blood vessels and are no longer
oxygenated. Thus tumors contain extensive regions of hypoxia, a
deficiency in the availability of oxygen, which activates a signaling
cascade driven by the transcription factor hypoxia-inducible fac-
tor (HIF), often referred to as the master regulator in the hypoxic
response of cells (Mazure et al., 2004;Majmundar et al., 2010).HIF
belongs to the large family of basic-helix–loop–helix (bHLH) pro-
teins and is a heterodimer of a constitutively expressed and stable
HIF-1β subunit, and one of three oxygen-regulated HIF-α sub-
units (HIF-1α, HIF-2α, or HIF-3α). HIF activation is a multi-step
process involving HIF-α stabilization, nuclear translocation, het-
erodimerization, transcriptional activation, and interaction with
other proteins (Brahimi-Horn et al., 2007a; Aragones et al., 2009;
Semenza, 2010). One of these proteins, the von Hippel–Lindau
(pVHL) protein, is a component of an E3 ubiquitin ligase com-
plex that negatively regulates the stability of theHIF-α protein and
thus its activity. In clear cell renal carcinoma cells (cRCC) pVHL
loss of function results in constitutive HIF-1 activation and thus
constitutive up-regulation of HIF-target genes in normoxic con-
ditions (Kaelin, 2009). More than a hundred genes are estimated
to be regulated by HIF, in an induced or repressed manner (Man-
alo et al., 2005). Interestingly, the majority of the gene products
involved in glycolysis are up-regulated in hypoxia through HIF-α
stabilization and more specifically through HIF-1. While fermen-
tative glucose metabolism produces less ATP, cells compensate via
HIF-1 by increasing uptake and consumption of glucose thereby
triggering an increased rate of ATP production along with a high
amount of lactic acid, a process referred to as “the Pasteur effect”
(Gatenby and Gillies, 2004; Brahimi-Horn et al., 2007b; Kroemer
and Pouysségur, 2008).
As energy is the key to cancer cell growth, multiple alter-
native catalytic processes, diverging, or not from the glycolytic
pathway, are induced to fuel cells in all circumstances (Kaelin
and Thompson, 2010). The pentose phosphate pathway (PPP)
or hexose monophosphate shunt contributes to nucleic acid syn-
thesis (Buchakjian and Kornbluth, 2010). This pathway generates
ribose 5-phosphate and nicotinamide adenine dinucleotide phos-
phate (NADPH), which are essential in protecting cells from
reactive oxygen species (ROS). In addition, glutamine enters the
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mitochondria where it is oxidized by the TCA cycle (Shanware
et al., 2011). Some cancer cells cannot survive in the absence
of exogenous glutamine and exhibit “glutamine addiction” (Wise
and Thompson, 2010). Like glucose, glutamine also participates in
nucleotide synthesis by contributing nitrogen for pyrimidine and
purine synthesis. Together with glucose, glutamine can contribute
to the production of non-essential amino acids through pyruvate
transamination. Recent studies suggested that glutamine could be
a key substrate required for anabolic growth of mammalian cells.
Finally, autophagy, an evolutionarily conserved cell survival path-
way, participates in degradation of cytoplasmic constituents and
the recycling of ATP. As such it is essential for maintenance of cel-
lular biosynthesis during nutrient deprivation or metabolic stress
(Chen andKarantza, 2011).We showed recently that hypoxic stress
induces autophagy,which temporarily allows non-cancer and can-
cer cells to survive (Bellot et al., 2009; Mazure and Pouyssegur,
2009). We proposed that hypoxia is an early pro-survival con-
dition, acting as a warning signal for cells to anticipate extreme
nutritional stress (Brahimi-Horn et al., 2011).
The various metabolic adaptation strategies described above
enable tumor cells to survive under drastic environmental condi-
tions including severe hypoxia combinedwith glucose deprivation.
Glycogen storage is emerging as a metabolic survival pathway.
Glycogen, a polymer of glucose residues, that is found in the form
of granules, are visible with an electron microscope in the cyto-
plasm in many cell types (McBride et al., 2009). Glycogen plays
an important role in glucose metabolism and forms an energy
reserve that can be quickly mobilized to meet a sudden need for
energy. It is essentially present in the liver and skeletal muscle.
Vigoda et al. (2003) were the first to propose that hypoxia plays
a role in glycogen metabolism in rat heart muscle cell cultures.
However, the authors showed that the glycogen content decreased
by 15% compared to the control after only 2 h of drastic hypoxia
(0.01%O2) in glucose-freemedium. Pescador et al. (2010) showed
that hypoxia (1% O2) resulted in accumulation of glycogen in
mouse myotubes, hepatocytes, and hepatoma cells. These authors
demonstrated that glycogen synthase 1 (GYS1), through HIF-1,
was implicated in hypoxia-induced glycogen metabolism together
with up-regulation of the enzymes UTP: glucose-1-phosphate
uridylyltransferase (UGP2) and 1,4-α glucan branching (GBE1).
Importantly, cells preconditioned in hypoxia were more resistant
to cell death when exposed to anoxia than cells preconditioned
in normoxia. Similar results were obtained by Shen et al. (2010)
in human MCF-7 cells when the cells were exposed to 24 or 48 h
of hypoxia (1% O2). They found that the protein phosphatase 1
regulatory subunit 3C gene (PPP1R3C), also regulated by HIF-
1, activated glycogen synthase, and limited glycogen breakdown
through a reduction in the glycogen phosphorylase activity. These
two actions lead to glycogen accumulation. However, the authors
did not discuss the survival potential of such a mechanism in
cancer cells and did not investigate glycogen accumulation as a
general characteristic of tumor cells. Finally, we established that
RCC cells, in which pVHL is mutated in approximately 50% of
cRCC patients (Kaelin, 2009), showed an enlarged cytoplasm due
to abnormalities in glycogen and sterol storage (Medina Villaamil
et al., 2011). As tumor cells are addicted to glucose and glucose
deprivation occurs in parallel to hypoxia, we hypothesized that the
decrease in the oxygen level sensed by cancer cells signals energy
storage. Thus, hypoxia heralds drastic microenvironmental con-
ditions and gives cells time to respond and survive. We previously
reported the importance of glycolysis, however there exists also
a branched circuit, glycogen synthesis, which can play a role in
energy storage. Glucose taken up by the cell is rapidly modified
from glucose-6-phosphate (G6P) to glucose-1-phosphate (G1P)
and then to UDP-glucose. UDP-glucose is then incorporated into
glycogen particles through a α1–4 linkage. When a chain of at
least 11 residues is formed, a branching enzyme transfers seven
glucose residues to another chain making 1–6 linkages between
glucose. This process is repeated to form a huge fractal struc-
ture, as described byWhelan’s model (Meléndez et al., 1999). This
reversible process, catalyzed by phosphorylases, can occur in a
very short period of time and thus can become a supplier of a
substantial amount of fuel.
Do cancer cells store glycogen? Does it occur in hypoxia when
glycolysis is already exacerbated? Once accumulated, is glycogen
used as a fuel, to feed into glycolysis? For how long can cells sur-




Non-neoplastic Chinese hamster lung fibroblasts CCL39, the
respiratory-deficient CCL39-derived mutants (Res−; Franchi
et al., 1981) and the glycolysis-deficient CCL39-derived mutants
(Gly−) due to a mutation that inactivates the expression of the
phosphoglucose isomerase gene (Pouyssegur et al., 1980), MEF
HIF-1+/+ and −/−, human colon carcinoma LS174, human
breast carcinoma MCF-7 and MDA-MB231, human renal clear
cell carcinoma RCC4 cells were grown in Dulbecco’s modified
Eagle’s medium (DMEM; Gibco-BRL) supplemented with 7.5 or
10% inactivated fetal bovine serum (FBS) as appropriate. LS174
cells expressing the tetracycline (Tet) repressor were kindly pro-
vided by van deWetering et al. (2003). The antibiotics penicillin G
(50U/ml) and streptomycin sulfate (50µg/ml) were added.When
experiments with cells were done with medium containing 5mM
glucose, medium was changed every 24 h to minimize variations
in the glucose concentration in themedium during the time of the
experiment.
A Bug-BoxTM anaerobic work station (Ruskinn Technology
Biotrace International Plc, Bridgend, UK) set at 1 or 0.1% oxygen,
94 or 94.9% nitrogen, and 5% carbon dioxide was used.
GLYCOGEN TITRATION
The titration of glycogen was performed using the Glycogen Assay
Kit (Abcam) according to the manufacturer instructions. Briefly,
cells were harvested and washed two times with PBS to remove
traces of glucose from the culture medium. The cell pellet was
then resuspended in 100µl H20 and 100µl of the lysis buffer pro-
vided with the kit. Samples were then centrifuge 15min 16,000 g
at 4˚C and the supernatant retained. Fifty microliter of the super-
natant was then digested with glucoamylase to obtain the amount
of “total glucose” in the sample; a non-digested sample was used
to obtain the amount of “free glucose.” The glucose generated for
each sample was then oxidized to generate a product that reacts
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with a OxiRed probe to generate fluorescence (Ex 535 nm/Em
587 nm), which was measured by fluorescence spectroscopy, using
a Perkin-Elmer LS-50B luminescence spectrometer (Perkin-Elmer,
Waltham,USA).The glycogen content of the samplewas calculated
by subtracting“free glucose”present in the extract before digestion
and normalized to the protein concentration of the sample.
ELECTRON MICROSCOPY
Cells were fixed in situ with 1.6% glutaraldehyde in 0.1M phos-
phate buffer at room temperature (RT) and stored overnight at
48˚C. Samples were rinsed in the same buffer and then post-
fixed with 1% osmium tetroxide and 1% potassium ferrocyanide
in 0.1M cacodylate buffer for 1 h at RT to enhance the stain-
ing of cytoplasmic membranes. Cells were rinsed with distilled
water, embedded in epoxy resin, sectioned, and examined with a
Philips CM12 transmission electronmicroscope equipped with an
Olympus SIS CCD camera.
PERIODIC ACID SCHIFF STAINING AND GLYCOGEN DETERMINATION
Coverslips were placed in six-well plates, and CCL39, LS174, and
RCC4 cells added. After incubation and treatment, the medium
was removed and the cells were fixed with Carnoy’s fixative for
1 h. The cells on coverslips were rinsed with absolute alcohol and
66% alcohol once for 2min, followed by rinsing with deionized
water for 90 s (3× 30 s). The cells were treated with periodic acid
solution for 10min and then rinsed with deionized water for 90 s
(3× 30 s). Then the cells were treated with Schiff reagent for 15–
20min and rinsed for 5minwith running tapwater. For visualizing
nuclei, the cells were counterstained usingMayer’s hematoxylin for
1min andwashed in running tap water for 5min. After air-drying,
the stained cells were covered with a glass slides using pure glycerol
as mounting medium. For glycogen determination, glycogen was
extracted as previous described by Shen et al. (2010).
RNA EXTRACTION, RT-PCR, AND REAL-TIME QUANTITATIVE PCR
Total RNA was extracted from cells using the RNA extraction
kit (Qiagen) according to the manufacturer’s instructions. Total
cDNAwere then obtained using theQuantitect Reverse Transcrip-
tion Kit (Qiagen). Expression levels of pgm1 and rplp0, the latter
was used as control, were analyzed by real-time quantitative PCR
using the Taqman Gene Expression Assays (Applied Biosystems).
IMMUNOBLOT ANALYSIS
Cells were lysed in 1.5× sodium dodecyl sulfate (SDS)-buffer,
and the protein concentration was determined using the bicin-
choninic acid assay. Forty micrograms of each whole-cell extract
was resolved by electrophoresis on SDS-polyacrylamide gels and
transferred onto a polyvinylidene difluoride membrane (Milli-
pore). Membranes were blocked in 5% fat-free milk in TN buffer
(50mM Tris–HCl, pH 7.4, 150mM NaCl) and incubated in the
presence of the primary and then the secondary antibody in 5%
fat-free milk in TN buffer. After washing in TN buffer containing
1% Triton X-100 and then in TN buffer, immunoreactive bands
were visualized with the ECL system (Amersham Biosciences).
The anti-PGM1 antibody (clone 3B8-H4) was purchased from
Sigma. The anti-HIF-2α antibody (NB100–480) was purchased
from Novus Biochemicals. The rabbit polyclonal anti-HIF-1α
(antiserum 2087; Richard et al., 1999) and anti-ARD-1 (Bilton
et al., 2005) antibodies were produced and characterized in our
laboratory.
CELL SURVIVAL ASSAY
Cells were preconditioned in hypoxia (1 or 0.1% O2 for the given
timeperiod stated in figure legends) prior to glucose removal. Cells
cultured in normoxic conditions were used as a control. With-
drawal of glucose was done after washing cells twice with PBS
by adding DMEM without glucose, without pyruvate (Invitro-
gen) supplemented with 7.5% of dialyzed FBS and 1mM sodium
pyruvate. The rate of mortality was assessed using Trypan blue
exclusion staining (Sigma, St. Louis, MO, USA).
STATISTICS
All values are the means± SD of the indicate number of determi-
nations (n) and significant differences are based on the Student’s
t -test and P-values indicated.
RESULTS
HYPOXIA INDUCES GLYCOGEN STORAGE IN NON-CANCER AND
CANCER CELL LINES
We first analyzed non-neoplastic (CCL39 and MEF) and tumor
(BE, MCF-7, MDA-MB213, PC3, and RCC4) cell lines. As seen in
Table 1, all the cells tested had detectable levels of glycogen when
Table 1 | Basal level and glycogen accumulation (ng/µg proteins) after 96 h of hypoxia in normal (CCL39 and MEF) and cancer (BE, MCF-7,
MDA-MB231, LS174, PC3, RCC4) cells.
Nx or (+)pVHL
(ng/µl proteins)




RCC4 Human renal clear carcinoma cell 247.5±3.5 1184±228.3 4.8
MCF-7 Human breast carcinoma cells 113.9±5.8 680.0±12.6 6
CCL39 Chinese hamster lung fibroblast cells 17.2±11.4 638.7±193.6 37
MEF Mouse embryonic fibroblast cells 10.5±7.7 106.0±18.2 10
MDA-MB231 Human breast carcinoma cells 10.0±2.3 98.0±13.7 (Hx 0.1% – 48h) 9.8
LS174 Human colon carcinoma cells 5.0±4.4 128.0±58.2 25.6
BE Human colon carcinoma cells 3.0±1.0 60.0±6.3 20
PC3 Human prostate carcinoma cells Not detected Not detected
Cells were grouped according to their basal amount of glycogen in normoxia.
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grown in tissue culture, with the exception of human prostate
carcinoma PC3 cells. We grouped these cells according to their
basal amount of glycogen in normoxia. The range of glycogen
concentrations was quite broad (Table 1). Human renal clear cell
carcinoma carcinoma RCC4 cells had a large amount of glycogen
(247.5± 3.5 ng/µg protein). All cells expect PC3 cells, showed an
increase in the amount of glycogen after incubation for 96 h in
hypoxia.
Electron microscopy revealed in numerous cell types, non-
membrane-bound cytoplasmic inclusions composed of densely
packed fine granular material that resembled glycogen as defined
by Ghadially (1989). Particules of glycogen are represented by
either are electron-dense granules of approximately 15–30 nm
diameter (β particles or monoparticulate form) or as collec-
tions of such particules forming rosettes of about 80–100 nm in
diameter. Figure 1A showed that CCL39 and LS174 cells show
intensely stained monoparticulate forms of glycogen in the cyto-
plasm (Figure 1 – white arrows). While electron micrographs of
normoxic non-neoplastic Chinese hamster lung fibroblasts CCL39
and human colon carcinoma LS174 cancer cells did not show
glycogen particles (Figures 1A–C) hypoxic CCL39 cells showed
large areas of electron-dense cores of glycogen particles after
96 h of hypoxia (Figure 1A, left panels) in contrast to hypoxic
LS174 cells that showed finely dispersed glycogen particles or
small aggregates of glycogen (Figure 1A, right panels). These
observations were confirmed by both Periodic acid Schiff (PAS)
staining and by biochemical titration of the glycogen content of
these cells in normoxia and hypoxia at different times points
(Figures 1B,C). Moreover, as predicted by electron microscopy,
CCL39 cells had more glycogen than LS174 cells. The cell cul-
ture media contained 25mM glucose, a concentration that is not
physiological in blood vessels around normal or tumor cells. So
we measured glycogen accumulation in CCL39 cells in hypoxia
at the same time points and in drastic hypoxia (0.01% O2),
but at the more physiological concentration of 5mM glucose
(Figure 1D). Glycogen accumulation was still observed but to a
lesser extent. Taken together these results indicate that hypoxia
stimulates glycogen formation in both non-cancer and cancer
cells.
HYPOXIA-INDUCED GLYCOGEN ACCUMULATION OCCURS VIA HIF
As HIF is the key regulator of hypoxic adaptation of normal
and cancer cells, we investigated the potential role of HIF in
glycogen accumulation using human renal clear cell carcinoma
RCC4 and 786-O cells that contained constitutively stable HIF-
1α and HIF-2α or HIF-2α only respectively due to a defect in
the tumor suppressor pVHL, which participates in the degrada-
tion of the HIF-α proteins (Figure 2A). We thus examined RCC4
cells in which wild-type VHL was re-introduced. Using electron
microscopy, we observed large aggregates of glycogen particles in
RCC4 (−pVHL) cells under normoxic conditions (Figure 2B).
However, no glycogen was observed in RCC4 (+pVHL) cells,
in which HIF-α was degraded in normoxia. To confirm these
results, we measured glycogen accumulation in RCC4 cells. As
expected, RCC4/786-O (−pVHL) cells showed a high concen-
tration of glycogen compared to RCC4/786-O (+pVHL) cells
(1184± 228.3 ng/µg protein versus 247.5± 3.5 ng/µg protein,
FIGURE 1 | Accumulation of glycogen in hypoxia in non-cancer and
cancer cells. (A) Electron micrographs of CCL39 (left panel), LS174 (top
right panel), and HeLa (bottom right panel) cells in normoxia (Nx – 72 h) and
hypoxia 1% O2 (Hx 1% – 72 or 96 h). Arrows denote aggregates of
glycogen particles in CCL39 and LS174 cells. (B) PAS staining of CCL39 and
LS174 cells exposed to normoxia (Nx) and hypoxia (Hx) for 96 h. (C)
Quantification of the amount of glycogen in CCL39 (black bars) and LS174
(white bars) cells grown in normoxia (Nx) or hypoxia 1% O2 (Hx 1%) for 48,
72, and 96 h in a 25-mM glucose-containing medium. (D) Quantification of
the amount of glycogen in CCL39 cells grown in normoxia (Nx) and hypoxia
1% O2 (Hx 1%) for 48, 72, or 96 h (black bars) and hypoxia 0.1% O2 (Hx
0.1% – gray bar) in a 5-mM glucose-containing medium. Data represent the
average of at least three independent experiments.
respectively for RCC4 and 34.3± 18.5 ng/µg protein versus
1.1± 0.8 ng/µg protein, respectively for 786-O cells (Figure 2C;
Table 1). Finally,weusedLS174Tr cells inwhichhif-1αwas silenced
by tetracycline (Tet)-inducible shRNA expression. Hypoxic LS-
sh hif-1α cells treated with Tet showing a 90% decrease in the
mRNA level of HIF-1α (Chiche et al., 2009) did not accu-
mulate glycogen after 48 h in 0.1% O2 (Figure 2D). These
results demonstrate that hypoxia-induced glycogen accumula-
tion is primarily dependent on HIF-1α in majority but also on
HIF-2α.
PHOSPHOGLUCOMUTASE 1 IS UP-REGULATED IN HYPOXIA
Phosphoglucomutase 1 (PGM1) is the first enzyme in glycogenesis
that catalyzes the conversion of glucose-6-phosphate to glucose-
Frontiers in Oncology | Molecular and Cellular Oncology February 2012 | Volume 2 | Article 18 | 4
Pelletier et al. Glycogenic protection of hypoxic cells
FIGURE 2 | Accumulation of glycogen in hypoxia is dependent on
HIF-1. (A) RCC4 and 786-O cells in the absence (−pVHL) or presence
(+pVHL) of pVHL were placed in normoxia for 24 h. Total extracts were
analyzed by immunoblotting with antibodies against HIF-1α, HIF-2α, and
β-Actin. (B) Electron micrographs of RCC4 −pVHL (left panel) and RCC4
+pVHL (right panel) cells in normoxia. (C) Quantification of the amount of
glycogen in RCC4 −pVHL (white bars) and +pVHL (black bars) cells grown
in normoxia. (D) Quantification of the amount of glycogen in LS174
pTerHIF-1α cells grown in normoxia (Nx; white bars) or hypoxia 0.1% O2 (Hx
0.1% – black bars) in the absence (−) or presence (+) of tetracycline (Tet).
Data represent the average of at least three independent experiments.
1-phosphate (Figure 3A). Since we were unable to examine the
mRNA level of PGM1 by qPCR in CCL39 cells, since the Hamster
DNA sequence is not available and mouse primers did not detect
hamster PGM1, we examined the PGM1 mRNA level in LS174,
MCF-7, MDA-MB231 (Figure 3B), and RCC4 cells (Figure 3C).
From 24 to 72 h of hypoxia (Hx 1% O2), the PGM1 mRNA level
increased about fourfold. Induction of PGM1was HIF-dependent
as a threefold increase was detected in RCC4 (−pVHL) cells com-
pared to RCC4 (+pVHL) cells (Figure 3C) and as a twofold
increase was detected in LSpTerHIF-1α in the absence of Tet
(−Tet) and was not observed in the presence of Tet (+Tet) when
HIF-1α was silenced (Figure 3D). Moreover, PGM1 induction in
hypoxia (Hx 1% O2) was observed in both CCL39 (Figure 3E)
and LS174/MCF-7/MDA-MB231 (Figure 3F) cells at the protein
level. Moreover, in LSpTerHIF-1α, hypoxic induction of PGM1
was not observed in the presence of Tet (+Tet) when HIF-1α was
silenced (Figure 3G). These results indicate that pgm1 is a new
HIF-target gene and suggest that PGM1 could promote the first
step of glycogenesis in hypoxia.
GLYCOLYSIS, RESPIRATION, AND GLYCOGENESIS ARE CLOSELY
CONNECTED
To define a possible interconnection between glycogenesis, glycol-
ysis, and respiration, we examined respiration-defective CCL39
cells (Res−) cells and glycolysis defective CCL39 cells (Gly−), cell
lines derived from wild-type CCL39 (WT) cells (Pouyssegur et al.,
2001). As previously observed (Figure 3D), PGM1 was induced in
hypoxia in WT cells. However, Res−cells, which use mainly gly-
colysis for glucose metabolism and are glucose addicted, showed
a higher amount of PGM1 protein in normoxia compared to WT
cells (Figure 4A). The difference between normoxia and hypoxia
was weak but reproducible in Res− cells. In Gly− cells, which use
only oxidative metabolism and grow slowly, hypoxic induction of
PGM1 was similar to that observed in WT cells. Glycogen accu-
mulation was measured in parallel (Figure 4B). Interestingly, cells
with no respiration (Res−) but a high level of glycolysis and low
hypoxic induction of PGM1 stored less glycogen than cells defec-
tive in glycolysis (Gly−) but dependent on oxidative metabolism
and with strong induction of PGM1. We next investigated how
fast cells consumed glycogen in the absence of glucose after accu-
mulation of glycogen in hypoxia. More than 75% of the glycogen
stored by the WT cells was consumed in 3 h, whereas 90% of the
glycogen was used by Res− cells (Figure 4C). However, Gly− cells
needed more time (8 h) to consume less than 75%.
Taken together, these results show direct and indirect connec-
tions between glycolysis, respiration, and glycogenesis. In Res−
cells, forced glycolysis impacts on basal PGM1 expression but does
not impact on hypoxic induction of PGM1 and glycogen accu-
mulation. However, it significantly modified the rate of glycogen
consumption.While in Gly− cells PGM1 expression and glycogen
storage were comparable to that of WT cells. However, as Gly−
cells do not require more energy as they survived on respiration,
glycogen consumption was lower than that of WT cells.
GLYCOGEN ACCUMULATION IS A SURVIVAL RESPONSE IN
NON-CANCER AND IN MANY CANCER CELL LINES
We then hypothesized that the glycogen stored in hypoxia, is
mobilized through glycogenolysis when cells encounter a low
glucose-containing microenvironment (Figure 3A). Cells were
thus exposed to hypoxia of 1% O2 for 96 h and the glucose was
then removed. Glycogen was measured after removal of glucose
for 1, 3, and 6 h. As the amount of glycogen stored after 96 h of
hypoxia is different for each cell line (Table 1), glycogen degra-
dation was given as a percentage. CCL39 and MCF-7 cells, with
similar amounts of accumulated glycogen (638.7± 193.6 ng/µg
protein and 680± 12.6 ng/µg protein, respectively) also showed
a similar rate of glycogen degradation. After 6 h, the amount of
glycogen decreased by 87.3 and 75%, respectively (Figure 5A).
However, LS174 cells consumed all their glycogen in 6 h when
glucose was removed whereas MDA-MB cells consumed less than
70% of their glycogen. Thus the rate of glycogenolysis was similar
for different cell types when the cells had a comparable amount of
stored glycogen to start with (high glycogen for CCL39 andMCF-
7 cells and low glycogen for LS174 and MDA-MB231; Figure 5A;
Table 1). Finally, we investigated whether glycogen conversion to
glucose-1-phosphate, a derivative of glucose that feeds into gly-
colysis, favors cell survival in hypoxic and no glucose conditions.
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FIGURE 3 | Phosphoglucomutase1 is overexpressed in hypoxia to induce
glycogen production. (A) Formation (glycogenesis) and hydrolysis
(glycogenolysis) of glycogen. Glucose is rapidly transported into the
cytoplasm for transformation into glucose-6-phosphate by hexokinases 1 and
2 (HK). Glucose-6-phosphate is at the junction between glycolysis and
glycogenesis. Phosphoglucomutase 1 (PGM1) is the first enzyme in
glycogenesis that catalyzes the conversion of glucose-6-phosphate into
glucose-1-phosphate, then into UDP-glucose. Glycogen synthase 1 (GS1)
finalizes glycogen synthesis. This process is called glycogenesis. The reverse
process that hydrolyzes glycogen into glucose via glycogen phosphorylase
(GP) and a 1-6 glucosidase (1-6 G) is called the glycogenolysis. (B) Expression
of the mRNA of PGM1 was determined by real-time qPCR in LS174 (black
bars), MCF-7 (gray bars) and MD1-MB231 (white bars) cells in 24-, 48-, and
72-h in normoxia (Nx) and hypoxia 1% O2 (Hx 1%). Each difference in gene
expression was estimated within the limits of a 95% confidence interval. The
results are representative of at least two separate experiments. (C)
Expression of the mRNA of PGM1 was determined by real-time qPCR in
RCC4 (black bars) and 786-O cells (white bars) in the absence (−) or presence
(+) of pVHL expression. Each difference in gene expression was estimated
within the limits of a 95% confidence interval. The results are representative
of at least two separate experiments. (D) Expression of the mRNA of PGM1
in LS174 pTerHIFα cells exposed to 48 h of normoxia (Nx) or hypoxia 1% O2
(Hx 1%) in the absence (−) or presence (+) of Tet (10µg/mL). The level of
PGM1 mRNA was determined by real-time qPCR. Results are representative
of at least two separate experiments with two different primers for PGM1. (E)
CCL39 cells were subjected to normoxia (Nx) or hypoxia 1% O2 (Hx 1%) for 1,
3, 6, 12, and 24 h. Total extracts were analyzed by immunoblotting with
antibodies against HIF-1α, PGM1, and α-tubulin. (F) LS174, MCF-7, and
MDA-MB231 cells were subjected to normoxia (Nx) or hypoxia 1% O2 (Hx
1%) for 48 h. Total extracts were analyzed by immunoblotting with antibodies
against PGM1 and β-Actin. (G) LS174 pTerHIFα cells were exposed for 24 h to
normoxia (Nx) or hypoxia 1% O2 (Hx 1%) in the absence (−) or presence (+)
of Tet (10µg/mL). Total extracts were analyzed by immunoblotting with
antibodies against HIF-1α, PGM1, and ARD-1.
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FIGURE 4 | Glycolysis, respiration, and glycogenesis are closely
connected. (A) CCL39 wild-type (WT), CCL39 respiratory-deficient (Res−),
and CCL39 glycolysis-deficient (Gly−) cell lines derived from wild-type
CCL39 cells were subjected to normoxia (Nx) and hypoxia 1% O2 (Hx 1%)
for 48 h. Total extracts were analyzed by immunoblotting with antibodies
against PGM1 and α-tubulin. (B) Quantification of the amount of glycogen
inWT (gray bars), Res− (black bars), and Gly− (white bars) cells grown in
normoxia (Nx) or hypoxia 1% O2 (Hx 1%) for 48 h. (C)WT (), Res
− (), and
Gly− () cells were subjected to hypoxia 1% O2 for 96 h and then cultured
in glucose-free medium for up to 8 h. The glycogen concentration was
measured just before removal of glucose and represents 100%.The results
are representative of at least three separate experiments.
Hypoxic CCL39 cells without stored glycogen and in the absence
of glucose died massively (80% cell death) whereas cells with a
high amount of glycogen were able to survive under these con-
ditions (76% cell survival; Figure 5B – left panel). Moreover,
both MCF-7, MDA-MB, and LS174 cells were able to survive
better under drastic conditions when they accumulated glycogen
(Figure 5B – left panel and Figure 5C). In summary, non-cancer
and most cancer cells use glycogen as a source of fuel that can be
mobilized very rapidly to produce energy for survival in a hostile
microenvironment.
DISCUSSION
In this study, we established that almost all the cell lines tested
contain a detectable amount of glycogen, from very low (BE
FIGURE 5 | Glycogen storage protects from cell death. (A) CCL39 (),
LS174 (), MCF-7 (•), and MDA-MB231 (x) cells were subjected to hypoxia
of 1% O2 for 96 h and then cultured in glucose-free medium for up to 6 h.
The glycogen concentration was measured just before removal of glucose
and represents 100%. Glycogen was then measured at 1, 3, and 6 h. The
results are representative of at least three separate experiments. (B)
Measurement of cell death in CCL39 cells. CCL39 (left panel), MCF-7, and
MDA-MB231 (right panel) cells were subjected to either normoxia (−
hypoxic glycogen storage) or hypoxia (+ hypoxic glycogen storage) for 96 h
and incubated in glucose-free medium in hypoxia for 24 h before measuring
cell death. Data represent the average of at least three independent
experiments. (C) Measurement of cell death in LS174 and MDA-MB231
cells in the presence of DAB. Cells were incubated in either normoxia (−
hypoxic glycogen storage) or hypoxia (+ hypoxic glycogen storage) in the
presence of 1,4-dideoxy-1,4-imino-d-arabinitol (DAB) an inhibitor of
glycogen phosphorylase activity. (DAB) for 96 h and incubated in
glucose-free medium in hypoxia for 24 h before measuring cell death. Data
represent the average of at least three independent experiments.
cells) to very high (RCC4 and MCF-7 cells) under normal cell
culture conditions (Table 1; Figure 2). We arbitrarily grouped
these cells into those with the highest (MCF-7 cells) to the lowest
(BE cells) level of glycogen (Table 1). All these cells responded by
an increase in glycogen accumulation when exposed to hypoxia.
However, the previous classification totally changes if the cells
are grouped based on the highest level of induction in hypoxia.
CCL39, 786-O, LS174, and BE cells showed the highest differ-
ence between hypoxic and normoxic levels and MCF-7 and RCC4
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Pelletier et al. Glycogenic protection of hypoxic cells
cells showed the lowest difference. Only prostate cancer PC3 cells
did not show a difference in the amount of glycogen between
normoxia and hypoxia. Since prostate cancers show a low level
of glucose uptake and a low rate of glycolysis (Liu et al., 2010)
they may rely more on fatty acid metabolism. Alternatively, these
cells might be impaired in glycogen synthesis, a question that
will be addressed in the future with additional prostate cancer
cell lines.
How do cells store glycogen in hypoxia? We demonstrated that
the transcription factor HIF is involved in induction (Figure 2).
Using two different models cell lines, RCC4 (HIF-1 and HIF-
2)± pVHL and LS174 pTerHIF-1 cells, we showed that glycogen
accumulation was dependent on HIF. Our results confirmed pre-
vious results showing that silencing of HIF-1α abrogated glyco-
gen accumulation in mouse myotubes (Pescador et al., 2010)
and in human MCF-7 cells (Shen et al., 2010). However, in the
first study, the authors suggested that HIF-2 could contribute
to glycogen accumulation whereas in the second, the authors
showed that silencing of HIF-2α slightly, but not significantly,
decreased glycogen storage. Here, we also used renal clear cell
carcinoma 768-O cells that contain only HIF-2α (Figure 2C).
We also examined 786-O cells in which wild-type VHL was
re-introduced. However, 786-O (−pVHL) showed a 40 times
(34.3± 18.5 ng/µg protein) lower glycogen content than RCC4
(+pVHL). In the presence of pVHL, 786-O cells had a lower
glycogen content (1.1± 0.8 ng/µg protein) than in the absence
of pVHL. These results, as suggested by Pescador et al. (2010)
and Shen et al. (2010), indicate that HIF-2α could be involved
but does not predominate. Four new hypoxia-regulated genes
involved in glycogenesis have now been described: muscle glyco-
gen synthase (GYS1), UTP:glucose-1-phosphate uridylyltrans-
ferase (UGP2), 1,4-α glucan branching enzyme (GB1; Pescador
et al., 2010) and protein phosphatase 1, regulatory subunit 3C
(PPP1R3C; Shen et al., 2010). Here, we propose that phos-
phoglucomutase 1 (PGM1), which converts glucose-6-phosphate
into glucose-1-phosphate, is a target for HIF-1 (Figure 3C).
Hypoxia-induced PGM1 expression was observed in all the
cells tested (Figure 3) and correlated with HIF-1α stabilization
(Figure 3D). However, the level of PGM1 expression in nor-
moxia did not correlate with the level of glycogen present in the
cells. For example, normoxic PGM1 expression in MCF-7 cells
was weak compared to normoxic expression of PGM1 in MDA-
MB231 cells (Figure 3E); the amount of glycogen was about
113.9± 5.8 ng/µg protein and 10.0± 2.3 ng/µg protein, respec-
tively (Table 1). Thus most of the genes involved in glycogenesis
seem to be up-regulated by hypoxia suggesting that glycogen
accumulation under hypoxic conditions is an important step in
metabolism.
Why do normal and cancer cells store glycogen? We reported
previously that non-cancer and cancer cells sense hypoxia as the
beginning of a change in the microenvironment (Bellot et al.,
2009). Thus, cells attempt to antagonize these drastic conditions
by creating new survival strategies such as increased glycolysis
or autophagy. Herein we demonstrated that glycogen storage is
a survival process used by cells that sense a forthcoming impov-
erishment in the nutrients of the microenvironment. This is in
agreement with data obtained with mouse neonatal hepatocytes
(Pescador et al., 2010). Glycogenolysis is a fast event as more than
70% of the total glycogen was consumed in only 6 h in all tested
cells. However, the baseline amount of glycogen was different in
different cell lines, MCF-7 cells still had 170 ng/µg protein after
6 h whereas MDA-MB231 had only 30 ng/µg protein (Figure 5A).
Does this make a difference to the survival process? Almost all
the cell lines tested showed improved cell survival in glucose-free
medium after hypoxic preconditioning. As expected CCL39 and
MCF-7 cells, with a high level of glycogen, increased their survival
potential by almost 70 and 50%, respectively. However, MDA-
MB231 cells, with a low level of glycogen and fast consumption of
glycogen were able to survive even better than CCL39 and MCF-7
cells. It is worth noting that MDA-MB231 cells are highly aggres-
sive breast cancer cells compared to the less invasive MCF-7 cells.
LS174 cells, which consumed the total amount of glycogen in 6 h,
did not benefit from their glycogen stores after 24 h (data not
shown).
Taken together, this study showed that non-cancer and cancer
cells could accumulate glycogen in order to adapt and survive in
an oxygen- and glucose-freemicroenvironment. Thus cells in gen-
eral, and cancer cells in particular, will show an incredible capacity
to adapt and make the most of the harsh conditions to which they
are exposed in assuring tumor progression.
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retrouvée  induite  en  hypoxie  dans  toutes  les  lignées  cellulaires  testées,  et  (2)  c’est 
l’enzyme  initiatrice  de  la  synthèse  de  glycogène.  Or  les  étapes  initiatrices  revêtent 
souvent un rôle particulièrement  important dans les voies métaboliques (exemples de 
l’hexokinase, de la PDH dans le TCA, de la G6PDH dans la voie des pentoses phosphates, 











en hypoxie. Nous avons ensuite réduit  très  fortement  l’expression de PGM1 par siRNA 
(Figure 27B) et observé que cela n’atténuait pas le stockage de glycogène (Figure 27C) 
dans  les  cellules  HeLa.  Nous  avons  utilisé  ce  modèle  cellulaire  qui  a  l’avantage  de 
présenter  une  grande  efficacité  de  transfection  mais  le  désavantage  de  stocker  des 








transfection  transitoire  de  siRNA  ciblant  pgm1  a  été  réalisée  sur  des  cellules  HeLa  qui  ont 
ensuite été incubées en normoxie (Nx) ou en hypoxie 1% O2 (Hx‐48h) pendant 48h. (B) Le lysat 
cellulaire  total  a  été  analysé  par  immunoblot  avec  les  anticorps  contre  PGM1  (avec  une 
exposition  courte  « shorter  expo»  ou  longue  « longer  expo»  de  la  membrane  à  un  film 









réduction  de  l’expression  de  PGM1  par  siRNA  dans  les  cellules  HeLa  (données  non 
communiquées). 
‐  L’utilisation  d’un  «cocktail »  de  siRNA,  ciblant  PGM1,  PGM2  et  PGM3,  ne  provoque 




ait  relativement peu affecté  les niveaux de glycogène  suggère que  l’activité  « mutase » 
des PGM n’est pas fortement inhibée malgré une réduction drastique de leur expression. 
Ce  résultat n’est pas  tellement  surprenant au vu du  fait que  les PGMs ne sont pas des 
enzymes  limitantes. Des résultats  similaires avaient été obtenus dans  l’équipe du Dr  J. 
Pouysségur (Laferrière, J. et al., données non publiées) quelques années auparavant avec 
la  phosphoglucoisomérase  (PGI)30,  « porte  d’entrée »  de  la  glycolyse.  En  effet  la 
diminution de plus de 90% de l’expression de la PGI, par l’utilisation de shRNA, n’avait 
pas  provoqué  d’effet  sur  le  flux  glycolytique  suggérant  que  l’expression  résiduelle  est  
suffisante pour totalement maintenir le flux glycolytique.  





dans  ces  conditions),  présentent  un  stockage  de  glycogène  fortement  atténué.  La 
synthèse  de  glycogène  semble  donc  déterminée  par  deux  éléments :  l’activité  de  la 
Glycogène  Synthase  (GS),  enzyme  limitante  de  la  voie  et  la  concentration 




l’activité  de  l’hexokinase  (elle‐même  dépendante  du  flux  entrant  de  glucose),  de 
l’intensité du flux de la glycolyse et de la voie des pentoses phosphates. HIF induit donc 
la  synthèse de glycogène en régulant ces deux éléments,  tout en  facilitant  le  flux de  la 
glycogenogenèse  via  l’induction  de  pgm1,  UGP2,  PPP1R3C  et  GB1.  De  plus,  au  vu  de 






hypoxie  (Favaro  et  al.,  2012).  Ils  ont montré  en effet dans des  cellules  cancéreuses de 
glioblastomes  (U87),  de  sein  (MCF7)  ou  de  colon  (HCT116),  dans  un  modèle  de 
sphéroïdes in vitro, ou  de xénogreffes tumorales in vivo traitées avec l’anti‐angiogénique 
Bévacizumab  (pour  amplifier  l’hypoxie  tumorale)  que  le  glycogène  est  fortement 
accumulé dans les zones tumorales hypoxiques. Ils ont associé le stockage de glycogène 
avec  une  expression  augmentée  de  la  glycogène  synthase  (GYS1), mais  également,  de 
façon  surprenante,  avec  l’expression  de  la  glycogène  phosphorylase  (PYGL)  qui  libère 
des  molécules  de  glucose‐1‐phopshate  du  polymère  de  glycogène.  De  plus,  ils  ont 
démontré  que  la  diminution  d’expression  de  PYGL  par  shRNA  conduit  à  une 
accumulation de glycogène, une augmentation de la production de ROS, et en parallèle à 
l’activation de p53,    de  la  sénescence  et  une  inhibition de  la  prolifération  tumorale  in 
vitro  et  in  vivo.  Les  auteurs  suggèrent  que  le  blocage  de  PYGL  pourrait    conduire  au 
piégeage  du  glucose  dans  les  polymères  de  glycogène.  Ainsi,  le  G6P  ne  serait  plus 
disponible pour alimenter la voie des pentoses phosphates qui produit la gluthathione et 
le NADPH protecteurs des ROS. Il apparaît surprenant que l’hypoxie active deux actions 
totalement  antagonistes :  la  synthèse  et  la  dégradation  de  glycogène.  Les  auteurs 
interprètent  ce  phénomène  par  la  possibilité  que  le  G6P,  nouvellement  formé,  doive 






PYGL  soit  impliquée  dans  un  autre  processus  que  la  dégradation  du  glycogène.  Enfin, 
une autre possibilité envisageable pourrait être que le  glycogène exerce en hypoxie un 
rôle autre que celui de polymère de glucose. On peut, par exemple, penser à un rôle  de 




glycogène  dans  les  cellules  cancéreuses  et  souligne  l’intérêt  antitumoral  potentiel  du 
ciblage de cette voie métabolique.  
Rôle de l’AMPK dans le stockage de glycogène en hypoxie? 
Comme  nous  l’avons  vu  dans  l’introduction,  l’AMPK  agit  comme  un  frein  sur  la 
synthèse de glycogène en phosphorylant la glycogène synthase. Nous nous sommes donc 
demandés  si  l’absence  de  ce  frein  conduirait  à  une  accumulation  plus  importante  de 
glycogène.  Nous  avons  pour  cela  quantifié  le  glycogène  dans  des  fibroblastes 
embryonnaires  de  souris  (MEF)  sauvages,  knock‐out  pour  une  des  sous‐unités 
catalytiques  de  l’AMPK  (Ampkα1  ou Ampkα2),  ou  pour  les  deux  (Ampkα1  et Ampkα2, 
absence totale d’activité AMPK). Comme on peut le constater sur la figure 28, l’absence 
de(s)  sous‐unité(s)  catalytique(s) de  l’AMPK  (Ampkα1  et/ou Ampkα2) modifie peu  les 
concentrations intracellulaires de glycogène en normoxie. En hypoxie, les MEF sauvages 
stockent  peu de  glycogène, mais  le  knock‐out  de  l’Ampkα1  ou  des  deux  sous‐unités α 
conduit à une accumulation quatre fois plus importante de glycogène. Il faut cependant 
rester  prudent  car  ces  résultats  ont  été  obtenus  sur  des  populations  hétérogènes  de 
MEF,  et  il  semble  nécessaire  de  les  confirmer  sur  un  modèle  inductible  (shRNA,..). 
Néanmoins  ils offrent des perspectives  intéressantes.  Il  serait par exemple  intéressant 
d’étudier les effets d’un activateur direct (composé A769662) ou indirect (metformine) 
de  l’AMPK,  sur  la  synthèse  de  glycogène  en  hypoxie  (ou  en  normoxie  dans  des 




Figure  28 :  Les  cellules  déficientes  pour  la  sous­unité  catalytique  Ampkα1 
et/ou Ampkα2 présentent des stocks de glycogène plus importants en hypoxie. 
Des  fibroblastes  embryonnaires  de  souris MEF  sauvages  (Ampk+/+),  knock‐out  pour  la 
sous‐unité AMPKα1 (Ampkα1­ /­),  la sous‐unité AMPKα2 (Ampkα2­ /­), ou pour  les deux 







Nous  avons  montré  dans  cette  étude  que  la  plupart  des  cellules,  que  ce  soit  des 
fibroblastes  ou  des  cellules  cancéreuses,  sont  capables  d’accumuler  du  glycogène  en 
hypoxie  (1%  O2).  Cependant,  une  critique  peut  être  émise  vis‐à‐vis  de  la  relevance 
physiologique  de  cette  découverte,  du  moins  dans  le  cadre  du  cancer.  En  effet,  ces 
résultats  ont  été  obtenus  en  présence  de  25mM  de  glucose.  Nous  avons  également 
démontré  que  le  stockage  de  glycogène  avait  également    lieu,  à  un  degré  dix  fois 
moindre,  en  présence  de  5mM  de  glucose  (publication  2,  Figure  1).  En  revanche,  en 
présence  de  1mM,  les  quantités  de  glycogène  stockées  sont  indétectables  dans  les 
cellules étudiées (CCL39)  (données non communiquées).  
La glycémie à jeun est en moyenne de 0,9g/L soit une concentration de glucose dans 
le  sang  d’environ  5mM.  Au  vu  du  réseau  vasculaire  anarchique  présent  autour  de  la 
tumeur, on peut  se demander quelles  sont  les valeurs atteintes par  les  concentrations 
intratumorales de glucose. La concentration de glucose  dans les tissus est probablement 
variable,  de  même  que  dans  les  cellules  tumorales  en  fonction  de  leur  distance 
d’éloignement des vaisseaux sanguins. Alors que  les cellules  tumorales aux abords des 
vaisseaux  sont  à  priori  capables  de  stocker  du  glycogène  (5mM  glucose),  les  zones 
tumorales  les plus hypoxiques sont probablement confrontées à des concentrations de 
glucose  inférieures  à  1mM.  Cependant,  Il  n’existe  malheureusement  pas  de  données 
dans  la  littérature  permettant  de  statuer  sur  les  concentrations  réelles  de  glucose  au 
sein  des  tumeurs. Quoiqu’il  en  soit  on  peut  se  questionner  sur  la  pertinence  de  notre 
modèle  étudiant  l’accumulation  de  glycogène  en  hypoxie  en  présence  de  25mM  de 
glucose,   et se demander si ce phénomène existe, ou du moins est aussi prononcé in vivo. 
Le  modèle  de  xénogreffes  utilisé  dans  l’étude  de  Favaro  et  al.  (Favaro  et  al.,  2012)  a 
permis  d’établir  la  présence  de  glycogène  in  vivo  dans  les  zones  hypoxiques  de  la 







tumor  growth.  AMPK  is  dispensable  to  maintain  ATP  levels  following 





et  possède  un  rôle  central  dans  le  contrôle  du  métabolisme  en  régulant  les  niveaux 
d’énergie  cellulaire. Le  rôle que  joue  l’AMPK dans  le  cancer est  complexe controversé. 
C’est  un  suppresseur  de  tumeurs  responsable  d’un  effet  cytostatique  lorsqu’elle  est 
activée.  Cependant,  c’est  également  un  protecteur  des  cellules  tumorales  qui  sont 
confrontées à un environnement hostile, pendant des périodes de temps prolongées, au 
cours du développement de la tumeur. Alors que de nombreuses études fondamentales 
et  cliniques  visent  à  activer  l’AMPK  par  le  biais  de  l’AICAR,  des  biguanidines 
Metformine/Phenformine, ou de l ‘activateur direct A799662 (ou MT 63–78), dans le but 
de  prévenir  l’apparition  de  cancer  et  d’inhiber  la  prolifération  des  cellules  tumorales, 
notre  stratégie  a  été  au  contraire d’inhiber  l’AMPK dans  le  but  d’atténuer  la  plasticité 
métabolique des cellules tumorales. L’objectif de ce projet a consisté à étudier l’effet du 
blocage  de  la  glycolyse,  principale  voie  productrice  d’ATP  dans  les  cellules  tumorales 







Nous  avons  utilisé  un  modèle  de  fibroblastes  embryonnaires  de  souris  sauvages 
(Ampk+/+) ou inactivés pour l’AMPK (Ampk­/­), transformés par l’oncogène RASV12. Nous 
avons  démontré  que  l’inactivation  de  l’AMPK  n’influe  pas  sur  la  bioénergétique  en 
absence de stress métabolique. Dans un premier temps, notre approche pour réduire le 
flux glycolytique a été de cibler les transporteurs de monocarboxylates MCT1 et MCT4. 
Nous  avons  montré  que  cette  stratégie  abolit  le  transport  de  lactate,  aboutit  à  une 
accumulation intracellulaire de celui‐ci et conduit à une forte inhibition de la glycolyse in 
vitro,  indépendamment de  l’AMPK. Nous avons ensuite montré que  l’AMPK n’était pas 
requise  pour  maintenir  les  niveaux  d’ATP  dans  ces  conditions,  et  à  l’inverse  pas 
suffisante en condition de « catastrophe métabolique » générée par le blocage combiné 
de  l’export  de  lactate  et  de  la  respiration  mitochondriale.  Nous  avons  cependant 




de  MCT4  et  de  l’AMPK  pour  maintenir  la  bioénergétique  tumorale  et  promouvoir 
l’initiation des tumeurs solides dans un environnement hostile. 
 The controversial role of AMPK in bioenergetics and tumor growth 
 AMPK is dispensable to maintain ATP levels following glycolysis inhibition 
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Tumor metabolic reprogramming exacerbates the addiction of cancer cells to glycolysis in 
order to produce energy and multiple intermediates important during tumor growth. As a 
result of high glycolytic rates, the lactate massively produced must be exported mainly by the 
two monocarboxylates transporters MCT1 and hypoxia-inducible MCT4 to maintain energy 
production. MCTs inhibition reduced tumour growth but did not affect ATP levels or cell 
viability. AMPK as a central regulator of energy homeostasis was the best candidate to 
explain how cells reduce their ATP consumption in response to inhibition of ATP production 
in order to maintain a viable ATP level. We showed in RAS-transformed mouse embryonic 
fibroblasts (MEF) deficient in AMPK activity that blockade of lactate transport (1) reduced 
drastically glycolysis but did not affect ATP maintenance nor viability, whereas (2) it 
collapsed ATP levels and cell viability as rapidly as in control cells when combined with 
OXPHOS inhibitors phenformine/oligomycine. However, we showed an important role of 
AMPK in ATP preservation following glucose deprivation, suggesting a complex effect of 
AMPK on cellular energetic regulation. Finally we showed that genetic disruption of Mct4 
and Ampk dramatically reduced tumorigenicity in a xenograft model suggesting a crucial role 
of these two actors during establishment of the tumor in a hostile environment. These findings 
confirm lactate transport blockade as an efficient anticancer strategy and highlight the interest 





Cette  étude nous  a  permis d’établir  un modèle  simplifié  de  régulation des niveaux 
d’ATP  par  l’acidose  et  l’AMPK.  L’ATP  en  normoxie  est  produit majoritairement  par  la 
phosphorylation oxydative (OXPHOS) et dans une plus faible proportion par la glycolyse 
(Figure  29A).  Le  niveau  d’ATP  cellulaire  résulte  d’un  équilibre  entre  l’ATP  produit 
(prod)  et  l’ATP  consommé  (conso).  L’AMPK  n’exerce  pas  un  rôle  prépondérant  en 




Nous  avons  observé  que  le  niveau  d’ATP  tend  légèrement  à  augmenter  dans  notre 
modèle  en  raison  probablement  de  la  diminution  de  la  consommation  d’ATP  par  la 
prolifération  cellulaire  (et  les  réactions  cataboliques  que  cela  comporte).  L’AMPK  ne 








En  hypoxie,  le  blocage  de  l’export  de  lactate  (Figure  30A)  conduit  à  la  rétro‐
inhibition  de  la  glycolyse,  sans  activer  d’avantage  l’OXPHOS  dans  notre  modèle.  La 
production d’ATP diminue alors. Cependant, le niveau d’ATP n’est pas affecté en raison 
d’une diminution de la consommation d’ATP. Cette régulation a lieu indépendamment de 
l’AMPK  et  fait  intervenir,  du  moins  en  partie,  l’acidose  intracellulaire  (inhibition  de 
phospho‐p70 S6 Kinase et activation de p53 (données non communiquées)). Si dans ces 
conditions est ajouté un inhibiteur de l’OXPHOS (phenformine ou oligomycine) (Figure 
30B),  la  production  globale  d’ATP  devient  alors  inférieure  à  sa  consommation,  ce  qui 
conduit à une chute des niveaux d’ATP et de la viabilité cellulaire. Notre étude suggère 
que l’AMPK ne joue également aucun rôle dans ce scénario.    
Figure  30 :  Modèle  de  régulation  des  voies  bioénergétiques  en  hypoxie,  suite  au  
blocage de l’export de lactate (A) ou du blocage combiné de l’export de lactate et de 
l’OXPHOS (B) dans les fibroblastes transformés par RasV12
Enfin,  en  présence  de  quantités  réduites  de  glucose  exogène  (<  1mM),  le  flux 
glycolytique s’effondre, de même que les quantités de pyruvate entrant dans l’OXPHOS. 
En absence de rétrocontrôle négatif de l’acidose sur la consommation d’ATP, le rôle de 
l’AMPK  est  magnifié  (Figure  30A).  Elle  exerce  enfin  son  rôle  de  régulateur  du 













Cette  étude  pose  alors  quelques  questions  et  offre  des  perspectives  que  nous 
développons ici : 
 
L’AMPK  détourne–t­elle  d’autres  intermédiaires  métaboliques afin  d’alimenter 
glycolyse/TCA et contourner l’effet de la carence en glucose ? 
















un  stress  énergétique  (Alessi  et  al.,  2006),  ce  qui  les  lie  intimement.  Cependant,  des 
divergences  existent  entre  ces  deux  protéines  puisque  d’une  part  l’AMPK  peut  être 




Plusieurs  études  réalisées  par  Shaw  et  ses  collaborateurs  suggèrent  un  rôle 
important de LKB1 dans la réponse au stress énergétique. Ils ont en effet montré que la 
viabilité  des  cellules  lkb1‐/‐  (HeLa,  MEF  lkb1‐/‐,  A549)  est  plus  fortement  atteinte 
(comparées  à  leurs  homologues  exprimant  une  LKB1  exogène)  en  présence  de  l’AMP 
mimétique  AICAR  mimant  de  faibles  niveaux  énergétiques,  ou  en  présence  de 
phenformine (Shackelford et al., 2013; Shaw et al., 2004 ). A des concentrations d’AICAR 
identiques  (2,5mM),  nous  n’avons  pas  été  en  mesure  d’observer  plus  de  mortalité 
cellulaire  dans  les  MEF  Ampk­/­  que  dans  les  MEF  Ampk+/+  malgré  un  taux  de 
prolifération  réduit  dans  les  deux  populations  cellulaires.  Les  MEF  Ampk­/­  ne  sont 
également pas plus sensibles à la phenformine que leur homologue sauvage (Manuscrit 
3 ‐ Figure S4C). Cet antagonisme entre nos résultats et ceux de Shaw est intéressant et 
suggère  un  rôle  important  de  LKB1,  directement  ou  par  l’intermédiaire  d’une  des  12 
autres kinases qu’il régule, dans l’homéostasie énergétique.  
La  question  de  savoir  si  LKB1  peut  réguler  l’homéostasie  énergétique 











des populations, même  lorsque celles‐ci  sont  immortalisées avec  la protéine oncogène 
virale SV40T,  comme c’est  le  cas dans notre étude. A  l’initiation de ce projet,  l’objectif 
était d’invalider le gène Mct4 dans les MEF déficientes pour Ampkα1 et Ampkα2 (Ampk­/­
)  puis  de  réintroduire  une  forme  exogène  activable  de  Ampkα1.  On  aurait  pu  alors 
comparer l’effet du MCTi sur ces cellules par rapport aux cellules « parentales » Ampk­/­ 
Mct4‐/‐. Nous avons pour cela obtenu, grâce au Pr D. Carling (MRC, Londres), le plasmide 
contenant  l’ADNc  de  l’Ampkα1‐wt  de  rat  (contenant  le  tag  Myc)  sous  le  contrôle  du 
promoteur CMV. Alors que nous avons réussi à la faire exprimer par les cellules HEK293 
ou les cellules MEF Ampk+/+ en transfection transitoire, nous n’avons pas été en mesure 
de  faire exprimer  l’ampkα1‐wt de  rat dans  les MEF Ampk­/­,  de  façon  transitoire et de 
façon stable, malgré plusieurs tentatives. Notre hypothèse pour expliquer ce phénomène 
est  qu’en  absence  de  sous‐unité α,  les  sous‐unités β  et/ou  γ  se  retrouvent  dégradées. 
Ainsi  lorsque  nous  avons  essayé  d’exprimer  la  sous‐unité  Ampkα1,  elle  a  pu  être 
déstabilisée en absence de ses partenaires ß et/ou γ. Plusieurs études ont démontré que 
le  knock‐out  d’une  des  sous‐unités  β  ou  γ  peut  altérer  l’expression  des  autres  sous‐
unités  de  l’AMPK  ainsi  que  l’activité  du  complexe.  C’est  notamment  le  cas  de  la  sous‐
unité γ1  (Foretz et al., 2010) ou des sous‐unité β1et β2 (O'Neill et al., 2011). De plus, il a 
été démontré dans des  cellules COS‐731  (possédant des  sous‐unités α, β, γ  endogènes) 







Afin  de  pallier  l’impossibilité  de  réexprimer  l’AMPKα1  dans  les  MEF  Ampkp /p ,  nous  




de  confronter  des  populations  distinctes,  hétérogènes  et  exprimant  des  niveaux  de  
RASV12 différents. 
Pourquoi  cette  étude  a‐t‐elle  été  réalisée  sur  des  fibroblastes  embryonnaires  de 
souris,  transformés  par  l’oncogène  RASV12  et  non  pas  directement  sur  des  lignées 
cellulaires  tumorales  humaines ?  Nous  avions  la  possibilité  d’utiliser  des  cellules 
d’adénocarcinome de colon LS174 invalidées pour le gène Mct4 (Le Floch et al., 2011), 
ou  des  fibroblastes  transformés  (CCL39)  n’exprimant  pas  le  transporteur  MCT4  de 
manière endogène.  Il  nous  fallait pour  cela  inhiber  l’AMPK et moduler  le  transport de 
lactate avec l’inhibition pharmacologique de MCT1. Ces cellules, ainsi que la plupart de 





expression.  Nous  avons  choisi  alors  d’exprimer  un  dominant  négatif  de  l’AMPKα132. 
Nous  espérions  ainsi  détourner  les  sous‐unités  AMPKβ  et  AMPKγ  des  sous‐unités 
AMPKα  fonctionnelles.  Cette  approche  est  couramment  utilisé  dans  les  cellules 
hépatiques avec  l’utilisation d’adénovirus  (Woods et al., 2000, Rencurel, 2006 #1426). 
Cependant les adénovirus ne se transmettent pas aux cellules filles, et ne sont donc pas 
adaptés  aux  cellules  tumorales  proliférant  rapidement.  Nous  avons  donc  généré  des 
clones stables (LS174 ou CCL39) en co‐transfectant un vecteur permettant l’expression 
du dominant négatif AMPKα1 (sous  le contrôle du promoteur CMV,  fourni par  le Dr F. 
Foufelle, centre de recherche des Cordeliers, Paris) et un vecteur contenant  le gène de 
résistance à un antibiotique. Parmi plus de 200 clones stables testés, nous avons obtenu 








offre  maintenant  la  possibilité  de  cibler  efficacement  et  relativement  rapidement  les 
gènes de l’Ampkα1 et Ampkα2 dans les cellules tumorales humaines. Il serait également 
fort  intéressant d’obtenir un modèle cellulaire et/ou un modèle  in vivo dans  lequel on 













L’environnement  d’une  tumeur  est  extrêmement  dynamique  et  en  perpétuelle 
évolution.  Au  cours  de  son  développement,  la  tumeur  doit  faire  face  à  des  conditions 




métabolique  des  cellules  tumorales.  Ainsi,  il  constitue  une  cible  thérapeutique 
particulièrement  intéressante  dans  l’optique  du  développement  de  thérapies 
anticancéreuses ciblées. 
Mon  travail de  thèse  s’est  inscrit dans  le  cadre  d’une meilleure  compréhension de 
l’hypoxie tumorale et de la capacité d’adaptation remarquable des cellules cancéreuses 
qui  leur permet de résister aux stress qu’elles rencontrent naturellement au sein de  la 
tumeur,  ou  aux  stress  qui  leur  sont  imposés  par  les  divers  traitements  cliniques 
(conventionnels, antiangiogéniques,…).  
Nous  avons  étudié  deux  points  précis  du  mode  d’action  de  HIF1,  au  cœur  de  la 
signalisation  hypoxique  et  de  la  reprogrammation  du  métabolisme  tumoral :  (1)  la 
régulation de l’activité transcriptionnelle de HIF1 par FIH, en amont de la signalisation 
hypoxique ;  (2)  l’effet  de  l’hypoxie  sur  le  métabolisme  des  carbohydrates,  en  aval  de 
HIF1. Nous avons donc montré, dans un premier temps, un fort potentiel thérapeutique 
à  cibler  FIH  dans  les  cellules  tumorales  p53  sauvages,  car  en  plus  de  modifier 
qualitativement  l’activité  transcriptionnelle  de  HIF1  avec  des  conséquences multiples 
sur  la  tumeur,  inhiber  FIH  exerce  un  frein  direct  sur  la  prolifération  par  le  biais  du 
suppresseur  de  tumeur  p53.  Ces  résultats  ouvrent  de  nouvelle  perspectives  mais 
requièrent cependant des études complémentaires afin d’établir le mécanisme impliqué 
dans ce phénomène, ainsi qu’une étude généralisée sur différents types de cancers.  
La  découverte  de  ce  nouveau  mécanisme  protecteur  de  stockage  de  glucose,  sous  la 
forme  de  polymères  de  glycogène,  ouvre  également  plusieurs  perspectives  dans  le 
diagnostique de l’hypoxie intratumorale et le développement de nouvelles thérapies. En 
effet,  le  glycogène  peut  être  détecté  très  facilement,  de  façon  qualitative  dans  les 






la  synthèse  de  glycogène  par  HIF  pourrait  être  particulièrement  intéressant,  surtout 
dans  le  cas  des  ccRCC  (accumulant  de  très  grandes  quantités    de  glycogène,  souvent 
responsable du phénotype clair du cytoplasme de ces cellules33). 
Notre troisième étude a, quant à elle,  soulevé de nombreuses interrogations vis‐à‐vis 
du  rôle  de  l’AMPK  en  tant  que    « gardien  de  la  balance  énergétique  cellulaire » 
communément  admis  dans  la  littérature.  L’absence  d’expression  de  l‘AMPK  n’a  pas 




vu de  la  complexité,  l’interconnection  et  la  plasticité du  réseau métabolique.   De plus, 
l’ATP est une molécule tellement cruciale et centrale élevée au rang « d’unité d’énergie 
de  la  cellule »  que  les  cellules  de mammifère  ont  élaboré,  probablement  au  cours  de 
l’évolution, des systèmes de régulation coordonnés. Cependant, nous ne remettons pas 
en cause  l’importance de  l’AMPK dans  les  fonctions physiologiques de mammifères. Ce 
n’est  d’ailleurs  pas  un  hasard  si  elle  est  phylogéniquement  conservée  des  levures  à 
l’homme,  « verrouillée »  par  l’existence  d’au moins  deux  isoformes  pour  chaque  sous‐
unité  et  si  le  knock‐out  de  ses  deux  sous‐unités  catalytiques  est  létal  au  stade 
embryonnaire (E10,5) chez la souris.  
L’action  prépondérante  et  physiologique  de  l’AMPK  sur  les  métabolismes  des 
carbohydrates  ou  des  lipides  a  été  largement  étudiée  dans  des  tissus  qui  stockent  du 
glycogène ou des lipides, afin ultérieurement de réguler le métabolisme systémique ou 
de  les  consommer  au  cours  de  contractions  musculaires.  Cependant,  les  résultats 
obtenus au cours de ma thèse laissent un grand nombre de questions ouvertes à propos 
du  rôle  de  l’AMPK  dans  la  régulation  de  ces  voies  anaboliques  au  sein  des  cellules 
cancéreuses.  En  effet,  la  plupart  des  cellules  tumorales,  ou  les  MEFs  que  nous  avons 
utilisés, sont capables de stocker du glycogène ou des lipides mais à des quantités faibles 
par  rapport  à  celles  retrouvées  dans  les  cellules  spécialisées  dans  le  stockage  de  ces 






les  cellules  filles.  Ainsi,  bien  que  nous  ayons  pu  observer  un  rôle  protecteur  de  
l’AMPK  dans  des  conditions  de  déprivation  en  glucose  dans  les  MEF,  le  phénotype 
engendré par la  perte  de  l’AMPK  n’est  pas  aussi  marqué  que  ce  à  quoi  nous  
nous  attendions.  Cependant,  en  aurait. il  été  de  même  dans  des  tumeurs  de  tissus  
spécialisées  dans  le stockage  de  lipides/glycogène  (hépatome,  sarcome  des  tissus  
mous,  myosarcome,  etc…)? 
HIF1 et  l’AMPK sont deux acteurs  importants dans  la plasticité métabolique et  font 
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to  detect  glycogen  already  exist  but  only  a  few  are  quantitative.  We  describe  here  a 
method using the Abcam Glycogen assay kit, which  is based on specific degradation of 
glycogen to glucose by glucoamylase. Glucose  is  then specifically oxidized to a product 




cell  lines,  Chinese  hamster  lung  fibroblast  CCL39  and  human  colon  carcinoma  LS174, 
incubated in normoxia (21% O2) versus hypoxia (1% O2). We hypothesized that hypoxia 
is  a  signal  that  prepares  cells  to  synthesize  and  store  glycogen  in  order  to  survive1.
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Abstract
Glycogen is the main energetic polymer of glucose in vertebrate animals and plays a crucial role in whole body metabolism as well as in cellular
metabolism. Many methods to detect glycogen already exist but only a few are quantitative. We describe here a method using the Abcam
Glycogen assay kit, which is based on specific degradation of glycogen to glucose by glucoamylase. Glucose is then specifically oxidized to a
product that reacts with the OxiRed probe to produce fluorescence. Titration is accurate, sensitive and can be achieved on cell extracts or tissue
sections. However, in contrast to other techniques, it does not give information about the distribution of glycogen in the cell. As an example of
this technique, we describe here the titration of glycogen in two cell lines, Chinese hamster lung fibroblast CCL39 and human colon carcinoma
LS174, incubated in normoxia (21% O2) versus hypoxia (1% O2). We hypothesized that hypoxia is a signal that prepares cells to synthesize and
store glycogen in order to survive1.
Video Link
The video component of this article can be found at http://www.jove.com/video/50465/
Introduction
Glycogen is a multibranched polymer of glucose residues, which is present in the cytoplasm of many cell types. It is one of the main forms of
energy storage in cells and plays an important role in glucose metabolism. Most mammalian cells are able to produce and store glycogen, which
can be rapidly degraded into glucose to promote glycolysis and ATP production during metabolic stress. Hepatocytes produce massive amounts
of glycogen to regulate the blood sugar level thereby providing a continuous supply of glucose to the body. In contrast, the concentration of
glycogen in other cells (muscles, red blood cells, etc.) is relatively low. However, locally, these quantities are sufficient to provide energy in
the short-term when the cells are suddenly exposed to an environment deprived of nutrients.
Glycogen synthesis and glycogen breakdown follows the same steps in all tissues (Figure 1). Firstly, glucose enters cells by glucose
transporters (GLUTs), and is rapidly converted from glucose-6-phosphate (G6P) into glucose-1-phosphate (G1P) by phosphoglucomutase.
G1P is then modified into UDP-glucose, and the carbon C1 of UDP-glucose is attached to a tyrosine residue of glycogenin, the anchoring
protein of glycogen. This molecule, considered a glycogen primer, is extended by attachment of the UDP-glucose to the terminal glucose by an
α(1→4) bond via the glycogen synthase. Finally, when a linear chain of over 11 glucose residues is formed, the branching enzyme transfers a
terminal oligosaccharide constituted by a minimum of 6 glucose residues to another glucose of the chain nearby through an α(1→6) linkage.
The repetition of this process gives a massive fractal structure containing branches that form a helix with 6.5 glucose per turn. Glycogen can be
reversely hydrolyzed to glucose by the concerted action of debranching enzymes that hydrolyze the α(1→6) bound and glycogen phosphorylase
that hydrolyzes the α(1→4) glycosidic bound between the last residue of glucose of a branch and the glycogen molecule. This reaction called
glycogenolysis is activated by increasing levels of AMP (reflecting ATP consumption), and inhibited by glucose and ATP2,3.
By electron microscopy, glycogen molecules have been described in many cell types as β free particles (or glycogen monoparticles) of 15-30 nm
in diameter. In specific cell types such as hepatocytes, β particles can be assembled into a complex to form rosettes, also known as α particles
that vary in diameter from 80 nm to a maximum of 200 nm4. The way these β particles are bonded to form larger clusters of α particles is still not
fully elucidated. Some evidence tends to prove that β particles can be bonded by covalent bonding5, hydrogen bonding, or even through protein-
protein interactions6. The amount of glycogen stored in the cells depends on many parameters: (I) the amount of glycogenin in the cell that
initiates glycogen synthesis; (II) the activity of glycogen synthase and phosphorylase regulated by protein phosphorylation/dephosphorylation;
(III) the concentration of glucose in the cells, which is dependent on several parameters such as the supply of glucose from the vascular system
and glucose uptake by cells. Glycogen stores are tightly regulated by allosteric regulation of biosynthetic hormones through intermediate
metabolites, by hormones regulating energy metabolism, and by nutrient sensing signaling pathways7.
It is important to be able to quantify glycogen in biological samples to better understand the importance of glycogen metabolism at the whole
body and cellular level. We describe here a precise, reproducible and convenient biochemical in vitro assay for glycogen. This technique is
based on the quantification glucose fluorescence before and after specific hydrolysis of glycogen.
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Other methods exist to estimate the level of glycogen in the cells, but most of them are not quantitative. One of the first techniques described
for quantification of glycogen in cells was based on measurement of [14C]-glucose incorporation into glycogen8,9. The use of radioactivity makes
this process more difficult to handle but it has the advantage of providing the rate of glucose incorporation into glycogen and in distinguishing
between the distribution of glucose residues on the outer branches and in the core of the molecule (it also requires an additional β-amylolysis
and a chromatographic step). Another technique was developed more recently and is based on the incorporation of 2-NBDG (2-{N-[7-
nitrobenz-2-oxa-1,3-diazol-4-yl] amino}-2-deoxyglucose), a 2-deoxyglucose fluorescent derivative, into glycogen10. The measured fluorescence
intensity reflects the amount of glycogen produced and can be measured with a fluorescence reader. Distribution of fluorescence in the cell can
also be evaluated by confocal microscopy.
Among the other nonquantitative techniques, Periodic Acid-Schiff staining (PAS) is perhaps the most common. It can be used for the detection
of glycogen in fixed cells, tissue sections in paraffin or frozen. This histological technique colors non specifically polysaccharides, glycolipids,
glycoproteins, cellulose and neutral mucins in purple. The specificity of this test can be increased by treatment of fixed cells or tissue sections
with diastase, which specifically digests glycogen. Thereafter, the level of glycogen can be qualitatively estimated by comparing unhydrolyzed
samples (all carbohydrate modified macromolecules) to hydrolyzed samples (carbohydrate modified macromolecules except glycogen). PAS
staining and microscopic analysis, unlike biochemical assays of glycogen, provides information concerning the distribution of glycogen in the
cell, which can be diffused or concentrated in a certain part of the cell. However, even though PAS staining estimates differences in glycogen
accumulation between different conditions, it is not quantitative11.
A monoclonal mouse antibody originally made using mandibular condylar cartilage as the antigen has been shown to react with glycogen in cells
and with purified glycogen in vitro12. As this antibody specifically recognizes glycogen-related sugar chains, it is a useful tool for the detection of
glycogen by immunohistochemistry in a more specific way than the PAS staining.
Electron microscopy is another technique that allows visualization of grains of glycogen in cells and evaluation of the degree of glycogen storage.
In fact, glycogen β particles are easily recognizable with an electron microscopy as electron dense granules1.
Protocol
Biochemical Titration of Glycogen
1. Cell Lysis
1. Seed cells at a concentration of 0.5-2 x 106 per 100 mm diameter dish.
2. Treatment: incubate cells 24, 48, or 72 hr in low oxygen concentration (hypoxia) in a Bug-Box anaerobic work station (Ruskinn Technology
Biotrace International Plc, Bridgend, UK) set at 1% or 0.1% O2, 94% or 94.9% N2, and 5% CO2. In parallel, incubate cells in normoxia (21%
O2, 5% CO2). Change medium (25 mM glucose-containing medium) every 24 hr to minimize variations in the glucose concentration during
the time of experiment.
3. After treatment, wash cells 2x with PBS to remove traces of glucose from culture medium. Scrape the cells in cold PBS.
4. Centrifuge the solution at 1,000 rpm for 5 min, discard the supernatant and wash the pellet once with PBS. The pellet can be frozen at -20 °C
before proceeding further.
5. Resuspend the pellet in 100 μl of distilled water. Add 100 μl of the Glycogen Hydrolysis Buffer provided with the Glycogen Assay Kit (Abcam).
Boil the lysate at 95 °C for 5 min to inactivate enzymes.
6. Vortex and centrifuge the lysate at 13,000 rpm for 10 min to remove the insoluble products. Keep the supernatant.
7. To normalize glycogen levels to the protein content between samples, quantification of proteins can be done with 25-35 μl of the supernatant
using the Bicinchoninic Acid assay (BCA-Interchim).
Some of the lysate can be used to measure the free glucose concentration inside the cells.
2. Hydrolysis of Glycogen
1. Mix 50 μl of the supernatant (step 1) with 1 μl of the Hydrolysis Enzyme Mix. This mixture contains glucoamylase. Incubate for 30 min at room
temperature.
2. Prepare the calibration curve by diluting the standard glycogen (2 mg/ml) supplied with the kit to a solution of 10 μg/ml in the hydrolysis buffer.
Next, prepare six separate tubes with 0, 4, 8, 12, 16, and 20 μl of 10 μg/ml standard and adjust each tube to a final volume of 50 μl with
hydrolysis buffer to give a concentration of glycogen of 0, 0.04, 0.08, 0.12, 0.16, and 0.2 μg/ml. Add 1 μl of Hydrolysis Enzyme Mix in the
standards and incubate for 30 min at room temperature.
The background glucose concentration of the cell line, given by value for the free glucose concentration, must be subtracted from the value for
the total glucose concentration (glucose from the glycogen hydrolysis + free-glucose) to determine the level of glycogen in the cell.
3. Development and Reading of Fluorescence
1. For each condition, prepare one tube (tube 1) to measure free glucose concentration and two tubes (tubes 2 and 3) to measure total glucose
concentration (each tube with a different volume of hydrolyzed glycogen).
2. Add 15 μl of supernatant extracted at the end of step 1 in tube 1. Add 35 μl of hydrolysis buffer to complete to a final volume of 50 μl.
Obtained fluorescence will give the free glucose concentration.
3. Add X μl of hydrolyzed glycogen (obtained in step 2) in tube 2. Adjust to a final volume of 50 μl. Sample volume (X μl) has to be adjusted
according to cell density and/or cell type in order to obtain fluorescence values that are not beyond concentrations of the calibration curve.
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4. Add 2X μl of hydrolyzed glycogen in tube 3. Adjust to a final volume of 50 μl.
5. Prepare a development solution for samples and standards by mixing for each tube 48.7 μl of Development Buffer, 1 μl of Development
Enzyme Mix and 0.3 μl of OxiRed Probe (supplied in the Glycogen Assay Kit). For example, for 2 conditions, prepare a mix for 12 tubes (6 for
standards, 2 for free glucose and 4 for total glucose fluorescence).
6. Add 50 μl of this mix to each tube and incubate for 30 min at room temperature in the dark.
7. Measure the fluorescence at an excitation wavelength of 535 nm, an emission wavelength of 587 nm as recommended, and a slit of 3 nm for
excitation and emission.
Representative Results
A low level of oxygen (hypoxia) in tumors signals to tumor cells the need to store energy to handle subsequent nutrient depletion, so as to
survive. As glycogen is the main energetic polymer of glucose in mammalian cells, we studied the regulation of glycogen storage in hypoxia.
The calculation and standardization of the concentration of glycogen in cell lysates must be performed on the raw data of fluorescence as shown
in Tables 1, 2, and 3. The biochemical assay for glycogen confirmed that the electron-dense aggregates observed on electron micrographs of
CCL39 cells (Figure 2A) were glycogen particles (Figure 2B). The accumulation of glycogen in hypoxia is dependent on the transcription factor
Hypoxia-Inducible Factor-1 (HIF-1) (Figure 3), the major transcription factor involved in cellular adaptation to hypoxia. Finally, we demonstrate in
different cancer and noncancer cell lines that stored glycogen can be rapidly metabolized by the cell in less than 6 hr (Figure 4A), and that the
use of glycogen protects against cell death under conditions of glucose starvation (Figure 4B)1.
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177.3 117.3 211.5 4 0.22 0.88 240.3
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Table 2.
free glucose fluo. correc-tion glucose (ng) volume
sample








60.2 0.2 0.4 15 0.07 1.05 0.3 0.3
Sample 2
(CCL39-NX 2)
















56.9 -3.1 -5.6 15 0.24 3.6 -1.6 0
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7.5 7.7 7.6 0.3 7.3
Sample 2
(CCL39-NX 2)
3.4 2.0 2.7 0.0 2.7
5.0 3.3
Sample 3 (CCL
39 HX 48 hr 1)
240.3 252.4 246.4 0.0 246.4
Sample 4 (CCL
39 HX 48 hr 2)
214.5 195.0 204.7 0.0 204.7
225.6 29.5
Sample 5 (CCL
39 HX 72 hr 1)
429.1 412.3 420.7 0.0 420.7
Sample 6 (CCL
39 HX 72 hr 2)
430.9 434.3 432.6 0.0 432.6
426.6 8.4
Tables 1, 2, 3. Representative calculation and normalization of glycogen content of CCL39 cells from fluorescence row datas. Glycogen
was titrated in CCL39 after incubation in normoxia (Nx) or in hypoxia 1% O2 (Hx) for 48 hr or 72 hr. Glycogen measurements have been done in
duplicate for each condition. Top part of Table 1 (table and figure on the top) contains calculation and representation of standard curve. Middle
part of Table 1 shows how to calculate and normalize free glucose concentration and total glucose concentration (from two different volumes of
sample) from fluorescence data. Bottom part of Table 1 indicates how to calculate glycogen concentration from total glucose concentration and
free glucose concentration.
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Figure 1. Glycogen metabolism: overview of the synthesis and degradation of glycogen. Glucose enters into the cell cytoplasm through
glucose transporters (GLUTs) for transformation into glucose-6-phosphate by hexokinases 1 and 2 (HK). Glucose-6-phosphate (G6P) is at the
junction between glycolysis, the pentose phosphate pathway and glycogenesis. Phosphoglucomutase (PGM) is the first enzyme in glycogenesis
that catalyzes the conversion of G6P into glucose 1-phosphate (G1P), which is then transformed into UDP-glucose by glucose-1-phosphate
urydylyltransferase (UGP). UDP-glucose is used by glycogen synthase (GS) to elongate an anchorage molecule constituted of glycogenin and a
glucose residue attached by a branching enzyme (BE). Glycogen synthase and branching enzymes collaborate in the formation of glycogen, also
called glycogenesis. The reverse process that hydrolyzes glycogen into G1P via glycogen phosphorylase (GP) and debranching enzymes (DBE)
is called glycogenolysis. Adapted from3.
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Figure 2. Accumulation of glycogen in hypoxia in non cancer cells and cancer cells. (A) Electron micrografts of CCL39 in normoxia (Nx)
(left panel) and hypoxia 1% O2 (Hx 1% 96 hr) (right panel). Arrows denote aggregates of glycogen particles. (B) Quantitation of the amount of
glycogen in CCL39 (black bars) and LS174 (white bars) cells grown in normoxia (Nx) or hypoxia 1% O2 (Hx 1%) for 48, 72, and 96 hr in a 25 mM
glucose-containing medium.
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Figure 3. Accumulation of glycogen in hypoxia is dependent on HIF-1. Quantification of the glycogen amount in LS174 pTerHIF-1α. These
cells are inducible clones expressing a shRNA against HIF-1α in condition of tetracycline. Cells grew in normoxia (Nx) (white bars) or hypoxia
0.1% O2 (Hx 0.1% - black bars) in the absence (-) or presence (+) of tetracycline (Tet).
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Figure 4. Glycogen storage protects from cell death. (A), CCL39 (■), LS174 (▲), MCF-7 (●), and MDA-MB231 (x) cells were subjected to 1%
O2 hypoxia for 96 hr and then cultured in glucose-free medium for 6 hr. The glycogen concentration was measured just before removal of glucose
and represents 100%. Glycogen was then measured at 1, 3, and 6 hr. The results are representative of at least three separate experiments. (B)
Measurement of cell death in CCL39 cells. Cells were subjected to either normoxia (- storage) or hypoxia (+ storage) for 96 hr and incubated in
glucose-free medium in hypoxia for 24 hr before measuring cell death.
Discussion
Biochemical titration of glycogen in vitro allows an accurate quantification of cells glycogen content. Comparing to some other techniques (PAS,
immunofluorescence with a glycogen antibody, etc.), this titration is very specific, sensitive and reproducible. Moreover, the method is convenient
since it requires no radioactivity but a fluorescence spectrometer. However, this technique is purely quantitative and does not provide information
about glycogen distribution in the cell.
The technique described in this manuscript is achieved on cell extracts but it can also be achieved on tissue sections with an appropriate
method for extraction of glycogen from tissues. This assay is used for in vitro applications and due to an indirect measurement of glycogen (after
hydrolysis into glucose), it can not be developed to follow glycogen stores in vivo.
PAS staining is already widely used to diagnose many glycogen storage diseases (von Gierke's disease, Cori's disease, McArdle's disease,
etc.). It is also used to detect fungal infections or to discriminate between different subtypes of tumors. In theory, PAS staining could be coupled
to an image analyzer to determine the glycogen concentration. In practice, this technique is difficult to perform and is less appropriate than
the method described here for the following reasons. Firstly, as PAS positive staining (violet) overlaps with the negative staining (Hematoxylin-
blue), it is technically difficult to exclude the negative signal without removing the positive signal. In addition, PAS staining is not reproducible
enough to quantify glycogen, because the intensity of the color can depend on the time of fixation, efficacy of coloration, washing, etc. Finally,
this biochemical methodology gives an average concentration of glycogen for a large number of cells, while PAS staining focuses on a specific
field and therefore is less representative of the overall glycogen concentration.
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The biochemical assay of glycogen could provide very accurate and informative data on the level of glycogen in tissue. These data could for
example be hypothetically correlated with disease progression, or may help to understand the effects of treatment on glycogen metabolism. On
the other hand, this technique requires several steps (protein quantitation, hydrolysis of glycogen and a minimum of three fluorescence readings
per sample), and seems less practical than the PAS staining. For a better understanding of the physiological or pathophysiological metabolism
(cancer, etc.), it is important to precisely quantify the glucose (and ATP) provided by glycogen. However, glycogen quantification alone is not
sufficient to understand glycogen metabolism and must be coupled with microscopy to determine the distribution of glycogen in cells.
It is important to point out that despite the accuracy and reproducibility of this assay, a small variation in the protein content can lead to large
variations of normalized values of glycogen. In addition, although there is a linear increase in the fluorescence with glycogen concentration,
the linearity is not maintained at high concentration for which the signal drops dramatically. Thus, we recommend not to take into account the
fluorescence values beyond concentrations of the calibration curve. We therefore recommend performing two readings with two different sample
volumes. In this way the fluorescence reflects the glycogen in the cells and is not offset by a decrease in fluorescence.
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The  oxygen‐limited  microenvironment  (hypoxia)  of  tumors  induces  metabolic 
adaptation and cell survival, but the underlying mechanisms remain poorly understood. 
We  identified  a  HIF‐1‐  and  TP53‐dependent mechanism  that mediates  hyperfusion  of 
mitochondria that dock onto  late endosomes and  lysosomes  in hypoxic cells  in culture 
and  in  patient’s  tumor  tissue.  HIF‐1  and  TP53  regulated  the  post‐translational 
truncation  of  the  mitochondrial  outer‐membrane  voltage‐dependent  anion  channel  1 
(VDAC1)  through  respectively,  induction  of  mitochondrial  BNIP3  and  Mieap,  a  BNIP 
binding mitochondrial protein. We propose that truncation of VDAC1 to VDAC1‐ΔC is a 
readout  of  contact  between mitochondria  and  endolysosomes,  since  it  occurs  through 
cleavage  by  the  endolysosomal  asparagine  endopeptidase.  Hypoxic  cells  with 
hyperfused  mitochondria  containing  truncated  VDAC1  were  more  resistant  to  drug‐





La  masse  tumorale  se  développe  plus  rapidement  que  le  réseau  vasculaire.  Ainsi,  certaines 
régions  de  la  tumeur  se  retrouvent  dans  un  environnement  peu  vascularisé  et  hypoxique. 
Hypoxia‐Inducible Factor 1 (HIF1) est le facteur de transcription clé de l’adaptation cellulaire à 
l’hypoxie,  régulant  un  large  panel  de  gènes  impliqués  dans  l’angiogenèse,  le  métabolisme 
cellulaire,  ou  la  régulation  du  pH  intracellulaire.  Mon  projet  de  thèse  s’articule  en  trois  axes 
autour de HIF1 et la reprogrammation métabolique en hypoxie. 
Une  première  partie  de  ma  thèse  a  porté  sur  l’étude  de  l’asparagine  hydroxylase  Factor‐
Inhibiting HIF1  (FIH),  l’un des deux  senseurs d’oxygène  régulant HIF‐1. Nous avons démontré 
que FIH est essentiel dans le développement tumoral de part ses actions inhibitrices de l’activité 
transcriptionnelle de HIF1 ainsi que ses actions suppressives de la voie p53‐p21.  
L’induction,  par  HIF1,  du  « shift »  du métabolisme  cellulaire  vers  une  glycolyse  anaérobie  est 
primordiale dans  l’adaptation à  l’hypoxie. Glycolyse et synthèse du glycogène sont étroitement 
connectées.  Nos  travaux  ont  montré  que  les  cellules  tumorales  hypoxiques  synthétisent  du 













est  cependant  importante pour préserver  le  niveau d’ATP  suite  à  une  carence  en  glucose.  Ces 
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