We study an interacting system of N classical particles on a line at thermal equilibrium. The particles are confined by a harmonic trap and repelling each other via pairwise interaction potential that behaves as a power law ∝ N i =j |xi − xj| −k (with k > −2) of their mutual distance. This is a generalization of the well known cases of the one component plasma (k = −1), Dyson's log-gas (k → 0 + ), and the Calogero-Moser model (k = 2). Due to the competition between harmonic confinement and pairwise repulsion, the particles spread over a finite region of space for all k > −2. We compute exactly the average density profile for large N for all k > −2 and show that while it is independent of temperature for sufficiently low temperature, it has a rich and nontrivial dependence on k with distinct behavior for −2 < k < 1, k > 1 and k = 1.
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PACS numbers:
Introduction: A gas of N classical particles, confined by a harmonic potential on a line and interacting with each other via pairwise repulsion, constitutes one of the simplest interacting particle systems that have been well studied in the past. It has seen a recent revival in the wake of the physics of cold atoms. When the pairwise repulsive interaction decays as a power-law of the distance between the particles, the energy of the so called Riesz gas 1 is given by
where J > 0 and {x i } (i = 1, 2, . . . , N ) denote the positions of the particles on the line. The index k > −2 characterizes the strength of the pairwise interaction and sgn(k) in the prefactor ensures a repulsive interaction. For k < −2, the quadratic potential is not strong enough to counter the strong repulsion and confine the particles. Consequently the particles fly off to ±∞ and thus the case k < −2 is not physically interesting. Given the energy in (1), the joint probability distribution function (PDF) of the particles' positions is given by the Boltzmann weight, P (x 1 , · · · , x N ) = 1 Z N (β) e −βE [{xi}] , where β is the inverse temperature (k B = 1) and Z N (β) = N i=1 dx i e −βE [{xi}] is the normalizing partition function. The harmonic potential tries to confine the particles near the center of the trap, while the repulsive interaction tries to push them apart. As a result of the competition between the two terms, it turns out that the particles get confined to a finite region of space for large N , with a space-dependent average macroscopic density, ρ N (x) = N −1 N i=1 δ(x − x i ) (normalized to unity), where . . . denotes an average with respect to the Boltzmann weight. A basic natural question is: what is the configuration of x i 's that minimizes the energy in (1) for large N and what is the density profile in the ground state ? This is a classic and important optimization problem both in physics (see below) and in mathematics (see e.g. Refs. 2-4) whose solution, for generic k > −2, is hitherto unknown. A related question is: how does the average density profile depend on the inverse temperature β ?
This problem is of great general interest as there are varied physical systems that correspond to special values of k. We start with k = −1 where the interaction is linearly repulsive with distance. This is the well known one dimensional one-component plasma (1dOCP) 5 , consisting of oppositely charged particles with pairwise Coulomb interaction (linear in 1d) and overall charge neutrality [6] [7] [8] [9] [10] . Integrating out the positions of the negative charges gives rise to an effective quadratic confinement for the positive charges and the effective energy of the N positive charges with coordinates {x i } is precisely given by (1) with k = −1. In this case, the energy can be easily minimized by ordering the positions of the particles leading to an equispaced configuration [6] [7] [8] [9] [10] . Moreover, for large N , the average density profile ρ N (x) turns out to be independent of β and approaches a scaling form ρ N (x) → (1/N )ρ OCP (x/N ), where the scaled densityρ OCP (y) = 1/(2J) is uniform over the interval [−J, +J] and vanishes outside 3, [6] [7] [8] [9] [10] [11] . The second and perhaps the most well studied example corresponds to the limit k → 0 + , where we replace sgn(k) in Eq. (1) by +1, use |x i − x j | (−k) ≈ 1 − k log |x i − x j | and set J = 1/k. The energy in (1) then reduces, up to an overall additive constant, to
This is the celebrated log-gas of Dyson 12 . For the special values of β = 1, 2 and 4, the Boltzmann weight of the log-gas P ({x i }) = random matrix theory (RMT): respectively Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE) and Gaussian Symplectic Ensemble (GSE) 5, 13 . Gaussian ensembles are the cornerstones of RMT with myriads of applications, ranging from nuclear physics, mesoscopic transport, quantum chaos, number theory all the way to finance and big-data science 5, [13] [14] [15] . The loggas with arbitrary β > 0 also appears in RMT as the joint PDF of the eigenvalues of the so called DumitriuEdelman β-ensemble of tridiagonal random matrices 16 . The average density for large N converges to the scaling form, independently of β,
Thus the scaled density is supported over [− √ 2, + √ 2] and is known as the celebrated Wigner semi-circular law 17 . This central result of RMT has been instrumental in understanding the global properties in a variety of systems including growth models in 1 + 1 dimensions belonging to the KPZ universality class 18 , non-interacting trapped fermions [19] [20] [21] where the Wigner semi-circle can also be obtained from the so-called local density approximation (LDA) 22 , non-intersecting Brownian motions [23] [24] [25] , graph theory and communication networks 14 . The third physical example corresponds to k = 2, i.e., with inverse-square repulsion. For k = 2, (1) is the celebrated Calogero-Moser model [26] [27] [28] [29] which is integrable and is ubiquitous in diverse fields 30 . Curiously, it turns out that for any finite N , in the minimum energy configuration of both the log-gas (k → 0 + ) and the CalogeroMoser model (k = 2), the particle positions x i 's coincide exactly 31, 32 with the N zeros of the Hermite polynomial of degree N . Consequently, for large N , the scaled average density for k = 2 also approaches the Wigner semicircular law in Eq. (3) and as in the log-gas case, the semicircular law is independent of β. This is rather strange: even though the long-range repulsive interaction in the log-gas is much stronger than that of the inverse-square gas, the average density profile is identical in the two cases. This raises a very interesting and natural question: How does the shape of the average scaled density for large N vary as one tunes the parameter k ? The appearance of the semi-circular law both for k → 0 + and k = 2 suggests an intriguing possibility of a 'nonmonotonic' dependence of the shape of the average density as one tunes up k. This question on the dependence of the average density on k also has practical implications in a number of physical contexts. For example, in a typical cold atom experimental set-up, a quadratic confining potential is natural due to the usage of optical laser traps. In addition, it is possible to induce long-range power-law repulsive interactions between such atoms. For instance, charged particles interacting via the 3d Coulomb repulsion, but confined to a line by highly anisotropic optical trap, would correspond to k = 1. Similarly, k = 3 describes a dipolar gas confined to 1d [33] [34] [35] . For k → ∞, the Riesz gas reduces to a truely short-ranged repulsive gas similar to the harmonically confined screened Coulomb or Yukawa-gas studied in Refs. 11,36. In addition, other values of k have either been realized in experimental setups or could potentially be realized 37 . In this Letter, we address this interesting question of the dependence of the average density on k and obtain exact results for large N . We show that for large N the average density is independent of β for all k (for sufficiently large β)
38 , but has a rich and nontrivial dependence on k. On general grounds the average density is expected to have a scaling form ρ N (x) ≈ N −α kρ k (x/N α k ) for large N , where N α k corresponds to the typical scale of the position of the particles in the trap. Indeed, we do find this behavior, but with a twist. We show that there is a drastic change of behavior of the exponent α k as well as the scaling functionρ k (y) at k = 1. For the exponent, we get
The scaling functionρ k (y) has a support over
with −1/2 ≤ z ≤ 1/2 and B(a, b) is the standard Beta function. Thus the density either diverges or vanishes at the two scaled edges z = ±1/2 with an exponent γ k which also exhibits a change of behavior at k = 1, namely
The support length k is non-universal and depends explicitly on k and the coupling strength J (for the exact expressions of k , see Eqs. (36) and (65) of Supp. Mat. 45 ). The scaling function F k (z) depends only on k, and is independent of β and J. The case k = 1 is marginal with additional logarithmic corrections (we discuss this later). We show that this change of behavior at k = 1 can be traced back to the fact that, for k < 1, the large distance behavior of the interaction term controls the large N behavior of the density. In contrast, for k > 1, the limiting density is determined by the short distance behavior of the interaction term. This gives rise to an effective field-theory that is fundamentally different for k < 1 and k > 1. Thus k → 0 + (log-gas) and k = 2 (inverse-square gas) share the same average density profile, but the physics is rather different in the two cases. For k → −1, we recover the flat density of the 1dOCP. Also, in the limit k → ∞ we again get a flat density, consistent with the results for the 1d harmonically confined Yukawa gas 11, 36 . We also performed Monte-Carlo (MC) simulations for several values of k, finding excellent agreement with our analytical predictions (see Fig. 1 ).
Regime 1: −2 < k < 1: Assuming both terms in the energy (1) are of the same order for large N , the energy scale can be estimated as follows. Let the typical position of a particle scales as x typ ∼ N α k for large N , where α k is to be determined. Then the first term in (1) scales as ∼ N 2α k +1 , while the second term (where the double sum contains typically N (N − 1) ≈ N 2 terms) scales as ∼ J N 2−k α k . Demanding they are of the same order fixes the exponent α k = 1 k+2 (see the first line in Eq. (4)). Hence the total energy scales as E ∼ N 2α k +1 ∼ N 4+k 2+k in this regime. To find the configuration that dominates the partition function Z N (β) for large N , we generalise the method used for the log-gas (k → 0 + limit) 12, [48] [49] [50] . It turns out to be convenient to express the coarse grained energy in terms of a macroscopic density ρ N (x) and use the relation
any smooth function f (x). Next, we rescale x = N α k y with y ∼ O(1). Under this rescaling, the density trans-
, where we assumeρ k (y) is smooth and normalizable, ρ k (y)dy = 1. Consequently, the coarse grained partition function for large N can be expressed as a functional integral over the density fieldρ k (y) (for details see Supp. Mat. 45 )
where the action Σ[ρ k (y)] is given by (see also Ref. 51 for a rigorous proof in the cases 0 < k < 1)
Here µ is the Lagrange multiplier that enforces the constraint ρ k (y)dy = 1. Note that in the integrand of Eq. (7), we have only kept the leading order contributions to the energy. Both the entropy term (generated in going from microscopic configurations to the macroscopic density) as well as the short distance behavior of the interaction energy have been neglected, as they are of lower order in N for −2 < k < 1. This is valid as long as β N −2α k where α k = 1/(k +2) 38, 45 . Thus the effective action Σ[ρ k (y)] is manifestly non-local reflecting the long-range nature of the repulsive interaction. We will see later that this non-locality manifests only for −2 < k < 1. For large N , the partition function in Eq. (7) can then be evaluated by the saddle point method. Minimizing the action Σ[ρ k (y)] in (8) with respect (w.r.t.) toρ k (y) gives the saddle point equation for the optimal density
This equation is valid over the support ofρ k (y). The density is clearly symmetric in y, hence the support is over [− k /2, k /2] where k is fixed using the normalization
Taking a further derivative of (9) w.r.t. y leads to a singular integral equation (10) where P V denotes the principal value which needs to be taken only for k > 0. Also, for k → 0, J has to be rescaled such that J |k| = 1. Solving this singular integral equation poses the main technical challenge. Fortunately, it turns out that for −2 < k < 1, this equation can be transformed into the well studied Sonin form 52-58 , and can subsequently be inverted to obtainρ k (y) explicitly 45 . We then obtain the exact saddle point densitỹ
where k is given in Supp. Mat. 45 and F k (z) is given in Eq. (5) with γ k = (k + 1)/2. Note that the Sonin inversion formula also indicates that there is no physical solution (saddle point density) for k > 1. Hence, this solution is valid only in the range −2 < k < 1. Furthermore, since β appears only in the factor β N (4+k)/(2+k) outside the action Σ[ρ k (y)] in (7), it is clear that the saddle point density is independent of β: large N is equivalent to large β. In addition, the average density ρ N (x) , for large N , clearly coincides with the saddle point density as the average over all possible densities is dominated by the saddle point. In Fig. 1 upper panels, we compare our theoretical predictions with MC simulations for three representative values of k in the range −2 < k < 1 and find excellent agreement. Note that in the range −2 < k < −1 the density diverges at the edges ±l k /2, while for −1 < k < 1 the density vanishes at the edges. Exactly at k = −1, the density is flat, consistent with the 1dOCP result.
Regime 2: k ≥ 1: It turns out that, for k > 1, the interaction term in (1) containing the double sum is dom-inated by particles which are very close to each other, i.e., almost nearest neighbours. As a result, the short distance properties of the interaction term plays a more dominant role compared with its long distance behavior. This leads to an effective field theory which is local in the density and is much simpler. To compute the effective coarse grained energy for large N , we then take a different path than the k < 1 case (for details see Supp. Mat. 45 ). First, it is convenient to order the particle positions so that x i increases with the label i (this is fine since the energy (1) is invariant under permutation of labels). We then replace the discrete particle label i by a continuous coordinate and the position x i is approximated by a smooth continuous function x(i). Next, we approx-
and we have kept only the first term in the Taylor expansion anticipating that it captures the leading short distance behavior. Our next step is to express x (i) in terms of the local smooth macroscopic density ρ N (x) (normalized to unity). In fact, the local slope of the smooth function x(i), i.e., x (i) > 0 is simply the inverse of the number density N ρ N (x), i.e., x (i) = 1/(N ρ N (x)). Thus the double sum in (1) can be approximated, to leading order for large N , by i =j
The sum over j, for fixed i, is convergent for all k > 1 and simply gives a factor 2 ζ(k), where
is the Riemann zeta function. Furthermore, the sum over i can be replaced by an integral using the relation
Using this relation in both terms of (1) leads to a coarse grained energy
which is completely local in the density ρ N (x), unlike (8) for −2 < k < 1 that involved densities at two spaceseparated points. We then rescale x → x N −α k and write
It is easy to see that for both terms in (11) to be of the same order in N for large N , we need to choose α k = k/(k + 2), as stated in the second line of (4). Hence, the total energy scales as E ∼ N 3k+2 k+2 for large N . The coarse grained partition function Z N (β) can then be written as (12) where the action Σ[ρ k (y)] is given by
with µ again denoting the Lagrange multiplier enforcing the normalization of the density. Note that we have kept the leading order contribution for large N in the integrand in (12) and again neglected the entropy as well as subdominant singular terms which are of lower order in N . For large N , the integral (12) can again be evaluated by the saddle point method. Minimizing the action gives the saddle point equation
Trivially solving this equation gives,
√ 2µ is fixed from the normalization and is given explicitly in Supp. Mat. 45 . The scaling function F k (z) is then of the form in (5) with the exponent γ k = 1/k. The saddle point density coincides with the average density ρ N (x) for large N . In addition, since β appears only in the combination βN (3k+2)/(k+2) outside the action in (12) , clearly the saddle point density and hence the average density ρ N (x) is independent of β for large N , as long as β N −2α k where α k = k/(k + 2) 38,45 . This analytical prediction is then verified in MC simulations (see the bottom panels in Fig. 1 ).
The marginal case k = 1 lies at the borderline between Regime 1 and Regime 2. In this case, one would expect logarithmic corrections. Indeed, we find 45 that the average density approaches a scaling form,
, where the typical position of a particle scales as
√ 2µ and is given bỹ
This can be also cast in the scaling formρ 1 (y) = (1/ 1 ) F 1 (y/ 1 ) where F 1 (z) is given in (5) with γ 1 = 1. Numerical simulations are in good agreement with our analytical prediction, as shown in the Supp. Mat. 45 . Conclusions: In this Letter, we have computed analytically the average density profile of a classical gas of harmonically confined particles that repel each other with the repulsive interaction behaving as a power-law with exponent −k of the distance between any pair of particles. Our result generalizes in a nontrivial way, to arbitrary k > −2, the three famous classical examples: the 1dOCP (k = −1), the Dyson's log-gas in RMT (k → 0 + ) and the Calogero-Moser model (k = 2). We have shown that the underlying effective field theory that determines the average density profile for large N is governed by fundamentally different physics for −2 < k < 1 and k > 1. In the former case, the large distance behavior of the interaction potential dominates, while the latter case is governed by its short distance behavior. It would be interesting to study other observables beyond the average density for general k > −2. For instance, for the loggas (k → 0 + ) the position of the rightmost particle x max (the largest eigenvalue of a random matrix), centered and scaled, is known to converge to the celebrated TracyWidom distribution 59 . The corresponding extreme value distribution for k = −1 has recently been computed exactly 9,10 and the case k = 2 has been recently computed numerically 32 . It would be interesting to compute the limiting distribution of x max for generic k > −2. Finally, it would be interesting to see if our predictions for the average density can be measured in cold atom experiments. From that perspective, it would be nice to extend our results for the density profile to higher dimensions.
Note added in proof : After submission of the work, we came to know from O. Zeitouni that the case k > 1 was also studied recently in the mathematics literature 60 . Acknowledgments: We would like to thank T. Leblé 
, it is no longer sufficient to minimise just the energy and one has to take into account the contributions from the entropy, which will modify the average density. The relative importance of the energy and the entropy terms has been discussed in several previous works, see e.g. [39] [40] [41] . The entropy modified density was computed explicitly for the log-gas, i.e. in the k → 0 + limit 42 , and 
where we assume k > −2. The partition function is defined as
. It turns out to be convenient to order the particle positions x i 's such that x i increases monotonically with the label i. Since the energy (1) is invariant under any permuation of the labels, it follows simply that
Evaluating this microscopic N -fold integral in (2) exactly for arbitrary N is hard. However, one can make progress in the large N limit where one can coarse grain the system in terms of a smooth macroscopic density profile ρ N (x). Then the idea is to perform the integral in (2) in two steps. First, one fixes the macroscopic non-negative density ρ N (x) (normalized to unity), and integrates over all microscopic configurations in the partition sum (2) compatible with this macroscopic density ρ N (x). Secondly, one integrates over all possible smooth macroscopic density profiles ρ N (x)-leading to a functional integral over ρ N (x). It turns out (as we show below) that the energy in (1) can be expressed as a functional over only this macroscopic density, i.e., E[{x i }] ≈ E[ρ N (x)], to leading order for large N . Then, the partition function in (2) can be approximated as
where the delta function enforces the normalization of the macroscopic density (to unity) and N [ρ N (x)] is a combinatorial factor that counts the number of microscopic configurations compatible with a given macroscopic profile where the integral is along the imaginary µ axis. Putting all these together on the right hand side (rhs), we obtain, up to an overall (unimportant) multiplicative factor,
It will turn out that for large N and fixed k > −2, the energy term will scale as N b k with b k > 1, compared to the entropy term (∼ O(N )). Hence the energy dominates for all k > −2 and one can ignore the entropy term for large N . Ignoring the entropy term leads to
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Thus, our next task is to show that indeed the energy E[{x i }] can be approximated by E[ρ N (x)], a functional of only the macroscopic density ρ N (x). This is far from obvious, in particular for the interaction term (the second term) on the rhs of (1). We now show how it can be done. It turns out that the form of E[ρ N (x)] is very different for the three cases: (i) −2 < k < 1 (ii) k > 1 and (iii) k = 1. To proceed, the first step is to approximate the microscopic ordered coordinate x i by a smooth monotonically increasing function x(s) in the large N limit, such that x(i) = x i . One can relate this smooth function x(s) to the local macroscopic density by noting that
which follows from the fact that the total number of particles up to label s is simply s. Taking a further derivative of (6) with respect to x yields
Note that this relation (7) is true only for ordered configurations such that dx/ds > 0. This is needed since the rhs of (7) is positive because the density is manifestly positive. The average of any function f (x i ) of the coordinates x i , can then be expressed in terms of the macroscopic density as
which holds for any smooth function f (x). For example, using f (x) = x 2 in (8), the first term (corresponding to the external harmonic potential) on the rhs of (1) can be simply expressed as a functional of ρ N (x)
where the integral runs over the support of ρ N (x), i.e., where ρ N (x) is nonzero. The next step is to express the second term (interaction term) as a functional of ρ N (x). This requires a bit more work. We proceed by replacing x i − x j = x(i) − x(j) in the interaction term in (1) and express it first as a functional of x(s) as
The challenge now is to express this energy in (10) as a functional of ρ N (x), instead of a functional of x(s). We now consider the two cases −2 < k < 1 and k > 1 separately. This task turns out to be simpler in the former case than the latter one. Later, we treat the marginal case k = 1 separately.
A. The case −2 < k < 1
In this case, the double sum in (10) can be replaced, to leading order for large N , by a double integral using the identity (8) twice and the resulting integral is convergent. This leads to
The correction terms are subleading to this leading O(N 2 ) term. Adding (9) and (11), we obtain the desired coarse grained energy as a functional of the macroscopic density ρ N (x)
We then rescale x = N α k y and write ρ N (x) = N −α kρ k (x N −α k ), where ρ k (y)dy = 1 due to the normalization. Demanding that both terms scale as the same power of N fixes α k = 1/(k + 2) as stated in the first line of Eq. (4) in the main text. Consequently, the total energy scales as N b k , where
Consequently, dropping the entropy term in (5) is justified a posteriori. Furthermore, rescaling µ → µ N b k , we can write the partition function in (5) as
where the action Σ[ρ k (y)] is given by
This completes the derivation of Eqs. (7) and (8) in the main text. Taking functional derivative
of the action in (14) and setting it to zero gives Eq. (9) of the main text, i.e.,
Finally, taking one more derivative with respect to y inside the support ofρ k (y) gives the singular integral equation in (10) This case turns out to be harder due to the strong singularity of the rhs of (10) in the vicinity of i = j. Consequently, we can no longer replace the double sum by the double integral using the identity (8) as we did for −2 < k < 1. The double integral is simply divergent. Thus in this case, the double sum needs to be evaluated more carefully by separating out the singular (nonintegrable) and the regular (integrable) parts of |x(i) − x(j)| −k as j → i. To proceed, we first expand x(j) in a Taylor series for j close to i
where
ds n | s=i is the n-th derivative of the smooth function x(s) at s = i. Using (16), one can then formally express |x(i) − x(j)| −k also as a series
where the coefficients a m,k 's can be easily computed in terms of the derivatives x [n] (i). We note that in this expansion the terms up to m = m * = Int(k − 1) (i.e., the integer part of (k − 1)) give rise to non-integrable singularities, while the rest of the terms are regular, i.e., integrable. Hence we can separate these two contributions and write
where R(x(i), x(j)) denotes the integrable 'remainder' part. We then substitute this expansion (18) on the rhs of (10) to express the interaction energy as
For large N , the double sum over the regular integrable part can again be replaced by a double integral using the identity (8) twice
and hence it scales as N 2 for large N . The singular terms on the right hand side of (19) have to be evaluated separately. Consider first the term corresponding to m = 0. It is easy to see that
where we used (7) . Then the first singular term on the right hand side of (19) reads
Next we perform the sum over j keeping i fixed. For large N , to leading order, this sum over n = j −i can be extended from −∞ to ∞, excluding n = j − i = 0. This gives, using the symmetry factor 2,
where the Riemann zeta function ζ(k) is finite for k > 1. Furthermore, the sum over i in (22) can now be replaced by an integral using again the identity (8) . This gives finally
Note that this term scales as N k+1 for large N which is larger than O(N 2 ) in (20) for k > 1. Hence the singular term T 1 corresponding to m = 0 dominates over the regular term in (19) for large N . One can similarly evaluate the next singular terms m = 1, 2, . . . , m * . For instance, for m = 1, one gets, from Eq. (17)
Differentiating Eq. (7) with respect to s and using x (s) = [N ρ N (x(s))] −1 one gets
Hence a 1,k in (25) reads
Hence the contribution for the m = 1 term is given by
Performing the double sum as in the m = 0 case, it is easy to see that T 2 (singular) ∼ N k for large N . For k > 1, this is clearly smaller the singular term corresponding to m = 0 which is of order O(N k+1 ). One can similarly evaluate the next order terms and show that, for k > 1, they are all subdominant, compared to the leading m = 0 term. Hence, finally, we find that to leading order for large N and k > 1
Adding this to the harmonic part in (9) then gives the leading large N behavior of the total energy for k > 1
as N (x) , in the latter case it is completely local. As in the case −2 < k < 1, we next rescale x = N α k y in (30) and write ρ N (x) = N −α kρ k (x N −α k ), where ρ k (y)dy = 1 due to the normalization. We demand that both terms on the rhs of (30) 
This then completes the derivation of Eqs. (12) and (13) in the main text. Minimizing the action in (32) gives the saddle point equation that reads
where the Lagrange multiplier µ enforces the normalization ρ k (y)dy = 1. Solving Eq. (33) trivially gives
The constant µ is fixed from the normalization condition
Performing this integral and setting the support length k = 2 √ 2µ gives
where B(a, b) is the standard Beta function.
The support length k in (36) is plotted here as a function of k, for the case k > 1. As k increases beyond 1, the support length k decreases monotonically and approaches 1 as k → ∞.
Finally, the solutionρ k (y) can be expressed asρ k (y) = (1/ k ) F k (y/ k ) where the scaling function F k (z) is supported over z ∈ [−1/2, 1/2] and is given by
as stated in Eq. (5) of the main text with the exponent γ k = 1/k, as given in the second line of Eq. (6) of the main text.
C. The marginal case k = 1
For the marginal case k = 1, let us first evaluate the singular part of the interaction energy in (10) . The Taylor expansion of x(j) around j = i as in (18) yields
where R(x(i), x(j)) is again the regular integrable part. Substituting this in (10), the double sum over the integrable part can again be replaced by the double integral as in (20) and this term scales as ∼ N 2 for large N . The contribution from the leading singular term reads
where we used the relation
. But now the sum over j, for fixed i, is not convergent. For large N , this sum over j can be extended from i−N/2 to i+N/2 and hence to leading order for large N it can be approximated by j =i 1/|j − i| ≈ 2 ln N . Replacing further the single sum over i by an integral using the identity (8) gives the large N estimate
This term thus scales as ∼ N 2 ln N and hence dominates over the O(N 2 ) behavior of the integrable remainder part. Hence, to leading order for large N , we get the interaction energy
Adding this to the harmonic part in (9) then gives the leading large N behavior of the total energy for k = 1 Next, we rescale x = L N y and write
, where L N is yet to be determined. Substituting this scaling form in (42), we find that the first term scales as N L 
The total energy then scales as E ∼ N 5/3 (ln N ) 2/3 , which again is larger than the entropy term (∼ O(N )), hence justfying the fact that we have dropped the entropy term in (5) . Hence, the partition function Z N (β) in (5) for k = 1 can be expressed, to leading order for large N , as
where the coarse grained action Σ[ρ 1 (y)] is given by
Here again µ is the Lagrange multiplier that enforces the normalization constraint dyρ 1 (y) = 1. The partition function can then be evaluated by the saddle point method for large N . Minimizing the action in (45) with respect toρ 1 (y) yields the saddle point equation
Solving this equation trivially givesρ
Finally, enforcing the normalization condition
Hence, the total support length 1 is given by
Consequently, the scaled density can be expressed as,ρ 1 (y) = (1/ 1 )F 1 (y/ 1 ) where the scaling function
which yields the form given in Eq. (5) in the main text with exponent γ 1 = 1. We have compared the analytical prediction (47) for k = 1 with Monte Carlo simulation result (see Fig. 2 above) and found very good agreement.
II. SOLUTION OF THE SINGULAR INTEGRAL EQUATION FOR
In this section we provide a detailed exact solution of the singular integral equation (10) in the main text for −2 < k < 1. This equation reads
where P V stands for the principal value. Note that this integral is interpreted in a principal value sense only for 0 < k < 1, but for k < 0 it is an ordinary integral (since it is integarble for k < 0). The goal is to invert this integral equation to obtain the scaled densityρ k (y) which is supported over y ∈ [− k /2, k /2] and satisfies the normalization condition
Consider first the limit k → 0 + , where we set J |k| = 1. In this case Eq. (51) reduces to a singular integral equation of the Cauchy type (with one compact support over y ∈ [a 1 , a 2 ])
where the source function g(y) = y, a 1 = l 0 /2 and a 2 = −l 0 /2. For an arbitrary source function g(y) and for a compact single support [a 1 , a 2 ], the Cauchy singular equation (53) can be explicitly inverted to obtain the scaled densityρ 0 (y) using a formula due to Tricomi 3 that reads
where B 0 = a2 a1ρ 0 (y)dy (for a discussion of the Tricomi solution in the log-gas case, see section 3 of the review in Ref. 4 ). In our case, the source function g(y) = y, the support is symmetric around 0, i.e., a 1 = − 0 /2 and a 2 = 0 /2 and the the normalization condition l0/2 −l0/2ρ 0 (y)dy = 1 indicates B 0 = 1. Evaluating the P V integral on the right hand side of Eq. (54) then gives the semi-circular law
and we also have 0 = 2 √ 2. This solution can then be written asρ 0 (y) = (1/ 0 ) F 0 (y/ 0 ), where F 0 (z) = Can we go beyond these two solvable cases namely the k → 0 + limit and k = −1, and invert the integral equation (51) for a general −2 < k < 1 ? Fortunately, the answer is yes and there is an inversion formula due to Sonin 5 which is a generalization of the Tricomi formula, as we explain now. To make progress for general k, it is useful to first make a change of variables z = y + k /2, z = y + k /2 in Eq. (51) to bring it into the standard Sonin form. Let us write the density in the z variable as d k (z) =ρ k (z − k /2). In this z variable the density d k (z) has support over the positive region [0, k ]. With this change of variable, the integral equation (51) reads
It is in this form that this integral equation was first studied by Sonin 5 for an arbitrary source function h(z). Since then, this equation has appeared in various problems in the mathematics literature 6, 7 and also in a number of physical problems. For example, it appears in the computation of the mean exit time of a Lévy walker (of Lévy index p) from a finite interval [0, k ] in one dimension 8, 9 . The other physical example concerns the computation of the temperature profile for systems with anomalous heat conduction in one dimension 10, 11 . It turns out that it is indeed possible to invert this integral equation (56) and obtain d k (z) explicitly for arbitrary h(z) and −1 < p < 2 (i.e., −2 < k < 1) -this is known as the Sonin inversion formula 5 . The general solution of (56) can be expressed as a linear combination
where the first term is a homogeneous solution of (56) with h(z) = 0, c 0 is an arbitrary constant and u k (z) is a particular solution of (56) given explicitly by
We insert h(y) = − 1 J|k| (y − k /2) in the second term on the right hand side of Eq. (59) and perform the double integrals. After a few steps of straightforward algebra we get the explicit solution
The general solution is therefore
The constant c 0 in (61) has to be fixed by physical considerations. Indeed, the homogeneous solution
p/2−1 of the integral equation (56) is obtained when h(z) = 0, i.e., when there is no confining potential. However, when there is no confining potential, physically it is clear that since the charges repel each other, there can not be a confining physical density-the charges will just fly off to infinite distance from each other to minimize the energy. So, even if there exists a mathematical solution of the integral equation (56) for h(z) = 0, it can not correspond to a physical solution. It is a spurious solution that must be discarded. This physical argument sets the constant c 0 = 0.
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One can also show this more rigorously as follows. Consider the solution d k (z) in (61) that has two parameters c 0 and k that are yet to be determined. We recall that d k (z) must be normalized to unity [see Eq. (52)
This gives one relation between the two parameters c 0 and k . We need one more condition. Consider first the case −1 < p = k + 1 < 0. In this case, while the particular solution u k (z) in Eq. (60) is integrable over z ∈ [0, k ], the homogeneous part c 0 [z ( k − z)] p/2−1 is not integrable over z ∈ [0, k ] and hence, to satisfy Eq. (62), we must have c 0 = 0. Next we consider the complementary case: 0 < p = k + 1 < 2. This case is a bit harder. Here, even the homogeneous solution is integrable, so we can not use the same argument. However, note first that c 0 can not be negative because near the edges z → 0 and z → k , the homogeneous solution in (61) dominates over the particular solution u k (z) as it has stronger singularities at the edges. Hence, if c 0 is negative that would imply that the density is negative near the edges. This is clearly not possible. Hence, we must have c 0 ≥ 0. Now, keeping an arbitrary non-negative c 0 , one can in principle compute the saddle point energy, which is now parametrized by c 0 ≥ 0. So, one needs to minimize this energy further with respect to the parameter c 0 in the range c 0 ∈ [0, ∞). It turns out that this energy is an increasing function of c 0 ≥ 0 for all −1 < k < 1, and hence the minimum energy corresponds to c 0 = 0 even in this case −1 < k < 1. We do not show these calculations in detail here as they are a bit cumbersome. Hence, in the entire range −1 < p = k + 1 < 2, one finds that c 0 = 0 (in agreement with the physical argument above) and the full solution is just given by the particular solution
Going back to the y coordinate and using p = k + 1, the solution for all −2 < k < 1 can then be expressed as
where − k /2 < y < k /2. The support length k is determined by the normalisation condition (62) and we get for all −2 < k < 1,
The solution in (64) can then be written in the customary scaling formρ k (y) = (1/ k ) F k (y/ k ), where the scaling function F k (z) is given in Eq. (5) of the main text with the exponent γ k = (k + 1)/2, as stated in the first line of Eq. (6) in the main text.
III. SUMMARY OF THE AVERAGE DENSITY FOR LARGE N
Let us finally summarize briefly our results for the leading large N behavior of the average density for the three cases −2 < k < 1, k > 1 and k = 1. For both −2 < k < 1 and k > 1, we find that the average density ρ N (x) for large N is independent of the inverse temperature β and is described by the scaling form
where 
The scaling function F k (z), supported over z ∈ [−1/2, 1/2], is given explicitly by
where the exponent γ k is given by
We find excellent agreement of our analytical prediction in (66) with numerical results, as shown in Fig. (3) . The case k = 1 is marginal and here the typical scale has logarithmic corrections. We find that the average density for large N has the scaling form 
The scaling function F 1 (z) is given explicitly by
Let us end with a remark that the scaling function F k (z) in (69) (including the k = 1 case) describing the large N behavior of the average density is universal in the sense that it is independent of the inverse temperature β and the coupling strength J -it only depends on the index k that characterizes the exponent of the pairwise long-range power-law repulsive interaction between the particles. 
