Abstract-This paper proposes a probabilistic generative model that concurrently tackles the problems of image retrieval and region-of-interest (ROI) segmentation. Specifically, the proposed model takes into account several properties of the matching process between two objects in different images, namely: objects undergoing a geometric transformation, typical spatial location of the region of interest, and visual similarity. In this manner, our approach improves the reliability of detected true matches between any pair of images. Furthermore, by taking advantage of the links to the ROI provided by the true matches, the proposed method is able to perform a suitable ROI segmentation. Finally, the proposed method is able to work when there is more than one ROI in the query image. Our experiments on two challenging image retrieval datasets proved that our approach clearly outperforms the most prevalent approach for geometrically constrained matching and compares favorably to most of the state-of-the-art methods. Furthermore, the proposed technique concurrently provided very good segmentations of the ROI. Furthermore, the capability of the proposed method to take into account several objects-of-interest was also tested on three experiments: two of them concerning image segmentation and object detection in multi-object image retrieval tasks, and another concerning multiview image retrieval. These experiments proved the ability of our approach to handle scenarios in which more than one object of interest is present in the query.
I. INTRODUCTION
T HIS paper considers the problem of large-scale query-byexample image retrieval. This problem has been traditionally tackled using the well-known Bag-of-Words (BoW) model [1] , [2] , a robust and computationally affordable method. This model involves the generation of a visual vocabulary, which allows for associating each local descriptor of an image with one visual word through a quantization process. As a result, each image can be described as a histogram of word occurrences that is used to compute a similarity measure between every pair of images. Since the BoW model does not take into consideration the spatial distribution of the visual words in the image, several geometry-aware approaches have been proposed to improve the baseline similarity ranking provided by the BoW model. The last research directions on this topic can be broadly categorized into four classes: a) those aiming to improve the visual vocabulary; b) those performing a query expansion; c) those optimizing efficiency and memory resources related to image representation; and d) those improving the matching process by taking into account geometric considerations.
Regarding the first direction, several approaches in the literature have proposed the use of very large vocabularies (up to 16.7 M words). Using such large vocabularies improves the discrimination capabilities of the model by giving more importance to image details. The most common approach to build vocabularies is the well-known k-means clustering algorithm [2] ; however, its results usually scale poorly with the size of the vocabulary. Consequently, more recent works have moved towards either hierarchical approaches (such as trees), or approximate nearest neighbor techniques [3] . Furthermore, other authors have proposed a soft quantization approach for the representation of the local descriptors. In this manner, the actual distances between each descriptor and the closest words in the vocabulary are also taken into account. In [4] , a soft quantization process was proposed that provided a notable increase in the system performance. It is also worth mentioning the approach suggested in [5] , where a kernel-based density estimation was used to jointly address the quantization and the matching processes.
With respect to the second direction, query expansion techniques, [6] and [4] used top-ranked images as new queries in order to perform several iterations of the matching process. A similar idea is explored in [7] , where the authors use a visual query expansion method to enhance the ranking results of an initial text-based search. These methods achieved notable improvements in retrieval performance at the expense of an important increase in the computational time.
The third direction involves obtaining compact image representations, either by reducing the number of detected features per image (see [8] for an example), or by using compact image representations, such as hashes [9] , compressed representations of Fisher vectors [10] , or binary vectors computed using a Hamming embedding of GIST descriptors [11] . Furthermore, we can also consider in this direction those approaches that use latent topic models to obtain compact higher-level representations, such as that presented in [12] .
Finally, with respect to the use of geometric considerations, the most prevalent approach consists of a geometric-based postprocessing step [3] , [4] . However, other proposals have also been successful in taking geometric constraints into account. In [13] , [14] , the authors proposed a combined use of Hamming embedding and weak geometric consistency to improve the retrieval process. In [15] , bundling features were proposed so that the large regions detected by the MSER detector [16] contained several local patches detected by the SIFT detector [17] . In doing so, these features combine the higher discrimination properties of larger regions with the repeatability and robustness to occlusions of local patches. In [18] , geometry-preserving visual phrases were proposed that capture short-and long-range spatial relations between visual words.
Moreover, the inclusion of geometric considerations in the matching process generates some spatial information that can help to detect the Region of Interest (ROI). In [3] , for example, only those matches obeying a specific transformation were considered as true matches. This true/false match classification provided a segmentation mask that allowed for identifying the ROI of the query image. The model in [19] efficiently estimated an affine transformation between every two images by discretizing the transformation space, decomposing it into rotation, scaling and translation. This model was then utilized to generate spatial voting maps in the query, allowing for bounding-box based localization of the object of interest. Furthermore, in [20] a latent topic model named Geometric Latent Dirichlet Allocation was introduced that takes into consideration some geometric constraints. In particular, the topic model was used to unsupervisely model images as mixtures of topics hopefully associated with objects in the scene. Then, they evaluated the performance of this approach for image retrieval applications and, finally, demonstrated that is possible to automatically discover and segment regions-of-interest.
In this paper we propose a geometric-aware matching that relies on a probabilistic mixture model to concurrently solve both image retrieval and ROI segmentation problems. While the model proposed in [3] uses image transformations as the unique constraint in the matching process, our proposal provides a unified framework that takes into account three kind of constraints: spatial coherency between points belonging to the same object, underlying geometric transformations between matched objects, and visual similarity between matched points. As a result, the proposed method naturally provides a segmentation mask identifying the ROI in the query image.
In comparison with [20] , which aims to analyze a set of images to discover objects that consistently appear in some of them, our method focuses on the matching process between a query image and a set of reference images. Furthermore, in [20] , the geometric transformations are estimated at the local feature level, whereas our method models the transformation between objects appearing in two images.
From our point of view, the proposed method provides three main benefits with respect to traditional retrieval approaches: first, the segmentation of the ROI may be useful in many applications (e.g. video editing); second, it improves the retrieval process by enforcing the matches to fulfil a set of geometric constraints; and, third, using a mixture model to represent the matching process allows us to consider more than one image region being matched in a reference image. As we will show in the experimental section, it successfully addresses several problems of interest in computer vision, such as multi-object retrieval, detection and segmentation, or multiview retrieval.
The model presented in this paper was initially proposed in [21] . In this paper we present an in-depth discussion about the proposed model and a complete development of the formulation. Additionally, we provide an comprehensive assessment of the method in new scenarios of application.
The remainder of this paper is organized as follows. In Section II we describe the problem to be addressed and present our probabilistic solution. In Section III we assess our proposal in comparison to several state-of-the-art approaches. Finally, in Section IV we discuss the results, draw conclusions, and outline future lines of research.
II. A GENERATIVE MODEL FOR IMAGE RETRIEVAL
Given a query image and a set of reference images , the objective of an image retrieval system is to compute a similarity measure between and each one of the reference images in order to generate a similarity ranking. The computation of this similarity measure involves several steps that are briefly reviewed next. Salient points (keypoints) are detected for every image.
Subsequently, a descriptor is obtained for each keypoint. Each descriptor depicts the appearance of a local region around the corresponding keypoint. Then, a keypoint-level matching process is performed for each pair of images (the query and each one of the reference images). As a result, a set of potential matches are generated between the query image and each reference image .
This step usually relies on several thresholds on the (visual) distance between descriptors, so that non-likely matches are filtered out. Finally, these low-level matching results serve as the basis for computing the similarity measure.
Usually this matching process is prone to false negative and false positives. In this context, we propose to use a generative model of the query image that allows us to incorporate some assumptions that make the matching model more robust.
A. Model Assumptions
Our model starts working from a set of preliminary matches. A first subset of potentially false matches are filtered out by means of two thresholds: one on the absolute distance between the descriptors and another on the ratio between the distances to the first and second neighbors. However, the values of these thresholds are conservative enough so that the following steps of the matching process are still responsible for deciding on true and false matches. An illustrative example of the results obtained at this stage are shown in Fig. 1 .
In the proposed model, the query image is considered as the result of a composition process that combines several components coming from reference images. The use of probabilistic mixture models is very common in the computer vision field, e.g.: Gaussian Mixture Models (GMM) [22] or Lantent Topic Models [23] . In our case, the keypoints in the query image and their associated matches are modeled as a mixture of components, 1 associated with the image background (B),
, and associated with foreground (F) areas . Each component is defined by a set of keypoints of the query Fig. 1 . Results of the matching process between a query image and two images of the reference database. As can be observed, the thresholds used were very conservative so that either correctly (left) or wrongly (right) retrieved images exhibited a relevant number of potential matches. Subsequently, the proposed generative model is in charge of filtering out false matches and providing a refined image ranking.
image and their matches in the reference images. The foreground components are then intended to represent objects that also appear (geometrically transformed) in any of the reference images. In contrast, the background component will consist of false matches, i.e., those keypoints in the query image that do not appear in any other image in the dataset.
It is worth noticing that each detected keypoint in the query image might generate up to matches (one for each reference image), which are treated as independent matches. In doing so, the proposed model allows the query image to share some specific areas (objects) with a reference image and to be different in others.
More specifically, the proposed model relies on imposing some constraints to the matching process with the aim of identifying (more reliably) the true matches. These constraints are based on what we call 'the model assumptions', which are inspired by observations that generally hold for true matches.
Let us describe a match between the query and a reference image as a three-dimensional vector , where denotes the spatial coordinates of the keypoint in the query, denotes the corresponding coordinates in the reference image, and the matching distance. The following three assumptions generally hold for true matches: 1) A keypoint in the query image that has been matched with a keypoint in the reference image belongs to a specific object that is also present in the reference image. Therefore, there exists an object-level geometric transformation that maps the object of into . We model this mapping as an Affine transformation: (1) where is a 3 3 matrix that defines the geometric transformation that the object undergoes from the reference image to the query.
2) The object tends to appear at a certain location of the image. Consequently, the keypoints belonging to this object should appear in that certain location. 3) True matches tend to produce lower matching distances.
Therefore, we suggest to reinforce those matchings whose distances exhibit low values. Relying on the previous assumptions, we have built a generative probabilistic model of the matches between and .
B. Proposed Generative Model: Basic Version
We will describe the model in two phases to make its understanding easier. A basic version is described in this subsection, and two extensions will be explained in the next subsection. With respect to the basic version, we describe first each part of the model (each one related to one of the previous assumptions), and then the whole model resulting from the integration of all its parts.
The model assumes that has been generated as the mixture of components. The first part of the model defines the "a priori" probability of each component or, in other words, the mixture weights. The second part describes the location of each keypoint of the query image by means of an Affine transformation that aims to capture the geometric transformation that each object undergoes to fit the same object in the query image (transformation-based location). The third part provides additional insight into the object location, but now according to the expected location of the object in the image (Spatial consistency-based location). Finally, the forth part considers the visual similarity itself by taking into account how likely the computed distance is, given each one of the potential objects (visual similarity). Let us describe each one of these parts more in-depth.
• Mixture weights: Let us define as a simple indicator variable that associates a match with a specific component of the mixture through a probability . Specifically, we have modeled these "a priori" probabilities through a multinomial distribution defined by a multinomial parameter , i.e., is the prior probability that the keypoint belongs to the component of the mixture.
• Transformation-based location: is the probability that the location of the keypoint associated with the match has been generated by transforming through the geometric transformation . It is worth noticing that, for the sake of compactness, we have used the index meaning conditioning on . For the components of the mixture, this probability distribution is modeled by a Gaussian distribution of mean and covariance matrix . The mean represents the expected location given the transformation, while the covariance matrix models the uncertainty of the transformation. For the component, we propose a Uniform distribution over all the possible spatial locations (the pixels of the query image). Integrating both terms ( and ), the complete formulation of the transformation-based location distribution is as follows: (2) • Spatial consistency-based location: models the spatial distribution of the component in the query image . This term takes into account the fact that a particular object (component) tends to appear consistently in a certain area of the image. Accordingly, this probability distribution is used to impose certain spatial consistency over the components. The expected location of each of the objects is defined by a Gaussian distribution with mean and covariance matrix . For the background component, we propose a Uniform distribution over the spatial locations. In summary, the proposed distribution is as follows: (3) • Visual similarity: the distribution models the probability of the computed visual similarity (matching distance between descriptors), given the component , with being the distribution parameter. An Exponential distribution is proposed for foreground components and a Uniform distribution for the background component, thus leading to the following definition: (4) Once the parts of the model have been presented separately, we explain how the individual distributions have been integrated into a generative model that describes probabilistically each potential match . Fig. 2 shows the graphical model of the proposed algorithm. Following this model, the probability of a match, defined through the variables and , given a potentially matching keypoint in the reference image, is computed as follows: (5) where is the parameter vector of the model , and is the location-related probability, which fuses the location information coming from considering both the affine transformation and the spatial consistency. Specifically, this final location-based distribution consists of two parts: a Uniform distribution for the background component and the following factorized conditional distribution for the foreground components: (6) where is a normalizing factor that ensures that is a probability density function (pdf) over . Furthermore, given a set of reference keypoints and the parameters of the distributions, this normalizing factor does not depend on the data and can be pre-computed as: Inference: Considering the previous definitions of the variables and the graph shown in Fig. 2 , the log-likelihood of a corpus consisting of R reference images can be stated as: (8) which is not directly optimizable due to the sum inside the logarithm.
Applying the Jensen's inequality, a lower bound of the loglikelihood is obtained: (9) where denotes the posterior (given the data) probability of a keypoint belonging to the component of the mixture, and obeys . We propose the use of the Expectation-Maximization algorithm to obtain the values of the parameters that maximize the lower bound of the log-likelihood (Maximum Likelihood or ML values).
EM-Algorithm: Omitting the algebra, in the E-step of the EM algorithm the expected values of the posterior probabilities are computed as follows: (10) In the M-step, the values of the model parameters that maximize the Likelihood are obtained as: (11) 
C. Model Extensions
Two model extensions are proposed for the generative model. The first aims to provide more precise segmentations of the ROI. The second adds flexibility to the transformation of the model to cope with practical issues found in real databases. Fig. 3 shows the graphical representation of the extended model.
1) Improving the ROI Segmentation:
We have proposed the use of a Gaussian distribution for modeling the spatial location of matched objects in the query image. However, although a Gaussian distribution works properly in terms of location, it obviously provides a coarse approximation of the object shape, what leads to imprecise segmentations of the region-of-interest.
With the aim of providing more precise ROI segmentations, we suggest a new probability distribution that relies on a previous segmentation of the query image. Since the regions resulting from the segmentation have more realistic shapes, a much more precise estimation of the object shape can be provided. In particular, the query image is segmented based on color information [24] and a set of regions are obtained. Then, the location of the keypoint associated with each match is indexed by an indicator variable that points to the region that contains the keypoint. And finally, the original distribution is substituted by a new discrete distribution with parameter : (17) where means that the keypoint associated with the match in the query image lies in the region , and denotes the probability that a component be located at a particular region of the segmentation. This probability is computed as follows: (18) and substitutes previous (12) and (13) of the basic version of the model concerning the Gaussian distribution related to the spatial consistency term.
In addition, in order to obtain a simple analytical solution, we consider the new variable as conditionally independent of given . This assumption allows us to factorize their probabilities.
It is also worth commenting that, apart from providing better ROI segmentations, the inclusion of this new distribution produced slight improvements in the overall performance, as will be shown in the experimental section.
2) Managing the Flexibility of Geometric Transformations: Using a Gaussian distribution to model the transformation-based location provides certain degree of flexibility since the covariance matrix allows us to relax the geometric constraints imposed by transformation when necessary. However, as we found in our experiments, it would be desirable to have control on the flexibility of the model, so that it could fit to either more or less similarity demanding tasks.
With this requirement in mind, we propose to introduce a regularizing prior over the covariance matrix . In this manner, although small covariance values usually turn out to be more appropriate, the method is endowed with a means that allows us to control on the flexibility of the transformations. In particular, we have considered a Wishart distribution of degrees of freedom, which is the conjugate prior of the inverse of the covariance matrix: (19) where is the dimension of the data ( , in our case), stands for the Trace operator, and and are hyperparameters.
The inclusion of these priors, which only apply to the components of the model, leads to the following Maximum a Posteriori optimization: (20) where has been previously defined in (8) .
Consequently, the update expression of the corresponding covariance matrix should change accordingly: (21) Now, following the approach in [25] , appropriate values for the hyperparameters have been chosen so that the covariance matrix update equation takes the desired form. In particular, the hyperparameters are chosen as follows: (22) (23) where represents the prior of the covariance matrix (the same for all objects), and manages the balance between the free term and . In addition, is used for setting the value of so that the final update equation for the covariance looks like: (24) which substitutes (15) of the basic version of the model. The rest of the update equations remain unaltered as described in Section II-B.
In our experiments, in the absence of information we consider the same value of for all the foreground objects in a scene; in particular: (25) where is a constant that has been set to , and and had been previously defined as the number of matched points in the reference image and the number of components in the mixture, respectively. Additionally, the prior value of the covariance has been empirically set to .
D. Generating the ROI
The proposed generative model is also able to unsupervisely discover the ROI in the query image. This region is usually associated with an element (building, object) of special interest in the query that is successfully matched in several reference images. The process followed to obtain the ROI segmentation can be summarized as follows (for simplicity, we describe the procedure for ): 1) Generate a binary mask by labeling those points that belong to the component. 2) Perform an opening morphological operation over the binary mask using a disk-type structuring element (we use radius of 50 pixels in our experiments). 3) After re-labeling the generated connected components, remove those ones whose size is relatively small (smaller than half the size of the largest one, in our experiments). Some visual examples of the generated ROIs can be found in the experimental section (Fig. 7) .
E. Automatic Selection of the Number of Model Components
In this section we propose a simple method to automatically determine the value of based on the query image content. It consists in a splitting approach that iterates adding new components to the mixture when necessary. In the following paragraphs we describe the proposal in detail.
When is lower than the actual number of objects, each component will represent more than one object. Therefore, we decide to associate each component with the main object (among those represented by that component) and then look for new ones. We start running our model with and, at the end of each iteration, we look for new components by following this process: 1) For each foreground component , we select the reference image that best represents it. To that end, for each reference we compute the accumulated posterior probability of the matches associated with that component as follows: (26) and then select that reference that produces the highest accumulated probability.
2) For each pair foreground component-best reference image,
we generate the ROI of the main object (as described in previous subsection) and save the corresponding segmentation for future testing of potential new components. As a result of these two first steps, we achieve a segmentation of the main object associated with each foreground component in the mixture. This segmentation, called the 'accumulated segmentation', will be used in the fourth step of the algorithm. 3) For each foreground component, steps 1) and 2) are repeated for every reference image, generating candidate regions that are considered as potential new components. 4) For each potential candidate component, three features are extracted: a) % of overlapping with the segmentation of the main object of this component; b) the relative size of the region with respect to image dimensions; and c) the density of points inside the region (a ratio between the number of matches and the area of the region). The decision whether or not to accept the region as a new component is made using a linear classifier relying on these features as inputs. If accepted, the associated mask is included to the accumulated segmentation. The linear classifier was trained on some manually generated data.
It is worth noticing that when a reference provides an object that actually coincides with the main object already considered, the degree of segmentation overlapping will be high. Hence, overlapping becomes the main measure to make decisions in this process. Nevertheless, the relative size and density are still useful complementary variables that help to avoid adding new components associated with either very small regions or sparse sets of points.
In addition, it is also worth mentioning how once the algorithm decides that a candidate is being incorporated to the mix- ture, its region is added to the accumulated segmentation, thus preventing from the addition of two candidate regions with high degree of overlapping.
A visual example of the process is illustrated in Fig. 4 .
III. EXPERIMENTS AND RESULTS
In this section we describe the assessment of the proposed generative model.
We have used various datasets for our experiments:
• The Oxford Building 5 K dataset [26] : a database that contains 5.062 high resolution images (1024 768) showing either one of the Oxford landmarks (the dataset contains 11 landmarks), or other places in Oxford. The database includes 5 queries for each landmark (55 queries in total), each of them including a bounding box that locates the object of interest.
• The INRIA Holidays dataset [13] : a dataset with 1491 personal holiday photos, in which several transformations or artifacts can be evaluated: rotations, viewpoint, illumination changes, etc. This dataset contains 500 image groups or scenes, with the first image of each group being the query (500 queries).
• The ETHZ toys dataset [27] : a dataset for specific object recognition. It contains 40 images modeling the appearance of 9 specific objects, and 23 test images in which several objects appear under different scale, viewpoint, and occlusion conditions. This dataset, although small to properly assess the performance of the proposed system in an image retrieval problem, allows us to demonstrate the model capability of handling more than one object of interest.
• The RGB-D object dataset [28] : a large image dataset of 300 common household objects that was conceived as a 3D dataset and contains 2D images and depth maps of every object (which was placed on a turntable to capture images for one whole rotation). In our experiments we have only used 2D images of the objects viewed from different angles, discarding depth information. We have considered images containing isolated objects as reference dataset, and used the so-called RGB-D Scenes Dataset as test/query dataset. The RGB-D scenes dataset consists of video recorded at different locations containing more than one object of interest per scene. Let us note that many of the objects in this dataset are very homogeneous and therefore, not suitable for a salient feature-based recognition such as the one used in this paper. Hence, we have restricted our experiments to a subset composed of the 10 most-textured object categories and, therefore, more salient features (e.g. cereals box, food box, cap, notebook, etc.). Then, only those frames in the scenes dataset that contained more than one object belonging to the considered categories were selected as queries. This process led to a query set containing 54 images, and a reference dataset of 4314 images, which are figures very similar to those of the Oxford dataset. Our experiments have been divided into two blocks. First, we assessed our model for image retrieval and automatic ROI segmentation when each image contains only one object of interest, following the conventional experimental protocols for the Oxford Building and Holidays datasets, respectively. In both datasets, since each image contains only one object of interest, we have selected , i.e., one foreground object. Second, we proved the usefulness of the proposed model for by solving three tasks: a multi-object category-based segmentation in the ETHZ toys dataset, a multi-object detection task in the RGB-D object dataset, and a multiview object retrieval task on the Oxford Building dataset.
In order to establish a meaningful comparison, we followed the feature extraction protocol described in [3] . In particular, we detected salient points using the affine-invariant Hessian detector [29] . Then, we described the local region around these keypoints with a 128-dimensional SIFT descriptor [17] . Subsequently, a Bag-of-Words (BoW) model was used; in particular, we employed the same BoW as in [3] with the 1 M-sized hard-assigned vocabulary. Finally, the authors of [3] performed a re-ranking step using RANSAC [30] , an efficient geometric- based matching technique, which we substituted by our probabilistic generative model. Furthermore, in order to limit the complexity of the overall process, we used a Fast Nearest Neighbour search [31] .
A. Image Retrieval and ROI Segmentation With One Object of Interest
As a similarity metric between two images (the query) and (each of the reference images), we propose a new measure that can be expressed as follows: (27) i.e., is the sum of the posterior probabilities of the points belonging to the foreground component . This new measure allowed us to generate a ranked sequence of images that was then evaluated in terms of Average Precision (AP), a measure that has been extensively used to assess information retrieval systems. AP requires a set of ranked images as system output and combines both recall-and precision-related factors in a single measure, which is also sensitive to the complete ranking. For a detailed description of the AP measure the reader is referred to [32] .
1) Validating the Elements of the Model:
With the purpose of validating each one of the elements of the proposed model, we assessed separately their influence on the complete system performance on the Oxford Building dataset. In Table I , we show the results achieved by different versions of the proposed system resulting from disabling the operation of each subsystem separately. The notation used in the table for denoting the resulting systems is described next:
• BM: Basic version of our proposal, as described in Section II-B. The results of this experiment are shown in Table I . In what concerns to the basic model, the spatial consistency turns out to be most significant element, showing notably higher relevance than the other two distributions. However, we claim that they are still important and should not be removed from the model. On the one hand, in what concerns the visual similarity, it has been included in the final model due to two reasons: a) it actually produces a slight improvement on the performance, and 2) the computational complexity of this element is, by far, much lower than the other two (the update equation is linear and does not involve any complex matrix manipulation such as inversions).
With respect to the transformation, although its contribution was minor in the basic model, the version of the system that adds a regularizing prior over the transformation-based location produced a great improvement of the results, what means that the covariance matrix was not initially restrictive enough to deal with our task.
In addition, we can see that the combination of the regularization term with the other proposed extension (improvement of the ROI segmentation) shows a notable impact on the system performance. Hence, from now on, the complete version of our model will be used in the rest of experiments.
Finally, it should be mentioned that these results were obtained for the re-ranking of 300 images, and that the performance increments due to every subsystem or extension tend to grow with the number of re-ranked images (due to the increasing effect of our model on the final ranking).
2) Image Retrieval: In order to assess the performance of the proposed generative model, we have compared it to RANSAC [30] , a well-known geometric-based technique that robustly computes transformation matrices (between each pair of images) in the presence of outliers. In our implementation, RANSAC re-ranked images according to the number of matches considered as inliers for the corresponding affine transformation, i.e., according to those matches that fitted the estimated transformation.
Results in terms of AP for different numbers of re-ranked images are shown in Fig. 5(a) and 5(b) for the Oxford 5 K and Holidays datasets, respectively. Results of an oracle-based re-ranking process are also included as an upper-bound performance limit of re-ranking for each value of .
For Oxford 5 K dataset, it is worth noticing that performance keeps increasing up to images, where the influence of the previous BoW-based ranking might be almost neglected (the oracle-based approach achieves an ). Additionally, from these results, it is easy to conclude that our approach outperforms the RANSAC-based re-ranking. As we can see from the figure, a relative improvement of a 2% is achieved by our method with independence on the number of re-ranked images, what proves the robustness of our approach when the proportion of positive images (images showing the landmark of the query) decreases. In our opinion, this improvement is due to two main reasons: first, the proposed generative model combines several elements, some of which are not considered in the RANSACbased approach, in particular: spatial consistency, visual similarity, and the extension concerning improved segmentation. Second, our generative model jointly considers all the reference images when performing the ranking. This is an important difference with respect to the RANSAC-based approach, in which the transformation estimation between the query and each reference image is addressed independently. Hence. the outlier detection process should be more accurate when considering the complete reference set and, consequently, the inferred affine transformation should be better.
Similar conclusions can be drawn from the result in Holidays dataset. In this case, our approach consistently achieves improvements with respect to RANSAC. Futhermore, these relative improvements even grow with the size of the re-ranked set which means that our approach better handle situations in which the number of relevant images decreases. However, we have found that for this dataset the performance saturates for quite a low value of R . The rationale behind is that, in this dataset, there is just a short number of relevant images (in general, between 1-3) per query. This issue gives very much influence to the quality of the previous ranking achieved by the BoW. Some visual results including correctly retrieved images and also some errors are provided in Fig. 6 for the Oxford 5 k dataset. Images have been selected to show how our model successfully handles geometric transformations and partial occlusions.
Next, in Tables II and III , we show a comparison of our proposal to other state-of-the-art techniques whose performances were reported under this same conditions. Let us note that two methods reported in the literature were not considered in the comparison: a) query expansion (also known as k-nn reranking by several authors) since it is a complementary technique to all the compared methods (including ours), and it would contribute to improve all the results in similar proportions, and b) orientations priors or manually rotation of the images, since they are either completely database dependent or require human manual effort to be run.
For the Oxford 5 K dataset, although it is not the main objective of this work (we aim to automatically detect the area of interest in the query image), we present results achieved using the bounding boxes associated with the landmarks (as proposed in the experimental protocol described in [3] ). In our model, the location information coming from the bounding box was incorporated on the spatial coherency-based location distribution.
For the Holidays dataset, we have found that, due to the short number of relevant images per query, the influence of the re-ranking methods is not so notable and, in addition, that they perform better with short lists to re-rank. This gives much importance to the initial ranked list which, in our case and due to the low performance of classical BoW, was generated by simply counting the number of matches between images. The number of re-ranked images is for Hilidays dataset. The results prove that our approach successfully compares to the main state-of-the-art approaches in both datasets. For the Oxford 5 k dataset, our method achieves the best results among all compared techniques, whereas for the Holidays dataset, our performance is very close to the best performing method. As we have already mentioned this dataset only contains between 1-3 positives per query, what gives more importance to the previous ranking.
3) ROI Segmentation: The proposed generative model is also able to unsupervisely discover the ROI in the query image. This region is usually associated with an element (building, object) of special interest in the query that is successfully matched in several reference images. The process followed to obtain the ROI segmentation was described in Section II-D. Fig. 7 illustrates some ROI segmentation results. Furthermore, since the same segmentation approach can be also applied to RANSAC-based reference system, we conducted a comparative experiment to assess the segmentation performance. To that end, we have manually segmented the foreground objects of the 55 queries in the database. The resulting binary masks are available online. 1 Specifically, we have computed a segmentation accuracy measurement as the percentage of correctly labeled pixels over the total number of pixels. The results are shown in Table IV and, as it can be seen, our method clearly outperforms the results obtained by 1 http://www.tsc.uc3m.es/~igonzalez/maskqueries.zip RANSAC, the classical geometric-based method for image matching.
B. Handling More Than One Object of Interest
In previous experiments, since there was only one landmark per query image, we fixed to the number of foreground components in our model. Nevertheless, the proposed model provides the capability of dealing with more than one foreground component. In order to assess this capability we have conducted three different experiments, namely: a) a multi-class category-based segmentation experiment on the ETHZ toys dataset; b) an object detection experiment on the RGB-D object dataset; and c) a multiview object retrieval experiment on the Oxford building dataset.
1) Multi-Class Category-Based Segmentation Experiment on the ETHZ Toys Dataset:
Concerning this first experiment, it is worth mentioning that we are interested in assessing our algorithm in a category-based segmentation problem, rather than in assessing individual detections (as it is more usual for this dataset). In particular, we do not only consider the image partition into regions, but also the correct labeling of each region with the corresponding object. In this manner, the fact of addressing a multi-class problem allows us to evaluate the capability of our model to work with . Hence, we aim not only to detect the presence of an object in an image, but also to properly segment it. Furthermore, to be consistent with our unsupervised approach, our method is not aware of the category represented by each reference image. Just at the end, for evaluation purposes, each component in the mixture is labeled with the object-category of the most likely reference image.
Results of this experiment are shown in Table V in terms of pixel-wise segmentation accuracy. This table provides the results achieved by the RANSAC-based reference method and several versions of the proposed method; in particular:
• RANSAC: to obtain the best possible segmentation, we have properly mixed the individual segmentations provided by RANSAC. Specifically, since RANSAC considers an individual matching problem between a query and each reference image, when two objects were detected in the same pixel, the class corresponding to the image with more 'inlier'-type matches was selected.
• Proposed method with a fixed : for each case, a maximum of objects can be detected per image.
• Proposed method with the optimal value : in order to evaluate the upper limit of the algorithm, we have run our model for and then, for each particular test image, we have selected the optimal result "a posteriori".
• Proposed method with an automatically selected value : the proposed algorithm using the simple iterative method described in Section II-E to automatically select . As mentioned in that section, the proposed method relies on a linear classifier that, in our experiments, have been trained using data generated from the first image and evaluated on the whole dataset. As can be observed, setting predetermined value of does not turn to be optimal for this dataset since each image contains a different number of objects. Furthermore, since the test images contain 1-3 objects (except for the first one, that contains 9 objects), lower values of perform better. As expected, the version of the proposed algorithm using the optimal produces an upper bound of the algorithm performance. However, the results obtained by the automatic method are quite close, what demonstrates that it is possible to automatically select a suitable value for . Again, our proposal provides better performance than RANSAC due to the fact that it concurrently considers all the foreground objects rather than solving individual matching problems between queries and models.
2) Object Detection Experiment on the RGB-D Object Dataset:
In this dataset, precise pixel-wise ground-truth object segmentations are not available, but bounding boxes locating the objects are available instead. Therefore, we have relied on these bounding boxes to provide object detection results. To this end, our algorithm aims to provide one bounding box per foreground component corresponding to a detected object. Then, to assess the system performance, we have considered as detections only those for which the relative overlap between ground truth and retrieved bounding boxes exceeds 0.5.
Results of this experiment are shown in Table VI in terms of detection F-score. The same methods considered in the previous experiments have been compared again for this second dataset. The conclusions are very similar to those found in the previous task; in particular, the proposed automatic muti-object retrieval method has shown to overcome RANSAC and to achieve the closest results to the optimal case . 
3) Multiview Object Retrieval Experiment on the Oxford
Building Dataset: A multiview object retrieval task, in which several views of the same object are provided to enhance the system performance, could be another interesting application of our model. With that purpose, we have manually generated 11 new query images that contain five different views of each of the Oxford landmarks. Since the Oxford Building dataset contains 55 queries, 5 corresponding to each landmark, we have concatenated those 5 images to end up with a composite query in which several views of the building are provided to improve the retrieval process. Fig. 8 shows some illustrative examples of the generated multiview query images.
For each query image we have run the proposed generative model with components, one of them representing background regions in images, and the others modeling foreground components. Our experiments showed how the inference process led to well defined foreground components, each of them associated with one of the building views and a background component covering those areas that cannot be consistently matched in the reference images (see Fig. 9 for an illustrative example). In particular, we have measured that the 96.1% of the points belonging to each FG component are associated with the same building view, what supports our observations.
In order to establish a ranking of the reference images, a combined similarity measure was computed as the sum of the posterior probabilities for all the foreground components : (28) With the purpose of assessing the quality of this new ranking obtained using , we have compared this new result to that of our system using . Specifically, we have considered the 5 individual rankings for each of the 5 query images of each landmark and and, then, averaged these results. In this case, the average provided better performance than other simple fusion operators such as . In Table VII we show the obtained results for two different numbers of re-ranked images ( and ) . From these results, we can conclude that the proposed multi-component method attains higher performance by jointly considering all the available views of the landmark. A query-by-query analysis shows that our method is particularly effective when the views included in the composite query are very diverse; for example, in the case of the bottom of Fig. 8 our proposal achieved an AP increase of 0.18 with respect to the reference (due to the high variability among query images). . An illustrative example of the segmentations of the foreground components generated by our algorithm for (i.e., for 5 foreground components).
TABLE VII AP RESULTS FOR THE MULTIVIEW OBJECT RETRIEVAL
A more in-depth analysis of the results demonstrates that our method tends to assign each reference image to a particular component in the mixture, which is in turn associated with the most similar image in the composite query. This fact can be interpreted as a nice consequence of the use of just one transformation matrix , given a component , between the composite query and a reference image. This unique transformation matrix avoids associating points belonging to different views of the landmark with the same foreground component in the mixture.
C. On the Computational Complexity and the Scalability of the Model
In what concerns to the computational complexity of our model, we have measured the computation time of our approach and compared it with that of the RANSAC approach. Let us note that both techniques were implemented in a high level programming language (Matlab), they were run with single threading, with the particular setup used in our experiments, and without any specific optimization. In addition, in order to provide a fair comparison, just the time devoted to the geometric re-ranking was measured (we did not consider other previous tasks such as descriptor computation, keypoints matching process, reading/writing files, etc.). The total time devoted to the re-ranking process per query is included in Table VIII for two different numbers of re-ranked images ( 100, 1000). From these results, we can see that both RANSAC and our method show similar behavior: the execution time shows notable variations (standard deviation) depending on the number of detected points in the query, and approximately grows linearly with the number of re-ranked images.
Furthermore, running our method requires approximately twice the time than the RANSAC approach, due to the extra elements we are including in the generative model that are not Fig. 10 . Illustration of the scalability properties of the proposed approach. The datasets have been divided into several numbers of partitions for computational purposes. Then, the system performance has been represented as a function of the number of partitions. a) AP for various values of on the Oxford Building dataset for the image retrieval task and a re-ranking of a total of images; and b) F-score for various values of on the RGB-D dataset for the multi-object detection task. In both cases, for better visualization, a log-scale of the axis has been used. taken into account in RANSAC. However, executions times are still comparable and, as we have seen in the experimental section, our method shows many advantages over the RANSAC approach.
Considering now the scalability of the proposed model to deal with very large image data bases, our main concern turned to be the memory consumption. Since our proposal jointly processes all the reference images, the memory consumption increases with the number of references images . Therefore, managing all the references jointly becomes impractical. Alternatively, a sub-optimal implementation of the method can be made by splitting the reference image dataset into subsets that can be successfully handled by our model.
Since better performance was expected from a low number of large subsets, as long as many images are concurrently handled, it was worthy to assess the sensibility of the performance to this parameter and, consequently, the feasibility of the method for working with very large databases. With this purpose, we conducted two series of experiments: a) in the image retrieval scenario with the Oxford building dataset; and b) in the multi-object detection scenario with the RGB-D dataset. Our objective was to test sub-optimal implementations using different numbers of partitions . The results of these experiments are shown in Fig. 10 , where the system performance is depicted as a function of the number of partitions into which the dataset was divided.
As can be observed, for the ( Fig. 10(a) ) image retrieval task, the performance of the system keeps being high until goes beyond 32 partitions. This is a nice result since if is used, which corresponds with a partition size of 125 images, very good performance is achieved at the same time that memory consumption is minimized.
For the multi-object detection experiment, it should be noticed that the fact dividing the dataset into various subsets entails both pros and cons: on the one hand, it is clear that, as in the previous case, working on small subsets reduces the potential benefits of considering the whole dataset (what normally would lead to a better discrimination between true and false matches). Furthermore, if the subsets became so small that they would not contain at least one relevant sample of each object of interest, the output of the proposed approach would become unstable (this situation is obviously more likely in the multi-object scenario). On the other hand, by doing parallel executions on different subsets, we can take advantage of the various independent detections at the detection fusion stage; in particular, given a number of partitions , we fuse those detections exhibiting high degree of overlap and remove those ones that do not appear in a predefined number of subsets (we have heuristically set this value to 20% of the subsets). In this manner, many false detections are filtered out according to their lack of consistency along various subsets.
The results shown in Fig. 10 (b) support these ideas: we can see how performance improves for partitions with just a few number of subsets (e.g. for , what corresponds to subsets of 1000 images), and can be still considered good enough for larger values in the range (subsets of 500-134 images). However, when is too large , and therefore the subsets are too small, the lack of relevant examples in many subsets makes our approach unstable, and thus penalizes its performance.
Hence, in general, we can conclude that, our approach works fine and may work even better when the whole set of data is divided into a small number of subsets. The rationale behind this result is that the fusion stage allows us to filter out many erroneous results when they do not appear consistently in various executions. Just when we bring the scalability to the extreme, i.e., when the number of subsets is too large, the performance of the approach decreases due to the lack of relevant examples in the reference subsets. Since, in our experiments, we have obtained good results with subsets of reasonable sizes (125 images for simple image retrieval, or 134 images for a multi-object retrieval), it can be concluded that our proposal would be scalable for very large scale image-retrieval tasks.
IV. DISCUSSION
In this paper we have proposed a generative probabilistic model that concurrently tackles image retrieval and ROI segmentation problems. By jointly modeling several properties of true matches, namely: objects undergoing a geometric transformation, typical spatial location of the region of interest, and visual similarity, our approach improves the reliability of detected true matches between any pair of images. Furthermore, the proposed method associates the true matches with any of the considered foreground components in the image and assigns the rest of the matches to a background region, what allows it to perform a suitable ROI segmentation.
We have conducted a comprehensive assessment of the proposed method. Our results on two well-known databases, Oxford building and Holidays, prove that it is highly competitive in traditional image retrieval tasks, providing favorable results in comparison to most of the state-of-the-art systems. Regarding ROI segmentation, assessed on the Oxford database, the proposed model outperformed RANSAC, the most well-known geometric approach.
In our opinion these results are due to two main reasons: first, our model jointly manages several properties of true matches; and second, by considering the whole set of reference images at once, the proposed method provides a robust method for estimating the actual geometric transformation undergone by the objects. In particular, by computing the posterior probability that a match is considered as true (e.g. it belongs to any of the considered foreground components), successfully rejects outliers in the estimation of the geometric transformation. This outlier rejection ability notably improves when all the reference images are jointly considered in comparison to traditional techniques where each pair of images (query and reference) are addressed independently.
In addition, our model can also work in scenarios where there is more than one object-of-interest in the query image. To assess the performance of the proposed model, we have conducted three different experiments: a Multi-class category-segmentation experiment on the ETHZ toys dataset; a multi-object detection experiment on the RGB-D dataset; and a multiview object retrieval experiment on the Oxford building dataset. For the first two cases, we developed and tested a method for automatically selecting the number of objects-of-interest in the query image, with results very close to those ones achieved with the optimal in each case. In the third experiment, the results showed a significant performance improvement when the number of foreground objects considered by the model fitted the actual number of objects-of-interest. These results allow us to conclude that the performance of the retrieval process can be notable improved when different views of the object-of-interest are available.
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