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We consider the problem of existence of positive solutions to the elliptic system u =
p(|x|)vα , v = q(|x|)uβ on Rn (n 3) which satisﬁes lim|x|→∞ u(x) = lim|x|→∞ v(x) = ∞.
The parameters α and β are positive, and the nonnegative functions p and q are continuous
and min{p(r),q(r)} does not have compact support. We show that if αβ  1, then such
a solution exists if and only if the functions p and q satisfy
∞∫
0
tp(t)
(
t2−n
t∫
0
sn−3Q (s)ds
)α
dt = ∞,
∞∫
0
tq(t)
(
t2−n
t∫
0
sn−3P (s)ds
)β
dt = ∞
with P (r) = ∫ r0 τ p(τ )dτ and Q (r) = ∫ r0 τq(τ )dτ . For αβ > 1, we show that a solution
exists if either of the above conditions fails to hold; i.e., one of the integrals is ﬁnite. These
extend all known results for the given system.
Published by Elsevier Inc.
1. Introduction
We consider the elliptic system
u = p(|x|)vα,
v = q(|x|)uβ, x ∈ Rn (n 3), (1)
where α and β are positive constants, the nonnegative functions p and q are continuous on Rn , and m(r) ≡ min{p(r),q(r)}
does not have compact support. We give conditions on the functions p, q, α and β which ensure the existence of a positive
entire large radial solution of (1); i.e., a positive spherically symmetric solution (u, v) of (1) on RN that satisﬁes
lim|x|→∞u(x) = lim|x|→∞ v(x) = ∞. (2)
In [2], we showed that in the sublinear case (i.e., max{α,β} 1), the system (1) has a positive entire large solution if and
only if the functions p and q satisfy both of the following:
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0
tp(t)
(
t2−n
t∫
0
sn−3Q (s)ds
)α
dt = ∞, (3)
∞∫
0
tq(t)
(
t2−n
t∫
0
sn−3P (s)ds
)β
dt = ∞ (4)
where
P (r) ≡
r∫
0
τ p(τ )dτ , Q (r) ≡
r∫
0
τq(τ )dτ .
Here we extend this (see Theorem 2) by merely requiring αβ  1. We also show (see Theorem 1) that if αβ > 1, then (1)
has a solution if either (3) or (4) fails to hold; i.e., p and q satisfy (at least) one of the conditions
∞∫
0
tp(t)
(
t2−n
t∫
0
sn−3Q (s)ds
)α
dt < ∞, (5)
∞∫
0
tq(t)
(
t2−n
t∫
0
sn−3P (s)ds
)β
dt < ∞. (6)
These results are markedly different from previous works (see [1,2,4,6,7], and references therein) where the distinguishing
difference between the superlinear case (min{α,β} > 1) and the sublinear case left open the question of existence when
neither condition is satisﬁed; e.g., α  1 and β > 1. (One exception is that Cirstea and Radulescu [1] have a condition which,
when applied to system (1), requires αβ < 1.) In addition, separate conditions are always given on p and q (except in [2]).
In the superlinear case, all require p and q to satisfy
(a)
∞∫
0
rp(r)dr < ∞, (b)
∞∫
0
rq(r)dr < ∞, (7)
and for the sublinear case
(a)
∞∫
0
rp(r)dr = ∞, (b)
∞∫
0
rq(r)dr = ∞. (8)
These do not, of course, address any kind of mixed conditions on p and q; e.g., p satisﬁes (7)(a) and q satisﬁes (8)(b). Here
we include all of these cases. Given the results here it would seem more appropriate to make the sublinear/superlinear
distinction for system (1) not on the basis of the individual values of α and β , but on the value of the product αβ; i.e.,
system (1) is sublinear if αβ  1 and superlinear if αβ > 1. Furthermore, the appropriate conditions on p and q do not
lie in their individual behavior (as in (7) and (8)), but in their joint behavior as in (3)–(6). Finally, we note that if p and q
satisfy (7), then they also satisfy both (5) and (6), and likewise, if they satisfy (8), then they also satisfy (3) and (4). In both
cases, however, the converse is not true. Thus our results contain and extend all of the previous results for the system (1).
2. Main results
For any nonnegative continuous function g , integration by parts will give (compare Eqs. (8) and (11) in [2])
r∫
0
t1−n
t∫
0
sn−1p(s)g(s)dsdt = r2−n
r∫
0
tn−3
t∫
0
sp(s)g(s)dsdt. (9)
Letting g be identically 1 in this identity, we deﬁne G and H as follows:
G(r) =
r∫
0
t1−n
t∫
0
sn−1p(s)dsdt = r2−n
r∫
0
tn−3
t∫
0
sp(s)dsdt = r2−n
r∫
0
tn−3P (t)dt, (10)
H(r) =
r∫
t1−n
t∫
sn−1q(s)dsdt = r2−n
r∫
tn−3
t∫
sq(s)dsdt = r2−n
r∫
tn−3Q (t)dt. (11)0 0 0 0 0
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lim
r→∞G(r) = ∞ is equivalent to limr→∞ P (r) = ∞, (12)
lim
r→∞ H(r) = ∞ is equivalent to limr→∞ Q (r) = ∞. (13)
We now state and prove our main results.
Theorem 1. If αβ > 1, then the system (1) has a positive entire large solution if the functions p and q satisfy either (5) or (6).
Theorem 2. If αβ  1, then the system (1) has a positive entire large solution if and only if the functions p and q satisfy both (3)
and (4).
Before proving these results, we establish a lemma useful in the proof of Theorem 1.
Lemma. Let R be any positive number for which m(R) > 0. If αβ > 1, then the system (1) has a positive large solution on |x| < R.
Proof. Any solution to the system of integral equations
u(r) = a +
r∫
0
t1−n
t∫
0
sn−1p(s)vα(s)dsdt,
v(r) = a +
r∫
0
t1−n
t∫
0
sn−1q(s)uβ(s)dsdt (14)
valid for all r ∈ [0, R) where a > 0 will be a positive solution to the system (1) although not necessarily large. First, we show
that for any a > 0 suﬃciently small, Eqs. (14) have a solution valid on [0, R). Second, to complete the proof, we show that
for a chosen suﬃciently large that solution to (14) is large. To this end, let w be a positive large solution of the equation
w = qˆ(r)wαβ
valid on [0, R) where qˆ(r) = 2βq(r)Pβ(r) (see Theorem 1 of [5] for existence). Now choose a > 0 so that
a + 2βaβH(R) < w(0) (15)
and we show that there is a nonnegative solution of (14) valid on [0, R). To do this, deﬁne the sequences {uk} and {vk} as
follows: v0 = a and
uk(r) = a +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk−1(s)dsdt,
vk(r) = a +
r∫
0
t1−n
t∫
0
sn−1q(s)uβk (s)dsdt. (16)
Then it is easy to see that v0  v1 and hence u1  u2 from which it follows v1  v2. Continuing this we generate mono-
tonically increasing positive sequences {uk} and {vk}. To show that they are bounded above on [0, R), we show that {vk}
is bounded above by the function w and consequently the ﬁrst equation of (16) shows that {uk} is also bounded above on
[0, R). To do this, we ﬁx k and note that
uk(r) = a +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk−1(s)dsdt  a +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk (s)dsdt
 a +
r∫
0
tp(t)vαk (t)dt  a + P (r)vαk (r).
Substituting this into the second equation in (16) and using elementary estimates, we get
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r∫
0
t1−n
t∫
0
sn−1q(s)
[
a + P (s)vαk (s)
]β
(s)dsdt
 a +
r∫
0
t1−n
t∫
0
sn−1q(s)2β
[
aβ + Pβ(s)vαβk (s)
]
dsdt
 a + 2βaβH(R) +
r∫
0
t1−n
t∫
0
sn−1qˆ(s)vαβk (s)dsdt. (17)
From this inequality and (15), it is clear that vk < w on [0, r0) for some, perhaps quite small, r0 > 0. Let R0 = sup{r0 |
vk(r) < w(r) for all 0 r < r0}. If R0 = R , then we have existence of a solution valid on [0, R). Therefore suppose R0 < R .
Then we get from (17)
vk(R0) a + 2βaβH(R) +
R0∫
0
t1−n
t∫
0
sn−1qˆ(s)vαβk (s)dsdt
< w(0) +
R0∫
0
t1−n
t∫
0
sn−1qˆ(s)wαβ(s)dsdt = w(R0).
Thus there exists an ε > 0 such that vk(r) < w(r) for all r ∈ [R0, R0 + ε), which contradicts the deﬁnition of R0. Therefore
vk < w on [0, R), and consequently uk is bounded above on the same interval. Hence the sequences {uk} and {vk}, which
are monotonic and bounded, converge on [0, R), and their limits will clearly satisfy (14) on [0, R).
Now, we prove that by choosing a suﬃciently large, we obtain a solution of (14) which is large on [0, R). Let A = sup(T )
where T = {a > 0 | Eq. (14) has a solution on [0, R)} and we show ﬁrst that A < ∞. Then by replacing a in (14) with A, we
will prove that the resulting solution (u, v) is large. To prove that A < ∞, we note that because αβ > 1 and hence
1<
1+ α + β + αβ
2+ α + β ,
we can choose a number γ so that
1< γ <
1+ α + β + αβ
2+ α + β ,
which, in turn, gives
γ
1+ β < 1−
γ
1+ α < 1.
Therefore we choose a number λ that satisﬁes
γ
1+ β < λ < 1−
γ
1+ α < 1
so that γ < λ(1+ β) and γ < (1− λ)(1+ α). Therefore, if min{u, v} 1, then Young’s inequality gives
uγ vγ  uλ(1+β)v(1−λ)(1+α)  λu1+β + (1− λ)v1+α. (18)
Now let z be a positive solution of (see Theorem 1 of [5] for existence)
z =m(r)zγ for 0 r < R1,
lim
r→R1
z(r) = ∞,
where R1 is chosen from the interval (0, R) so that m(R1) > 0. We show that for any a ∈ T , we have a2  max{z(0),1}.
Thus suppose this is not the case; i.e., suppose there is an A0 ∈ T such that A20 > max{z(0),1}, and let (u, v) be the
solution to (14) with a replaced by A0. Deﬁne S = {r ∈ [0, R1): z(t) < u(t)v(t) for all t ∈ [0, r)}. Clearly, S = ∅ since z(0)
max{z(0),1} < A20 = u(0)v(0). Let b = sup S; we show that b = R1, which, if true, is a contradiction since z blows up at R1
in spite of the fact that both u and v are continuous on [0, R). If, in fact, b < R1, then we can use elementary estimates
and (18) (since 1 A0 min{u, v}) to get
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b∫
0
t1−n
t∫
0
sn−1m(s)zγ (s)dsdt
 z(0) +
b∫
0
t1−n
t∫
0
sn−1m(s)(uv)γ (s)dsdt
 z(0) +
b∫
0
t1−n
t∫
0
sn−1m(s)
(
λu1+β(s) + (1− λ)v1+α(s))dsdt
< A20 +
b∫
0
t1−n
t∫
0
sn−1m(s)
(
λu1+β(s) + (1− λ)v1+α(s))dsdt
 A20 +
b∫
0
t1−n
t∫
0
sn−1
(
p(s)u1+β(s) + q(s)v1+α(s))dsdt.
However, since (uv) = uv+2∇u ·∇v+ vu and ∇u ·∇v = u′v ′  0, we get (uv) uv+ vu = p(r)u1+β +q(r)v1+α
so that, for all r ∈ [0, R),
u(r)v(r) A20 +
r∫
0
t1−n
t∫
0
sn−1
(
p(s)u1+β(s) + q(s)v1+α(s))dsdt.
By combining this with the previous inequality, we get z(b) < u(b)v(b). Therefore, by continuity, there exists bˆ > b such that
z(r) < u(r)v(r) on [0, bˆ), contradicting the deﬁnition of b. Hence it must be that, if A20 > min{z(0),1}, then b  R1 so that
limr→R1 u(r)v(r) = ∞. Since this is impossible, it must be that A0 does not exist; i.e., T is bounded above by
√
max{z(0),1}
and A < ∞.
Now with a replaced by A in (14), we show that the resulting (u, v) is large; i.e.,
lim
r→R u(r) = limr→R v(r) = ∞. (19)
Thus suppose this is not the case. Then if one of these limits is ﬁnite; e.g., limr→R u(r) < ∞ (we know, of course, that this
limit must exist, though possibly inﬁnite, since u, as well as v , is an increasing function) then the other is also ﬁnite in light
of (14) so limr→R v(r) < ∞. Thus both u and v are bounded on [0, R). Using (14) to calculate the ﬁrst derivative of u and
v we ﬁnd that u′ and v ′ must also be bounded on [0, R). Therefore, the solution (u, v) can be extended to some interval
[0, R + ε) for some ε > 0. But this contradicts the deﬁnition of A. Therefore, (u, v) must satisfy (19). This completes the
proof of the lemma. 
Proof of Theorem 1. Let rk be any increasing sequence of positive numbers diverging to inﬁnity for which m(rk) > 0, which
exists since the function m is nonnegative and does not have compact support. Now suppose, without loss of generality,
that (5) holds. (If, instead, inequality (6) holds, the proof is quite similar so we omit it.) Let (uk, vk) be a large solution
to (1), established by the lemma, on |x| < rk for each k ∈ N and given as solutions to the system (ak > 0)
uk(r) = ak +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk (s)dsdt,
vk(r) = ak +
r∫
0
t1−n
t∫
0
sn−1q(s)uβk (s)dsdt. (20)
We show ﬁrst that this sequence is monotonically decreasing on [0, rk); i.e.,
uk+1(r) < uk(r), vk+1(r) < vk(r) for all r ∈ [0, rk). (21)
(For brevity, we use the notation (uk+1, vk+1) < (uk, vk).) We will then show that the limit (u, v) is large. To this
end, we show that (u2, v2) < (u1, v1) on [0, r1); it will then be clear that a very similar proof works to show that
(uk+1, vk+1) < (uk, vk) on [0, rk). We note that it is obvious that a1 = a2 for otherwise (u2, v2) = (u1, v1) on [0, r1),
which is impossible since (u1, v1) blows up at r1 and (u2, v2) does not. Thus suppose a1 < a2. Let R = sup(S) where
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R > 0. If R = r1, then we have a contradiction since that would mean that limr→r1 u2(r) = limr→r1 v2(r) = ∞ which cannot
occur since (u2, v2) is continuous on [0, r2). So, suppose R < r1. Then
v1(R) = a1 +
R∫
0
t1−n
t∫
0
sn−1p(s)uβ1 (s)dsdt
 a1 +
R∫
0
t1−n
t∫
0
sn−1p(s)uβ2 (s)dsdt
< a2 +
R∫
0
t1−n
t∫
0
sn−1p(s)uβ2 (s)dsdt = v2(R).
Thus v1 < v2 on [0, R]. Similarly, we can get u1 < u2 on [0, R]. Thus there exists ε > 0 so that (u1, v1) < (u2, v2) on
[0, R + ε) which contradicts the deﬁnition of R . Hence we must have (u2, v2) < (u1, v1) on [0, r1). A similar proof produces
(uk+1, vk+1) < (uk, vk) on [0, rk) for all k ∈ N.
It is thus clear that the nonnegative decreasing sequence {(uk, vk)} has a limit (u, v) on Rn and that limit satisﬁes (14),
although it is possible that a = 0. We need to show that this cannot be the case, and in fact, that (u, v) is a positive large
solution. To this end, let z be a nonnegative entire large solution of
z = p(r)(1+ H(r))α(z + zβ)α.
Such a solution exists (see [3]) since αβ > 1, and inequality (5) and the deﬁnition of H in (11) give
∞∫
0
rp(r)
(
1+ H(r))α dr < ∞.
It is easy to see, noting (11), that
vk(r) = ak +
r∫
0
t1−n
t∫
0
sn−1q(s)uβk (s)dsdt
 uk(r) +
( r∫
0
t1−n
t∫
0
sn−1q(s)dsdt
)
uβk (r)
= uk(r) + H(r)uβk (r).
Using this in the equation uk = p(r)vαk , we get
uk(r) = p(r)vαk  p(r)
(
uk(r) + H(r)uβk (r)
)α  p(r)(1+ H(r))α(uk(r) + uβk (r))α. (22)
Since uk is a positive large solution on [0, rk), it is now easy to show, using a maximum principle argument, that z  uk
on [0, rk), which yields z  u, which, in turn, shows that u satisﬁes (2). To show that v also satisﬁes (2), we consider two
cases: q satisﬁes or does not satisfy (7)(b). First, if it does not; i.e., q satisﬁes (8)(b), then it is easy to see that, since u is
large, there exists r1 > 0 such that u(r1) > 0 from which the second equation in (14) along with (13) yields
v(r)
r∫
r1
t1−n
t∫
r1
sn−1q(s)uβ(s)dsdt  uβ(r1)
r∫
r1
t1−n
t∫
r1
sn−1q(s)dsdt → ∞ as r → ∞.
Now suppose q satisﬁes (7)(b). We can use an argument similar to that used to establish (22) to get
vk(r) q(r)
(
1+ G(r))β(vk(r) + vαk (r))β .
Then, because p and q satisfy (5), we know limr→∞ P (r) < ∞, which, by (12), yields limr→∞ G(r) < ∞. This combined
with (7)(b) yields
∞∫
rq(r)
(
1+ G(r))β dr < ∞0
330 A.V. Lair / J. Math. Anal. Appl. 382 (2011) 324–333so that
w = q(r)(1+ G(r))β(w + wα(r))β
has a nonnegative entire large solution (see [3]), and that solution satisﬁes w  vk on [0, rk). Hence w  v so that v must
satisfy (2). This completes the proof of Theorem 1. 
Proof of Theorem 2. Since αβ  1, we must have either α  1 or β  1. We consider only the case β  1 since the proof
for α  1 would be very similar. We show ﬁrst that the system (14) has an entire solution for any a  1. (It also has a
solution for a 1, but for simplicity of the proof, we omit that case.) As in the proof of the lemma, using (16), we generate
a positive monotonically increasing sequence {(uk, vk)}. To do this, we ﬁx R > 0 and show that this sequence is bounded
above on [0, R]. Note that a vk so that the ﬁrst equation in (16) yields
uk(r) = a +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk−1(s)dsdt
 vk(r) +
r∫
0
t1−n
t∫
0
sn−1p(s)vαk (s)dsdt
 vk(r) + G(r)vαk (r), (23)
which, when substituted into the second equation of (16) and applying elementary estimates, gives
vk(r) a +
r∫
0
t1−n
t∫
0
sn−1q(s)
[
vk(s) + G(s)vαk (s)
]β
(s)dsdt
 a +
r∫
0
t1−n
t∫
0
sn−1q(s)
[
vβk (s) + Gβ(s)vαβk (s)
]
dsdt
= a + 1
2− n
r∫
0
d
dt
t2−n
t∫
0
sn−1q(s)
[
vβk (s) + Gβ(s)vαβk (s)
]
dsdt
= a + 1
n − 2
r∫
0
(
1− t
n−2
rn−2
)
tq(t)
[
vβk (t) + Gβ(t)vαβk (t)
]
dt
 a +
r∫
0
tq(t)
[
vβk (t) + Gβ(t)vαβk (t)
]
dt
 a +
r∫
0
tq(t)
[
1+ Gβ(t)]vk(t)dt.
Gronwall’s inequality now yields (F (t) ≡ tq(t)[1+ Gβ(t)])
vk(r) a + a
R∫
0
F (t)exp
( R∫
s
F (ξ)dξ
)
dt < ∞.
Thus the sequence {vk} is bounded on [0, R] and hence converges to a function v . Since R was arbitrary, we get the
convergence of {vk} to v for all r  0. Consequently inequality (23) yields that the sequence {uk} is also bounded on
bounded intervals and hence convergent for all r  0; let u = limk→∞ uk . It is clear that (u, v) is an entire solution of (14)
and therefore an entire solution of (1). We now assume that p and q satisfy (3) and (4), and show that the solution (u, v)
is large. It is clear that (8)(a) or (8)(b) must hold. We assume, with no loss in generality, that (8)(a) holds. Thus we get
immediately from an easy estimate and (12) that u(r) → ∞ since
u(r) a + aα
r∫
t1−n
t∫
sn−1p(s)dsdt = a + aαG(r) → ∞ as r → ∞.0 0
A.V. Lair / J. Math. Anal. Appl. 382 (2011) 324–333 331To prove that limr→∞ v(r) = ∞, we use the ﬁrst equation in (14) to get
u(r)
r∫
0
t1−n
t∫
0
sn−1p(s)vα(s)dsdt
and substitute this into the second equation in (14) to obtain
v(r) a +
r∫
0
t1−n
t∫
0
sn−1q(s)
( s∫
0
ξ1−n
ξ∫
0
τn−1p(τ )vα(τ )dτdξ
)β
dsdt
 a + aαβ
r∫
0
t1−n
t∫
0
sn−1q(s)
( s∫
0
ξ1−n
ξ∫
0
τn−1p(τ )dτ dξ
)β
dsdt
= a + aαβ
r∫
0
t1−n
t∫
0
sn−1q(s)Gβ(s)dsdt.
Integration by parts and elementary estimates yield
v(r) a + a
αβ
2− n
r∫
0
d
dt
t2−n
t∫
0
sn−1q(s)Gβ(s)dsdt
= a + a
αβ
n − 2
r∫
0
(
1− t
n−2
rn−2
)
tq(t)Gβ(t)dt
 a + a
αβ
n − 2
r/2∫
0
(
1− t
n−2
rn−2
)
tq(t)Gβ(t)dt
 a + a
αβ
n − 2
(
1− 1
2n−2
) r/2∫
0
tq(t)Gβ(t)dt. (24)
From (4) and the deﬁnition of G , we know limr→∞
∫ r/2
0 tq(t)G
β(t)dt = ∞ and hence v(r) → ∞ as r → ∞.
Now, to prove the converse, suppose (u, v) is a positive entire solution of (1), and at least one of the inequalities (3)
or (4) does not hold. We assume (3) does not hold; i.e., p and q satisfy (5). We need to show that (u, v) cannot be large. In
particular, we show that v is bounded. Since (u.v) is a positive entire solution of (1), we know they satisfy a system
u(r) = u(0) +
r∫
0
t1−n
t∫
0
sn−1p(s)vα(s)dsdt,
v(r) = v(0) +
r∫
0
t1−n
t∫
0
sn−1q(s)uβ(s)dsdt. (25)
The ﬁrst of these gives
u(r) u(0) + G(r)vα(r),
which, when substituted into the second equation yields
v(r) v(0) +
r∫
0
t1−n
t∫
0
sn−1q(s)
[
u(0) + G(s)vα(s)]β dsdt
 v(0) + 2β
r∫
t1−n
t∫
sn−1q(s)
[
uβ(0) + Gβ(s)vαβ(s)]dsdt.0 0
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v(r) v(0) + 2β
r∫
0
t1−n
t∫
0
sn−1q(s)
[
uβ(0) + Gβ(s)vαβ(s)]dsdt
= v(0) + 2
β
2− n
r∫
0
d
dt
t2−n
t∫
0
sn−1q(s)
[
uβ(0) + Gβ(s)vαβ(s)]dsdt
= v(0) + 2
β
n − 2
r∫
0
(
1− t
n−2
rn−2
)
tq(t)
[
uβ(0) + Gβ(t)vαβ(t)]dt
 v(0) + 2β
r∫
0
tq(t)
[
uβ(0) + Gβ(t)vαβ(t)]dt.
Since v is increasing and αβ  1, we know v(0)  v(r) and hence (v(0))αβ−1v(r)  vαβ(r). Using this in the previous
inequality provides
v(r) v(0) + 2β
r∫
0
tq(t)
[
uβ(0) + Gβ(t)(v(0))αβ−1v(t)]dt
 v(0) + 2βuβ(0)
r∫
0
tq(t)dt + 2β(v(0))αβ−1
r∫
0
tq(t)Gβ(t)v(t)dt
 C1 + C2
r∫
0
tq(t)Gβ(t)v(t)dsdt
where C1 = v(0) + 2βuβ(0)
∫∞
0 tq(t)dt < ∞ (integral is ﬁnite by (5)) and C2 = 2β(v(0))αβ−1. Using (5) and Gronwall’s
inequality, we get v bounded. Hence (u, v) cannot be large. This completes the proof of Theorem 2. 
Example. To illustrate our results, consider the system
u = (1+ r2)−2v1/2,
v = (1+ r2)γ uβ .
We note that the only previous results that apply to this problem are those of [1] and [2], but these are applicable only for
very limited choices of γ and β . In particular, the results of [1] would apply if (and only if) β < 2 and γ < −1 while [2] is
applicable only if β  1. Our results here applied to this problem resolve the existence question for a great many choices of
γ and β . Indeed, it is easy to see that
P (r) = 1
2(1+ r2) , Q (r) =
1
2(1+ γ )
[(
1+ r2)1+γ − 1] (γ = −1)
so that (5) holds if γ < 1 and (6) holds if γ + 1 < β . Therefore, if β > 2, this system has a positive entire large solution if
γ < 1 or γ + 1 < β . On the other hand, if β  2, then the system has a solution if and only if γ  1 (and consequently
γ + 1 β).
Open problem. As shown above, if αβ > 1, then a suﬃcient condition to ensure the existence of a positive entire large
solution for the system (1) is that p and q satisfy (5) or (6). It remains unknown whether this is a necessary condition.
However, since this is not even true for a single equation [8], it is very doubtful that it holds for systems.
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