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Optimal Scheduling for Interference Mitigation by
Range Information
Vijaya Yajnanarayana, Klas E. G. Magnusson, Rasmus Brandt, Satyam Dwivedi, Peter Ha¨ndel
Abstract—The multiple access scheduling decides how the
channel is shared among the nodes in the network. Typical
scheduling algorithms aims at increasing the channel utilization
and thereby throughput of the network. This paper describes
several algorithms for generating an optimal schedule in terms
of channel utilization for multiple access by utilizing range
information in a fully connected network. We also provide
detailed analysis for the proposed algorithms performance in
terms of their complexity, convergence, and effect of non-
idealities in the network. The performance of the proposed
schemes are compared with non-aided methods to quantify the
benefits of using the range information in the communication.
The proposed methods have several favorable properties for the
scalable systems. We show that the proposed techniques yields
better channel utilization and throughput as the number of
nodes in the network increases. We provide simulation results
in support of this claim. The proposed methods indicate that
the throughput can be increased on average by 3− 10 times for
typical network configurations.
Index Terms—Sensor networks, ad-hoc networks, mobile net-
works, swarm networks, cooperative communication, position
dependent communication, ultra wideband (UWB) communi-
cation, mmWave communication, 5G-communication, traveling
sales man (TSP) problem.
I. INTRODUCTION
The recent advances in sensor technology have resulted
in development of low-cost, low-power sensors, which are
capable of sensing, data processing, and communication. Many
sensor networks have a large number of sensor nodes, which
are densely deployed over a wide geographical region to track
a certain physical phenomenon [1], [2]. These sensors could
have a fixed topology, as in the case of smart sensors used in
structural health monitoring [3] or have a dynamic topology,
as in the case of sensors mounted on autonomous robots for
applications discussed in [4]–[6].
In sensor networks, there are many situations where every
node needs to transmit a message to every other node at regular
intervals. This type of communication is typically required
for information dissemination across the network to accom-
plish various tasks such as localization, routing, distributed
control and computation. For example, in [7], [8] firefighter
agents share information at regular intervals through point
to multi-point communication, where every agent broadcasts
sensor data, like position, temperature, visibility, etc., to all
other agents. This enables every firefighter to know relevant
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information about other firefighters, thereby increasing the
efficiency of operation. This is illustrated in Fig. 1. This
type of communication can also be found in the cooperating
swarm of micro unmanned aerial vehicles (UAVs). These
are low payload carrying, scaled down quadrotor platforms
with relevant sensors mounted on them [6]. Constant updates
(communication) between sensors are essential in many UAV
networks, as they need to coordinate to accomplish the re-
quired tasks. These updates could include sensor data, position
information, etc. Similar regular broadcast communication by
sensor nodes can also be found in other swarm networks as
discussed in [4], [5]. Reporting the health of the sensor node to
all other nodes in wireless sensor networks (WSN) described
in [9] requires regular communication by the sensor nodes. In
underwater acoustic (UWA) sensor networks broadcast com-
munication of similar nature is used for time-synchronization,
coordination, self-configuration and localization [10], [11].
All these networks employ some form of all-to-all broadcast
communication between nodes.
Sensor networks in which each sensor has to share infor-
mation constantly with the other sensors through all-to-all
broadcast can be accomplished efficiently by communicating
through a shared broadcast channel. As the density of the
sensor network increases, the effective bitrate per sensor, Rs,
drops, since the total bitrate, Rb, supported by the shared
broadcast channel is fixed. In many sensor networks, there
exists a long propagation delay in communication in relation
to the scheduled access duration (packet length)1 of the shared
channel. This can arise either due to low propagation speed
of the physical layer signal in the medium or large distances
between sensors (geometric size of the topology). For example,
in UWA sensor networks, the propagation of acoustic physical
layer signal in water is five orders of magnitude slower than
in wireless radio channel, coupled with the large distances
between sensors in oceans make the above scenario common in
these networks. Similar scenarios exist in few wireless sensor
networks (WSN) employing impules radio UWB (IR-UWB)
and millimeter wave (mmWave) technologies. In IR-UWB and
mmWave channels with high directivity gain can have delay
spread of order of few tens of nano-seconds, thus can have
small access schedules [12]–[14].
Our intention in this paper is to develop an efficient broad-
cast schedule to access the shared channel for the sensor
network by exploiting the propagation delays between sensor
nodes. We define one report cycle (update cycle), transmitting
TR, as the total time duration during which all the nodes in
1Packet length and access duration are used interchangeably.
2the sensor network have transmitted and received one message
packet to and from all the other nodes in the network. We
use this performance metric to assess performance of various
schemes proposed in the paper.
A. Related Work
The main aim of the paper is to propose methods that
optimize the multiple access schedule by exploiting the spatial-
temporal aspect of the channel for the problem discussed in
Section I. As will be shown in Section II, this can be posed as
an optimization problem, the solution for which is non-convex
and computational complexity scales exponentially with the
increase in the number of nodes. The are several works in
UWA networks, where this problem is addressed, particularly
for accomplishing tasks such as self localization. For example,
in [15], the interference free all-to-all broadcast in the UWA
sensor networks is posed as an optimization problem, which is
similar to the problem formulation in Section II. A suboptimal
solution is obtained in [15] using a heuristic method, which
relaxes the constraints to enable schedule computation for the
nodes in a sequential order. However, a better schedule can
be obtained, by increasing the computational complexity by
changing the optimization problem, so that it can be solved
using convex methods, traveling salesman problem (TSP)
and iterative path-adjusting methods proposed in this paper.
This is discussed further in Section III. Broadcast schedule
construction for a partially connected network for localization
tasks is discussed in [16], which allows transmissions on
distinct sub channels. A special case of this formulation with a
single channel construction can be considered for solving the
problem considered in this paper. However, to ensure that the
acoustic signals in UWA networks do not collide in the space
between anchors nodes (where possible sensors-nodes may
exist) more stringent constraints are enforced. This may not be
applicable for electromagnetic wave based WSN networks as
there is no separation between the anchor-node and ordinary
sensor-node in the communication and only interference at the
receive node needs to be nulled. This is further discussed in
Section III-A. Chen et al., [17] discuss the broadcast schedule
construction for a UWA network using the traveling salesman
approach. This is similar to the TSP problem discussed in this
paper. However, in [17], UWA anchor-nodes cannot transmit
before it has received the message from the previous node
in the sequence to avoid collision of acoustic waves at the
sensor nodes. This will result in a symmetric TSP problem. In
the context of a general all-to-all communication in WSN this
constraint is not needed and this will manifest the problem
as an asymmetric TSP problem as shown in Section III-B.
All the posposed methods discussed above (including the ones
discussed in this paper), require a centralized sensor network,
with a powerful coordinator node, which exploits the position
information from all participating nodes for all-to-all broadcast
schedule construction. In the networks, where the centralized
configuration is not possible or position information of the
nodes is unavailable, the algorithms proposed in [18], [19] can
be employed, however, as will be shown in Section VI, solving
the broadcast schedule optimization problem using position
information can significantly improve performance.
In the work proposed in [20], an adaptive push system
for information dissemination is designed. Here the broadcast
schedule is created at the server for a network with varying
client node demands using learning automata (LA). Similar
scheduled communication on a broadcast channel for dedi-
cated traffic flow is discussed in [10], [21]. In contrast to these
papers, we are interested in all-to-all communication with fair
access2 to all the nodes in the network to the broadcast channel
as discussed in Section I.
There also exists standard time division multiple access
(TDMA) schemes such as slotted floor acquisition multiple
access (FAMA) where regulated transmissions for all the nodes
can be accomplished [22]. However, in a regular time division
channel, the shared common channel is slotted in time and
each one of the N nodes of the sensor network will have
access to a time slot which is a uniform fraction of the report
cycle, TR. As shown in Section II, as the radius of the sensor
network topology and the number of nodes in it increase,
the throughput per sensor and the update rate decrease. By
exploiting the range information, orthogonality can still be
maintained for overlapping time slots which leads to higher
capacity. For ideal positioning of nodes, the throughput can
be increased by N times, leading to a significant performance
gain. Even when the positions of nodes are randomly dis-
tributed, the performance boost can be substantial in practice.
For the realistic examples studied in this paper, the throughput
is increased by an order of magnitude (10 times for 100
node configurations with outliers as discussed in Section VI)
compared with a regular scheme.
The main contributions of this paper are as summarized
below.
• We introduce three novel methods, which exploit the
range information for efficient communication for the
broadcast problem discussed.
• We analyze these methods in terms of computational
complexity
• We discuss the performance analysis of these methods
for different topologies and contrast them with standard
multiple access protocols such as code division multiple
access (CDMA).
• We discuss the sensitivity of these protocols to the non-
idealities such as range and synchronization errors.
We will demonstrate the methods using a simple 3 node
network shown in Fig. 2. This will aid us in explaining
the algorithms clearly. Subsequently, we will demonstrate the
performance of the proposed methods in different network
topologies of varied sizes. We use the report cycle, TR, as a
metric to assess performance, with the objective to minimize
this parameter.
The rest of the paper is organized as follows: In Section II,
we discuss the system model and formulate the problem. In
Section III, we propose algorithms which exploit the range in-
formation to provide efficient communication between nodes.
In Section IV, we study the effect of synchronization and range
2Fair access here indicates that within one report cycle, TR all the nodes in
the network will get one access to the shared common channel for transmitting
one packet.
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Fig. 1. Illustration of fire fighters agents sharing information continuously
with other agents [7].
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Fig. 2. Peer-to-peer ad-hoc sensor network with 3 nodes. dAB, dBC and
dCA are the path lengths between nodes A, B and C.
TABLE I
CONFIGURATION FOR THE TOPOLOGY IN FIG. 2.
Parameter Value
dAB 95 m
dBC 110 m
dCA 105 m
L 30 m
τ 100 ns
µ 3× 108 m/s
errors on the proposed algorithms. In Section V, we compare
the effective bitrate per sensor, Rs, of the proposed algorithms
with the code division multiple access (CDMA) approach. In
Section VI, we evaluate the proposed methods for a large
number of nodes with different topologies and demonstrate the
performance gain of utilizing the range information. Finally,
in Section VII we discuss the conclusions.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a general setup of a fully connected sensor net-
work with N nodes. For the sake of the discussion, we set
the access duration (message packet length) per node to be
τ = 100 time units. We define the path equivalent message
length as L = µτ length units, where µ is the velocity of the
physical layer signal in the propagation medium. The message
packets are said to be correctly received, if the packets do not
interfere, i.e., there is no collision of packets at the receiving
node.
A. Orthogonalization with scheduled transmission
In a network of N nodes, if we assume that the K =
(
N
2
)
range values are available, one approach to orthogonalize the
transmission is by creating a sequential schedule, where each
node gets to transmit a message every TD time units, where
TD is given by
TD =
D
µ
+ τ, (1)
where D is the maximum of the K range values, that is
D = max
i,j
{dij}, ∀i, j ∈ [1, . . . , N ], i 6= j. (2)
With this approach, one report cycle, TR is given by
TR = NTD. (3)
To exemplify the above discussion, we consider a 3 node
peer-to-peer network as shown in Fig 2. For the sake of
discussion, the nodes are labeled as A, B, and C. From (1)
and (2), we get
TD =
max{dAB, dBC, dCA}
µ
+ τ =
dBC
µ
+ τ. (4)
From (3), notice that the report cycle, TR, increases linearly
with the number of nodes in the network (N ) and the radius
of the network topology (D). Therefore, as the number of
nodes or the geometric size of the network increases, TR,
will increase, resulting in inefficient utilization of the shared
common channel; thus, requiring an improved communication
method.
In many networks, the geometry of the sensor placements
is such that the difference in propagation time for the message
packets to arrive at nodes are larger than the duration of
the message packets themselves. These situations arise in
many sensor networks which have small message packets
to be shared with other sensors, resulting in a very small
value of L. This situation could also arise in future 5G
networks, where the physical layer packet lengths of devices
in a macro cell are much smaller (on the order of a few
microseconds) compared to the cell dimensions (on the order
of a few kilometers) [23]–[26]. We can reduce the report cycle
of the network by exploiting this fact. Consider a sensor
network in which the path difference between any two nodes
is greater than L. Then, concurrent transmissions will result
in message packets arriving at different times at each node,
hence all transmissions are orthogonal. In general, for an N
node network to ensure concurrent orthogonal transmissions,
the network should fulfill the conditions
|dki − dkj | ≥ L
∀ i, j, k ∈ [1, 2, . . . , N ] | i, j 6= k and i 6= j, (5)
where i, j and k denote the distinct nodes in the network and
dki and dkj denote the distance from the k-th node to node i
and node j respectively. Thus, the report cycle, TR, is equal to
the maximum path delay, TD, in the network, instead of NTD
for scheduled transmission as discussed before.
For example, consider the 3 node network shown in Fig. 2.
Suppose, the dimensions of dAB, dBC, and dCA does not follow
the specifications of Table I and if |dAB − dAC| ≥ L, then
the signal transmitted simultaneously at nodes B and C will
arrive at node A at different times, and hence A can correctly
receive them. Similarly, |dBA − dBC| ≥ L and |dCA − dCB| ≥
L will ensure correct message packet reception at nodes B
and C respectively. Thus, all the three nodes can concurrently
transmit, and the report cycle can be completed in TD.
In general sensor networks, (5) is rarely fulfilled. When a
network with N nodes has a particular geometric configura-
tion, which does not meet condition (5), we can reduce TR
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(a) Interfering message packets due to concurrent transmission.
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(b) Arrival of packets without interference at A, B and C nodes after introducing
delays of ∆B = 84 ns and ∆C = 150 ns in B and C nodes, respectively.
Fig. 3. Concurrent transmission on shared common channel will result in interference as shown in (a). If we solve the optimization problem defined in (6)
then the interference can be mitigated as shown in (b). The signal representing the message packet from nodes A, B and C, (pi(t) | i ∈ {A,B, C}) is
shown in green, red, and blue respectively. The τ = 100 ns, µ = 3× 108 m/s, and L = 30 m is considered in the illustration.
by introducing a delay ∆i to each node i ∈ [1, 2, . . . , N ]. The
∆is are adjusted such that the message packets do not interfere
at the receiving nodes. The ∆is form the time schedule during
which the i-th node needs to transmit. The optimal schedule
is obtained by solving the following optimization problem.
minimize
{∆i}
max
i,k
∆i + δki
subject to J = J1 + J2 + . . .+ JN = 0,
(6)
where
Jk =
∣∣∣ ∫ ∑
ij
pi (t− δki −∆i) pj (t− δkj −∆j) dt
∣∣∣
∀ i, j, k ∈ [1, 2, . . . , N ] | i, j 6= k and i 6= j.
Here, pi(t), i ∈ [1, 2, . . . , N ], denotes the physical layer signal
of the message packet, Jk denotes the interference due to the
received message packets at node k, and J indicates the total
interference in the system. The δki represents the path-delay
between the k-th node and i-th node and is given by dki/µ.
The report cycle with this approach is given by
TR = max
i,j
(∆i + δji) + τ, ∀i, j ∈ [1, . . . , N ] and i 6= j. (7)
To illustrate the solution of the optimization problem (6), we
once again consider the 3 node network shown in Fig. 2. The
configuration defined in Table I is used for path lengths. In
Table I, the path differences between nodes do not meet the
constraint defined in (5). That is, if all the nodes transmit
simultaneously, they will interfere with each other. For exam-
ple, if at time t = 0, all the nodes A, B and C concurrently
transmit their message packets, then the received signal at
nodes A, B and C are shown in Fig. 3a.
To accomplish short report cycle without interference in the
example discussed above, the optimization (6) is solved using
the grid search method with τ = 100 ns, µ = 3×108 m/s, and
L = 30 m. In this method, we set ∆A = 0; assuming that all
nodes are synchronized to node A, J is computed by varying
∆B and ∆C over the interval [0, TD], where TD is given by
(1). The solution for the optimization problem using the grid
search method yields ∆B = 84 ns and ∆C = 150 ns. With
these delays introduced in nodes B and C, the signals are not
interfering, as shown in Fig. 3b. Node C, will transmit last
after a delay of 150 ns and the resulting report cycle using (7)
is 620 ns.
B. System Aspects
Consider a centralized sensor network, with a powerful
coordinator node, which broadcasts a beacon message with
a time-stamp and the registration request. The ordinary nodes
will respond with their location information after synchroniz-
ing their clock using the time stamp in the beacon3. This
communication can employ a conventional TDMA scheme
on a control channel. The coordinator solves the optimization
problem (6) using the range values of the participating nodes
to prepare the broadcast schedules for the nodes. This informa-
tion is encapsulated into a control packet and transmitted to all
the participating nodes. Periodically the central node need to
collect the information from the participating nodes to resolve
the optimization problem to cater to the change in topology
due to the node mobility or node failures in the network. Note
that the physical control channel on which the registration
request and the broadcast schedules are communicated are
different from the shared common channel used for all-to-all
communication. Even with a powerful coordinator the solution
of (6) is not possible as the scale of the network grows. In the
later sections, we will discuss how a practical solution for (6)
can be achieved.
3Ordinary nodes can use TDOA method to account for the transmission
delay during synchronization.
5Even though the nodes clocks are synchronized during
the initialization process, the synchronization can be lost
due to the clock drift, jitter etc. In many sensor networks,
synchronization is accomplished using a message passing
technique as proposed in timing-sync (TSYNC) or reference
broadcast synchronization (RBS) protocols [27], [28]. Network
synchronization ensures that all the nodes in the network
have the same time scale. We also assume that exact range
information is available. Recently, there has been some work
on estimation algorithms for joint ranging and synchronization.
These are proposed in [29], [30]. These algorithms can yield
joint accuracy levels up to few centimeters for range and
few nanoseconds for synchronization. We study the behavior
of the proposed algorithms in the presence of range and
synchronization errors in Section IV.
III. ALGORITHMS
Using the grid search method to solve (6) is costly, as the
algorithm complexity, O(qN ), increases exponentially with the
number of nodes in the network. Here, q indicates the size of
the quantized grid of interval [0, TD] used in the grid search.
In this section, we propose three distinct methods to solve the
above problem, each having benefits over the other depending
on the network geometry, complexity, etc.
Consider the arrival of messages at node k from nodes i
and j as shown in Fig. 4. We can treat the arrived message
packets as boxes of width τ , and thus the message packets
will not interfere if the corresponding boxes do not overlap.
Therefore, we can construct an optimization problem as
minimize
{∆i}
max
i,k
∆i + δki,
subject to |∆i + δki −∆j + δkj | ≥ τ,
∆i ≥ 0,
(8)
∀ i, j, k ∈ [1, 2, . . . , N ] | i, j 6= k and i 6= j.
This formulation is similar to the optimization problem dis-
cussed in [15]. In [15], a sub-optimal solution for (8) using a
heuristic algorithm is proposed, in which the first constraint is
enforced, such that instead of all j 6= i, only j = 1, 2, . . . , i−1
are considered to solve for ∆i, one by one. Starting with
∆1 = 0, and for each i from 2 to N , smallest ∆i ≥ 0 needed
to avoid collision of packets from Node-j (whose delays are
already known from previous iteration as j = 1, . . . , i− 1) is
computed. In contrast to [15], our proposed algorithms solves
the above optimization problem using convex method, TSP
and iterative path-adjusting methods.
A. Convex algorithm (CA)
The optimization problem defined in (8) is not a convex
problem since the equality constraints are not affine. The prob-
lem can however be made convex by introducing additional
constraints. If we have predetermined the order in which the
message packets should arrive at a particular node, we can
make sure that the corresponding boxes do not overlap using a
simple linear inequality. For example, in Fig. 4, the inequality
would be ∆i + δki + τ ≤ ∆j + δkj . Thus, we have isolated
the non-convexity of the optimization problem into selecting
t
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Fig. 4. Messages from node i and j arriving at node k
the order in which the message packets should arrive at the
different nodes. Suppose, we consider a sequential schedule,
in which node i + 1, will transmit after node i, then we can
construct the optimization problem as
minimize
{∆i}
max
i,k
∆i + δki (9)
subject to ∆i + δki + τ ≤ ∆i+1 + δk,i+1 (10)
∆i ≥ 0 (11)
In (10), i goes from 1 to N−1, as there is no node with index
N + 1, and k 6= i, i+ 1.
This is a convex optimization problem, as the objective
function is convex, and all the inequality constraints are
convex. The problem can be solved as a general linear program
[31], [32], but algorithms with lower complexity can be
constructed by exploiting the structure of the problem. We
found that the most efficient way to solve (9) is to minimize
the delays ∆i sequentially in order of increasing i. We note
that ∆i+1 is minimized when it is zero or when (10) is tight for
at least one k. For the first node, the smallest possible delay is
∆1 = 0 and for subsequent nodes the smallest possible delays
are given by
∆i+1 = max
{
0,∆i +max
k
{δki − δk,i+1}+ τ
}
. (12)
This results in a solution where none of the delays can be
decreased without violating either (10) or (11), meaning that
we have found an optimum of (9). The algorithm can be
thought of as sliding the boxes corresponding to transmission
i + 1 to the left along the time axis until one of them hits 0
or a box from transmission i.
In the above formulation, we have only considered interfer-
ence between messages from nodes which come directly after
each other in the node order. Given that node i does not receive
a message from itself, it may be possible for messages from
node i− 1 and node i+1 to interfere when they are received
at node i. This can however never happen, as (10) implies that
∆i−1 + δi,i−1 + τ ≤ ∆i+1 + δi,i+1 (13)
for i = 2, 3, . . . , N − 1. This is shown in Appendix A. Given
that N delays need to be computed and that N path delays
must be considered in each computation, the algorithm has a
complexity of O(N2).
If the node order is set to A, B, C, in the configuration
defined in Table I, this method produces the same solution
6as the grid search method, within the grid search tolerance4.
Even though the formulated problem is convex, for the N -
node scenario, sequential ordering may not be the optimal
order with the lowest report cycle. Selecting an optimal
order is in itself a combinatorial optimization problem [33],
[34]. However, for most practical scenarios, we can select an
arbitrary order and solve the convex problem as demonstrated
in Section VI.
If we consider a configuration of [16] for the B-MAC
broadcast packet scheduling problem, with only anchors
in a fully-connected single-channel configuration, then the
proposed B-MAC scheduling problem is similar to the
optimization problem of section IV-A. However, they are not
exactly the same. For example, the constraint (7) in [16], is
more stringent as it ensures that the the acoustic signals in the
UWA network does not collide in the space between anchors
nodes. This is not applicable for electromagnetic wave
based WSN networks as there is no separation between the
anchor-node and ordinary sensor-node in the system and only
interference at all the node locations need to be nulled. This is
accomplished efficiently through the constraint defined in (12).
B. Optimizing the node order by solving a TSP
The problem of selecting a good node order can be for-
mulated as an asymmetric traveling salesman problem (TSP)
[35], where the cost matrix is derived from the path delays. To
be able to do this, we modify the problem so that the nodes
transmit in a cyclic order where a second message from the
first node is placed directly after the first message from the
last node. Then we solve a TSP problem which minimizes
the time between two transmissions from the same node. In
[17], [36] authors discuss the broadcast schedule construction
for a UWA network using the traveling salesman approach,
here anchor-nodes cannot transmit before they have received
the message from the previous node in the sequence to avoid
collision of acoustic waves at sensor nodes. This will result
in a symmetric TSP problem. In the context of a general all-
to-all communication in WSN this constraint is not need and
this will manifest the problem as an asymmetric TSP problem
as shown later. Finally, we consider the N different ways in
which the cyclic order can be broken into a linear order, and
select the alternative which minimizes the report cycle in the
original problem.
The objective of the traveling salesman problem is to find
the cheapest tour which visits a number of cities exactly once.
The input to the problem is a cost matrix, C, where its element
cij is the cost of going from city i to city j [35]. In our
problem, we let each city correspond to a node in the network.
We define the cost matrix so that cij is the minimum difference
between the delays of node j and node i, allowed by (10),
given that j comes directly after i in the node order. Given
that we are looking at a cyclic order, node 1 takes the role of
node N+1 in (10), and we do not need to take the constraints
4Note that the convex solution does not always produce the optimal
solution, and thus may not always match the result from the grid search
method.
(11) into consideration. If node j comes directly after node i
in the selected order, we have that
∆j = ∆i +max
k
{δki − δkj}+ τ. (14)
In other words, the delay of any node is equal to the delay of
the previous node, plus the cost
cij = max
k
{δki − δkj}+ τ. (15)
By adding up all of the costs associated with the successive
node pairs in the transmission order (TSP tour), we therefore
get the time between two transmissions made by the same
node. The problem of minimizing the time between two trans-
missions made by the same node can therefore be formulated
as a TSP where the cost matrix is defined by cij . For the 3 node
configuration shown in Fig. 2, the algorithm is graphically
illustrated in Fig. 5.
The TSP is known to be NP-hard [33], [34], [37], but there
are algorithms that can find exact solutions for small problems,
and other algorithms that can find approximate solutions for
larger problems [38], [39]. Many techniques employ heuristic
approaches for finding the approximate solution [40]–[42]. The
best approximate algorithms, often produce optimal or very
close to optimal solutions, for large networks with hundreds
of nodes. Furthermore, the approximate algorithms can be
run multiple times with different starting points and thereby
achieve much better performance [43]. We have chosen to
use the TSP solver LKH [40], which is based on the Lin-
Kernighan heuristic. For a problem with 100 nodes, LKH
requires less than a second to produce a solution which has a
high probability of being optimal. In LKH, all of the costs in
matrix C, must be integers and therefore we mapped the costs
in each problem to the the interval between 0 and 106 using
an affine mapping and rounded them to the closest integers.
We used version 2.0.7 of LKH with the default settings for all
problems.
The report cycle will depend on which node in the TSP
cycle is selected as node 1. Therefore we consider all of
the N possible choices for node 1 and solve the convex
problem defined in Section III-A for each one of them to see
which alternative results in the shortest report cycle. Given
that we can reuse the costs that we computed in (15) when
we compute the delays in (12), the problem of choosing a
first node has complexity O(N2). The overall complexity
is therefore dominated by the TSP solver, which has an
average complexity that scales approximately as O(N2.2) [40].
We may introduce some sub-optimality by transforming the
problem into a problem with transmitters in a cyclic order,
and LKH may also not find the exact optimum of the TSP.
The gap to optimality would however be negligible for most
practical applications.
C. Iterative path-adjusting algorithm (IPA)
The CA reduces the algorithm complexity by allowing sub-
optimality due to the fixed ordering. On the other hand, the
TSP algorithm improves over the CA, by choosing a better
order without increasing the algorithmic complexity on aver-
age. One problem with both the algorithms is their inefficiency
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Fig. 5. The cyclic TSP solution (a) and the 3 possible linear orders that can be created from it (b)-(d), for the network in Fig. 2. The filled in horizontal
bars show one cycle of received messages. The times of transmission are shown as solid vertical lines. In previous and future cycles, received messages and
times of transmission are shown as dashed bars and dashed lines respectively. The TSP-costs along the cheapest tour can be visualised as the time differences
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when (5) holds for most of the nodes (i.e., nodes are scattered
far-apart compared to L). For a random node configuration,
we can in theory ensure that (5) holds by making the message
length τ small enough. If τ is decreased by dτ , the report cycle
of the algorithms will however only decrease by Ndτ , as the
algorithms cannot change the order in which messages are to
be received at the nodes. This results in poor performance
when τ is small in comparison to the path delays of the
network. To overcome this problem, we propose an alternative
algorithm called iterative path-adjusting algorithm (IPA). We
show in the later sections that this algorithm outperforms the
convex formulation with strict ordering as defined in (10), and
the TSP algorithm, when the sensor nodes are scattered wide
apart.
In this algorithm, we adjust the path differences between
nodes, dki and dkj to satisfy (5) in an iterative way. Adjusting
the path difference is the same as introducing delays at nodes i
and j, so that the signals from i and j do not interfere at node
k. The algorithm is described below in three steps followed
by an example on a 3-node network.
1 Start the first iteration with l = 0 (l + 1 denotes the
iteration number) and k = 1, with d0ki = dki. For a
topology having N nodes, add additional path lengths
dl+1∆ik and d
l+1
∆jk
, ∀i, j ∈ [1, 2, . . . , N ], i, j 6= k, i 6= j to
nodes i and j to satisfy (5). Thus, the new path lengths
are given by
dl+1ki = d
l
ki + d
l+1
∆ik
, (16)
dl+1kj = d
l
kj + d
l+1
∆jk
. (17)
Note that to satisfy (5), the path-length needs to be added
to one of the nodes i or j. In this algorithm, we set
dl+1∆ik = 0 and add additional path length d
l+1
∆jk
only to
node j.
2 Repeat Step 1, by selecting all nodes one by one
(k = 1, 2, . . . , N ) in the network. Each time, carry over
additional path lengths added dlki+d
l+1
∆ik
and dlkj +d
l+1
∆jk
.
The total adjusted path lengths at the end of iteration l
are given by
d
l+1
∆k = d
l
∆k +
∑
i
dl+1∆ik , (18)
for k ∈ [1, 2, . . . , N ] and k 6= i. This completes an
iteration.
3 Repeat Step 1 and Step 2 until the total adjusted path
length for each node does not change across iterations,
meaning that the following condition holds for all k ∈
[1, 2, . . . , N ].
dl+1
∆k = d
l
∆k. (19)
This indicates that (5) is met for all nodes simultaneously.
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The proposed method is illustrated with the 3 node network
shown in Fig. 2, with the configuration defined in Table I.
Fig. 6 (a) shows that the addition of an additional path length
of 20 = (30− (dAC− dAB)) is required at node C to meet the
constraints in (5) so that signals from B and C do not collide
at A. Similarly, Fig. 6 (b) and Fig. 6 (c) add additional path
lengths to the previous topology to avoid collisions at nodes
B and C respectively. At the end of the 1st iteration, the total
path lengths for all of the nodes are given in Fig. 6 (d).
The second iteration is illustrated in Fig. 7. Notice that
we carried the new topology with added path lengths from
the previous iteration (d1∆A, d1∆B, d1∆C) to iteration 2 and
at the end of iteration 2, the total added path lengths are
(d2∆A, d2∆B, d2∆C) = (0, 25, 45). Now the iteration is stopped
as it meets the conditions defined in Step 3.
Translating the path lengths into path delays by divid-
ing by the speed of light, c, results in (∆A,∆B,∆C) ≈
(0 , 84 , 150) [ns]. This is the same result as with the grid
search and convex methods. This algorithm is analyzed in the
next Section.
D. Analysis of IPA
In order for the arriving signals not to interfere, (5) needs
to be satisfied. We define the path matrix, M, where each
element of M, dki, denotes the distance between node k and
node i. The IPA adjusts the path matrix in such a way that
the path lengths to node k from other nodes (represented by
the k-th row in the matrix M), have path differences greater
than L. For an N node network, the algorithm starts with the
original path matrix, M0, as given in (20). The path adjusted
matrix after the l-th iteration is represented as Ml.
M
0 =


0 d12 · · · d1N
d21 0 · · · d2N
.
.
.
.
.
.
.
.
.
.
.
.
dN1 dN2 · · · 0

 . (20)
Note that dkk = 0, ∀k ∈ (1, 2, . . . , N). Also, matrix M0 is
symmetric, that is dki = dik. The path adjusted matrix, Ml,
has elements, dlij . The i-th row of the path adjusted matrix
M
l is denoted as
dlix =
[
dli1 d
l
i2 · · · dliN
]
, (21)
similarly, the i-th column is denoted as
dlxi =
[
dl1x d
l
2x · · · dlNx
]T
, (22)
where T denotes the transpose operator.
To perform step 1 of the algorithm, there are many possibil-
ities for additional path lengths dl∆ik and d
l
∆jk
, such that the
arriving signals at node k, have effective path length difference
greater than L. In this paper, in order to make the arriving
signals to node k from nodes i and j satisfy |dlki − dlkj | ≥ L,
we will add path lengths only to j, if j > i. That is,
if |dlki − dlkj | < L and j > i then (23)
dl+1
∆ik
= 0, (24)
dl+1
∆jk
= L − (dlkj − dlki), (25)
dl+1xj = [d
l
xj + d
l+1
∆jk
1], (26)
∀i, j ∈ [1, 2, . . . , N ], i, j 6= k, i 6= j, and j > i.
Where, 1 is [1, 1, . . . , 1]T and the process, defined in (23) to
(26) is repeated for k = 1, 2, . . . , N sequentially to complete
an iteration. The iterations with l = 0, 1, 2, . . . are performed
until in (25), dl+1
∆jk
= 0, ∀i, j, k ∈ [1, 2, . . . , N ], i, j 6=
k and i 6= j is met. At each iteration, the elements from Ml
are used for (23) to (26).
During each iteration, when (23) is met, the additional path
is added only to one of the nodes (the node on the right).
Therefore, as the iterations increase, the path adjusted matrix,
M, will converge to the state with its elements
|dl∗ki − dl
∗
kj | ≥ L,
∀i, j, k ∈ [1, 2, . . . , N ], i, j 6= k and i 6= j, (27)
where, l∗ + 1, denotes the number of iterations required for
convergence. At this state the arriving signals to any node k
from nodes i and j will satisfy (5). The effective adjusted path
is given by
dl
∗
∆i = d
l∗
1x(i)− d01x(i), (28)
and the equivalent added delay for node, i, is ∆i = dl
∗
∆i/µ.
The average algorithmic complexity for IPA is evaluated
by a least square polynomial fit to the average computational
time (in ticks) consumed by the algorithm for networks of
different sizes. The procedure followed, along with the results,
are discussed in Appendix B. From the results of the Appendix
B, the average complexity of the IPA algorithm is O(N3).
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SUMMARY OF AVERAGE COMPLEXITY OF THE PROPOSED METHODS.
Algorithm Average case complexity
Grid Search O(q
N )
(q is the size of the quantized grid)
CA O(N
2)
(After exploiting the structure in the LP problem)
TSP O(N
2.2)
(Using LKH solver)
IPA O(N3)
C
dCA
A
dAB
dBC
B C
dCA
A
dAB
dBC
B
(a) (b)
Fig. 8. Two distinct 3-node configurations.
A summary of the average complexities of the proposed
methods is shown in Table II. For CA, the average case
and the worst case complexity are the same, therefore in
networks, where the real-time guaranties are needed CA is
more amenable than TSP and IPA. The IPA opens up for
a higher flexibility regarding the order of the transmissions.
Thus, it provides better throughput compared to the convex
algorithm as shown in Section VI. In mobile sensor networks,
the convex approach with fixed ordering among the nodes
opens up for schedule-based communication and ranging; thus,
node information need not be encoded in the packets [44].
On the other hand, IPA requires transmission overhead since
the node information has to be included in the packets, as
the order of packet reception is not predetermined. However,
the overhead of encoding the node information in the packet
(log2N bits) is not significant.
The performances of the orthrogonalization, CA, TSP, and
IPA under large scale networks with different geometric for-
mations are studied in the Section VI.
IV. EFFECT OF SYNCRONIZATION AND RANGE ERRORS
In the discussion so far, we assumed that the sensor clocks
are synchronized and the available set of range estimates
(dijs) are accurate. Accurate network synchronization can be
achieved by synchronizing the sensor clocks to the global
positioning system (GPS) clocks or in GPS deficient systems
by using the protocols discussed in Section II. Accurate range
estimation can be accomplished by using TOA methods. The
best performance in terms of mean-square-error (MSE) for an
unbiased estimator is given by the Cramer Rao lower bound
(CRLB) and for a time of arrival (TOA) estimation problem
this is given by [45], [46]:
σ2τ ≥
1
8π2SNRβ2 , (29)
where β, is the effective signal bandwidth defined by
β2 =
[∫∞
−∞ f
2|S(f)|2df∫∞
−∞ |S(f)|2df
]
, (30)
where S(f), is the Fourier transform of the transmit pulse,
s(t). Since many technologies like UWB use extremely large
bandwidths, they can be used for precise range estimation.
Practical UWB hardware with ranging and communication ca-
pabilities with range estimation accuracy of a few centimeters
are discussed in [47], [48].
In practice, clock synchronization is not perfect and there
will be range errors. These will result in message packets
colliding at the receiving nodes. The synchronization error
can be approximated as a zero mean normal distribution as
shown in [49], [50]. In wideband RF systems [51], [52],
problems such as multi-path fading, background interference,
and irregular signal propagation characteristics make range
estimates inaccurate. The range error can also be approximated
as a zero mean normal distribution [53], [54].
We assume that synchronization and range errors are in-
dependent and the net effect will result in the packet arrival
time to be randomly shifted from the intended position. The
distribution of this random shift from the true position can be
approximated to a Gaussian distribution, N (0, σ2e). This shift
in time of arrival of the message packets at the receiving node
can cause interference due to packet collisions. This problem
can be reduced by adding a guard interval, ǫ, to the equations
of the CA, TSP, and IPA. This can be done by expanding the
message packet length τ to τ ′ = τ + ǫ in (10) and (5). Where
ǫ can be used to trade off between tolerable interference and
the report cycle time (update rate). We can show that
ǫ =
√
2σeerfc−1(2(1− P)), (31)
where 1−P denotes the percentage during which neighboring
packets collide due to the range and synchronization errors.
For example, to have 95% collision avoidance between neigh-
boring packets, we need to have ǫ = 1.65σe. The network
level performance in presence of range and synchronization
errors, using the above method, for proposed algorithms are
studied in Section VI.
V. COMPARISON WITH CDMA SYSTEMS
In CDMA based multiple access, each node i is assigned
a unique spreading code, ui, such that ui ⊥ uj , ∀i 6= j.
Each sensor transmit the packets continuously by spreading
the message with its code. At the receiver, each sensor node
de-spreads the signal using its unique code. Thus, in principal
the report cycle can be completed in Nτ [s].
However, this scheme is not well suited for the all-to-
all broadcast scenario described in Section I, due to the
interference originating from the near-far problem of CDMA
[55]. Unlike in many CDMA systems, this problem cannot be
resolved using the classical power-control feedback. To further
illustrate this, consider two 3-node networks shown in Fig 8. In
Fig 8 (a), dAB = dBC = dCA and when all the nodes transmit
messages concurrently with same power level, the received
message signals from all the nodes are at the same power
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Fig. 9. Network geometry with 6 nodes scattered randomly in a 2-D plane. Received message packets at each node after introducing the computed delays
from Table III for network topology in Fig. 9a are shown for different algorithms. Notice that the message packets do not interfere. The color of the message
packet is mapped to the node as shown in Table IV
.
level, and orthogonality of the different spreaded signals holds.
Thus, the signal belonging to different sensors in all-to-all
broadcast can be de-spread with out any interference at all the
nodes. In general, for an N node network to have interference
free communication, we need the topology to have, dij = ξ,
where ξ, is some constant. This is a rare scenario and typically
does not occur in practice. Now, consider a network, Fig 8(b),
with dBC > dCA > dAB, and a parallel transmission of an
all-to-all broadcast with same power level at all nodes. The
sensor node B receives signals from A and C at different
power levels, and thus B will face severe interference when
separating the signals from A and C. Similar situation occur
for the received signal at A and C. The feedback power
control does not solve the problem for all-to-all broadcast,
as adapting the power in one node to remove interference can
create interference to other nodes. As the number of nodes
increases, the interference free parallel transmission becomes
infeasible5.
5For some network geometries, the interference free all-to-all communica-
tion problem can be solved as an optimization problem.
Another scenario where continuous transmission is not pos-
sible are in networks which require cyclical communication.
Here the transmission in the current cycle of a sensor depends
on the data it received from all the other sensor nodes in
the previous cycle of all-to-all communication. This kind of
communication is found in distributed control and distributed
computation applications as discussed in [7], [8], [56].
However, we can exploit the spatial-temporal aspect of
the underlying channel, where the propagation delay between
nodes are much longer than the access interval. Here each
of the N , nodes transmit concurrently for a duration of τ ,
once every TD seconds. Due to the random topology, and
large propagation time, the arrived pulses are spread out in
time, thereby reducing the interference. It can be shown that
if a spreading code of length, M ≥ N is used and the
shared common channel can support a bitrate of Rb [bps],
the effective bitrate per sensor, Rs, is given by
RCDMAs ≤
Rbτ
MTD
. (32)
For the proposed algorithms in the paper, in each report
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TABLE III
COMPUTED DELAY VALUES FROM PROPOSED METHODS FOR THE
GEOMETRIC FORMATION DEFINED IN FIG. 9A.
Delay Values (∆is) [ns]
Node CA IPA TSP
1 0 0 11.9
2 200.9 200.8 356.8
3 807.8 199.2 1196.3
4 1341.7 117.4 789.0
5 1821.3 395.7 0
6 2665.6 987.8 1243.8
TABLE IV
MAPPING OF COLORS TO NODES IN FIG. 9 AND FIG. 13.
Message packet
from node Color
1 Green
2 Red
3 Cyan
4 Magenta
5 Yellow
6 Black
cycle, TR, each node in the network will get to transmit a
message packet once for the duration, τ , seconds. Therefore
the effective throughput per sensor can be computed as
Rs =
Rbτ
TR
(33)
In the Section VI, we demonstrate in simulation the effective
bitrate per sensor, Rs, as a function of the number of nodes,
N , to show how the position information exploited in the
proposed algorithms offer better performance compared to a
CDMA based approach.
VI. SIMULATION STUDY
In the beginning of Section II-A, we mentioned that we can
orthogonalize the message packets by separating consecutive
transmissions by a time interval equal to the maximum path
delay in the network. For the configuration in Table I, the
report cycle, TR, can be computed as below.
TD =
max(dAB, dBC, dCA)
µ
+ τ = 470 ns . (34)
TR = N · TD = 1410 ns. (35)
However, if the path difference between nodes in the network
topology satisfies (5), then all the nodes can concurrently
transmit; thus one report cycle can be completed in the time
duration equal to the maximum path delay in the network plus
the packet length, that is 470 ns. More often (5) is not met.
Under these circumstances we can minimize the report cycle
by solving (6). We modified the problem so that it can be
casted as a convex optimization problem. For the configuration
in Table I, we showed that, (∆A = 0 ns, ∆B = 84 ns, ∆C =
150 ns) solves (9), therefore node C will transmit last after a
delay of 150 ns and complete the report cycle. So one report
cycle for the configuration in Table I is
TR = max
ij
(∆i + δji) + τ, (36)
∀i, j ∈ [A,B,C] and i 6= j
TR = 150 + 370 + 100 = 620 ns. (37)
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Fig. 10. Performance of proposed methods as a function of N . Notice
that as the number of nodes increases, the proposed techniques yield better
performance relative to the orthogonal schedule.
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Fig. 11. Performance of proposed methods as a function of N . Notice that
as the number of nodes increases, the IPA algorithm yield better performance
relative to TSP when the network radius is larger compared to packet length.
Thus, the reduction in the report cycle equals 56%.
To study the performance of the proposed methods for large
networks, we form two different formations; one with outliers,
where a few sensor nodes are far apart from the rest; and
another with no-outliers, where the sensor nodes are scattered
uniformly. The performance is reported in terms of the time
required to complete one report cycle using the proposed
methods.
A. Random geometric formation with no outliers
For performance analysis with no outliers, we create a
random geometric formation by scattering the nodes in a plane.
The coordinates (x, y) are drawn from a Gaussian distribution
as shown below.
(x, y) ∼ (N (0, σ2),N (0, σ2)) . (38)
A typical topology of 6 nodes with σ = 50 [m] is shown in
Fig. 9a. The transmission schedules for interference mitigation,
using different proposed algorithms are given in Table III.
With these delays introduced, the received packets will not
interfere with each other. The received packets at each node are
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(b) Convex Algorithm
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(c) IPA
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Fig. 13. Network geometry with nodes scattered randomly in a 2-D plane with outliers. Received message packets at each node after introducing the
computed delays from Table V for the network topology in Fig. 13a are shown for different algorithms. Notice that the message packets do not interfere. The
color of the message packet is mapped to the node as shown in Table IV.
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Fig. 12. Bitrate per sensor, Rs, of proposed methods and CDMA approach
as a function of N . Notice that the proposed methods yield better performance
relative to CDMA.
shown in Fig. 9b, 9c, and 9d for CA6, IPA and TSP algorithms
6In simulations, we employ a sequential order for CA, i.e., in (12), i, is
varied from 1, . . . , N − 1, with ∆1 = 0.
TABLE V
COMPUTED DELAY VALUES FROM PROPOSED METHODS FOR THE
GEOMETRIC FORMATION DEFINED IN FIG. 13A.
Delay Values (∆is) [ns]
Node CA IPA TSP
1 0 0 401.6
2 266.0 266 667.6
3 0 0 0
4 1444.7 78.1 1444.7
5 939.4 0 939.4
6 2528.5 759.4 147.7
proposed in this paper. Each color in Fig. 9 is mapped to the
messages from a specific node, as shown in the Table IV.
Report cycle, TR, for the given set of delay values computed
using CA, TSP and IPA are given by max
i,j
(∆i + δij)+ τ . For
the example network shown in Fig. 9a, the report cycles are
given by 3.54µs, 2.22µs, and 1.86µs for CA, TSP, and IPA
respectively.
From Fig. 9b and Fig. 9c, notice that the IPA is less
constrained than the convex approach; the convex formulation
13
requires that the order of the received message packets is the
same at each receiving node. This is not the case for the
IPA algorithm. This ensures tighter schedules and explains the
better performance of the IPA algorithm.
To assess the performance over a large number of nodes N ,
we performed Monte-Carlo simulations. We swept the number
of nodes, N , from 10 to 100 in steps of 10 and for each N ,
32 distinct random geometric formations were constructed as
per (38). The averaged report cycle is reported in Fig. 10.
Fig. 10 compares the proposed algorithms to the technique
of orthogonalization with scheduled transmission discussed in
Section II-A. Notice that for a 100 node randomly scattered
network with σ = 50 [m], TR is reduced to approximately
1/10 for the TSP algorithm and 1/3 for the fixed order convex
algorithm and the IPA algorithm. However, if the radius of the
network is scaled by a factor of 100 by changing the variance
σl = 100σ, the IPA performs better than the TSP algorithm
as explained in the earlier section and confirmed in simulation
by Fig. 11.
The effective rate per sensor for the CDMA approach and
the proposed algorithms are as given by (32)7 and (33).
Fig. 12, shows the rate per sensor for CDMA and the proposed
algorithms, assuming Rb = 1 Gbps and τ = 100 ns. Notice
that the proposed algorithms yield better performance in terms
of bitrate per sensor, Rs, compared to CDMA.
B. Random geometric formation with outliers
In this section, we will study the performance of geometric
formations of the sensor network with a few sensor nodes
far apart from the rest. To create this topology, we construct
N nodes distributed according to a mixture of two Gaussian
distributions. These distributions are as given below.
(x, y) =
(N (0, σ2),N (0, σ2)) (39)
(xo, yo) =
(N (0, σ2o),N (0, σ2o)) (40)
The node location is selected from (39) with probability of
2/3, and from (40) with probability 1/3. We set σ = 50 and
σ0 = 300; thus for a large N , 1/3 of the nodes will be outliers.
A typical topology with 6 nodes is shown in Fig. 13a.
The transmission schedules for interference mitigation, by
solving the CA, IPA, and TSP are given in Table V.
With these delays introduced, the received packets will not
interfere with each other. The received packets at each node
are shown in Fig. 13b, Fig. 13c and 13d for the CA, IPA and
the TSP algorithms proposed in the paper. Each color in Fig.
13 is mapped to the message from a specific node, as shown
in Table IV. For the example network shown in Fig. 13a, the
report cycles are approximately given by 4.73µs, 4.23µs, and
3.29µs for the CA, TSP, and IPA respectively.
To assess the performance over a large number of nodes
N , we performed Monte-Carlo simulations similar to the no-
outlier case with 32 distinct random geometric formations
constructed from the mixture distribution of (39) and (40) with
probabilities of 2/3 and 1/3 respectively. The average report
cycle is reported in Fig. 14.
7In simulations, for (32) equality is considered.
Fig. 14 compares the proposed algorithms to the technique
of orthogonalization through scheduled transmission discussed
in Section II-A. Notice that for a network with 100 nodes, TR
is on average reduced to 1/8 using TSP algorithm. This means
that the net communication or update rate can be increased by
a factor of 8 on average for the network topology with outliers.
Thus, a sensor network with geometric formations having a
few outlier nodes can have higher communication rate using
the proposed algorithms. The further away these outlier nodes
are, the greater the benefits will be, as the algorithms can pack
the information packets more efficiently there by optimally
utilizing the shared common channel.
C. Performance in the presence of synchronization and range
errors
With the configurations for the no-outlier topology as
discussed in the Section VI-A, we performed Monte-Carlo
simulations to assess the average sensitivity of the algo-
rithms to range and synchronization errors. If there were no
synchronization and range errors, then the network would
have exchanged N(N − 1) packets of width τ , without any
interference, using the proposed algorithms. However, due to
the errors, packets can interfere and we define the fraction of
interference free communication in the network, F , as
F = 1−
∑
i Ii
N(N − 1)τ (41)
where Ii, denotes the overlapped area of the packets at the
receiving node i . The trade-off between the guard interval,
ǫ, and report cycle, TR, is to first pack the transmissions
as closely as possible to reduce TR and then increase the
guard interval, ǫ, in the optimization problem, based on the
environment to decrease the sensitivity to range and synchro-
nization errors. Fig. 15, shows the average performance of F ,
using Monte-Carlo simulations for 20 nodes with 100 distinct
topologies constructed using the no-outlier case described
earlier, with τ = 100 [ns].
VII. CONCLUSION
In this paper, we proposed a methodology for utilizing
the range information to arrive at transmission schedules for
high density sensor networks. Connected sensor networks need
high rates of communication on a shared channel in order to
have high update rates. Therefore, an optimal schedule for
accessing the shared common channel needs to be designed for
efficient communication. To accomplish this, an optimization
problem is formulated using range information for interference
mitigation. A solution for the optimization problem is found
by CA, TSP and IPA methods. The proposed methods are
compared to the traditional time-sharing technique of sep-
arating consecutive transmissions by a time interval equal
to the duration of maximum path delay in a network. The
performances of the algorithms are assessed for different
types of networks with varied sizes. Two different geometric
formations are considered, one with a random placement of
nodes with no outliers and one with outliers. The results are
demonstrated in Fig. 10 and Fig. 14. A comparison with
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CDMA based multiple access is also presented in Fig. 12.
The analysis of performance degradation due to non-idealities
such as synchronization and range errors is reported in Fig. 15.
The three proposed algorithms performs better than CDMA
or orthogonalization by scheduling one node for maximum
path delay in the network. As demonstrated in Fig. 14, the
performance gains are higher, if the networks have few outliers
in them. Each of the proposed algorithms has a clear edge over
others depending on the type of the network. For example,
TSP performs better than IPA and CA for general networks,
however, when the network is geometrically larger in relation
to the path equivalent message length, L, then IPA performs
better than the TSP and CA as suggested by Fig.11. IPA
never performs worse than the convex algorithm. From the
simulation results, it appears that the IPA will give the same
solution as the CA in the worst case scenario, however, the
formal proof is not known to the authors. The proposed
methods assumes full connectivity, extending the methods for
a partially connected network is a topic of further research.
Table II summarizes the average complexities of the al-
gorithms. For IPA and TSP, the worst case complexities are
not known and for CA, the worst case and the average case
complexities are same. Thus, IPA and TSP may not be useful
in networks where real-time guarantees are needed for the
schedule computations. The impact of the synchronization and
range errors on the algorithms are studied. As expected, the
tighter schedules are more susceptible to the interference due
to the imperfect ranging and synchronization. Typical system
design involves, first packing the transmissions as closely
as possible to have low report cycle using the algorithms
discussed and then increasing the guard interval, ǫ, to decrease
the interference as illustrated in Fig. 15.
The performances of the proposed methods are demon-
strated in simulations in order to assess the performance
gains without platform or network dependencies. The in-house
transceiver developed in our lab can yield very precise range
information on the order of a few centimeters, as reported
in [47]. These transceivers could be mounted on the sensors
for joint ranging and communication [47], [48], [57]. The
results from the simulations of the proposed schemes indicate
that a significant improvement in performance in terms of
communication rate can be achieved by using the proposed
schemes. With these findings, we intend to further develop the
work to implement the schemes on our in-house transceiver
hardware and evaluate the performance of in-house transceiver
hardware mounted sensor networks with different sizes and
varied geometric formulations.
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