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Studied here is an initial- and boundary-value problem for the
Korteweg–de Vries equation
∂u
∂t
+ ∂u
∂x
+ u ∂u
∂x
+ ∂
3u
∂x3
= 0,
posed on a bounded interval I = {x: a  x  b}. This problem
features non-homogeneous boundary conditions applied at x = a
and x = b and is known to be well-posed in the L2-based Sobolev
space Hs(I) for any s > − 34 . It is shown here that this initial–
boundary-value problem is in fact well-posed in Hs(I) for any
s > −1. Moreover, the solution map that associates the solution to
the auxiliary data is not only continuous, but also analytic between
the relevant function classes. The improvement on the previous
theory comes about because of a more exacting appreciation of
the damping that is inherent in the imposition of the boundary
conditions.
Published by Elsevier Inc.
1. Introduction
In this paper, we continue the study of the Korteweg–de Vries equation (KdV-equation henceforth)
ut + ux + uux + uxxx = 0 (1.1)
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initial condition
u(x,0) = φ(x), for x ∈ (0,1), (1.2)
and the non-homogeneous boundary conditions
u(0, t) = h1(t), u(1, t) = h2(t), ux(1, t) = h3(t), for t  0, (1.3)
where the initial value φ and the boundary data h j , j = 1,2,3, are given functions. As is usual in stud-
ies of the KdV-equation, u = u(x, t) is a real-valued function of the real variables x and t which often
correspond in applications to space and time, respectively, and subscripts denote partial differentia-
tion. The principal concern of the present essay is the well-posedness of the initial–boundary-value
problem (IBVP henceforth) (1.1)–(1.3) in the classical Sobolev space Hs(0,1) for negative values of s.
We remind the reader that while there is marvelous theory developed for the pure initial-value
problem (IVP from now on) (1.1)–(1.2) set on the whole line I = R (cf. [6,7,16,30–32,41,44] and the ref-
erences therein), and for the initial–boundary-value problem of Eq. (1.1) posed on the half line I = R+
(cf. [3,5,8,9,15,20,23–26] and the references therein), some of which will be discussed presently, when
the equation is used in practical situations, one inevitably encounters a ﬁnite domain where lateral
boundary conditions must be imposed. Hence, theory for such boundary-value problems, while more
complicated and less elegant than the theory on the whole line, is important, as is discussed in some
detail in the works [1,2,4] and [14] for example. And, though a theory related to very rough auxiliary
data such as that which is the focus here is not relevant to real applications of equations like (1.1),
the issue is mathematically challenging and, moreover, the representations derived in Section 2 do
ﬁnd use in the analysis of practically important issues (see e.g. [2]).
Recall that the IBVP (1.1)–(1.3) is said to be locally well-posed in the space Hs(0,1) for some s ∈ R if for
given T > 0 and suitably compatible auxiliary data1
φ ∈ Hs(0,1) and h = (h1,h2,h3) ∈ Hμ1(0, T ) × Hμ2(0, T ) × Hμ3(0, T ),
there exists a T ∗ with 0< T ∗  T depending only on
r ≡ ‖φ‖Hs(0,1) + ‖h‖Hμ1 (0,T )×Hμ2 (0,T )×Hμ3 (0,T )
such that (1.1)–(1.3) admits a unique solution u ∈ C([0, T ∗]; Hs(0,1)) which depends continuously on φ and
h in their respective spaces. If T ∗ = T for any compatible φ and h, the IBVP (1.1)–(1.3) is said to be globally
well-posed in Hs(0,1).
The reader is referred to [10,17–19,27,28,37–40,42,43] and the references contained therein for
various studies of the IBVP (1.1)–(1.3). In particular, we showed in [10] that (1.1)–(1.3) is locally well-
posed in the space Hs(0,1) with μ1 = μ2 = s+13 and μ3 = s3 for any s 0 and is globally well-posed
in the space Hs(0,1) for any s  3. In the case wherein 0  s < 3, we showed that (1.1)–(1.3) is
globally well-posed with compatible
(φ, h) ∈ Hs(0,1) × Hμ1(s)(0, T ) × Hμ1(s)(0, T ) × Hμ2(s)(0, T ),
1 The reader is refereed to [10] for the deﬁnition of compatibility of the initial value φ and the boundary data h. Compatibility
does not arise as an issue in spaces where the relevant traces of the auxiliary data at (x, t) = (0,0) and (x, t) = (1,0) do not
exist, such as those that are the principal focus here.
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This result has been improved recently by Faminskii [27]; he showed that (1.1)–(1.3) is globally well-
posed in the space Hs(0,1) for any s with 0 s < 3 for compatible data
(φ, h) ∈ Hs(0,1) × H s+13 +(0, T ) × H s+13 +(0, T ) × H s3+(0, T ).
Even more recently, Holmer showed in [28] that (1.1)–(1.3) is locally well-posed in Hs(0,1) for any
s > − 34 . The following question then arises naturally.
Question 1.1. Is the IBVP (1.1)–(1.3) well-posed in the space Hs(0,1) for some values of s− 34 ?
The same issue arises for the IVP for the KdV equation posed on the whole line R , viz.
ut + uux + uxxx = 0, x, t ∈ R,
u(x,0) = φ(x),
}
(1.4)
with Sobolev-class initial data φ, posed with periodic boundary conditions so that φ is periodic and
solutions having the same period are sought, or posed in a quarter plane, viz.
ut + ux + uux + uxxx = 0, x ∈ R+, t ∈ R+,
u(x,0) = φ(x), u(0, t) = h(t), x, t ∈ R+.
}
(1.5)
After considerable effort by a number of researchers, it has been understood that the IVP (1.4) is
well-posed in the space Hs(R) for s > − 34 , whereas the periodic IVP for (1.4) is well-posed in the
space Hsper((a,b)) for s  − 12 [33,34]. The IBVP (1.5) is also known to be well-posed in the space
Hs(R+) for any s > − 34 [12,28].
In the context of the pure IVP or the periodic IVP (1.4), or the quarter-plane problem (1.5), one can
ask the same question as for the ﬁnite-interval problem.
Question 1.2. Is the IVP (1.4) well-posed in Hs(R) for some s < − 34 ; is the periodic IVP (1.4) well-posed in
Hsper((a,b)) for some s < − 12 ; is the IBVP (1.5) well-posed in Hs(R+) for some s− 34 ?
For the IVP (1.4), when s < − 34 , it has been shown to be ill-posed in Hs(R) in the sense that
the solution map, if it were to exist, cannot be locally uniformly continuous. The same can be said
for the periodic IVP (1.4); it is ill-posed in Hs(S) when s < − 12 in the sense that the solution map
cannot be locally uniformly continuous. When s = − 34 , a weaker form of local well-posedness was
established for the IVP (1.4) in [21]. Thus, the indications were that the answer to Question 1.2 was
almost certainly negative. However, Kappeler and Topalov [29] recently demonstrated that the IVP
(1.4) is (globally) well-posed in the space Hs(S) for s  −1. In addition, Molinet and Ribaud [35]
showed that the pure initial-value problem
ut + uux + uxxx − uxx = 0, −∞ < x< ∞, t > 0,
u(x,0) = ψ(x), −∞ < x< ∞,
}
(1.6)
for the KdV–Burgers equation is well-posed in the space Hs(R) for s > −1 and is ill-posed when
s < −1 in the sense that the corresponding solution map is not C2. Both of these results are a little
surprising. Molinet and Ribaud achieved their result by taking full advantage of the combination of
the dispersion introduced through the term uxxx and the dissipation introduced through the Burgers’
term −uxx . The corresponding solution map is real analytic when s > −1. In contrast, the approach
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solution map associated with the periodic IVP (1.4) is continuous, but not locally uniformly continuous
when s < − 12 . The interested reader is also refereed to [22,23] for similar discussions for the Burgers
equation.
There is an interesting connection between the KdV equation and the KdV–Burgers equation. Let
α,β ∈ R be given and consider the transformation
u(x, t) = eαx+βt v(x, t).
A direct calculation shows that u is a solution of the KdV equation
ut + ux + uux + uxxx = 0 (1.7)
if and only if v is a solution of the equation
vt +
(
α + α3 + β)v + (3α2 + 1)vx + vxxx + 3αvxx + eβt+αx(αv + vvx) = 0. (1.8)
This connection between the KdV equation and the KdV–Burgers equation led us to consider in [13]
the following IBVP for the KdV–Burgers equation posed in a quarter plane:
ut + a(x, t)uux + uxxx − uxx = 0, x, t > 0,
u(x,0) = ψ(x), u(x,0) = h(t), x, t > 0,
}
(1.9)
where a = a(x, t) is a given smooth function. It was shown in [13] that the IBVP (1.9) is locally well-
posed in the space Hs(R+) for any s > −1. Consequently, there emerges the following well-posedness
result for the IBVP (1.5), which provides a partial answer to Question 1.2 for the KdV equation posed
in a quarter plane.
Theorem. Let ν > 0 be given. Then for any s > −1 with s = 3m + 12 , m = 0,1, . . . , the IBVP (1.5) is locally
well-posed in the weighted Sobolev space
Hsν
(
R+
)= { f ∈ Hs(R+); eνx f ∈ Hs(R+)}.
Moreover, the correspondence (ψ,h) 	→ u of data with the associated solution is an analytic mapping between
the relevant spaces.
In this paper, interest is focused on Question 1.1 for the IBVP (1.1)–(1.3). The following two theo-
rems are the principal outcomes of the present study.
Theorem 1.1. The IBVP (1.1)–(1.3) is locally well-posed in the space Hs(0,1) for any −1 < s  0. The corre-
spondence (ψ,h1,h2,h3) 	→ u is an analytic mapping from Hs(0,1) × H 13 (0, T ) × H 13 (0, T ) × H0(0, T ) to
C([0, T ]; Hs(R+)), where T > 0 is any value less than the existence time provided by the local well-posedness.
Theorem 1.2. For any  > 0, the IBVP (1.1)–(1.3) is globally well-posed in the space Hs(0,1) for any s in the
range −1< s 0 and for auxiliary data φ ∈ Hs(0,1) and h ∈ H 13+(0, T ) × H 13+(0, T ) × H(0, T ).
In addition, it will be shown that the IBVP (1.1)–(1.3) possesses a strong smoothing property, sim-
ilar to that of the heat equation.
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corresponding solution u of the IBVP (1.1)–(1.3) belongs to the space C(R+; H∞(0,1)).
Thus it is concluded that the IBVP (1.1)–(1.3) has the same local theory as that established by Kap-
peler and Topalov using inverse scattering theory for the periodic initial-value problem. An advantage
of the present arguments is that they do not depend upon the rigid structure of inverse scattering
theory, and so may be expected to apply to a range of nonlinear dispersive equations.
The rather strong damping property enunciated in Theorem 1.2, and which is a consequence of
imposing boundary conditions, indicates why one might hope for a better local existence theory than
obtained heretofore. Indeed, the improved theory developed here owes almost entirely to a better
appreciation of the smoothing induced by the imposition of boundary values.
Observe that a function u = u(x, t) solves the IBVP (1.1)–(1.3) if and only if v = e−2t+xu solves the
IBVP
vt + 4vx + 1
2
(
e4t−2xv
)
x + vxxx − 3vxx = 0, x ∈ (0,1),
v(x,0) = φ∗(x),
v(0, t) = h∗1(t), v(1, t) = h∗2(t), vx(1, t) = h∗3(t),
⎫⎪⎪⎬
⎪⎪⎭ (1.10)
for a KdV–Burgers-type equation posed on (0,1), where φ∗(x) = exφ(x) and h∗ = (h∗1,h∗2,h∗3) with
h∗1(t) = e−2th1(t), h∗2(t) = e−2t+1h2(t), h∗3(t) = e−2t+1
(
h2(t) + h3(t)
)
.
Thus, to prove Theorems 1.1–1.3 for the KdV equation, one needs only study the IBVP (1.10) and es-
tablish for it the same well-posedness results as those described in Theorems 1.1–1.3. More precisely,
it suﬃces to prove the following well-posedness results for the IBVP (1.10).
Theorem 1.4.
(a) The IBVP (1.10) is locally well-posed in the space Hs(0,1) for any −1 < s  0. Moreover, the correspon-
dence of auxiliary data to solutions (φ∗, h∗) 	→ u is an analytic mapping of Hs(0,1) × H s+13 (0, T ) ×
H
s+1
3 (0, T ) × H s3 (0, T ) to C(0, T ; Hs(0,1)) for appropriate T > 0.
(b) For any T > 0, the IBVP (1.10) is well-posed in the space Hs(0,1) for any −1< s 0 with φ∗ ∈ Hs(0,1)
and h∗ ∈ H 13+(0, T )×H 13+(0, T )×H(0, T ). (Thus the problem is globally well-posed in these spaces.)
(c) Let s > −1 be given. If h∗ ∈ H∞loc(R+) × H∞loc(R+) × H∞loc(R+), then for any φ∗ ∈ Hs(0,1), the corre-
sponding solution v of the IBVP (1.1)–(1.3) belongs to the space C(R+; H∞(0,1)).
This result will be proved using the Laplace transform approach developed in our earlier papers
[12,13].
The paper is organized as follows. In Section 2, explicit representation formulas are presented
for solutions of initial–boundary-value problems for the linear KdV–Burgers equation. These are de-
veloped along the lines put forward in [12,13]. Various estimates will be established for the linear
problems associated to (1.10). These will play a central role in the analysis of the nonlinear problems.
In Section 3, the well-posedness results for the IBVP (1.10) as described in Theorem 1.4 are estab-
lished. The technical Appendix A contains proofs of some of the lemmas that arise in the analysis
underlying the principal results.
2. Linear problems
This section is divided into two subsections. In the ﬁrst, consideration is given to linear problems
associated to the KdV–Burgers equation. Explicit representation formulas for solutions of an initial–
boundary-value problem for this equation will be derived. Then, the boundary integral operators that
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using the approach developed in [13]. The extended boundary integral operator will play a crucial role
in our analysis. The second subsection contains estimates of solutions of the linear problems and of
the boundary integral operators.
2.1. Solution formulas
Consideration is ﬁrst directed to the non-homogeneous boundary-value problem
ut + 4ux + uxxx − 3uxx = 0, u(x,0) = 0,
u(0, t) = h1(t), u(1, t) = h2(t), ux(1, t) = h3(t).
}
(2.1)
Applying the Laplace transform with respect to t , (2.1) is converted to
suˆ(x, s) + 4uˆx(x, s) + uˆxxx(x, s) − 3uˆxx(x, s) = 0,
uˆ(0, s) = hˆ1(s), uˆ(1, s) = hˆ2(s), uˆx(1, s) = hˆ3(s)
}
(2.2)
where
uˆ(x, s) =
+∞∫
0
e−stu(x, t)dt
and
hˆ j(s) =
+∞∫
0
e−sth j(t)dt, j = 1,2,3.
The solution uˆ(x, s) of (2.2) can be written in the form
uˆ(x, s) =
3∑
j=1
c j(s)e
λ j(s)x
where the λ j(s), j = 1,2,3, are the solutions of the characteristic equation
s + 4λ + λ3 − 3λ2 = 0
and the c j = c j(s), j = 1,2,3, solve the linear system
⎧⎨
⎩
c1 + c2 + c3 = hˆ1(s),
c1eλ1(s) + c2eλ2(s) + c3eλ3(s) = hˆ2(s),
c1λ1(s)eλ1(s) + c2λ2(s)eλ2(s) + c3λ3(s)eλ3(s) = hˆ3(s).
Let 
(s) be the determinant of the coeﬃcient matrix of the left-hand side of this system, and 
i(s)
the determinants of the matrices that are obtained by replacing the ith column of 
(s) by the column
vector (hˆ1(s), hˆ2(s), hˆ3(s))T , i = 1,2,3. Cramer’s rule implies that
c j = 
 j(s) , j = 1,2,3.

(s)
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u(x, t) = 1
2π i
r+i∞∫
r−i∞
est uˆ(x, s)ds =
3∑
j=1
1
2π i
r+i∞∫
r−i∞
est

 j(s)

(s)
eλ j(s)x ds
which holds for any r > 0. The solution u of (2.14) may also be written in the form
u(x, t) = u1(x, t) + u2(x, t) + u3(x, t)
where um(x, t) solves (2.14) with h j ≡ 0 when j =m, m, j = 1,2,3; thus um has the representation
um(x, t) =
3∑
j=1
u j,m(x, t)
with
u j,m(x, t) =
3∑
j=1
1
2π i
r+i∞∫
r−i∞
est

 j,m(s)

(s)
eλ j(s)xhˆm(s)ds
for m, j = 1,2,3. Here 
 j,m(s) is obtained from 
 j(s) by letting hˆm(t) = 1 and hk(t) ≡ 0 for k = m,
k,m = 1,2,3. It is straightforward to determine that in the last two formulas, the right-hand sides are
continuous with respect to r for r  0. As the left-hand sides do not depend on r, it follows that we
may take r = 0 in these formulas and in those appearing below. Write u j,m in the form
u j,m(x, t) = 12π i
+i∞∫
0
est

 j,m(s)

(s)
eλ j(s)xhˆm(s)ds + 1
2π i
0∫
−i∞
est

 j,m(s)

(s)
eλ j(s)xhˆm(s)ds
≡ u+j,m(x, t) + u−j,m(x, t),
for m, j = 1,2,3. Making the substitution s = i(ρ3 − ρ) with 1 ρ < +∞ in the characteristic equa-
tion
s + 4λ + λ3 − 3λ2 = 0, (2.3)
the three roots λ+j may be written as a function of ρ rather than s, viz. λ
+
j (ρ), j = 1,2,3, with
Reλ+1 (ρ) 0, Reλ
+
2 (ρ) 0, Reλ
+
3 (ρ) 0
and, as ρ → ∞,
λ+1 (ρ) = iρ + 1+ O
(
1
ρ
)
, λ+2 (ρ) =
√
3− i
2
ρ + 1+ O
(
1
ρ
)
,
λ+3 (ρ) =
−√3− i
2
ρ + 1+ O
(
1
ρ
)
.
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−
j,m(x, t) have the form
u+j,m(x, t) =
1
2π
+∞∫
1
ei(ρ
3−ρ)teλ
+
j (ρ)x

+j,m(ρ)

+(ρ)
(
3ρ2 − 1)hˆ+m(ρ)dρ
and
u−j,m(x, t) =
1
2π
+∞∫
1
e−i(ρ3−ρ)teλ
−
j (ρ)x

−j,m(ρ)

−(ρ)
(
3ρ2 − 1)hˆ−m(ρ)dρ
where hˆ+m(ρ) = hˆm(i(ρ3 − ρ)), 
+(ρ) and 
+j,m(ρ) are obtained from 
(s) and 
 j,m(s), respectively,
by replacing s with i(ρ3 − ρ) and λ j(s) with λ+j (ρ), for j = 1,2,3. Notice that, with an obvious
notation, 
−(ρ) = 
+(ρ) and 
−j,m(ρ) = 
+j,m(ρ) for j = 1,2,3, and hˆ−m(ρ) = hˆ+m(ρ). In consequence,
it is also the case that u−j,m(x, t) = u+j,m(x, t), j,m = 1,2,3.
It will be helpful to know the large-ρ asymptotics of the ratios

+j,m(ρ)

+(ρ)
and

−j,m(ρ)

−(ρ)
.
Since
λ1(s) + λ2(s) + λ3(s) ≡ 3,
it is readily seen that

(s) = (λ3(s) − λ2(s))e3−λ1(s) + (λ1(s) − λ3(s))e3−λ2(s) + (λ2(s) − λ1(s))e3−λ3(s),⎧⎪⎨
⎪⎩

1,1(s) =
(
λ3(s) − λ2(s)
)
e3−λ1(s),

2,1(s) =
(
λ1(s) − λ3(s)
)
e3−λ2(s),

3,1(s) =
(
λ2(s) − λ1(s)
)
e3−λ3(s),
⎧⎪⎨
⎪⎩

1,2(s) = λ2(s)eλ2(s) − λ3(s)eλ3(s),

2,2(s) = λ3(s)eλ3(s) − λ1(s)eλ1(s),

3,2(s) = λ1(s)eλ1(s) − λ3(s)eλ2(s),
and

1,3(s) = eλ3(s) − eλ2(s), 
2,3(s) = eλ1(s) − eλ3(s), 
3,3(s) = eλ2(s) − eλ1(s).
Therefore, it follows immediately that as a function of the variable ρ introduced above,

+1,1(ρ)

+(ρ)
∼ e −
√
3
2 ρ,

+2,1(ρ)

+(ρ)
∼ e−
√
3ρ,

+3,1(ρ)

+(ρ)
∼ 1, (2.4)

+1,2(ρ)

+(ρ)
∼ e−3, 

+
2,2(ρ)

+(ρ)
∼ e−3, 

+
3,2(ρ)

+(ρ)
∼ e−3, (2.5)

+1,3(ρ)

+(ρ)
∼ e−3ρ−1, 

+
2,3(ρ)

+(ρ)
∼ e−3ρ−1, 

+
3,2(ρ)

+(ρ)
∼ e−3ρ−1 (2.6)
as ρ → +∞.
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u−j,m(x, t) = u+j,m(x, t), j,m = 1,2,3,
and
u+3,m(x, t) =
1
2π
+∞∫
1
ei(ρ
3−ρ)teλ
+
3 (ρ)x
(
3ρ2 − 1)hˆ∗+3,m(ρ)dρ
for m = 1,2,3, whilst
u+j,m(x, t) =
1
2π
+∞∫
1
ei(ρ
3−ρ)te−λ
+
j (ρ)(1−x)(3ρ2 − 1)hˆ∗+j,m(ρ)dρ (let x′ = 1− x)
= 1
2π
+∞∫
1
ei(ρ
3−ρ)te−λ
+
j (ρ)x
′(
3ρ2 − 1)hˆ∗+j,m(ρ)dρ
for m = 1,2,3 and j = 1,2, with
hˆ∗
+
3,m(ρ) =

+3,m(ρ)

+(ρ)
hˆ+m(ρ), hˆ∗
+
j,m(ρ) =

+j,m(ρ)

+(ρ)
eλ
+
j (ρ)hˆ+m(ρ)
for j = 1,2 and m = 1,2,3. Moreover, it follows straightforwardly from (2.4)–(2.6) that
h1 ∈ H
s+1
3
0
(
R+
) ⇒ h∗j,1 ∈ H∞(R), j = 1,2, h∗3,1 ∈ H s+130 (R),
h2 ∈ H
s+1
3
0
(
R+
) ⇒ h∗j,2 ∈ H s+130 (R), j = 1,2,3,
h3 ∈ H
s
3
0
(
R+
) ⇒ h∗j,3 ∈ H s+130 (R), j = 1,2,3.
For given m, j = 1,2,3, let W j,m be an operator on Hs0(R+) deﬁned as follows; for any h ∈ Hs0(R+),
[W j,mh](x, t) ≡ [U j,mh](x, t) + [U j,mh](x, t) (2.7)
with
[U j,mh](x, t) ≡ 12π
+∞∫
1
ei(ρ
3−ρ)te−λ
+
j (ρ)(1−x)(3ρ2 − 1)hˆ∗+j,m(ρ)dρ (2.8)
for j = 1,2, m = 1,2,3 and
[U3,mh](x, t) ≡ 1
2π
+∞∫
ei(ρ
3−ρ)teλ
+
3 (ρ)x
(
3ρ2 − 1)hˆ∗+3,m(ρ)dρ (2.9)1
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hˆ∗
+
3,m(ρ) =

+3,m(ρ)

+(ρ)
hˆ+(ρ), hˆ∗
+
j,m(ρ) =

+j,m(ρ)

+(ρ)
eλ
+
j (ρ)hˆ+(ρ)
for j = 1,2 and m = 1,2,3, where hˆ+(ρ) = hˆ(i(ρ3 − ρ)).
Proposition 2.1. For given h1 , h2 , and h3 , let h = (h1,h2,h3). Then the solution of (2.14) may be written in
the form
u(x, t) = [Wbdrh](x, t) :=
3∑
j,m=1
[W j,mhm](x, t).
Next, consider the same problem posed with zero boundary condition, but non-trivial initial data,
viz.
ut + 4ux + uxxx − 3uxx = 0, u(x,0) = φ(x),
u(0, t) = 0, u(1, t) = 0, ux(1, t) = 0.
}
(2.10)
By semigroup theory [36], its solution may be obtained in the form
u(t) = Wc(t)φ (2.11)
where the spatial variable is suppressed and Wc(t) is the C0-semigroup in the space L2(0,1) gener-
ated by the operator
A f = − f ′′′ − 4 f ′ + 3 f ′′
with the domain
D(A) = { f ∈ H3(0,1) ∣∣ f (0) = 0, f (1) = f ′(1) = 0}.
By Duhamel’s principle, one may use the semigroup Wc(t) to formally write the solution of the
forced linear problem
ut + ux + uxxx = f (x, t), u(x,0) = 0,
u(0, t) = 0, u(1, t) = 0, ux(1, t) = 0
}
(2.12)
in the form
u(t) =
t∫
0
Wc(t − τ ) f (·, τ )dτ . (2.13)
Recall the explicit solution formula
u(x, t) = WR(t)φ(x) = c
∞∫
ei(ξ
3−4ξ)t−3ξ2teixξ
∞∫
e−iyξψ(y)dy dξ (2.14)−∞ −∞
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ut + 4ux − 3uxx + uxxx = 0, x, t ∈ R,
u(x,0) = ψ(x), x ∈ R.
}
(2.15)
The formula for WR(t) is explicit and simple. We take advantage of this simplicity to give a related
representation of Wc(t) in terms of WR(t) and Wbdr(t).
Let a function φ be deﬁned on the interval (0,1) and let φ∗ be an extension of φ to the whole
line R . The mapping φ → φ∗ can be organized so that it deﬁnes a bounded linear operator B from
Hs(0,1) to Hs(R). Henceforth, φ∗ = Bφ will refer to the result of such an extension operator applied
to φ ∈ Hs(0,1). Assume that v = v(x, t) is the solution of
vt + 4vx − 3vxx + vxxx = 0, v(x,0) = φ∗(x)
for x ∈ R, t  0. If g1(t) = v(0, t), g2(t) = v(1, t), g3(t) = vx(1, t) and g = (g1, g2, g3), then v g =
v g(x, t) = [Wbdr(t)g](x) is the corresponding solution of the non-homogeneous boundary-value prob-
lem (2.10) with boundary condition h j(t) = g j(t), j = 1,2,3, for t  0. It is clear that for x ∈ (0,1)
the function v(x, t) − v g(x, t) solves the IBVP (2.10), and this leads directly to a representation of the
semigroup Wc(t) in terms of Wbdr(t) and WR(t).
Proposition 2.2. For a given s and φ ∈ Hs(0,1), if φ∗ is its extension to R as described above, then Wc(t)φ
may be written in the form
Wc(t)φ = WR(t)φ∗ − Wbdr(t)g (2.16)
for any x ∈ (0,1) and t > 0, where g is obtained from the trace of WR(t)φ∗ at x = 0 and at x = 1 as indicated
above.
In a similar manner, one may derive an alternative representation for solutions of the inhomoge-
neous initial–boundary-value problem (2.12).
Proposition 2.3. If f ∗(·, t) = B f (·, t) is an extension of f from [0,1] × R+ to R × R+ , say, then the solution
u of (2.12)may be written in the form
u(·, t) =
t∫
0
WR(t − τ ) f ∗(·, τ )dτ − Wbdr(t)v
for any x, t  0 where v ≡ v(t) = (v1(t), v2(t), v3(t)) is the appropriate boundary traces of
q(x, t) =
t∫
0
WR(t − τ ) f ∗(τ )dτ
at x = 0 and x= 1, which is to say,
v1(t) = q(0, t), v2(t) = q(1, t), v3(t) = qx(1, t).
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equation for 0 < x < 1 and t > 0. Indeed, Wc(t)φ(x), the left-hand of (2.16), is only deﬁned for this
range of x and t . However, it will be convenient to extend the terms on the right-hand side of (2.16)
in such a way that they are deﬁned for all x, t ∈ R . This will provide a context in which to establish
the well-posedness of the nonlinear problem in the framework of Bourgain spaces. Note that the term
WR(t) can be redeﬁned as
WR(t)φ = c
∞∫
−∞
ei(ξ
3−4ξ)t−3ξ2|t|eixξ
∞∫
−∞
e−iyξφ(y)dy dξ
for all x, t ∈ R and thus only a suitable extension of the second term in both formulas is needed
to extend the entire formula from (0,1) × R+ to R × R . Because of the structure of the boundary
integral operators [W jmh](x, t), j,m = 1,2,3 (see (2.7)–(2.9)), it suﬃces to consider extending an
integral operator Ubdr(t) of the form
[Ubdr(t)h](x) = 12π Re
∞∫
1
eit(μ
3−μ)e(α(μ)+iβ(μ))x
(
3μ2 − 1)hˆ+(μ)dμ (2.17)
with hˆ+(μ) = hˆ(i(μ3 − μ)), where both α(μ) and β(μ) are real-valued functions and α(μ)  0 for
all μ.
Attention is thus turned to providing an extension of the boundary integral operator Ubdr(t).
Rewrite Ubdr(t) as
[Ubdr(t)h](x) = 12π Re
∞∫
1
eit(μ
3−μ)e(α(μ)+iβ(μ))x
(
3μ2 − 1)hˆ+(μ)dμ
= 1
2π
Re
4∫
1
eiμ
3t−iμte(α(μ)+iβ(μ))φ3(x)
(
3μ2 − 1)φ1(μ)hˆ+(μ)dμ
+ 1
2π
Re
∞∫
2√
3
eiμ
3t−iμte(α(μ)+iβ(μ))x
(
3μ2 − 1)φ2(μ)hˆ+(μ)dμ
:= 1
2π
{
I1(x, t) + I2(x, t)
}
where φ1(μ) and φ2(μ) are nonnegative cut-off functions satisfying
φ1(μ) + φ2(μ) = 1 for all μ ∈ R+
with suppφ1 ⊂ (−1,4), suppφ2 ⊂ (3,∞) and φ3(x) is a smooth function on R such that
φ3(x) =
{
x for x 0,
0 for x−1.
The integral I1(x, t) is naturally deﬁned for all values of x and t and, viewed as a function deﬁned
on R × R , is in fact C∞-smooth there, with all its derivatives decreasing rapidly as x→ ±∞. Thus no
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I2(x, t), it is convenient to let μ(λ) denote the positive solution of
μ3 − μ = λ
for λ 0 and μ 1, while μ(λ) = −μ(−λ) for λ < 0. By a change of variables, the integral I2 can be
rewritten in the form
I2(x, t) = Re
∞∫
2
3
√
3
eiλte(αμ(λ)+iβμ(λ))xe−iλsφ2
(
μ(λ)
)
hˆ(λ)dλ
:= E(x, t)
for x 0 with αμ(λ) := α(μ(λ)) and βμ(λ) := β(μ(λ)). Let the extension of E(x, t) to x< 0 be g(x, t)
and write
I2(x, t) =
{
E(x, t), x 0,
g(x, t), x< 0,
where g(x, t) is to be deﬁned.
Using the argument appearing in [13] (see Section 2), one may rewrite Fx,t[I2](ξ, t) as
Fx,t[I2] = Ft
[ ∞∫
0
(
E(x, t) cos(xξ) + g(−x, t) cos(xξ))dx
]
+ i
π
∞∫
−∞
1
ξ − ηFt
[ ∞∫
0
cos(ηx)E(x, t)dx−
∞∫
0
cos(ηx)g(−x, t)dx
]
dη.
For x> 0, choose g(−x, t) such that
Ft
[ ∞∫
0
g(−x, t) cos(xξ)dx
]
(τ ) = −Ft
[ ∞∫
0
E(x, t) cos(xξ)dx
]
(τ )Θ(ξ, τ )
+ Ft
[ ∞∫
0
E(x, t) cos(xξ)dx
]
(τ )
(
1− Θ(ξ, τ ))ν(ξ)ω(τ ) (2.18)
where Θ(ξ, τ ) = χ(|ξ | − δ|τ |1/3) with δ > 0 ﬁxed, 0 χ(ξ) 1 everywhere, and
χ(ξ) =
{
1, ξ < 0,
0, ξ > 0,
whilst
ν(ξ) =
{
1 if |ξ | 1,
0 if |ξ | < 1,
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a g is a combination of even and odd extensions, viz.
Fx,t[I2] := Iˆ21(ξ, τ ) + Iˆ22(ξ, τ )
where
Iˆ21(ξ, τ ) = Ft
[ ∞∫
0
E(x, t) cos(xξ)dx
]
(τ )
(
1− Θ(ξ, τ ))(1+ ν(ξ)ω(τ ))
and
Iˆ22(ξ, τ ) = i
π
∞∫
−∞
1
ξ − ηFt
[ ∞∫
0
E(x, t) cos(xη)dx
]
(τ )
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ν(ξ)ω(τ )))dη
= i
π
∞∫
0
(
1
ξ − η +
1
ξ + η
)
Ft
[ ∞∫
0
E(x, t) cos(xη)dx
]
(τ )
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ν(ξ)ω(τ )))dη.
Because of the algebraic identity
1
ξ − η +
1
ξ + η =
2
ξ
(
1+ η
2
ξ2 − η2
)
,
Iˆ22(ξ, τ ) may be written as
Iˆ22(ξ, τ ) = 2i
πξ
∞∫
0
Ft
[ ∞∫
0
E(x, t) cos(xη)dx
]
(τ )
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ν(ξ)ω(τ )))dη
+ 2i
πξ
∞∫
0
(η/ξ)2
1− (η/ξ)2 Ft
[ ∞∫
0
E(x, t) cos(xη)dx
]
(τ )
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ν(ξ)ω(τ )))dη
:= Q 1(ξ, τ ) + Q 2(ξ, τ ). (2.19)
Choose a C∞-smooth function ω(τ) (cf. [13]) such that for all τ ,
Q 1(ξ, τ ) ≡ 0, for |ξ | 1.
Hence, for |ξ | > 1,
Iˆ22(ξ, τ ) = Q 2(ξ, τ ).
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Iˆ22(ξ, τ ) = 2iC2
ξ
∞∫
0
η2
ξ2 − η2
[
4∑
m=1
Km1(η, τ )φ2
(
μ(τ)
)
hˆ(τ )
]
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ω(τ)))dη (2.20)
whereas
Iˆ22(ξ, τ ) = 2iC2
ξ
∞∫
0
η2
ξ2 − η2
[
4∑
m=1
Km2(η,−τ )φ2
(
μ(−τ ))hˆ(τ )
]
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ω(τ)))dη
when |ξ | 1 and τ < 0. Here, the functions Kij are
K11(η,λ) = −αμ(λ)
2(α2μ(λ) + (η + βμ(λ))2)
,
K21(η,λ) = −αμ(λ)
2(α2μ(λ) + (η − βμ(λ))2)
,
K31(η,λ) =
α2μ(λ)βμ(λ)i
(α2μ(λ) + (η + βμ(λ))2)(α2μ(λ) + (η − βμ(λ))2)
,
K41(η,λ) =
(β2μ(λ) − η2)βμ(λ)i
(α2μ(λ) + (η + βμ(λ))2)(α2μ(λ) + (η − βμ(λ))2)
(2.21)
and
{
K12(η,λ) = K11(η,λ), K22(η,λ) = K21(η,λ),
K32(η,λ) = −K31(η,λ), K42(η,λ) = −K41(η,λ).
The extension of the operator W j,m(t) as just outlined will be denoted by BI( j,m)(t) for j,m = 1,2,3.
The boundary integral operator corresponding to this extension of Wbdr(t) =∑3j,m=1 W j,m(t) is de-
noted by BI(t).
2.2. Linear estimates
In this subsection, estimates for solutions of associated linear problems for the KdV–Burgers equa-
tion are provided. These are used in establishing the well-posedness of the nonlinear problems in the
next section.
For given s ∈ R , b ∈ [0,1] and any function w ≡ w(x, t) : R × R → R , deﬁne
Λs,b(w) =
( ∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣wˆ(ξ, τ )∣∣2 dξ dτ
)1/2
where 〈·〉 = (1+ | · |2)1/2. Let Xs,b be the space of all functions w satisfying
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and
Xs,b ≡ C
(
R; Hs(R))∩ Xs,b (2.23)
with the norm
‖w‖Xs,b =
(
sup
t∈R
∥∥w(·, t)∥∥2Hs(R) + ‖w‖2Xs,b
)1/2
. (2.24)
Consider ﬁrst the semigroup {WR(t)}∞0 associated to the linear KdV–Burgers equation posed on
the whole line R . Recall that for any φ ∈ S ′ ,
Fx
(
WR(t)φ
)
(ξ) = exp[−3ξ2t + i(ξ3 − 4ξ)t]φˆ(ξ)
for all t  0, and we extend WR to a linear operator deﬁned on the whole real axis by setting
Fx
(
WR(t)φ
)
(ξ) = exp[−3ξ2|t| + i(ξ3 − 4ξ)t]φˆ(ξ)
for t ∈ R . The proof of the following proposition regarding {WR(t)}∞0 follows the argument in [35,
Section 3], with some minor modiﬁcations.
Proposition 2.4. Let −∞ < s < ∞, 0< b 1, 0< δ < 12 and δ′ > 0 be given.
(i) There exists a constant C depending only on s and b such that
∥∥ψ(t)WR(t)φ∥∥Xs,b  C‖φ‖Hs(R). (2.25)
(ii) There exists Cδ > 0 such that for all u ∈ Xs,−1/2+δ ,
∥∥∥∥∥ψ(t)
t∫
0
WR(t − t′) f (t′)dt′
∥∥∥∥∥X
s, 12
 Cδ‖ f ‖X
s,− 12 +δ
. (2.26)
(iii) For all f ∈ Xs,− 12+δ, the mapping
t 	→
t∫
0
WR(t − t′) f (t′)dt′
lies in C(R+, Hs+2δ(R)). In addition, if { fn} is a sequence with fn → 0 in Xs,− 12+δ , then
∥∥∥∥∥
t∫
0
WR(t − t′) fn(t′)dt′
∥∥∥∥∥
L∞(R+,Hs+2δ(R))
→ 0 as n → ∞.
The next two propositions establish an estimate for the spatial traces of WR(t)φ and the integral∫ t
0 WR(t − t′) f (·, t′)dt . The proof of these inequalities can be found in [13].
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sup
x∈R
∥∥WR(t)φ∥∥
H
s+1
3
t (R)
 C‖φ‖Hs(R) (2.27)
and
sup
x∈R
∥∥∂xWR(t)φ∥∥
H
s
3
t (R)
 C‖φ‖Hs(R) (2.28)
for any φ ∈ Hs(R).
Proposition 2.6. Let 0 b < 1/2, −1 s 2− 3b, ψ ∈ C∞0 (R) and
w(x, t) =
t∫
0
WR(t − t′) f (·, t′)dt′.
There exists C depending only on b, s and ψ such that
sup
x∈R
∥∥ψ(·)w(x, ·)∥∥
H
s+1
3
t (R)
 C‖ f ‖Xs,−b (2.29)
and
sup
x∈R
∥∥ψ(t)wx(x, t)∥∥Hs/3t (R)  C‖ f ‖Xs,−b . (2.30)
Finally, attention is turned to the boundary integral operators BI( j,m)(t), j,m = 1,2,3.
Proposition 2.7. Let ψ ∈ C∞0 (R) be given and assume that 0 b < 1/2 − s/3 with s  0 and b = 12 . Then,
there exists a constant C such that for any h ∈ H
2b+s
3
0 (R
+)
∥∥ψBI( j,m)(h)∥∥Xs,b  C‖h‖H 2b+s3 (R+), j,m = 1,2,3. (2.31)
Proposition 2.8. Let − 32 < α < 12 and − 12 < β < 1 be given. There exist constants Cα and Cβ such that
sup
t∈R
∥∥BI( j,m)h∥∥Hα(R)  C‖h‖H(α+1)/3(R+), j,m = 1,2,3. (2.32)
The proofs of Propositions 2.7 and 2.8 are similar to those in Section 3 of [13]. A sketch of the
proof for Proposition 2.7 will be given in Appendix A.
Observe that
‖w‖L2(0,T ;Hs(R))  CΛs,b(ψw)
for any s ∈ R and b  0, where ψ ∈ C∞0 (R) and ψ(t) = 1 when t ∈ (0, T ). The following result, which
follows from Propositions 2.7 and 2.8, presents a boundary smoothing property of the linear KdV–
Burgers equation, which is the same as that which holds for the linear KdV equation (see again [13]).
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‖Wbdrh‖L2(0,T ;Hs+1(R+))  C‖h‖
H
1+s
3 (R+)×H 1+s3 (R+)×H s3 (R+) (2.33)
for any h ∈ H
1+s
3
0 (R
+) × H
1+s
3
0 (R
+) × H
s
3
0 (R
+).
The boundary integral operator Wbdr also possesses the sharp Kato smoothing property as de-
scribed below.
Proposition 2.10. For any given T > 0 and s− 32 , there exists a constant C such that
sup
x∈R+
‖∂xWbdrh‖
H
s
3
t (R
+)
 C‖h‖
H
1+s
3 (R+)×H 1+s3 (R+)×H s3 (R+) (2.34)
for any h ∈ H
1+s
3
0 (R
+) × H
1+s
3
0 (R
+) × H
s
3
0 (R
+).
3. The nonlinear problem
In this section, we study the well-posedness of the nonlinear IBVP
ut + 4ux + 1
2
(
e4t−2xu2
)
x + uxxx − 3uxx = 0, for x ∈ (0,1), t > 0,
u(x,0) = φ(x), for x ∈ (0,1),
u(0, t) = h1(t), u(1, t) = h2(t), ux(1, t) = h3(t), for t  0.
⎫⎪⎪⎬
⎪⎪⎭ (3.1)
Let Ys,b be the space of all functions w in Xs,b (see (2.22)–(2.24)) satisfying
sup
x∈R
∥∥wx(x, ·)∥∥
H
s
3
t (R)
< +∞.
For any w ∈ Ys,b , deﬁne
‖w‖Ys,b =
(
‖w‖2Xs,b + sup
x∈R
∥∥wx(x, ·)∥∥2
H
s
3
t (R)
) 1
2
.
The above Bourgain-type spaces are deﬁned for functions whose domain is the whole plane R ×
R . However, the IBVP (3.1) is posed on the domain (0,1) × R+ and we are seeking its solution in
the space C(R+; Hs(0,1)) corresponding to a given initial value in the space Hs(0,1) and boundary
data in the space H
s+1
3
loc (R
+) × H
s+1
3
loc (R
+) × H
s
3
loc(R
+). It is thus natural to consider restricted versions
of these Bourgain-type spaces to the strip (0,1) × R+ . Let Ω denote a subinterval of R; deﬁne a
restricted version of the Bourgain space Xs,b to the domain (0,1) × Ω as follows:
Xs,b
(
(0,1) × Ω)= Xs,b|(0,1)×Ω
with the quotient norm
‖u‖Xs,b((0,1)×Ω) ≡ infw∈X
{‖w‖Xs,b : w(x, t) = u(x, t) on (0,1) × Ω}.s,b
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Hsloc
(
R+
)= H s+13loc (R+)× H s+13loc (R+)× H s3loc(R+)
and
Hs(0, T ) = H s+13 (0, T ) × H s+13 (0, T ) × H s3 (0, T )
for 0< T ∞.
For the IBVP (3.1), the following well-posedness result obtains.
Theorem 3.1. Let −1< s 0, T > 0 and r > 0 be given. There exist T ∗ ∈ (0, T ] and b ∈ (0, 12 ) such that for a
given pair (φ, h) ∈ Hs(0,1) × Hsloc(R+) satisfying
‖φ‖Hs(0,1) + ‖h‖Hs(0,T )  r,
the IBVP (3.1) admits a unique solution u ∈ Ys,b((0,1) × (0, T ∗)). Moreover, the solution u depends continu-
ously on φ and h in the corresponding spaces.
The proof of Theorem 3.1 is based on the results expounded in Section 2 and the following lemmas.
The solution of the non-homogeneous linear problem
ut + 4ux − 3uxx + uxxx = 0, for x ∈ (0,1), t  0,
u(x,0) = 0,
u(0, t) = h1(t), u(1, t) = h2(t), ux(1, t) = h3(t)
⎫⎪⎬
⎪⎭ (3.2)
may be written in the form
u(x, t) = [Wbdr(t)h](x)
for x ∈ (0,1), t  0 as expounded in Section 2.
Lemma 3.2. For a given pair (b, s) satisfying
0 b < 1
2
− s
3
with s 0 and b < 1
2
, (3.3)
there exists a constant C such that for any T > 0 and any h ∈ Hs(0, T ), the corresponding solution u of (3.2)
belongs to the restricted Bourgain space Ys,b((0,1) × (0, T )) and satisﬁes
‖u‖Ys,b((0,1)×(0,T ))  C‖h‖Hs(0,T ). (3.4)
Proof. For T > 0, let h1 ∈ Hs(R+) be such that h1 ≡ h in the space Hs(0, T ) and
‖h1‖Hs(R+)  C‖h‖Hs(0,T ).
Let ψ1 ∈ C∞0 (R) be so that ψ1(t) = 1 for all t ∈ [0, T ]. Deﬁne
u1(x, t) =
[BI(t)h1](x).
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u(x, t) = u1(x, t) for (x, t) ∈ R+ × [0, T ],
and using Propositions 2.7 and 2.8, one arrives at the inequalities
‖u‖Ys,b((0,1)×(0,T ))  ‖ψ1u1‖Ys,b  C‖h1‖Hs(R+),
from which (3.4) follows. The proof is complete. 
Consider the same linear equation posed with zero boundary conditions, but non-trivial initial
data, viz.
ut + 4ux − 3uxx + uxxx = 0, for x ∈ (0,1), t  0,
u(x,0) = φ(x),
u(0, t) = 0, u(1, t) = 0, ux(1, t) = 0.
⎫⎪⎬
⎪⎭ (3.5)
Its solution can be written as
u(x, t) = [Wc(t)φ](x)
for x, t  0.
Lemma 3.3. For a given pair (b, s) satisfying (3.3), there exists a constant C such that for any T > 0 and any
φ ∈ Hs0(R+), the corresponding solution u of (3.5) belongs to the restricted Bourgain space Ys,b(R+ × (0, T ))
and satisﬁes the inequality
‖u‖Ys,b(R+×(0,T ))  C‖φ‖Hs(R+). (3.6)
Proof. According to Proposition 2.2, one may write Wc(t)φ as
Wc(t)φ = WR(t)φ∗ − Wbdr(t)g
for any x, t > 0, where φ∗ ∈ Hs(R), φ∗ equals φ when restricted on R+ , and g = (g1, g2, g3) is the
associated boundary trace values of v = WR(t)φ∗ , which is to say,
g1(t) = v(0, t), g2(t) = v(1, t), g3(t) = vx(1, t).
The inequality (3.6) follows from Propositions 2.4, 2.5 and Lemma 3.2. 
We turn consideration to the forced linear problem
ut + 4ux − 3uxx + uxxx = f , for x ∈ (0,1), t  0,
u(x,0) = 0,
u(0, t) = 0, u(1, t) = 0, u (1, t) = 0.
⎫⎪⎬
⎪⎭ (3.7)x
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u(·, t) =
t∫
0
Wc(t − τ ) f (·, τ )dτ .
Lemma 3.4. Assume that −1< s 0 and 0< b,b′ < 12 . There exists a constant C such that for any T > 0 and
any f ∈ Xs,−b(R+ × (0, T )), the corresponding solution u of (3.7) belongs to the space Xs,b′(R+ × (0, T ))
and satisﬁes the estimate
‖u‖Ys,b′ (R+×(0,T ))  C‖ f ‖Xs,−b(R+×(0,T )). (3.8)
Proof. By Proposition 2.3,
u(·, t) =
t∫
0
WR(t − τ ) f (·, τ )dτ − Wbdr(t)v
for any x, t > 0 where v ≡ v(t) is the boundary trace values of ∫ t0 WR(t − τ ) f (·, τ )dτ . The estimate
(3.8) then follows from Propositions 2.4, 2.7 and Lemma 3.2. 
The next lemma presents a version of so-called bilinear estimates in the restricted Bourgain space
Xs,b((0,1) × (0, T )) which follows from minor modiﬁcations of the proof of Lemma 3.1 in [35].
Lemma 3.5. Given s > −1 and T > 0, there exist positive constants C , μ, δ and b ∈ (0, 12 ) such that
∥∥∂x(uv)∥∥Xs,−1/2+δ((0,1)×(0,T ))  CTμ‖u‖Xs,b((0,1)×(0,T ))‖v‖Xs,b((0,1)×(0,T )) (3.9)
for any u, v ∈ Xs,b((0,1) × (0, T )).
The way is now prepared for the proof of Theorem 3.1.
Proof of Theorem 3.1. By applying Lemmas 3.2–3.5, Theorem 3.1 can be established by the standard
contraction mapping principle.
In more detail, let φ ∈ Hs(0,1) and h ∈ Hsloc(R+) be given with s ∈ (−1,0]. For given θ with
0< θ  1 (to be chosen precisely presently) and v,w ∈ Ys,b((0,1) × (0, θ)), deﬁne
F(w) = Wc(t)φ + Wbdr(t)h −
t∫
0
Wc(t − τ )
(
e4t−2xw2
)
x(τ )dτ .
Using Lemmas 3.2–3.5, it is seen that
∥∥F(w)∥∥Ys,b((0,1)×(0,θ))  C1(‖φ‖Hs(0,1) + ‖h‖Hs(0,T ))+ C2θμ‖w‖2Ys,b((0,1)×(0,θ))
and
∥∥F(v) − F(w)∥∥Y ((0,1)×(0,θ))  C2θμ‖v − w‖Ys,b((0,1)×(0,θ))‖v + w‖Ys,b((0,1)×(0,θ))s,b
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space Ys,b(R+ × (0, θ)) where
r = 2C1
(‖φ‖Hs(R+) + ‖h‖Hs(0,T )),
and choose θ = T ∗ small enough that
2C2
(
T ∗
)μ
r ≡ β < 1.
It then follows readily that F maps Br into itself and that for w, v ∈ Br ,
∥∥F(w) − F(v)∥∥Ys,b((0,1)×(0,T ∗))  β‖w − v‖Ys,b((0,1)×(0,T ∗)).
Thus, the function F is a contraction mapping of the ball Br . The ﬁxed point u of this map F in Br is
the advertised solution. 
The well-posedness result presented in Theorem 3.1 is conditional since uniqueness is estab-
lished in the space Ys,b((0,1) × (0, T )) rather than in the space C([0, T ]; Hs(0,1)). However, fol-
lowing the procedure developed in [11], one can show that in fact uniqueness holds in the space
C([0, T ]; Hs(0,1)).
Proposition 3.6. Let s ∈ (−1,0] and r > 0 be given. There exists a T > 0 depending only on s and r such that
for given (φ, h) ∈ Hs(0,1) × Hloc(R+) satisfying
‖φ‖Hs(0,1) + ‖h‖Hs(0,T )  r,
the IBVP (3.1) admits a unique solution u ∈ C([0, T ]; Hs(0,1)). Moreover, the solution u depends continuously
on φ and h in the respective spaces.
This well-posedness result is, in fact, valid for any s > −1.
Theorem 3.7. Let s > −1 and r > 0 be given. There exists a T > 0 depending only on s and r such that for a
given s-compatible (see [10] for the deﬁnition) (φ, h) ∈ Hs(0,1) × Hloc(R+) satisfying
‖φ‖Hs(0,1) + ‖h‖Hs(0,T )  r,
the IBVP (3.1) admits a unique solution u ∈ C([0, T ]; Hs(0,1)). Moreover, the solution u depends continuously
on φ and h in the respective spaces.
Proof. When s 0, we refer to [10] for the proof. 
Next, consider the issue of global well-posedness of the IBVP (3.1). The proof of the following
theorem may be found in [13].
Theorem 3.8. Let s 0 and T > 0 be given. For any compatible
(φ, h) ∈ Hs(R+)× Hs+loc(R+),
the IBVP (3.1) admits a unique solution u ∈ C([0, T ]; Hs(R+)), where s+ = s when s  3 and s+ = s + 
when 0 s < 3 with arbitrarily small  > 0. Moreover, the solution u depends analytically on φ and h in the
respective spaces.
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also globally well-posed in the space Hs(R) by taking advantage of the dissipative smoothing property
of the KdV–Burgers equation. We have a similar global well-posedness result for the IBVP (3.1).
Theorem 3.9. Let −1< s < 0, ′ > 0 and T > 0 be given. For any given
(φ, h) ∈ Hs(R+)× H′loc(R+),
the IBVP (3.1) admits a unique solution u ∈ C([0, T ]; Hs(R+)). Moreover, the solution u has the property that
u ∈ L2([, T ]; H1(R+)) for any  > 0.
The following lemma is needed in the proof of the last theorem.
Lemma 3.10. Given s > −1 and T > 0, there exist δ > 0 and b with 0< b < 12 such that for all u ∈ Xs,b(R+ ×
(0, T )),
w =
t∫
0
Wc(t − τ )(uux)(τ )dτ
lies in L2(0, T ; Hs+δ(R+)).
Proof. By Proposition 2.3, the distribution w may be rewritten w = w1 + w2 with
w1 =
t∫
0
WR(t − τ )(uux)(τ )dτ and w2 = Wbdr(t)g
where g is comprised of the appropriate boundary traces of w1. According to Lemma 3.5, there exists
a δ > 0 such that uux ∈ Xs,− 12+δ(R
+ × (0, T )). Thus, w1 ∈ L2(0, T ; Hs+δ(R+)) by Proposition 2.4. In
addition, it follows from Proposition 2.6 that g ∈ Hs(R+) which yields that w2 ∈ L2(0, T ; Hs+δ(R+))
by Corollary 2.9. The proof is complete. 
Proof of Theorem 3.9. By Theorem 3.1, the IBVP (3.1) admits a unique solution
u ∈ C([0, T ∗]; Hs(R+))
for some T ∗  T . Moreover, u can be decomposed in the form
u(x, t) = u1(x, t) + u2(x, t) + u3(x, t)
with
u1(x, t) = Wc(t)φ, u2(x, t) = Wbrd(t)h, u3(x, t) = −
t∫
0
Wc(t − τ )
(
au2
)
x(τ )dτ
where a(x, t) = 12 e4t−2x . According to Corollary 2.9, u2 ∈ L2(0, T ; H1(R+)). By Proposition 2.2,
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with the vector h1 having as components the relevant boundary traces of WR(t)φ∗ . It therefore
transpires that for any  > 0, u1 ∈ C([, T ]; H∞(R+)). As for u3, it follows from Lemma 3.10 that
u3 ∈ L2(0, T ∗; Hs+δ(R+)) for some δ > 0. Consequently, for any  with 0<   T ∗ , there is a t1 ∈ (0, )
such that u(·, t1) ∈ Hs+δ(R+). Taking ψ(x) = u(x, t1) as a new initial value for the IBVP (3.1) and using
the same argument, one arrives at u(·, t2) ∈ Hs+2δ(R+) for some t1 < t2 <  . Repeating this procedure,
one eventually arrives at the conclusion that u(·, t′) ∈ H 32 (R+) for some 0< t′ <  . The proof is com-
pleted by invoking Theorem 3.8. 
For the pure initial-value problem (1.6), if ψ ∈ Hs(R) for some s > −1, then the corresponding
solution u lies in C([, T ]; H∞(R)). We have a similar result in the present context, which follows
directly from Theorem 3.9.
Corollary 3.11. Let s > −1 and T > 0 be given. Assume that φ ∈ Hs(R+) and h ∈ H∞(0, T ). Then the corre-
sponding solution u of the IBVP (3.1) belongs to the space C([, T ]; H∞(R+)) for any  with 0<  < T .
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Appendix A
In this appendix, a proof of Proposition 2.7 is presented. Since the proof is similar to that appearing
in [13], a sketch suﬃces. The reader is referred to [13] for details.
Proof of Proposition 2.7. Recall that
[BI(1,m)(t)h](x) = I1(x, t) + I2(x, t)
where I1(x, t) is a function deﬁned on the whole plane R × R and is, in fact, a C∞-smooth function
of x and t . For any t ∈ R ,
∥∥I1(x, t)∥∥L2x (R)  C
∥∥∥∥∥(3μ2 − 1)φ1(μ)
∞∫
0
e−i(μ3−μ)ξh(ξ)dξ
∥∥∥∥∥
L2μ(R)
 C‖h‖L2(R+).
This type of inequality is also valid for ∂ jx ∂
l
t I1 for any j, l 0. Thus, it is straightforward to see that if
h ∈ L2(R+), then
Λs,b(ψ I1) C‖h‖L2(R+) (A.1)
for any given b 0 and s ∈ R where the constant C depends only on ψ , b and s.
To analyze I2(x, t), remember that
Fx,t[I2](ξ, τ ) = Iˆ21(ξ, τ ) + Iˆ22(ξ, τ )
where, for |ξ | > 1,
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[ ∞∫
0
E(x, t) cos(xξ)dx
](
1− Θ(ξ, τ ))(1+ ω(τ)),
Iˆ22(ξ, τ ) = iC2
∞∫
0
(
1
ξ − η +
1
ξ + η
)
Ft
[ ∞∫
0
E(x, t) cos(xη)dx
]
× (2Θ(η,τ ) + (1− Θ(η,τ ))(1+ω(τ)))dη.
Since the relevant estimates in the regions |ξ | < 1 are straightforward, in what follows it is always
assumed that |ξ | 1. First, consider the term
∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣ Iˆ21(ξ, τ )∣∣2 dξ dτ . 
Proposition A.1. Let s 0 and b with 0< b <min{ 12 − s3 , 32 } be given. There exists a constant C such that
∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣ Iˆ21(ξ, τ )∣∣2 dξ dτ < C‖h‖2
H
2b+s
3 (R+)
(A.2)
for any h ∈ H 2b+s3 (R+).
Proof. According to (2.19)–(2.20),
Ft
[ ∞∫
0
E(x, t) cos(x, ξ)dx
]
=
4∑
m=1
Km1(ξ, λ)φ2
(
μ(λ)
)
hˆ(λ) +
4∑
m=1
Km2(ξ,−λ)φ2
(
μ(−λ))hˆ(−λ).
In the following, detailed analysis is given for terms containing K21; the estimates for the other terms
follow similar lines. Suppose ξ  0 in what follows. The case ξ < 0 is entirely analogous. Use the
notation
Am1(ξ, τ ) = Km1(ξ, τ )φ2
(
μ(τ)
)
hˆ(τ ), m = 1,2,3.
For given s 0 and b > 0, we have
∞∫
−∞
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣A21(ξ, τ )(1+ω(τ))(1− Θ(ξ, τ ))∣∣2 dξ dτ
 C
∞∫
−∞
φ2
(
μ(τ)
)∣∣hˆ(τ )∣∣2B21(τ )dτ
with
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∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣(1+ ω(τ))(1− Θ(ξ, τ ))∣∣2
× α
2
μ(τ )φ2(μ(τ ))
(α2μ(τ ) + (ξ − βμ(τ ))2)2
dξ.
Claim. If b <min{ 12 − s3 , 32 }, then as τ → ∞,
B21(τ ) ∼ τ (4b+2s)/3.
To see this claim is valid, note that in fact
B21(τ ) =
∞∫
δ|τ |1/3
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s α2μ(τ )φ2(μ(τ ))
(α2μ(τ ) + (ξ − βμ(τ ))2)2
× (1+ ω(τ))2(1− Θ(ξ, τ ))2 dξ
since Θ(ξ, τ ) = 1 when ξ < δ|τ | 13 , where δ > 0 is ﬁxed, but arbitrary for the nonce. Let ξ = η(ζ ) be
the real solution of the equation
ξ3 − 4ξ = ζ, 0 ζ < ∞, 2 ξ < ∞,
that connects continuously to the unique real root as ζ becomes large. It is clear that
η(ζ ) ∼ ζ 1/3 as ζ → ∞.
For large τ , it is also the case that
μ(τ) ∼ τ 1/3, ∣∣αμ(τ )∣∣∼ 1, ∣∣βμ(τ )∣∣∼ τ 1/3.
Thus, for τ > 0 large enough,
B21(τ )  C
∞∫
δ3τ
(1+ |τ − ζ | + ζ 23 )2b
(1+ (η(ζ ) − τ 1/3)2)2 〈ζ 〉
2s/3 1
3η2(ζ ) − 4 dζ
= C
2τ∫
δ3τ
(1+ |τ − ζ | + ζ 23 )2b
(1+ (η(ζ ) − τ 1/3)2)2 〈ζ 〉
2s/3 1
3η2(ζ ) − 4 dζ
+ C
∞∫
2τ
(1+ |τ − ζ | + ζ 23 )2b
(1+ (η(ζ ) − τ 1/3)2)2 〈ζ 〉
2s/3 1
3η2(ζ ) − 4 dζ
:= G21−1(τ ) + G21−2(τ ).
2584 J.L. Bona et al. / J. Differential Equations 247 (2009) 2558–2596Continuing this sequence of inequalities, it is seen that
G21−1(τ ) C
(
1+ |τ |)2s/3
2τ∫
δ3τ
(1+ |τ − ζ | + ζ 23 )2b
(1+ (η(ζ ) − τ 1/3)2)2
1
3η2(ζ ) − 4 dζ
 C
(
1+ |τ |) 2s3
2τ∫
δ3τ
(1+ |τ − ζ |)2b + ζ 4b3
(1+ (η(ζ ) − τ 13 )2)2
1
3η2(ζ ) − 4 dζ
 C(1+ τ ) 4b3 + 2s3
2τ
1
3∫
δ3τ
1
3
1
(1+ (ξ − τ 13 )2)2
dζ + C(1+ τ ) 2s3
2τ
1
3∫
δτ
1
3
|τ − ξ3 + 4ξ |2b
(1+ (ξ − τ 13 )2)2
dξ
 C(1+ τ ) 4b3 + 2s3 + C(1+ τ ) 2s3
2τ
1
3∫
δτ
1
3
|τ | 4b3 |ξ − τ 13 |2b
(1+ (ξ − τ 13 )2)2
dξ
 C(1+ τ ) 4b3 + 2s3
if 4− 2b > 1 or b < 32 , whereas
G21−2(τ ) C
∞∫
2τ
(1+ |τ − ζ | + ζ 23 )2b
(1+ ζ 2/3)2(1+ ζ )−2s/3ζ 2/3 dζ
 C
∞∫
2τ
ζ 2b
ζ 2(1−s/3)
dζ
 Cτ 6b+2s−33
if b < 1/2− s/3. The claim is thereby established.
As a consequence, the following estimate emerges. For given s 0 and b <min{ 12 − s3 , 32 }, there exists
a constant C such that
∞∫
2
3
√
3
φ2
(
μ(τ)
)∣∣hˆ(τ )∣∣2B21(τ )dτ  C
∞∫
2
3
√
3
φ22
(
μ(τ)
)
τ 2(2b+s)/3
∣∣hˆ(τ )∣∣2 dτ
 C‖h‖2
H
2b+s
3 (R+)
(A.3)
for any h ∈ H 2b+s3 (R+).
The proof of Proposition A.1 is complete. 
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∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣ Iˆ22(ξ, τ )∣∣2 dξ dτ .
Proposition A.2. Let s and b be given satisfying 0 s > − 32 , 0 b < 12 − s3 and b = 12 . Then, there exists a
constant C such that
∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣ Iˆ22(ξ, τ )∣∣2 dξ dτ  C‖h‖2
H(3b+s−
1
2 )/3(R+)
(A.4)
for any h ∈ H(3b+s− 12 )/3(R+).
Proof. As before, we only estimate one term in Ft[
∫∞
0 E(x, t) cos(xη)dx], say
A21(ξ, τ ) = K21(ξ, τ )φ2
(
μ(τ)
)
hˆ(τ ).
Notice that K21(−ξ, τ ) = K11(ξ, τ ). Hence, attention may be restricted to the case wherein ξ  0.
Denote by q2 the function
q2(ξ, τ ) = 1
α2μ(τ ) + (ξ − βμ(τ ))2
for ξ  1. Let D2 be given by
D2(ξ, τ ) = 2
∞∫
−∞
η2Θ(η,τ )
ξ(ξ2 − η2)q2(η, τ )dη +
(
1+ ω(τ))
∞∫
−∞
η2(1− Θ(η,τ ))
ξ(ξ2 − η2) q2(η, τ )dη
for ξ  δ1μ(τ) and
D2(ξ, τ ) = 2
∞∫
−∞
ξΘ(η, τ )
ξ2 − η2 q2(η, τ )dη +
(
1+ω(τ))
∞∫
−∞
ξ(1− Θ(η,τ ))
ξ(ξ2 − η2) q2(η, τ )dη
for 0  ξ  δ1μ(τ), where δ1 > 0 is a small constant. The relevance of these functions will become
clear presently. First, note that
A21(ξ, τ ) = q2(ξ, τ )φ2
(
μ(τ)
)
hˆ(τ )
∣∣α(μ(τ))∣∣.
As for D2, changing variables in the integrals of its deﬁnition shows it to have the form
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∞∫
0
η2
ξ(ξ2 − η2)Θ(η, τ )q2(η, τ )dη
+ (1+ ω(τ))
∞∫
0
η2
ξ(ξ2 − η2)
(
1− Θ(η,τ ))q2(η, τ )dη
= 2
μ2(τ )
a0∫
0
η2
y(y2 − η2)Θ
(
μ(τ)η, τ
)
p2(η, τ )dη
+ 1+ω(τ)
μ2(τ )
∞∫
a1
η2
y(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
:= D21(y, τ ) + D22(y, τ )
where
a0 = δ|τ |
1/3 + 1
μ(τ)
, a1 = δ|τ |
1/3
μ(τ)
, y = ξ/μ(τ ),
p2(η, τ ) =
(
α2μ(τ )
μ(τ )2
+
(
η − βμ(τ )
μ(τ )
)2)−1
.
We have similar deﬁnitions for 0 y  δ1. Remark that a0 is bounded independent of τ and so for y
large enough, y2 − η2 is bounded below for η ∈ [0,a0]. Thus,
D21(y, τ ) = 2
y3μ2(τ )
a0∫
0
η2
1− (η/y)2Θ
(
μ(τ)η, τ
)
p2(η, τ )dη
:= 1
y3μ2(τ )
D21,2(τ , y)
with
∣∣D21,2(τ , y)∣∣< C for any τ and y.
Turning to D22, note that Θ(μ(τ )η, τ ) = 0 for η a1, so
∞∫
a1
η2
y(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
=
∞∫
a1
η2
y(y2 − η2) p2(η, τ )dη
= 1
y2
∞∫
a1
y
1
1− z2 z
2 y2p2(zy, τ )dz
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y2
∞∫
a1
y
1
1− z2
(
z2 y2p2(zy, τ ) − 1
)
dz + 1
y2
∞∫
a1
y
1
1− z2 dz
:= 1
y2
(
D22,1(y, τ ) + D22,2(y, τ )
)
.
Of course,
D22,2(y, τ ) =
∞∫
a1
y
1
1− z2 dz = −
a1
y∫
0
1
1− η2 dη
since
∞∫
0
1
1− η2 dη = 0
as a principal-value integral. It is therefore clear that
∣∣D22,2(y, τ )∣∣ C
y
for some constant C independent of τ when y is large. As for D22,1(y, τ ), note that
η2 y2p(ηy, τ ) − 1 = 1
y
(
2η
βμ(τ )
μ(τ )
− α
2
μ(τ ) + β2μ(τ )
μ(τ )2
1
y
)((
αμ(τ )
μ(τ )y
)2
+
(
η − βμ(τ )
μ(τ )y
)2)−1
:= 1
y
p∗(η, y, τ ).
Rewrite D22,1(y, τ ) as
D22,1(y, τ ) = 1
y
( 1/2∫
a1/y
+
2∫
1/2
+
∞∫
2
)
p∗(η, y, τ )
1− η2 dη
to obtain
∣∣∣∣∣
( 2∫
1/2
+
∞∫
2
)
p∗(η, y, τ )
1− η2 dη
∣∣∣∣∣ C
and
∣∣∣∣∣
1/2∫
a /y
p∗(η, y, τ )
1− η2 dη
∣∣∣∣∣ C yμ(τ)
1
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∣∣D2(μ(τ)y, τ )∣∣ C
y2μ(τ)
where C is independent of τ and y. The following calculation shows the relevance of D2:
∞∫
0
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s
×
∣∣∣∣∣
∞∫
−∞
1
ξ − η A21(η, τ )
(
2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ω(τ)))dη
∣∣∣∣∣
2
dξ dτ
=
∞∫
0
1
π2
φ22
(
μ(τ)
)|hˆ|2(τ )α2μ(τ )
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s
×
∣∣∣∣∣
∞∫
−∞
1
ξ − ηq2(η, τ )
(
2Θ(η,τ ) + (1− Θ(η,τ ))(1+ω(τ)))dη
∣∣∣∣∣
2
dξ dτ
=
∞∫
0
1
π2
φ22
(
μ(τ)
)|hˆ|2(τ )α2μ(τ )
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣D2(ξ, τ )∣∣2 dξ dτ .
Thus, appropriate bounds on D2 yield bounds on the left-hand side of the last formula.
Consider the quantity
E2(τ ) := α2μ(τ )
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣D2(ξ, τ )∣∣2 dξ
= α2μ(τ )
( δ1μ(τ)∫
0
+
y0μ(τ)∫
δ1μ(τ)
+
∞∫
y0μ(τ)
)〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2sD22(ξ, τ )dξ
:= E21(τ ) + E22(τ ) + E23(τ )
where δ1 is again a small positive constant. Then by the choice of ω(τ),
∣∣E23(τ )∣∣ Cτ 2/3
∞∫
y0μ(τ)
ξ6b+2s−4 dξ
 Cτ 2/3μ(τ)6b+2s−3
∞∫
y0
ξ6b+2s−4 dξ
 Cτ 2b+ 2s3 − 13
for large τ if 6b + 2s − 4< −1, which is to say b < 12 − s3 .
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|D21| C
μ2(τ )
(
1+
∣∣∣∣∣
a0∫
0
1
y − ηΘ
(
μ(τ)η, τ
)
p2(η, τ )dη
∣∣∣∣∣
)
 C
μ2(τ )
since
∣∣∣∣∣
a0∫
0
1
y − ηΘ
(
μ(τ)η, τ
)
p2(η, τ )dη
∣∣∣∣∣

∣∣∣∣∣
a0∫
0
Θ(μ(τ )η, τ )
y − η
(
p2(η, τ ) − p2(y, τ )
)
dη
∣∣∣∣∣+
∣∣∣∣∣p2(y, τ )
a0∫
0
Θ(μ(τ )η, τ )
y − η dη
∣∣∣∣∣ C .
For D22(ξ, τ ), note that if η  32 , or a1  η 
1
2 , the term p2(η, τ ) is uniformly bounded. Thus, when
y = 12 , y = 32 , and δ1 < y < 23 , or 54  y  y0,

(y, τ ) :=
∣∣∣∣∣
( 12∫
a1
+
∞∫
3
2
)
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
∣∣∣∣∣

∣∣∣∣∣
( 12∫
a1
+
∞∫
3
2
)
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))(p2(η, τ ) − p2(y, τ ))dη
+ p2(y, τ )
( 12∫
a1
+
∞∫
3
2
)
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))dη
∣∣∣∣∣ C .
It is also true that for 23  y 
5
4 ,

(y, τ )
∣∣∣∣∣
( 12∫
a1
+
∞∫
3
2
)
η2
(η2 + 1)2 dη
∣∣∣∣∣ C .
When y = 12 , or 32 , or y ∈ [ 38 , 58 ] or y ∈ ( 118 , 138 ),
∣∣∣∣∣
∞∫
a
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
∣∣∣∣∣
1
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∣∣∣∣∣
2∫
a1
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))(p2(η, τ ) − p2(y, τ ))dη
+
∞∫
a1
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη + p2(y, τ )
2∫
a1
η2
y2(y2 − η2) dη
∣∣∣∣∣
 C
(
1+
2∫
a0
p2(η, τ )dη
)
 Cμ(τ).
In consequence, we are left with considering the term
Υ (y, τ ) =
3
2∫
1
2
η2
y2(y2 − η2)
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
for δ1  y  y0 and y /∈ ( 38 , 58 ), y /∈ ( 118 , 138 ). If y ∈ (δ1, 38 ] or [ 138 , y0], then the integral in Υ has no
singularity, and
∣∣Υ (y, τ )∣∣ C
3
2∫
1
2
p2(η, τ )dη  Cμ(τ).
If instead y ∈ [ 58 , 118 ], then
∣∣Υ (y, τ )∣∣ C
(
μ(τ) +
∣∣∣∣∣
3
2∫
1
2
1
y − η
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
∣∣∣∣∣
)
 C
(
μ(τ) +
∣∣∣∣∣
y− 32∫
y− 12
1
w
(
1− Θ(μ(τ)(y − w), τ ))p2(y − w, τ )dw
∣∣∣∣∣
)
 C
(
μ(τ) +
∣∣∣∣∣
y− 32∫
y− 12
1
w
p2(y − w, τ )dw
∣∣∣∣∣
)
.
If m =min{|y − 12 |, |y − 32 |}, then m 18 and so
∣∣Υ (y, τ )∣∣ C
(
μ(τ) +
∣∣∣∣∣
m∫
1
w
p2(y − w, τ )dw
∣∣∣∣∣
)−m
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(
μ(τ) +
∣∣∣∣∣
m∫
0
1
w
(
p2(y − w, τ ) − p2(y + w, τ )
)
dw
∣∣∣∣∣
)
 C
(
μ(τ) +
m∫
0
|y − βμ(τ )μ(τ ) |
w
p−12 (y − w, τ )p−12 (y + w, τ )dw
)
.
Without loss of generality, assume y > 1. Let v = (w − (y − βμ(τ )μ(τ ) ))μ(τ ). Then
∣∣Υ (y, τ )∣∣ C
(
μ(τ) +
(m−(y− βμ(τ )μ(τ ) ))μ(τ )∫
−(y− βμ(τ )μ(τ ) )μ(τ )
μ3(τ )|y − βμ(τ )μ(τ ) |
(α2μ(τ ) + v2)(α2μ(τ ) + (v + 2μ(τ)(y − βμ(τ )μ(τ ) )2))
dv
)
 C
(
μ(τ) + μ
3(τ )|y − 1|
1+ |μ(τ)(y − 1)|2
)
 C
(
μ(τ) + μ(τ)
1+ |μ(τ)(y − 1)|
)
.
Therefore, if b = 12 ,
∣∣E22(τ )∣∣ C
( y0μ(τ)∫
δ1μ(τ)
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2sμ−2(τ )dξ
+
11
8 μ(τ)∫
5
8μ(τ)
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s 1
(1+ |ξ − μ(τ)|)2 dξ
)
 C
(
τ
6b+2s−1
3 + (1+ |τ | 13 )4b+2s
11
8 μ(τ)∫
5
8μ(τ)
|ξ − μ(τ)|2b
(1+ |ξ − μ(τ)|)2 dξ
)
 C
(
τ
6b+2s−1
3 + τ 6b+2s3 μ(τ)2b−1)
 Cτ (6b+2s−1)/3.
When b = 12 ,
∣∣E22(τ )∣∣ C(τ 6b+2s−13 + τ 4b+2s3 ln(τ )) Cτ 2+2s3 ln(τ ).
If 0 y  ξμ(τ )  δ1, in D2 = D21 + D22, then
|D22| C
μ2(τ )
∣∣∣∣∣
∞∫
a
2y
y2 − η2
(
1− Θ(μ(τ)η, τ ))p2(η, τ )dη
∣∣∣∣∣ C |y|μ(τ)
1
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D21 = 1
μ2(τ )
( a0∫
0
1
y − η
(
p2(η, τ ) − p2(y, τ )
)
Θ
(
μ(τ)η, τ
)
dη
+
a0∫
0
1
y + η
(
p2(η, τ ) − p2(−y, τ )
)
Θ
(
μ(τ)η, τ
)
dη
+
a0∫
0
(
1
y − η p2(y, τ ) +
1
y + η p2(−y, τ )
)
Θ
(
μ(τ)η, τ
)
dη
)
:= 1
μ2(τ )
(D21−1 + D21−2 + D21−3).
Recall that p2(η, τ ) = (v2(τ ) + (η + w(τ ))2)−1 with
v(τ ) = αμ(τ )/μ(τ ), w(τ ) = βμ(τ )/μ(τ ),
so that
D21−1(y, τ ) + D21−2(y, τ )
=
a0∫
0
Θ(μ(τ )η, τ )
v2(τ ) + (η + w(τ ))2
(
y + η + 2w(τ )
v2(τ ) + (y + w(τ ))2 −
η − y + 2w(τ )
v2(τ ) + (−y + w(τ ))2
)
dη
=
a0∫
0
Θ(μ(τ )η, τ )
v2(τ ) + (η − w(τ ))2
[ −4yw(τ )(η + 2w(τ ))
v2(τ ) + (y − w(τ ))2)(v2(τ ) + (y + w(τ ))2)
+ y
(
1
v2(τ ) + (y − w(τ ))2 +
1
v2(τ ) + (y + w(τ ))2
)]
dη.
It thus transpires that
|D21−1 + D21−2| C |y|.
Also, we see that
D21−3 = p2(y, τ )
a0∫
0
1
y − ηΘ
(
μ(τ)η, τ
)
dη + p2(−y, τ )
a0∫
0
1
y + ηΘ
(
μ(τ)η, τ
)
dη
= p2(y, τ )
( a1∫
0
1
y − η dη +
a0∫
a1
1
y − ηΘ
(
μ(τ)η, τ
)
dη
)
+ p2(−y, τ )
( a1∫
1
y + η dη +
a0∫
a
1
y + ηΘ
(
μ(τ)η, τ
)
dη
)
0 1
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(− ln |a1 − y| + ln |y|)+ p2(−y, τ )(ln |a1 + y| − ln |y|)
+ p2(y, τ )
a0∫
a1
1
η
Θ(μ(τ )η, τ )dη
y
η − 1
+ p2(−y, τ )
a0∫
a1
1
η
Θ(μ(τ )η, τ )dη
y
η + 1
= (−p2(y, τ ) + p2(−y, τ ))(ln |a1| − ln |y|)+ p2(y, τ )
(
− ln
∣∣∣∣1− ya1
∣∣∣∣
)
+ p2(−y, τ ) ln
(
1+ y
a1
)
+ p2(y, τ )
a0∫
a1
1
η
(
−1+ y/η
y/η − 1
)
Θ
(
μ(τ)η, τ
)
dη
+ p2(−y, τ )
a0∫
a1
1
η
(
1− y/η
y/η + 1
)
Θ
(
μ(τ)η, τ
)
dη
= (−p2(y, τ ) + p2(−y, τ ))
(
ln |a1| − ln |y| +
a0∫
a1
1
η
Θ
(
μ(τ)η, τ
)
dη
)
+ p2(y, τ )
(
− ln
(∣∣∣∣1− ya1
∣∣∣∣
)
+
a0∫
a1
y
(y − η)ηΘ
(
μ(τ)η, τ
)
dη
)
+ p2(−y, τ )
(
ln
(
1+ y
a1
)
−
a0∫
a1
y
(y + η)ηΘ
(
μ(τ)η, τ
)
dη
)
.
It follows that
|D21−3| C |y|
(
ln |y| + 1)
and
|D21| C |y|(ln |y| + 1)
μ2(τ )
,
which implies that
|D2| C |y|(ln |y| + 1)
μ2(τ )
.
Thus, it is apparent that
|E21| C
δ1μ(τ)∫
0
(
1+ |τ |)2b〈ξ〉2s ξ2
τ 2
(
1+ ln
∣∣∣∣ ξμ(τ )
∣∣∣∣
)
dξ
 Cτ 2b−2
δ1μ(τ)∫
〈ξ〉2sξ2
(
1+ ln
∣∣∣∣ ξμ(τ )
∣∣∣∣
)
dξ0
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δ1∫
0
(
1+ ∣∣μ(τ)∣∣|ξ |)2sμ3(τ )(1+ ln |ξ |)ξ2 dξ
 Cτ 2b−1+ 2s3
δ1∫
0
ξ2+2s
(
1+ ln |ξ |)dξ
 Cτ 6b+2s−33
if 2+ 2s > −1. Combining these estimates, there obtains
∣∣E2(τ )∣∣ Cτ 6b+2s−13
if s > −3/2 and 0< b < 12 − s3 , b = 12 . This in turn implies that
∞∫
−∞
∞∫
0
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s
×
∣∣∣∣∣
∞∫
−∞
1
ξ − η A21(η, τ )
(
2Θ(η,τ ) + (1− Θ(η,τ ))(1+ ω(τ)))dη
∣∣∣∣∣
2
dξ dτ
 C
∞∫
0
τ 2b−(1−2s)/3
∣∣∣∣∣
∞∫
0
h(s)e−isτ ds
∣∣∣∣∣
2
dτ
 C‖h‖2
Hb+
s
3 − 16
.
Similar estimates for other terms yield, in sum,
∞∫
−∞
∞∫
−∞
〈
i
(
τ − (ξ3 − 4ξ))+ 3ξ2〉2b〈ξ〉2s∣∣ Iˆ22(ξ, τ )∣∣2 dξ dτ  C‖h‖2
Hb+
s
3 − 16
if 0 s > − 32 and 0 b < 12 − s3 and b = 12 . This completes the proof of Proposition A.2. 
By combining the above two propositions, we complete the proof of Proposition 2.7. 
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