The P vs NP problem arose from the question of whether exhaustive search is necessary for problems with short verifiable solutions. We still do not know if even a slight algorithmic improvement over exhaustive search is universally possible for all NP problems, and to date no major consequences have been derived from the assumption that such an improvement exists.
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ABSTRACT
The P vs NP problem arose from the question of whether exhaustive search is necessary for problems with short verifiable solutions. We still do not know if even a slight algorithmic improvement over exhaustive search is universally possible for all NP problems, and to date no major consequences have been derived from the assumption that such an improvement exists.
We show that there are natural NP and BPP problems for which minor algorithmic improvements over the trivial deterministic simulation already entail lower bounds such as NEXP ⊆ P/poly and LOGSPACE = NP. These results are especially interesting given that similar improvements have been found for many other hard problems. Optimistically, one might hope our results suggest a new path to lower bounds; pessimistically, they show that carrying out the seemingly modest program of finding slightly better algorithms for all search problems may be extremely difficult (if not impossible).
We also prove unconditional superpolynomial time-space lower bounds for improving on exhaustive search: there is a problem verifiable with k(n) length witnesses in O(n a ) time (for some a and some function k(n) ≤ n) that cannot be solved in k(n) c n a+o(1) time and k(n) c n o(1) space, for every c ≥ 1. While such problems can always be solved by exhaustive search in O(2 k(n) n a ) time and O(k(n) + n a ) space, we can prove a superpolynomial lower bound in the parameter k(n) when space usage is restricted.
INTRODUCTION
To what extent can we avoid exhaustive search for generic search problems? This is one of the many offshoots of the P versus NP problem and it is the central question addressed in the area of exact algorithms for NP-hard problems.The general message of this research has been that the trivial enumeration of all possible solutions can be quantitatively improved upon for many problems (and their number is increasing every year). This success leads one to wonder if all NP problems allow some modest improvement over brute-force search. More precisely, let V (x, y) be a verifier that runs on witnesses y of length |x| Here we offer the first concrete evidence that the above minor improvements will be difficult to achieve for some problems. We do not rule out the possibility of these improvements; rather, we demonstrate that they would already imply superpolynomial lower bounds in complexity theory.
(Optimists might say we have given a new approach to proving class separations.) We show that the task of finding improved algorithms is connected naturally to the task of proving superpolynomial lower bounds. Regardless of one's complexity-theoretic worldview, our results show that one cannot believe simultaneously that "superpolynomial lower bounds are far beyond our current techniques" and "simple tricks should suffice for improved exponential algorithms." 
Main Results

Circuit Lower Bounds From CircuitSAT
Let Circuit SAT be the problem of finding a satisfying assignment to a Boolean circuit (over AND, OR, NOT gates). The Circuit SAT problem is often the first NPcomplete problem introduced in textbooks. Due to its applications in hardware/software verification and automated reasoning, the problem has been extensively studied in many areas of computer science. (Although CNF satisfiability gets all the fanfare, most formulas obtained in practice start as Boolean circuits.) Clearly, for circuits with n input variables and poly(n) gates, the problem can be solved in 2 n · poly(n) time on any robust model of computation, and it is not known how to solve the problem even slightly faster.
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On a seemingly unrelated front, progress has been nearly nonexistent on proving superpolynomial circuit lower bounds for over a decade. It is known that the exponential-time version of Merlin-Arthur does not have polynomial size circuits [BFT98] , but it is not known how to improve the lower bound to even EXP NP , the class of problems solvable in exponential time with an NP oracle. Since it appears unlikely that NP does not have polynomial size circuits, this is indeed a frustrating state of affairs.
These two lines of research can be related to each other in a striking way: Theorem 1.1. Suppose there is a superpolynomial s(n) such that, for all k, Circuit Sat on circuits with n input variables and n k gates is solvable in 2 n poly(n k )/s(n) time by a (co-non)deterministic algorithm. Then NEXP ⊆ P/poly.
That is, practically any nontrivial improvement over exhaustive search for Circuit Sat (or nontrivial proofs of circuit unsatisfiability) would already imply superpolynomial circuit lower bounds for nondeterministic exponential time. The best known deterministic algorithm for CNF satisfiability takes 2 n−Ω(n/ ln(m/n)) poly(m), where m is the number of clauses and n is the number of variables [DH08, CIP06] . For more complex circuits, the current state of the art is a randomized SAT algorithm for AC 0 circuits which runs in 2 n−n 1−o(1) time on circuits with n 1+o(1) gates [CIP09] . Both time bounds are noticeably smaller than the hypothesis of Theorem 1.1.
3 Of course this does not mean that the hypothesis can be achieved, but it does seem possible at the present time.
One intuitive way of viewing Theorem 1.1 is that, if we could understand the structure of circuits well enough to solve their satisfiability problem faster, then this understanding could be translated into concrete lower bounds for those circuits. We can solidify this intuition in two ways, by extending Theorem 1.1 to restricted circuit classes, and by showing that even faster Circuit Satisfiability would lead to stronger lower bounds.
For example, if satisfiability of Boolean formulas on n variables and n c connectives can be solved in 2 n · poly(n c )/s(n), then E NP does not have (non-uniform) polynomial size formulas. 4 If satisfiability of AC 0 [6] circuits (constant depth circuits with AND, OR, NOT, and MOD6 gates) on n variables 2 We use the poly(n) notation to denote O(n c ) factors for a fixed c > 0 independent of n. 3 AC 0 circuits have constant depth and are comprised of AND, OR, NOT gates, with unbounded fan-in for each gate. 4 Recall E NP is the class of languages recognized by algoand n c gates can be solved in at most 2 n/3 · poly(n c )/s(n) time, then E NP does not have polysize AC 0 [6] circuits.
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Interestingly, it does not take a much stronger assumption to get a nearly optimal circuit lower bound for E NP , and consequently EXP NP :
Theorem 1.2. If Circuit SAT on n variables and m gates is in O(2 (1−δ)n poly(m)) (co-non)deterministic time for some δ > 0, then there is ε > 0 and a language in E NP that does not have 2 εn size circuits.
That is, an algorithm for Circuit SAT with running time comparable to the best known algorithms for k-CNF SAT would entail strong circuit lower bounds.
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One may be skeptical that these small improvements are possible for Circuit Satisfiability. Similar results can also be established for problems efficiently solvable with randomness. The Circuit Acceptance Probability Problem (CAPP) is to approximate (within ±1/6) the fraction of satisfying assignments of a given Boolean circuit on n variables and n c gates for some c [KC99, KRC00, For01, Bar02, IKW02]. CAPP can be solved easily in O(n c ) time with a randomized algorithm. It is known that CAPP is in polynomial time if and only if PromiseBPP = P [For01] , so the problem is "complete" in some sense. We show that essentially any nontrivial derandomization for CAPP implies superpolynomial circuit lower bounds. Theorem 1.3. Suppose there is a superpolynomial s(n) such that, for all c, there is an O(2 n · poly(n c )/s(n)) nondeterministic algorithm for CAPP on n variables and n c gates. Then NEXP ⊆ P/poly.
(A nondeterministic approximation algorithm for CAPP always has at least one accepting computation, and always outputs a good approximation when it enters an accept state.) The proof of Theorem 1.3 holds even if we replace CAPP with the problem of distinguishing between circuits which are unsatisfiable and circuits with at least 2 n−1 satisfying assignments. We interpret Theorem 1.3 to say that circuit lower bounds are much easier than derandomization: any weak derandomization of CAPP would already yield a quite strong circuit lower bound. Theorem 1.3 also implies "amplification" results:
Theorem 1.4. If CAPP has a nondeterministic O(2 n · poly(n)/s(n)) time algorithm that succeeds on all inputs, then for all ε > 0, CAPP has a nondeterministic O(2 n ε ) time algorithm with n ε advice that succeeds on infinitely many inputs.
rithms running in 2
O(n) time that can query an NP oracle (with queries of 2 O(n) length). As far as we know, non-linear size circuit lower bounds are not known for this class. However an n 3−o(1) lower bound on formula size follows from work of Hastad [Has98] . 5 The weaker exponent in the algorithm is due to the apparent weakness of AC 0 [6] reductions. It is very possible this can be improved upon. 6 This should be contrasted with the case of general CNF-SAT, where no algorithm of the kind required in Theorem 1.2 is known. Recent work with Patrascu indicates that the problem of finding such a CNF-SAT algorithm is also closely related to other problems in theoretical computer science [PW10] . Theorem 1.5. If CAPP on n variables and m gates has a nondeterministic O(2 (1−δ)n · poly(m)) time algorithm that succeeds on all inputs, then CAPP has a nondeterministic polynomial time algorithm with O(log n) advice that succeeds on infinitely many inputs.
The prospects for achieving an improved CAPP algorithm seem to be good. A necessary first step towards proving results like BPP ⊆ NSUBEXP is to find some non-trivial CAPP algorithm. (Note we do not necessarily have to build a pseudorandom generator to achieve the algorithm.) For CNF formulas of length n, Luby and Velikovic [LV96] have given a deterministic n 2 O( √ log log n) algorithm for approximating the number of solutions. Note it was already known that NEXP = MA iff NEXP ⊆ P/poly [IKW02] . However it could still have been the case that NEXP = MA and yet Circuit SAT and CAPP have slightly better algorithms. The above results show this conjunction is impossible.
Improved Algorithms Imply LOGSPACE = NP and Subexponential Algorithms
One strength of the above results is that there is no space restriction needed for the improved algorithms: our hypotheses only require SAT algorithms running in O(2 n /s(n)) time and O(2 n /s(n)) space for sufficiently large s(n). Next we show that if exhaustive search can be improved in a way that preserves the verifier's space bound, then very surprising consequences result.
Here we shall study problems with limited nondeterminism, which only need short witnesses (e.g., of poly(log n) length) although verification still takes polynomial time. In particular we look at the case where the amount of nondeterminism is logarithmic in n ("log-nondeterminism"), and hence exhaustive search is already in polynomial time. This case is of interest as there are many polynomial time problems which fall in this category, and for which researchers have tried to find faster algorithms than a canonical one. The 3SUM problem is a well-known example [GO95] ; satisfiability of exponential size circuits is another.
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It is natural to think that it may be easier to universally improve on log-nondeterminism problems. After all, the search space is no longer exponential in the running time of the verifier -now they are both polynomials in n. From this perspective it appears more likely that a clever pruning of the search space can be done.
Consider a problem solvable with witnesses of log n length, O(n c ) time, and poly(log n) space.
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The obvious deterministic simulation runs in O(n c+1 ) time and poly(log n) space. We show that any universal improvement in the runtime exponent can be amplified into an arbitrary polynomial speedup with nondeterministic algorithms. Such a speedup would have dramatic consequences.
7 In 3SUM, we are given a set A of n numbers and wish to find three numbers that sum to zero. The problem can be easily solved in O(n 2 ), and it is a key bottleneck in the solution of many problems in geometry and data structures. Finding an O(n 1.99 ) algorithm is a major challenge. 8 In place of poly(log n) space, one may substitute any con-
for the remaining results in this paper. We have chosen poly(log n) for concreteness. Theorem 1.6. Suppose for all c, d ≥ 1 that every problem Π solvable with log n nondeterministic bits, n c time, and (log n) d space can be solved by some deterministic algorithm in O(n c+.99 ) time and poly(log n) d space. Then every such Π can also be solved by some nondeterministic algorithm in O(n 3 ) time.
Of course, the .99 is not special, and can be substituted with any δ < 1.
Corollary 1.1. The hypothesis of Theorem 1.6 implies LOGSPACE = NP; in fact, SC = NP, where SC is the class of problems solvable in (simultaneous) polynomial time and polylogarithmic space.
Corollary 1.2. The hypothesis of Theorem 1.6 implies that the quantified Boolean formula problem has a proof system where every QBF of length n has proofs of 2 εn length for all ε > 0.
That is, either the exponent in the trivial algorithm is optimal for some constant c, or we separate complexity classes in a surprising way. Note if the trivial algorithm is optimal for c = 1, then SAT cannot be solved in subquadratic time and polylog space, a problem that remains open despite much effort.
Identifying an explicit natural problem in place of "every problem" in Theorem 1.6 is nontrivial. (We could always use a form of the "Bounded Halting Problem", but this is undesirable.) The proof of Theorem 1.6 uses a delicate inductive argument that makes it difficult to extend to lower bounds on a natural problem.
Unconditional Lower Bounds
We want to understand the extent to which the exponential part of exhaustive search (namely, the exponential runtime in the witness length) can be reduced, without affecting the runtime of verification. We can prove unconditional lower bounds for improving on exhaustive search in this manner, based on Theorem 1.6 and its consequences. We first state a superpolynomial lower bound in terms of the witness length. To our knowledge no similar lower bounds have been reported. Theorem 1.7. There is a problem Π verifiable with k(n)-length witnesses in O(n a ) time (for some constant a and some k(n) ≤ n) that cannot be solved in k(n) c n a · poly(log n) time and k(n) c · (log n) c space, for all c.
Note if we could "only" change the "some k(n)" to "all k(n)" then we would separate P from NP. The theorem does rule out certain (daffy, but until now possible) strategies for trying to show LOGSPACE = NP. For example, it is not possible to transform an arbitrary O(n a ) time verifier with witnesses of length k into an O(n a+o(1) ) time and O(poly(log n)) space verifier with witnesses of length 10 10 log k. The proof uses the framework of Theorem 1.6. Extending this result to circuit satisfiability on general computational models is an interesting challenge. We manage to show a related lower bound for Circuit SAT: Theorem 1.8. For every ε > 0, Circuit SAT on k variables and m gates cannot be solved in k 1−ε m 1+o(1) time and
This is already interesting, because we do not know how to prove that SAT is not in O(n 2−ε ) time and n o(1) space on general models (the case where k = m).
9 It is known that SAT (and consequently, Circuit SAT) cannot be solved in less than n 1.8 time and n o(1) space [Wil08b] . It is also known (in a precise sense) that current techniques will not allow us to extend this bound to n 2 [Wil10] . This limitation seems related to our inability to extend Theorem 1.8 to arbitrary polynomials in k.
A Nontrivial Simulation
In the full version of the paper, we report a baby step towards improving brute force search. We observe a nontrivial deterministic simulation of nondeterministic multitape Turing machines, inspired by a nontrivial derandomization of randomized multitape Turing machines of Van Melkebeek and Santhanam [vMS05] . Theorem 1.9. For every multitape Turing machine M running in time t that accesses a tape of nondeterministic bits, there is a δ > 0 and a deterministic TM that simulates
A group led by Lipton [Lip09a] has recently proved related results. Our simulation is not yet enough to imply lower bounds, as the simulation runtime does not scale with the amount of nondeterminism.
An Overview of Our Techniques
Our basic approach is simple: we assume the opposite of the desired lower bound (i.e., that we have decent uniform algorithms and very good non-uniform circuits), and construct an efficient simulation of the hard class, so tight that any nontrivial Circuit SAT or CAPP algorithm contradicts a time hierarchy. This idea can be traced back to the first paper on P/poly, by Karp and Lipton [KL80] . One of their many corollaries (credited to Meyer) is that P = NP implies EXP ⊆ P/poly. To prove this, one shows that (1) EXP ⊆ P/poly implies EXP = Σ2P, and (2) P = NP implies Σ2P = P. Since EXP = P, it cannot be that both are true. Our results can be seen as extreme sharpenings of this basic result: to get circuit lower bounds for classes like NEXP, we may assume far less than P = NP.
To illustrate, let us sketch the result that faster circuit satisfiability implies NEXP circuit lower bounds. It is known that NEXP ⊆ P/poly implies a simulation of NTIME[2 n ] which guesses a polynomial size circuit encoding a witness, then runs an exponential time verifier [IKW02] . We observe that NEXP ⊆ P/poly implies that every verifier for an NEXP language has small circuits that encode witnesses. Therefore we are free to construct any verifier we need to get a contradiction. We choose one that exploits efficient reductions from NP to SAT, translated up to NEXP. Using a small witness circuit, we can replace the exponential time verifier with a single call to Circuit SAT on n + O(log n) variables and poly(n) gates. It follows that an O(2 n ·poly(n)/s(n)) algorithm for Circuit SAT implies NTIME[2 n ] ⊆ NTIME[2 n · poly(n)/s(n)], a contradiction. For the lower bound that follows from approximating the solutions to a circuit, we use efficient PCP of Proximity verifiers of Ben-Sasson et al. [BGHSV05] in the Circuit SAT instance. 9 Here n is the total length of the input.
In order to prove that stronger improved algorithms yield stronger consequences such as LOGSPACE = NP, we use ideas from the existing time-space lower bounds for SAT, along with an inductive trick that (assuming a universal speedup over exhaustive search) lets us repeatedly reduce any exponent in the time bound of a complexity class until it becomes a fixed constant, leading to superpolynomial lower bounds. Further development of this trick produces unconditional lower bounds for bounded nondeterminism.
PRELIMINARIES
We assume the reader is familiar with basic concepts in complexity and algorithms. In the following paragraphs, we focus on a few particulars needed for this paper.
Notation and Background
We define [n] := {1, . . . , n}. As usual, unless otherwise specified a function has domain N and co-domain N, is assumed to be time (or space) constructible within the appropriate bounds, and is monotone nondecreasing. All logarithms are in base two. A circuit is Boolean (with AND, OR, NOT gates), unless indicated otherwise.
Computational Model and Complexity.
In almost all our results one may assume any deterministic computational model in which O(poly(log n)) bits of information may be processed in a single step. This includes all flavors of Turing machines (including random access), random access machines with logarithmic size registers, and so on. (The main reason for this is given below.) We shall indicate clearly when this is not the case.
Fix a finite alphabet Σ. We usually assume Σ = {0, 1}. NTIME[t(n)] (TIME[t(n)]) denote the classes of languages recognized in O(t(n)) time by a nondeterministic (deterministic) algorithm, respectively. TISP[t(n), s(n)] denotes those languages recognized by some algorithm that runs in both O(t(n)) time and O(s(n)) space. Recall P = k≥1 TIME[n k ]
and NP = k≥1 NTIME[n k ]. Steve's Class (abbreviated SC)
We say that L is a unary language if L ⊆ {1} * . We use the following nondeterministic time hierarchy theorem.
Theorem 2.1 ( [Zak83] ). Let t1 and t2 be time constructible functions such that t1(n+1) ≤ o(t2(n)). There is a unary language in NTIME[t2(n)] that is not in NTIME[t1(n)].
Inspecting our proofs, one observes that we do not need the full strength of Theorem 2.1 but merely that there is a unary language in NTIME[t1(n) log c t1(n))] that isn't in NTIME[t1(n)], for some c > 0. This particular time hierarchy is model-independent because the class NTIME[n · poly(log n)] is very robust with respect to the computational model. This is a family of results due to Gurevich and Shelah [GS89] . For example, let NTIMERT M [t(n)] be the languages recognized with nondeterministic t(n) time randomaccess Turing machines, and let NTIMET M [t(n)] denote the same class for multitape Turing machines.
Theorem 2.2 (Gurevich and Shelah [GS89]).
The random-access Turing machine can be replaced by any model M which has programs of O(1) size and processes O(poly(log n)) bits of information in a single step. Let us sketch the proof of Theorem 2.2 under this generic requirement. The idea is that a multitape TM can simulate an M -computation running in time O(n · poly(log n)) by guessing a computation history and verifying the correctness of the history. More precisely, the length of such a history is O(n · poly(log n)) bits: we use O(poly(log n)) bits for each step, giving a "snapshot" which describes the timestep, bits read and written, the memory locations of these bits, and the state or program counter during that step. These snapshots are guessed in temporal order: the ith snapshot corresponds to the ith step. In this ordering, a multitape TM can verify that, assuming that all the reads are correct, the program counter and writes are all correct. A multitape TM can (in O(n · poly(log n)) time) sort these snapshots in spatial order as well, ordering the snapshots primarily by the index of the register/cell being read in that time step, and using the temporal order as a secondary key. In this ordering, a multitape TM can verify that the reads are correct by verifying that the previous snapshot wrote the same information.
Related Work
Subexponential and Parameterized Complexity.
A theory of (sub)exponential time complexity for NP-hard problems has been developing. Much work has gone into extending reducibility notions to subexponential time algorithms (e.g., [IP01, IPZ01, CJ03, CG07, CIP06, Tra08]). The theory has found interesting evidence for the exponential time hypothesis (ETH) that 3-SAT is not in 2 o(m) time, where m is the number of clauses. If ETH is false, then many other problems have subexponential algorithms as well.
In parameterized complexity, one studies paired problems with an input and parameter k written in unary. It is often convenient to define a parameterized problem when the computational problem of interest is hard, but only for certain inputs whose difficulty can be measured by the parameter. For example, the Longest Path problem is NPcomplete, but if one wants to find a longest path in a graph with treewidth at most k, there is a 2 O(k log k) poly(n) algorithm [FL89] . Parameterized complexity is inherently tied to the study of exact algorithms for NP. A problem is fixedparameter tractable (FPT) when it has an algorithm with f (k)n c runtime for some function f and a universal c. If a problem does not seem to be FPT, one tries to find evidence for this, using reducibility notions similar to NPcompleteness. There is a hierarchy of problems, all technically solvable in polynomial time when the parameter k is constant, which do not seem to be FPT. (In fact many hierarchies have been proposed; cf. the text of Flum and Grohe [FG06] .) The most basic is the W -hierarchy, where the lowest level is the class F P T of problems which are FPT. The next level W [1] already contains problems which are not in F P T , assuming ETH [DF99, FG06] . There is a rough analogy between the W -hierarchy and the polynomial time hierarchy: in the W -hierarchy, f (k) log n bits are guessed in each alternation (instead of poly(n)), and the deterministic verifier only reads some f (k) bits of the input. F P T equals the entire W -hierarchy if and only if Circuit SAT (with n variables and m gates) is in 2 n/s(n) poly(m) time for some unbounded s(n) [ADR95] . (Note this runtime is much faster than those in our hypotheses.) Indeed, there is a sense in which the aforementioned subexponential time theory is isomorphic to questions in parameterized complexity [CG07] .
Limited Nondeterminism. Kintala 
Better Algorithms And Better Lower Bounds.
The idea that better algorithms can lead to better lower bounds is a recurring theme in theoretical computer science. Here we cite a few examples which seem to be most relevant to our work.
• Work of F. Zane and his co-authors [Zan98] in the late 90's alternated between finding faster SAT algorithms and proving new exponential lower bounds for depththree circuits, both accomplished using new structure theorems for CNF formulas.
• In the DFA Intersection problem, one is given k DFAs with at most n states each, and the task is to decide if all DFAs accept a common string. Karakostas, Lipton, and Viglas [KLV03] prove if DFA Intersection is solvable in n o(k) time, then NTIME[n] is contained in TIME[2 εn ] for all ε > 0 and LOGSPACE = NP. However, observe that DFA Intersection is PSPACE-complete [Koz77] , while the problems we consider are either in BPP or NP, and we do not need to assume subexponential algorithms. Lipton has also advocated this type of approach for proving lower bounds in his popular blog [Lip09b].
• Impagliazzo, Kabanets, and Wigderson [IKW02] have shown that if CAPP is solvable in nondeterministic 2 n o(1) time infinitely often, then NEXP ⊆ P/poly. Kabanets and Impagliazzo [KI04] showed that a nondeterministic 2 n o(1) time algorithm for Polynomial Identity Testing implies that either NEXP ⊆ P/poly or the Permanent does not have arithmetic circuits of polynomial size. Our results appear to be incomparable: while identity testing looks easier than the problems we study (even CAPP), our running time assumptions are much weaker and there is no "or" in our conclusion.
If improved algorithms of the kind needed in this paper exist, their discovery probably will not be hindered by the known barriers in complexity (but perhaps another unforseen one). The full version of the paper contains a brief discussion on this point.
CIRCUIT LOWER BOUNDS FROM IMPROVED ALGORITHMS
We start by proving consequences of better Circuit SAT algorithms. The notion of "universal witness circuits" shall be useful. A language L has universal witness circuits if every correct verifier for L has circuits that encode a witness accepted by the verifier, on every input in L.
Definition 3.2. A language L ∈ NTIME[t(n)] has S(n)-size universal witness circuits if for all polynomial time verifiers V for L, there is a k and an O(S(n))-size Boolean circuit family {Cn} with the property:
x ∈ L ⇐⇒ V (x, w(x)) = 1, where w(x) is the concatenation of the outputs of C ( x, z ) evaluated over all z ∈ {0, 1} log 2 t(n) +1 in lexicographical order, and ≥ n is an integer of appropriate length.
The universal witness property may look strong, but all of NEXP has universal witness circuits of polynomial size, in the case that NEXP ⊆ P/poly. The key to this observation is that if a language does not have such circuits, then some correct verifier for NEXP accepts witnesses that cannot be encoded with small circuits, infinitely often. This verifier can be used to test strings for high circuit complexity, which is enough to obtain pseudorandom generators, leading to a contradiction. The following can be easily obtained from work of Impagliazzo, Kabanets, and Wigderson [IKW02] .
Lemma 3.1 (Follows from [IKW02] ). If NEXP has polynomial size circuits, then every language in NEXP has universal witness circuits of polynomial size.
We also need a strong completeness result for satisfiability.
Moreover there is an algorithm (with random access to its input) that, given an instance of L and an integer i ∈ [cn(log n) d ] in binary (for some c depending on L), outputs the ith clause of the resulting 3SAT formula in O((log n) d ) time.
The value of d depends on the particular computational model chosen. For most models one can take d to be small, e.g. d = 4. Theorem 3.1 holds under any computational model that accesses up to O(poly(log n)) bits per step. Most proofs of it essentially rely the fact that nondeterministic Turing machines can simulate most other nondeterministic models with polylog overhead, as well as the HennieStearns two-tape simulation of multitape Turing machines (cf. [AB09] , Section 1.7) which introduces another log overhead. The Hennie-Stearns simulation can be converted (with constant overhead) into a circuit [PF79] , which can then be efficiently converted to 3-CNF using the Tseitin transformation [Tse68] . See Van Melkebeek ([vM07] , Lemma 2.2) for an alternative proof based on sorting networks. By standard translation/padding arguments (substituting 2 n in place of n in the above), the theorem can be scaled up to exponential time bounds:
Corollary 3.1. Every language L in NTIME[2 n ] can be reduced to 3SAT instances of c2 n · n 4 size. Moreover there is an algorithm that, given an instance of L and an integer i ∈ [c2 n · n 4 ] in binary, outputs the ith clause of the resulting 3SAT formula in O(n 4 ) time.
We are now ready to prove the main result of this section: a generic theorem relating the solvability of Circuit Sat to lower bounds on universal witness circuits for NEXP.
Theorem 3.2. Let c ≥ 1. Let a(n) be a monotone increasing and unbounded function. Let S(n) and T (n) be functions such that
Suppose Circuit SAT on n variables and m gates can be solved in O(2 n m c /T (n)) co-nondeterministic time. Then NTIME[2 n ] does not have S(n)-size universal witness circuits.
Proof. Suppose NTIME[2 n ] has S(n) universal witness circuits. We show that a faster (co-non)deterministic algorithm for Circuit Satisfiability implies a contradiction to the nondeterministic time hierarchy.
Let L ∈ NTIME[2 n ] be arbitrary. By Corollary 3.1, L can be reduced to 3SAT instances of c2 n ·n 4 size, for some c. Let V (x, y) be a verifier for L that reduces x to a 3-CNF formula φx of c2 n · n 4 size, substitutes the ith bit of y for the ith variable of φx, then returns 1 if and only if the resulting formula evaluates to 1.
Since L has universal witness circuits, it is the case that for all x ∈ L, there is some y of length at most c2 n · n 4 such that V (x, y) = 1, and y can be encoded with a S(|x|) size circuit. That is, for all x, there is a circuit Cy that takes inputs of length = log(c2 |x| |x| 4 ) and has size at most S(|x|), such that the witness y equals the concatenation of Cy(z) over all z ∈ {0, 1} in lexicographical order.
Consider the following nondeterministic algorithm N for L. On input x, existentially guess the circuit Cy, using O(S(|x|) log S(|x|)) ≤ O(2 n /a(n)) bits. Then construct a circuit D with input variables X, as follows. Given an integer i ∈ [c2 n · n 4 ], the ith clause of φx can be computed in O(n 4 ) time (via Corollary 3.1). By the standard translation of algorithms into circuits, it follows that the ith clause can be computed with an O(n 8 ) size circuit; call it E. Lead the input variables X of D into the inputs of E, whose 3n + O(log n) output wires encode the Xth clause of φx. These output wires encode the indices of three variables in φx, along with three "negation bits" indicating 1 for variables which are negated, if any. For convenience, call the variable indices z1, z2, z3. Evaluate a1 = Cy(z1), a2 = Cy(z2), and a3 = Cy(z3). Letting b1, b2, b3 be the negation bits of z1, z2,
That is, D(X) outputs 1 if and only if the Xth clause is not satisfied, i.e., D is unsatisfiable if and only if Cy encodes a satisfying assignment for φx. The circuit D has O(n 8 + S(|x|)) size and inputs.
Finally, N calls a fast algorithm for circuit satisfiability on D, and accepts if and only if D is unsatisfiable. N runs in time O(2 n /a(n)+2 ·(n 8 +S(n)) c /T (n)), which is at most
By assumption on T (n) and S(n), this time bound is at most O(2 n /a(n)). Recall that L was an arbitrary language from NTIME[2 n ], so we now have
Since 2 n+1 /a(n + 1) = o(2 n ), we have a contradiction to the strong nondeterministic time hierarchy theorem [SFM78, Zak83] .
It is now easy to show that faster Circuit Satisfiability implies NEXP ⊆ P/poly. We say that a function f is superpolynomial in n if for all k, n k = o(f (n)).
Reminder of Theorem 1.1 Suppose there is a superpolynomial function s(n) such that Circuit Sat on circuits with n variables and n k gates can be solved in 2 n · poly(n k )/s(n) time by a (co-non)deterministic algorithm, for all k. Then NEXP ⊆ P/poly.
Proof. Let S(n) = n k and T (n) = s(n) in Theorem 3.2. Then a 2 n · poly(n k )/s(n) time algorithm for Circuit Satisfiability implies that NTIME[2 n ] does not have n k universal witness circuits. Since k can be arbitrary, NTIME[2 n ] does not have polynomial size universal witness circuits, hence NEXP also does not. By the contrapositive of Lemma 3.1, we conclude that NEXP ⊆ P/poly.
Extensions
It is also possible to extend Theorem 1.1 to larger circuit lower bounds, and to weaker problems such as Formula Sat, the problem of satisfying Boolean formulas. Unfortunately the derandomization results do not seem to apply to restricted circuit classes. Also, as far as we know, Lemma 3.1 does not extend to superpolynomial circuit sizes [Imp10] , so we need another way to obtain universal witness circuits for NEXP. This can be accomplished with the following lemma:
Lemma 3.2 (Folklore). Let C be any class of circuits. If E NP has (non-uniform) circuits of size S(n) from class C, then NTIME[2 n ] has universal witness circuits of size S(n) from class C.
Proof. Let L be a language in NTIME[2 n ]. Let V (x, y) be a nondeterministic verifier for L running in d2 |x| time. Consider the following E NP machine: N (x, i): Binary search for the lexicographically smallest z such that V (x, z) accepts, by querying: given (x, y) where |y| = d2 |x| , is there z ≤ y such that V (x, z) accepts? Then output the ith bit of z.
Note the queries can be computed in NP, and N needs at most d2 n queries to the oracle. Since every such N has size S(n) circuits from class C, NTIME[2 n ] has S(n)-size universal witness circuits from C.
Reminder of Theorem 1.2 If Circuit SAT on n variables and m gates is in O(2 (1−δ)n m c ) time for some δ > 0 and c ≥ 1, then there is ε > 0 and a language in E NP that does not have 2 εn size circuits.
Proof. Let T (n) = 2 δn and S(n) = 2 δn/c /n 5 . Note the constraints of Theorem 3.2 are satisfied, hence we have: if Circuit SAT on n variables and m gates is in O(2 (1−δ)n m c ) time, then NEXP does not have 2 δn/c /n 5 -size universal witness circuits. The result follows from Lemma 3.2 and setting ε < δ/c.
More extensions are given in the full version of the paper.
Circuit Lower Bounds From Very Weak Derandomization
We now turn to the Circuit Acceptance Probability Problem (CAPP): given a Boolean circuit C with n inputs and poly(n) gates, the goal is to compute an approximation to the number of assignments satisfying C, within an additive factor of 1/6. More precisely, we wish to output a number v such that
CAPP has been studied extensively [KC99, KRC00, For01, Bar02, IKW02]. We prove:
Reminder of Theorem 1.3 If there is a nondeterministic algorithm for CAPP with O(2 n · poly(n)/s(n)) running time (for any superpolynomial s(n)), then NEXP ⊆ P/poly.
In the previous section, we saw that strong reductions to 3SAT imply an efficient NEXP verifier. The verifier universally tries all possible clauses in an exponentially long 3-CNF formula, and checks the values of three variables in each trial. This universal quantifier is replaced with a poly(n) size circuit which (on a variable assignment) checks the clause indexed by the input to the circuit. Our idea is to replace this universal quantifier with a random choice, so that instead of testing satisfiability of the circuit, it suffices to approximate the number of solutions. Naturally, this suggests the use of probabilistically checkable proofs (PCPs). We use the PCPs of Proximity of Ben-Sasson, Goldreich, Harsha, Sudan, and Vadhan, which imply PCPs for NEXP with nice properties.
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Theorem 3.3 ( [BGHSV05] ). Let T : Z + → Z + be non-decreasing. Then for every s > 0 and every language L ∈ NTIME[T (n)] there exists a PCP verifier V (x, y) with soundness s, perfect completeness, randomness complexity r = log 2 T (|x|) + O(log log T (|x|)), query complexity q = poly(log T (|x|)), and verification time t = poly(|x|, log T ). More precisely:
• V has random access to x and y, uses at most r random bits in any execution, makesueries to the candidate proof y. and runs in at most t steps.
• If x ∈ L then there's a y of T (|x|)poly(log T (|x|)) length such that Pr[V (x, y) accepts] = 1.
• If x / ∈ L then for all y, Pr[V (x, y) accepts] ≤ s.
We shall be interested in the case T (n) = 2 n . Then the above PCP verifier uses n + O(log n) bits of randomness, poly(n) verification time, and poly(n) query complexity.
Proof of Theorem 1.3. The proof proceeds similarly to Theorem 1.1. We start by assuming NEXP ⊆ P/poly, so that all languages in NEXP have universal witness circuits. Let L be a language in NTIME[2 n ] − NTIME[2 n · poly(n)/s(n)]. Let V (x, y) be the PCP verifier of Theorem 3.3 for L where T (n) = 2 n and s = 1/2. For some k > 0, V tosses n+k log n coins, queries the O(2 n ) length string y in O(n k ) places, and runs in O(n k ) time. Let c > 0 be such that the circuit complexity of any function encoding a 2 n n k -bit witness of V on inputs of length n is at most n c + c. We now describe an alternative nondeterministic algorithm N for L. On input x of length n, existentially guess a circuit C with n c + c size. Construct a circuit D that simulates V as follows. The circuit D has n + k log n input wires r, corresponding to the random bits of V . Once r is fixed, the verifier V runs in O(n k ) time and queries y in O(n k )
positions. By the standard translation of oracle machines to circuits, V can be simulated by a circuit of size O(n 2k ) with oracle gates for the string y. These oracle gates each have n + O(1) input wires and output the bit of y indexed by the input wires. Replace each oracle gate with a copy of C. The resulting circuit D has O(n 2k+c ) size. Run the presumed nondeterministic algorithm for CAPP on the D, and accept if and only if the fraction returned is greater than 3/4.
Let y be the string obtained by evaluating C on all inputs in lexicographical order. By construction, D(z) = 1 if and only if V (x, y) outputs 1 on the string of coin tosses z.
If there is a witness y for the input x, then there is a C of size O(n c ) which encodes y. On such a C, the fraction of inputs accepted by D is 1. On the other hand, if there is no witness y for x, then certainly no circuit C encodes a witness for x, and hence on every circuit C, the fraction of inputs accepted by D is at most 1/2. Hence the algorithm N is correct.
Assuming CAPP can be solved in 2 n ·poly(n)/s(n) time for some superpolynomial s(n), the time of the entire simulation is 2 n · poly(n)/s(n). This contradicts the choice of L. 2 The above proof can be generalized along the lines of Theorem 3.2 in a straightforward way. A completely analogous argument to Theorem 1.2 shows the following. • If NEXP ⊆ P/poly, then CAPP has a nondeterministic algorithm that works on infinitely many inputs in O(2 n ε ) time with n ε advice, for every ε > 0.
• (Implicitly shown) If NTIME[2 n ] does not have 2 o(n) -size universal witness circuits, then CAPP has a nondeterministic polytime algorithm that works on infinitely many inputs with O(log n) advice.
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Combining these results with Theorem 1.3 and Theorem 3.4, we have the following "amplifications" of CAPP algorithms:
Reminder of Theorem 1.4 If CAPP has a nondeterministic O(2 n · poly(n)/s(n)) time algorithm that succeeds on all inputs, then for all ε > 0, CAPP (in fact, all of MA) has a nondeterministic O(2 n ε ) time algorithm with n ε advice that succeeds on infinitely many inputs.
11 This follows because, if NTIME[2 n ] did not have such circuits, then there is an ε > 0 and a poly(2 n ) time algorithm with n bits of advice that, on infinitely many inputs, nondeterministically generates a 2 n -bit truth table of a Boolean function fn which has circuit complexity at least 2 εn for sufficiently large n. (This is essentially the negation of what it means to have universal witness circuits: there is a verifier for some L which on infinitely many inputs xi ∈ L, only accepts witnesses which do not have small circuits. Hardcoding these xi as advice, we get that any witness accepted by the verifier on xi has high circuit complexity.) But it is known (even from [KvM99] ) that this assumption implies pseudorandom generators for polynomial size circuits, strong enough to prove MA ⊆ i.o. − NP/O(log n). Hence CAPP has the desired type of algorithm.
Reminder of Theorem 1.5 If CAPP on n variables and m gates has a nondeterministic O(2 (1−δ)n · poly(m)) time algorithm that succeeds on all inputs, then CAPP has a nondeterministic polynomial time algorithm with O(log n) advice that succeeds on infinitely many inputs.
The above two results can also be viewed as gap theorems: if CAPP can't be solved infinitely often in NP with logarithmic advice, then CAPP can't be in 2
.99n · poly(m) nondeterministic time.
These ideas also lead to an unconditional lower bound.
Reminder of Theorem 1.7 For some a and some k(n) ≤ n, there is a problem Π solvable with k(n) nondeterminism and O(n a ) time that cannot be solved in k(n) c n a · poly(log n) time and k(n) c · poly(log n) space, for all constants c.
In fact, a stronger statement holds: either polynomial nondeterminism cannot be simulated in polytime, or we have strong time lower bounds on simulating log-nondeterminism with polylog space.
Theorem 4.1. Either P = NP, or there is a problem verifiable with log n size witnesses in O(n c ) time and poly(log n) space that is not solvable in O(n c+.99 ) time and poly(log n) space, for some c ≥ 1.
We cannot yet extend these lower bounds to problems like Circuit SAT on general computational models, due to the inefficiency of reductions from arbitrary languages to Circuit SAT. We could extend them to Circuit SAT on multitape Turing machines, but those lower bounds are easy: the opposite of the lower bound implies that Circuit Evaluation (the case where there are no input variables) is in n · poly(log n) time and poly(log n) space, which is already known to be false. (In fact, on multitape Turing machines the set of palindromes requires nearly quadratic time in the polylog space setting.)
However we can extend the lower bound slightly to generic computational models, using the strong nondeterministic time hierarchy [Zak83] (Theorem 2.1). Recall we do not know how to prove that SAT can't be solved in O(N 2−ε ) time and N o(1) space on general models (the particular case where k = m).
CONCLUSION
We have seen that universal improvements over exhaustive search, even marginal ones, would have surprising consequences in complexity theory. This connection between improved exponential algorithms and superpolynomial lower bounds shows that two communities have been implicitly working towards similar goals. In the full version of the paper, more results along these lines are presented, along with a detailed discussion of interesting open problems.
