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TRACE FORMULAS FOR SCHRO¨DINGER OPERATORS WITH
COMPLEX POTENTIALS
EVGENY KOROTYAEV
Abstract. We consider 3-dim Schro¨dinger operators with a complex potential. We obtain
new trace formulas. In order to prove these results we study analytic properties of a modified
Fredholm determinant. In fact we reformulate spectral theory problems as the problems of
analytic functions from Hardy spaces in upper half-plane.
1. Introduction and main results
1.1. Introduction. We consider the Schro¨dinger operator H = −∆ + V on L2(R3), where
the potential V is complex and satisfies
V ∈ L 32 (R3) ∩ L2(R3). (1.1)
Here Lp(Rd), p > 1 is the space equipped with the norm ‖f‖pp =
∫
Rd
|f(x)|pdx and let ‖ · ‖ =
‖ · ‖2. It is well-known that the operator H has essential spectrum [0,∞) plus N ∈ [0,∞]
eigenvalues (counted with multiplicity) in the cut domain C \ [0,∞). Denote by λj ∈ C \
[0,∞), j = 1, ..., N the eigenvalues (according multiplicity) of the operator H . Note, that the
multiplicity of each eigenvalue > 1, but we call the multiplicity of the eigenvalue its algebraic
multiplicity.
Define an operator-valued functions Y0(k) by
Y0(k) = V1R0(k)V2, k ∈ C+, (1.2)
where R0(k) = (−∆− k2)−1 is the free resolvent and we have used the factorization
V = V1V2, where V1 = |V | 12 , V2 = |V | 12 ei argV . (1.3)
Let B denote the class of bounded operators. Let B1 and B2 be the trace and the Hilbert-
Schmidt class equipped with the norm ‖ · ‖B1 and ‖ · ‖B2 correspondingly. It is well known
that Y0(k) ∈ B2 but Y0(k) /∈ B1 for all k ∈ C+. In this case we can not directly define the
determinant det(I+Y0(k)) and we need some modification. It is well-known that the mapping
Y0 : C+ → B2 is analytic and continuous up to the real line. Then we can define the modified
determinant
ψ(k) = det
[
(I + Y0(k))e
−Y0(k)
]
, k ∈ C+. (1.4)
The function ψ(k) is analytic in C+ and continuous up to the real line. It has N 6 ∞ zeros
(counted with multiplicity) k1, .., kN ∈ C+ given by kn =
√
λn ∈ C+ and labeled by
Im k1 > Im k2 > Im k3 > ... > Im kn > ... (1.5)
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and define the set σd = {k1, ..., kN ∈ C+}. There are no other roots in C+. We describe the
basic properties of the determinant ψ as an analytic function in C+.
Theorem 1.1. Let a potential V ∈ L 32 (R3)∩L2(R3). Then the determinant ψ and the function
ψ2 =
1
2
Tr Y 20 (k) are analytic in C+ and continuous up to the real line and satisfies:
|ψ(k)| 6 exp
(
C•‖V ‖23
2
)
, ∀ k ∈ C+, (1.6)
where C• =
1
8(4pi)
2
3
,
ψ2(k) = 1 + o(1),
logψ(k)− ψ2(k) = O(k− 12 )
(1.7)
as |k| → ∞, uniformly with respect to arg k ∈ [0, pi],
|ψ2(k)| 6 C•‖V ‖23
2
, ∀ k ∈ C+,
‖ψ2(·+ i0)‖ 6 1
8(4pi)
1
3
‖V ‖ 3
2
‖V ‖, (1.8)
and the function h(k) = log |ψ(k + i0)|, k ∈ R satisfies
h ∈ L1(−r, r), h ∈ Lα(R \ (−r, r)) (1.9)
for some r > 0, α ∈ (2,∞) and the zeros {kj} of ψ in C+ satisfy
N∑
j=1
Im kj <∞. (1.10)
In fact, ψ is a function from the Hardy class. We now introduce some notations to make
this precise. Let a function F (k), k = u+ iv ∈ C+ be analytic on C+. For 0 < p 6∞ we say
F belongs the Hardy space Hp = Hp(C+) if F satisfies ‖F‖Hp <∞, where ‖F‖Hp is given by
‖F‖Hp =
supv>0
1
2pi
(∫
R
|F (u+ iv))|pdu
) 1
p
if 0 < p <∞
supk∈C+ |F (k)| if p =∞
.
Note that the definition of the Hardy space Hp involves all v = Im k > 0.
Thus we have that ψ, ψ2 ∈ H∞ and ψ2 ∈ H2.
1.2. Trace formulas and estimates. Theorem 1.1 shows the basic analytic properties of
the function ψ, in particular, ψ ∈ H∞. In order to study zeros of ψ(k) in the upper-half plane
we need to study the Blaschke product, defined by
B(k) =
N∏
j=1
(
k − kj
k − kj
)
, k ∈ C+. (1.11)
where the Blaschke product B(k) converges absolutely for k ∈ C+, since (1.10) holds true.
Moreover, we have the function B ∈ H∞ with ‖B‖H∞ 6 1, (see e.g. [Ko98] or [G81]).
We describe the canonical factorization of ψ.
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Theorem 1.2. Let V ∈ L 32 (R3) ∩ L2(R3). Then ψ has a canonical factorization in C+ given
by
ψ = ψinψout, ψin(k) = B(k)e
−iK(k), K(k) =
1
pi
∫
R
dν(t)
k − t ,
ψout(k) = e
iM(k), M(k) =
1
pi
∫
R
log |ψ(t)|
k − t dt.
(1.12)
• dν(t) > 0 is a singular compactly supported measure on R and for some r∗ > 0 satisfies∫
R
dν(t) <∞, supp ν ⊂ {z ∈ R : ψ(z) = 0} ⊂ [−r∗, r∗]. (1.13)
• The function K has an analytic continuation from C+ into the domain C \ [−r∗, r∗] and has
the following Taylor series
K(k) =
∞∑
j=0
Kj
kj+1
, Kj =
1
pi
∫
R
tjdν(t). (1.14)
• The Blaschke product B has an analytic continuation from C+ into the domain {|k| > r0},
where r0 = sup |kn| and has the following Taylor series
logB(z) = −iB0
k
− i B1
2k2
− i B2
3k3
− ... as |k| > r0,
B0 = 2
N∑
j=1
Im kj, B1 = 2
N∑
j=1
Im k2j , ..., Bn = 2
N∑
j=1
Im kn+1j , .....
(1.15)
where each sum Bn, n > 1 is absolutely convergence and satisfies
|Bn| 6 2
N∑
j=1
| Im knj | 6
pi
2
(n+ 1)rn0B0. (1.16)
Remarks. 1) The function ψin is the inner factor of ψ and the function ψout is the outer
factor of ψ. These results will be used in the proof of trace formulas.
2) Due to (1.9) the integral M(k), k ∈ C+ in (1.12) converges absolutely.
Corollary 1.3. Let V ∈ L 32 (R3) ∩ L2(R3). Then the following trace formula
− 2kTr
(
R(k)− R0(k) +R0(k)V R0(k)
)
=
∑ 2i Im kj
(k − kj)(k − kj)
+
i
pi
∫
R
dµ(t)
(t− k)2 , (1.17)
holds true for any k ∈ C+ \ σd, where the measure dµ(t) = log |ψ(t)|dt− dν(t) and the series
converges uniformly in every bounded disc in C+ \ σd. If in addition V ∈ L1(R3), then
− 2kTr
(
R(k)− R0(k)
)
+
i
4pi
∫
R3
V (x)dx =
∑ 2i Im kj
(k − kj)(k − kj)
+
i
pi
∫
R
dµ(t)
(t− k)2 . (1.18)
In order to show trace formulas we introduce the space Wm by
Wm =
{
f ∈ L2(R3) : |∂αx f(x)| 6
CV
(1 + |x|)β+|α| , ∀ |α| 6 2m+ 1
}
, m > 1, (1.19)
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where β > 3 and m > 1 is an integer. If V ∈ Wm, then the function ψ(·) is analytic in C+
and continuous up to the real line and satisfies
logψ(k) =
Q0
ik
+
Q2
ik3
+
Q4
ik5
+ · · ·+ Q2m + o(1)
ik2m+1
, (1.20)
as |k| → ∞ uniformly in arg k ∈ [0, pi] (see [B66], and also [C81, G85, P82, R91]), where
Q0 =
1
16pi
∫
R3
V 2(x)dx, Q2 =
1
3pi43
∫
R3
(
(∇V (x))2 + 2V 3(x)
)
dx, ..... (1.21)
In Theorem 1.4 we show that the function M(k), k ∈ C+ defined by (1.12) satisfies
M(k) =
1
pi
∫
R
h(t)
k − tdt =
J0 − iI0
t
+
J1
t2
+ ... +
J2m − iI2m + o(1)
t2m+1
, (1.22)
where h := h−1 := log |ψ(·)|, as Im k →∞ and
Ij = ImQj, hj = t
j+1(h− Pj), Pj = I0
t
+
I2
t3
+ ...+
Ij
tj+1
,
J0 = v.p. 1
pi
∫
R
h(t)dt, J1 = v.p. 1
pi
∫
R
(
th(t)− I0
)
dt, Jj = v.p. 1
pi
∫
R
hj−1(t)dt,
(1.23)
j = 0, 1, ..., 2m. Here I2j+1 = 0 and all integrals in (1.23) converges, since ψ satisfies (1.20).
Theorem 1.4. (Trace formulas) Let V ∈ L 32 (R3) ∩ L2(R3). Then
B0 +
ν(R)
pi
=
1
pi
∫
R
log |D4(k)|dk. (1.24)
Let in addition a potential V ∈ Wm+1 for some m > 1. Then the function M defined by (1.12)
satisfies (1.22). Moreover, the following identities hold true:
B1
2
+K1 = J1,
Bj
j + 1
+Kj = ReQj + Jj, j = 2, 3, ..., 2m.
(1.25)
Remark. 1) There are a lot of results about the trace formulas. The trace formulas similar
to (1.24), (1.25) were proved by Buslaev [B66] for real potentials, see also [C81] and [G85,
P82, R91]. Trace formulas for the case Stark operators and magnetic Schro¨dinger operators
are discussed in [KP03], [KP04]. Trace formulas for Schro¨dinger operators on the lattice
are considered in [IK12] and for the case of complex potentials in [K17], [KL16]. In our
consideration we use the methods from [K17], [KL16].
2) In the case of complex potentials there is an additional term associated with the singular
measure ν, see (1.24), (1.25).
3) Higher regularity of V implies more trace formulas.
4) Buslaev mainly considered the phase φsc = argψ. In the present paper, the trace formulas
for the conjugate function log |ψ(k)| are proved.
Theorem 1.5. (Estimates) Let V ∈ L 32 (R3) ∩ L2(R3). Then the following estimate
ν(R) +
N∑
j=1
Im kj 6 ‖V ‖2F (‖V ‖ 3
2
), (1.26)
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holds true, where
F (λ) = a1λ
1
2 + a2λ+ a3λ
3
2 , λ > 0,
a1 = C2
(68)
1
4
(4pi)
7
6
, a2 =
√
68
(4pi)
5
6
C22 , a3 = C
3
2
(68)
1
4
3pi(4pi)
1
2
(1.27)
and C2 is the constant from (2.14).
Recently uniform bounds on eigenvalues of Schro¨dinger operators in Rd with complex-valued
potentials decaying at infinity attracted attention of many specialists. For example, bounds
on single eigenvalues were proved in [DN02, F11, Sa10] and bounds on sums of powers of
eigenvalues were found in [FLLS06, LS09, DHK09, DHK13, FS17, F15]. These bounds gen-
eralise the Lieb–Thirring bounds [LT76] to the non-selfadjoint setting. Note that in [FS17]
(Theorem 16) the authors obtained estimates on the sum of the distances between the com-
plex eigenvalues and the continuous spectrum [0,∞) in terms of Lp-norms of the potentials.
Note that almost no results are known on the number of eigenvalues of Schro¨dinger opera-
tors with complex potentials. We referee here to a recent paper [FLS16] where the authors
discussed this problem in details in odd dimensions. In [Sa10] Safronov obtained some trace
formulae in the continuous case for showing that the series of imaginary parts of square roots
of eigenvalues is convergent.
Finally we note Schro¨dinger operators with complex potentials on the lattice was studied
in [K17], [KL16]. Here trace formulas and different estimates of complex eigenvalues in terms
of potentials were determined and the Hardy space in the unit disk was used. In the present
paper for the continuous case we use the technique from [K17], [KL16], but it is more natural
to use the Hardy space in the upper half-plane.
2. Preliminaries
2.1. Determinants and Trace class operators. Let us recall some well-known facts.
• Let A,B ∈ B and AB,BA ∈ B1. Then
TrAB = TrBA, (2.1)
det(I + AB) = det(I +BA). (2.2)
• If A,B ∈ B1, then
| det(I + A)| 6 e‖A‖B1 . (2.3)
• We introduce the space Bp, p > 1 of compact operators A equipped with the norm
‖A‖pBp = Tr(A∗A)
p
2 <∞.
In the case A ∈ Bn, n > 2 we have that the operator (I + A)e−A+Γn(A) − I ∈ B1, where
Γn(z) =
∑n−1
2
1
j
(−z)j . Thus we define the modified determinant detn(I + A) by
det2(I + A) = det
(
(I + A)e−A
)
,
detn(I + A) = det
(
(I + A)e−A+Γn(A)
)
, n > 3.
(2.4)
Note the modified determinant satisfies
detn(I + A) = e
Tr Γn(A) det2(I + A), if A ∈ B2 (2.5)
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and I + A is invertible if and only if detn(I + A) 6= 0, see Chapter IV in [GK69]).
• We need the estimate from [KS17]
| detn(I + A)| 6 e
cn
2
‖A‖n
Bn , cn =
{
1, n = 2
17 n > 3
. (2.6)
• Suppose a function A(·) : D → B1 is analytic for a domain D ⊂ C, and the operator
(I + A(z))−1 is bounded for any z ∈ D . Then for F (z) = det(I + A(z)) we have
F ′(z) = F (z) Tr
(
I + A(z)
)−1
A′(z) ∀ z ∈ D .
2.2. Analytic functions. The kernel of the free resolvent R0(k) = (−∆−k2)−1 has the form
R0(x− y, k) = e
ik|x−y|
4pi|x− y| , x, y ∈ R
3, k ∈ C+. (2.7)
Recall that Y0(k) is defined in (1.2) and σd = {kj =
√
λj , j = 1, ..., N} ⊂ C+. Define an
operator Y (k) = |V |1/2R(k)V 12 for k ∈ C+. Below we will use the standard identity
(I + Y0(k))(I − Y (k)) = I, ∀ k ∈ C+ \ σd. (2.8)
Below we need the Hardy-Littlewood-Sobolev inequality for f, g ∈ L 32 (R3):∫
R6
|f(x)||g(y)|
|x− y|2 dxdy 6 pi
4
34
1
3‖f‖ 3
2
‖g‖ 3
2
. (2.9)
We recall the well known results.
Lemma 2.1. i) Let V ∈ L 32 (R3). Then the function Y0 : C+ → B2 is analytic and is
continuous up to the real line and satisfies for all k ∈ C+:
‖Y0(k)‖2B2 6
∫
R6
|V (x)||V (y)|
(4pi)2|x− y|2dxdy 6 2C•‖V ‖
2
3
2
, C• =
1
8(4pi)
2
3
. (2.10)
ii) If V ∈ L2(R3) and Im k > 0, then
‖Y0(k)‖B2 6
‖V ‖2√
8pi Im k
,
V R0(k) ∈ B2.
(2.11)
iii) If V ∈ L1(R3), then the function Y ′0 : C+ → B1 is analytic and is continuous up to the
real line and satisfies for all k ∈ C+:
Tr Y ′0(k) = 2kTr
(
V R20(k)
)
=
i
4pi
∫
R3
V (x)dx. (2.12)
Proof. i) The Hardy-Littlewood-Sobolev inequality (2.9) and (2.7) yield
‖Y0(k)‖2B2 =
1
(4pi)2
∫
R6
|V (x)||V (y)|e
−2v|x−y|
|x− y|2 dxdy 6
1
(4pi)2
∫
R6
|V (x)||V (y)|
|x− y|2 dxdy
6
pi
4
34
1
3
(4pi)2
‖V ‖23
2
= 2C•‖V ‖23
2
.
Similar arguments give well-known results that the operator-valued functions Y0 : C+ → B2
is analytic and is continuous up to the real line.
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ii) Using the identity (2.7), v = Im k > 0 and the Schwartz inequality we obtain
‖Y0(k)‖2B2 =
1
(4pi)2
∫
R6
|V (x)||V (y)|e
−2v|x−y|
|x− y|2 dxdy 6
1
(4pi)2
∫
R6
|V (x)|2 e
−2v|x−y|
|x− y|2 dxdy
=
‖V ‖22
(4pi)2
∫
R3
e−2v|y|
|y|2 dy =
‖V ‖22
(4pi)
∫ ∞
0
e−2vrdr =
‖V ‖22
8piv
.
iii) It V ∈ L1(R3), then similar arguments give that the function Y ′0(k) is analytic in C+
and is continuous up to the real line. Using (2.7), we obtain
Tr Y ′0(k) = 2kTr (V R
2(k)) =
i
4pi
∫
R3
V (x)dx, k ∈ C+.
Below we need the following estimates from [FS17]:
Let 3
2
< q 6 2 and p = 2q
3−q
. Then the Bp-norms of the operator Y0(λ) satisfies
‖Y0(λ)‖Bp 6 Cq|k|
3
q
−2‖V ‖q, (2.13)
‖Y0(k)‖B4 6 C2|k|−
1
2‖V ‖2, (2.14)
where the constant Cq > 0 depends on q only.
If V ∈ L 32 (R3), then we have ‖Y0(k)‖=o(1) as |k| → ∞ uniform with respect to arg k ∈ [0, pi].
In this case we can define the radius r0 > 0 by the condition
sup
Im k>0,|k|>r0
‖Y0(k)‖ 6 1
2
. (2.15)
Let ψ2 =
1
2
Tr Y 20 . Define the Fourier transformation
V (x) =
1
(2pi)
3
2
∫
R3
ei(p,x)Vˆ (p)dp,
where (·, ·) is the scalar product in R3.
Lemma 2.2. Let V ∈ L 32 (R3) ∩ L2(R3). Then the function ψ2 = 12 Tr Y 20 satisfies
ψ2(k) =
∫ ∞
0
ei2ktγ(t)dt = −C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)
i(2k − (p, ω))dp, (2.16)
where C = 1
2(4pi)2
and
γ(t) = C
∫
|ω|=1
dω
∫
R3
V (x− tω)V (x)dx = C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)e−it(p,ω)dp, (2.17)
and
‖γ‖1 6 C•‖V ‖23
2
if V ∈ L 32 (R3),
‖γ‖∞ 6 ‖V ‖
2
8pi
if V ∈ L2(R3),
‖ψ2‖ 6 1
8(4pi)
1
3
‖V ‖ 3
2
‖V ‖ if V ∈ L2(R3) ∩ L 32 (R3),
(2.18)
ψ2(k) = −Q0 + o(1)
ik
as Im k → 0, (2.19)
8 EVGENY KOROTYAEV
ψ2 ∈ H2. (2.20)
ψ2(k) = o(1) as |k| → ∞, (2.21)
uniform with respect to arg k ∈ [0, pi], and here Q0 = 116pi
∫
R3
V 2(x)dx.
Proof. Due to (2.7) we have
ψ2(k) =
1
2
∫
R6
V (x)R20(x− y, k)V (y)dxdy = C
∫
R6
V (x)V (y)ei2k|x−y|
|x− y|2 dxdy.
If we set x − y = tω, where ω belongs to the unit sphere S2 and t = |x − y| > 0, then we
obtain
ψ2(k) =
∫ ∞
0
ei2ktγ(t)dt, γ(t) = C
∫
S2
dω
∫
R3
V (x− tω)V (x)dx. (2.22)
Using the Fourier transformation we rewrite the function γ in the form
γ(t) = C
∫
S2
dω
∫
R3
V (x− tω)V (x)dx = C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)e−it(p,ω)dp. (2.23)
Thus we have for k ∈ C+:
ψ2(k) = C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)dp
∫ ∞
0
eit(2k−(p,ω))dt = C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)
i((p, ω)− 2k)dp. (2.24)
From this identity and the Lebesgue Theorem we have
ψ2(k) +
Q0
ik
= C
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p)
(
1
i2k
− 1
i(2k − (p, ω))
)
dp
=
C
i2k
∫
S2
dω
∫
R3
Vˆ (p)Vˆ (−p) pωdp
2k − pω =
o(1)
k
,
since pω
2k−pω
→ 0 as Im k →∞ and V ∈ L2(R3).
We show (2.18). Let V ∈ L 32 (R3). Then using (2.10) we have∫ ∞
0
|γ(t)|dt 6 C
∫ ∞
0
∫
S2
dtdω
∫
R3
|V (x− tω)V (x)|dx = C
∫
R6
|V (x)||V (y)|
|x− y|2 dxdy < C•‖V ‖
2
3
2
.
If V ∈ L2(R3), then for any t > 0 we obtain
|γ(t)| 6 C
∫
S2
dω
∫
R3
|V (x− tω)V (x)|dx 6 C|S2| · ‖V ‖2 = ‖V ‖
2
8pi
. (2.25)
Thus ψ2 ∈ L2(R) and ψ2 ∈ H2 and we have
1
pi
‖ψ2‖2 = ‖γ‖2 6 ‖γ‖∞
∫ ∞
0
|γ(t)|dt 6 ‖V ‖
2
8pi
C•‖V ‖23
2
,
which give (2.18). Using the identity (2.16), where γ ∈ L1(0,∞) we obtain (2.21).
Lemma 2.3. Let V ∈ L 32 (R3) ∩ L2(R3). Then the function ψ3 = 13 TrY 30 is analytic in C+
and is continuous up to the real line and satisfies:
|ψ3(k)| 6 1
96pi
‖V ‖33
2
,
|ψ3(k)| 6 1
3
‖Y 30 (k)‖B1 6
C
|k| 12 ‖V ‖
2
3
2
‖V ‖, ∀ k ∈ C+ \ {0},
(2.26)
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ψ3(iτ) = O(τ
− 3
2 ) as τ → +∞. (2.27)
Proof. From Lemma 2.1 we deduce that the function ψ3 =
1
3
Tr Y 30 is analytic in C+ and is
continuous up to the real line. From (2.10) we get
|ψ3(k)| = 1
3
|TrY 30 (k)| 6
1
3
‖Y0(k)‖3B2 6
1
96pi
‖V ‖33
2
∀ k ∈ C+.
Let k ∈ C+ and k 6= 0. Then from (2.10), (2.14) we obtain
|ψ3(k)| 6 1
3
‖Y 30 (k)‖B1 6
1
3
‖Y0(k)‖2B2‖Y0(k)‖B4 6
C
|k| 12 ‖V ‖
2
3
2
‖V ‖
for some absolute constant C. From (2.11) we have as k = iτ, τ →∞:
|ψ3(k)| 6 1
3
‖Y0(k)‖3B2 = O(k−
3
2 ).
We describe properties of the determinants ψ = D2 and D4 = det
(
(I + Y0)e
−Y0+
1
2
Y 2
0
− 1
3
Y 3
0
)
.
Lemma 2.4. Let V ∈ L 32 (R3) ∩ L2(R3) and let k ∈ C+. Then each Dm ∈ H∞, m > 2 and is
continuous up to the real line and satisfies:
|ψ(k)| 6 eC•‖V ‖
2
3
2 , (2.28)
log |Dm(·+ i0)| ∈ L1loc(R), (2.29)
and if in addition |k| > r0, where r0 is given by (2.15), then
logψ(k) = Tr Γm(Y0(k)) + logDm(k),
logDm(k) =
∞∑
n=m
(−1)n+1
n
Tr Y n0 (k),
(2.30)
where the series converges absolutely and uniformly, and∣∣∣ logDm(k)∣∣∣ 6 2
m
‖Y m0 (k)‖B1 , (2.31)
ψ(k) = 1 + o(1) (2.32)
as |k| → ∞ uniform with respect to arg k ∈ [0, pi].
Proof. Lemma 2.1 gives that the operator-valued function Y0 : C+ → B2 is analytic in C+
and is continuous up to the real line. Then ψ(k) is analytic in C+ and and is continuous up to
the real line. The estimate (2.28) follows from (2.10) and (2.6). Moreover, (2.29) holds true,
since we have Dm ∈ H∞, see e.g. [Ko98].
We denote the series in (2.30) by F (k). Since
|Tr Y n0 (k)| 6 ‖Y m0 (k)‖B1‖Y0(k)‖n−m 6 ‖Y m0 (k)‖B1εn−mk , εk = ‖Y0(k)‖ 6
1
2
, (2.33)
The function F (k) converges absolutely and uniformly, and each term is analytic in |k| > r0.
Then F (k) is analytic in |k| > r0. Moreover, differentiating (2.30) and using (2.8), we have
F ′(k) = −i
∞∑
n=2
Tr (−Y0(k))n−1Y ′0(k) = iTr Y (k)Y ′0(k), |k| > C0.
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Then we have F (k) = −i logψ(k), since F (iτ) = o(1) as τ →∞. Using (2.30) and (2.33), we
obtain (2.31).
We show (2.32). From (2.30) we have logψ(k) = ψ2(k)+logD3(k), as |k| > C0. Asymptotics
(2.31) and (2.26) give logD3(k) = O(k
− 1
2 ) and using (2.21) we obtain (2.32).
Define the function ψj =
1
j
Tr Y 20 (k), j > 2. Using (2.5) we have
D4 = D2e
ψ2−ψ3 , (2.34)
which yields
h(k) = log |D2(k)| = log |D4(k)| − Re(ψ2(k)− ψ3(k)), k ∈ C+. (2.35)
Lemma 2.5. Let V ∈ L 32 (R3) ∩ L2(R3). Then the following identity holds true:
1
pi
∫
R
log |ψ(t)|
k − t dt =
1
pi
∫
R
log |D4(t)|
k − t dt + iψ2(k)− iψ3(k), ∀ k ∈ C+, (2.36)
log |D4(t+ i0)| ∈ L1(R), (2.37)
and if k = iτ, τ → +∞, then
1
pi
∫
R
log |ψ(t)|
k − t dt =
CM + o(1)
k
,
CM =
1
pi
∫
R
log |D4(k)|dt−Q0.
(2.38)
Proof. Let f(t) = log |D4(t + i0)|, t ∈ R. From Lemma 2.4 we have f ∈ L1loc(R). Moreover,
from (2.31), (2.14) we deduce that∣∣∣ logD4(t + i0)∣∣∣ 6 ‖Y 40 (t + i0)‖B1 = O(t−2) as t→ ±∞, (2.39)
which gives (2.37). Using (2.35) and (4.12) and Lemmas 2.2, 2.3 we obtain for all k ∈ C+:
1
pi
∫
R
h(t)dt
k − t =
1
pi
∫
R
f(t)− Reψ2(t) + Reψ3(t)
k − t dt =
1
pi
∫
R
f(t)
k − tdt+ iψ2(k)− iψ3(k).
We show (2.38). Let k = iτ, τ →∞. The Lebesgue Theorem and (2.37) give
1
pi
∫
R
f(t)dt
k − t −
1
pi
∫
R
f(t)dt
k
=
1
pik
∫
R
tf(t)dt
k − t =
o(1)
k
, (2.40)
since t
iτ−t
→ 0 as τ → ∞ for each t ∈ R. Then substituting asymptotics (2.40),(2.19) and
(2.27) into (2.36) yield (2.38).
Proof of Theorem 1.1. Due to Lemmas 2.4 the function ψ(k) is analytic in C+ and
satisfies (1.6), since we have (2.10).
From (2.21) we have the first asymptotics in (1.7). From (2.30) we have
logψ(k)− ψ2(k) = logD3(k), k ∈ C+.
and from (2.31), (2.26) we get the second one in (1.7).
From (2.10) we have the first estimate in (1.8) and from (2.18) we have the second one.
The function ψ ∈ H∞, then (4.13) and asymptotics (1.7) yield (1.9).
Asymptotics (1.7) gives that all zeros of ψ are uniformly bounded. Then the zeros of ψ in
C+ satisfy (1.10), since it is standard for functions from H∞, see p. in [Ko98].
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3. Proof of main theorems
We describe the determinant ψ(k), k ∈ C+ in terms of a canonical factorization. We remark
that (see page 53 in [G81]), in general, in the upper half plane the condition (1.10) is replace
by the lager condition: ∑ Im zj
1 + |zj|2 <∞, (3.1)
and the Blaschke product with zeros zj has the form
B(z) =
(z − i)m
(z + i)m
N∏
zj 6=0
|1 + z2j |
1 + z2j
(
z − zj
z − zj
)
, z ∈ C+. (3.2)
If all moduli |zn| are uniformly bounded, the estimate (3.1) becomes
∑
Im zj < ∞ and the
convergence factors in (3.2) are not needed, since
∏N
zj 6=0
(
z−zj
z−zj
)
already converges.
Proof of Theorem 1.2. From Theorem 1.1 we deduce that the determinant ψ ∈ H∞.
Recall that due to (2.32) each zero ∈ C+ of ψ belongs to the half-disc {k ∈ C+ : |k| 6 r∗} for
some r∗ > 0. From Theorem 1.1 we deduce that the function ψ ∈ H m∞ satisfies all conditions
from Theorem 4.3 and we obtain all results in Theorem 1.2.
Note that all needed results about the Blaschke product B are proved in Lemma 4.1.
We prove the first main result about the trace formulas.
Proof of Corollary 1.3. From (1.12) we obtain for all k ∈ C+:
ψ′(k)
ψ(k)
=
B′(k)
B(k)
− i
pi
∫
R
dµ(t)
(k − t)2 ,
B′(k)
B(k)
=
∑ 2i Im kj
(k − kj)(k − kj)
, (3.3)
where dµ(t) = h(t)dt− dν(t). Differentiating the modified determinant ψ = D2 we have
ψ′(k)
ψ(k)
= −2kTr
(
R(k)−R0(k) +R0(k)V R0(k)
)
. (3.4)
Combining (3.3), (3.4) we obtain (1.17). If in addition V ∈ L1(R3), then (2.12) yields (1.18).
We prove the second main result about the trace formulas.
Proof of Theorem 1.4. We show (1.24). Since ψ ∈ H∞ using Theorem 4.3 and (2.38) the
following asymptotic identity
ψ(k) = exp
[
− iQ0 + o(1)
k
]
= exp
[
− iB0 +K0 + o(1)
k
]
exp
[
i
CM + o(1)
k
]
as Im k →∞, which yields (1.24). We show (1.25). Let V ∈ Wm+1, m > 1. From Lemma 4.2
and from asymptotics (1.20) we obtain
ψ(k) = exp
[
− iQ0
k
− iQ2
k3
− iQ4
k5
− · · · − iQ2m + o(1)
k2m+1
]
= exp
[
− iB0
k
− i B1
2k2
− i B2
3k3
− .....
]
exp
[
− iK0
k
− iK1
k2
....
]
exp i
[J0 − iI0
k
+
J1 − iI1
k2
+ ...+
J2m − iI2m
k2m+1
+
M2m(k)
k2m+1
]
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which yields Qj =
Bj
j+1
+Kj −Jj + iIj, j = 0, 1, .... Thus we have (1.25), since Ij = ImQj .
Proof of Theorem 1.5. Let r > 0. We rewrite (1.24) in the form:
B0 +
ν(R)
pi
= X1 +X2, X1 =
1
pi
∫ r
−r
ξ(k)dk, X2 =
1
pi
∫
R\[−r,r]
ξ(k)dk, (3.5)
where ξ(k) = log |D4(k + i0)|, k ∈ R. We estimate X2. From (2.6), (2.14) we have
ξ(k) 6
17
2
‖Y0(k)‖4B4 6 17
C42
2
‖V ‖4
|k|2 ∀k ∈ R, (3.6)
which yields
X2 =
1
pi
∫
R\[−r,r]
ξ(k)dk 6
17
2pi
∫
R\[−r,r]
‖Y0(k)‖4B4dk 6 A
∫
k>r
‖V ‖4
|k|2 dk =
A
r
‖V ‖4. (3.7)
where A = 17
C42
pi
. We estimate X1. Using the identity (2.35), we rewrite X1 in the form
X1 = X11 +X12 −X13,
X11 =
1
pi
∫ r
−r
log |ψ(k)|dk, X1j = 1
pi
∫ r
−r
Reψj(k)dk,
(3.8)
where ψj =
1
j
Tr Y j0 (k), j = 1, 2. Estimate (1.6) gives
X11 =
1
pi
∫ r
−r
log |ψ(k)|dk 6 Br‖V ‖23
2
, B =
2C•
pi
. (3.9)
Estimates (1.8) gives
X12 =
1
pi
∫ r
−r
Reψ2(k)dk 6
2r
1
2
pi
‖ψ2‖ 6 r
1
2
(4pi)
4
3
‖V ‖ 3
2
‖V ‖. (3.10)
Using the estimate |ψ3(k)| 6 ‖Y0(k)‖2B2‖Y0(k)‖B4 and (2.14) and (2.10) we obtain
X13 6
1
3pi
∫ r
−r
‖Y0(k)‖2B2‖Y0(k)‖B4dk 6 2K‖V ‖23
2
‖V ‖
∫ r
0
dk
k
1
2
= K‖V ‖23
2
‖V ‖r 12 (3.11)
where K = 8C•C2
3pi
. Collecting (3.8)-(3.11) at α = ‖V ‖, β = ‖V ‖ 3
2
we obtain for all r >:
X1 +X2 6
Aα4
r
+Bβ2r + αβr
1
2E, E = (4pi)−
4
3 +Kβ. (3.12)
The function Aα
4
r
+Bβ2 has minimum at ro = (A/B)
1
2
α2
β
. Then this yields
X1 +X2 6 2(AB)
1
2α2β + (A/B)
1
4α2β
1
2E, E = (4pi)−
4
3 +Kβ. (3.13)
X1 +X2 6 C
(
‖V ‖4r−1 + ‖V ‖23
2
r + ‖V ‖ 3
2
‖V ‖r 12 + ‖V ‖23
2
‖V ‖r 12
)
at r = ‖V ‖ 23 we obtain
X1 +X2 6 C
(
‖V ‖4r−1 + ‖V ‖23
2
r + ‖V ‖ 3
2
‖V ‖r 12 + ‖V ‖23
2
‖V ‖r 12
)
which yields (1.26).
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4. Appendix, analytic functions in the upper half-plane
We describe functions from the Hardy spaces. If f ∈ H∞, then
• the function B ∈ H∞ with ‖B‖H∞ 6 1 and
lim
v→+0
B(u+ iv) = B(u+ i0), |B(u+ i0)| = 1 a.e., u ∈ R, (4.1)
lim
v→0
∫
R
log |B(u+ iv)|du = 0. (4.2)
Lemma 4.1. Let f ∈ H∞ and let all its zeros {zj} in C+ be uniformly bounded by r0. Then
i) the coefficient Bn = 2
∑
j Im z
n+1
j , n > 0 satisfies
|Bn| 6 2
∑
| Im zn+1j | <∞ ∀ n > 0, (4.3)
|Bn| 6 pi
2
(n+ 1)rn0B0 ∀ n > 1. (4.4)
ii) The function logB(z) has an analytic continuation from C+ \ {|z| < r0} into the domain
{|z| > r0}, where r0 = sup |kn| and has the following Taylor expansion
logB(z) = −iB0
z
− iB1
2z2
− iB2
3z3
− ....− iBn−1
nzn
− .... (4.5)
Proof. i) Consider the function F (w) = f(z(w)), where the conformal mapping w : C+ → D
is given by
w = w(z) =
i− z
i+ z
, z ∈ C+, iw + zw = i− z, z = z(w) = i1− w
1 + w
.
Thus F ∈ H∞(D) and the zeros of F have the form wj = w(zj). We have the identity
1− |w|2 = 1− |i− z|
2
|i+ z|2 = 1−
(1− y)2 + x2
|i+ z|2 =
4y
|i+ z|2 , (4.6)
which yields ∑
(1− |wj|2) =
∑ 4yj
|i+ zj |2 . (4.7)
Consider the function f1(λ) = f(
√
λ), λ ∈ C+ and w(λ) is the conformal mapping. The
function f1 on C+ is analytic and uniformly bounded, i.e., f1 ∈ H∞(C+). The function f1 has
the zeros λj = z
2
j ∈ C+ which satisfy∑
Imλj>0
Imλj =
∑
Im z2j>0
Im z2j <∞.
If we apply similar arguments for the function f(
√
λ), λ ∈ C−, we obtain∑
Imλj<0
| Imλj | =
∑
Im z2j<0
| Im z2j | <∞.
Thus we have proved (4.3) for the case n = 2. The proof for the case n > 3 is similar.
We have
zj = |zj |eiφj , φj =
{
φ+j if φj ∈ (0, pi2 ]
pi − φ−j if φj ∈ (pi, pi2 )
.
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This yields
B0 = 2
∑
Im zj = 2
∑
|zj | sinφj < 2
∑
j,±
|zj|φ±j = A (4.8)
and
B0 = 2
∑
Im zj = 2
∑
|zj | sinφj > 4
pi
∑
j,±
|zj|φ±j =
2
pi
A. (4.9)
These estimates yield ∑
Im znj =
∑
|zj |n sin nφj (4.10)
and then
|
∑
j
Im znj | 6
∑
j
|zj |n| sinnφ±j | 6 nrn−10
∑
j,±
|zj |φ±j = nrn−10 A 6
pi
2
nrn−10 B0. (4.11)
which yields (4.4).
ii) has an analytic continuation from C+ into the domain {|k| > r0}, where r0 = sup |kn|
and has the following Taylor series
Let c =
zj
z
and c˜ =
zj
z
. We have
bj(z) = log
z − zj
z − zj = log(1− c)− log(1− c˜) = −
∑
n>1
2i Im znj
nzn
= bjm(z)−
∑
n>m
2i Im znj
nzn
,
where bjm(z) = −
∑m−1
n=1
2i Im znj
nzn
and
| logB(z)| 6 |
∑
j
log
z − zj
z − zj | 6
∑
j
∑
n>1
2| Im znj |
n|z|n ,
and ∣∣∣∣ logB(z)−∑
j
bjm(z)
∣∣∣∣ 6∑
j
∑
n>m
2| Im znj |
n|z|n 6
∑
n>m
rn−10 A
|z|n =
A
r0
(
r0
|z|
)m
1
1− r0
|z|
,
which yields (4.5).
We need the following results (see p 128 [Ko98]):
• If u ∈ Lp(R) and p ∈ (1,∞), then
F (k) =
i
pi
∫
R
u(t)dt
k − t ∈ Hp (4.12)
and ReF (k)→ u(t) as k → t a.e in t (as k → t non-tangentially as usual).
• If f ∈ Hp, p > 1, then
log |f(t+ i0)| ∈ Lploc(R). (4.13)
We need some results about functions from Hardy spaces. We begin with asymptotics.
Definition. A function h belongs to the class Xm = Xm(R) if h ∈ L1real,loc(R) and has the
form
h(t) = Pm(t) +
hm(t)
tm+1
, Pm(t) =
I0
t
+
I1
t2
+ ...+
Im
tm+1
,
hm(·)
(1 + | · |)a ∈ L
1(R), hm(t) = o(1) as t→ ±∞
(4.14)
for some real constants I0, I1, ...., Im and integer m > 0 and a < 1.
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Note that if h ∈ Xm for some m > 0, then there exist finite integrals (the principal value):
Jj = v.o. 1
pi
lim
s→∞
∫ s
−s
hj−1(t)dt, hj = t
j+1(h(t)− Pj(t)), h−1 = h, (4.15)
for all j = 0, 1, 2, ..., m− 1. For h ∈ Xm we define the integrals
M(k) =
1
pi
∫
R
h(t)
k − tdt, Mm(k) =
1
pi
∫
R
hm(t)
k − t dt, k ∈ C+. (4.16)
In order to obtain trace formulas in Theorem 1.4 we need to determine asymptotics of Mm.
Lemma 4.2. i) Let h ∈ Xm for some m > 0. Then the following identity holds true:
M(k) =
1
pi
∫
R
h(t)
k − tdt =
J0 − iI0
k
+
J1 − iI1
k2
+ ...+
Jm − iIm +Mm(k)
km+1
, (4.17)
for any k ∈ C+, where the real constants J0, ....,Jm and the function Mm are given by (4.16)
and satisfies
Mm(iτ) = o(1) as τ →∞. (4.18)
Proof. Consider the case m = 0, the proof for the case m > 1 is similar. From (4.14) we get
h ∈ L1loc(R), h(t) =
I0 + h0(t)
t
, h0(t) = o(1) as t→ ±∞, (4.19)
for some real constant I0. Introduce functions
f(t) = h(t)− f0(t), f0(t) = I0t
t2 + 1
, t ∈ R,
and note that f(t) = h(t)− f0(t) = o(1)t as t→ ±∞. Let k ∈ C+. Then we have
F0(k) =
1
pi
∫
R
f0(t)
k − tdt =
I0
pi
∫
R
t
(t2 + 1)
dt
(k − t) = −
iI0
k + i
. (4.20)
Thus the well-defined function M(k) = 1
pi
∫
R
h(t)
k−t
dt has the form
M(k) =
1
pi
∫
R
h(t)
k − tdt = F0(k) + F (k) = −
iI0
k + i
+ F (k),
F (k) =
1
pi
∫
R
f(t)
k − tdt =
1
pi
lim
s→∞
∫ s
−s
f(t)
k − tdt =
J0
k
+
M0(k)
k
+
I0
k(k + i)
,
(4.21)
since using 1
k−t
= 1
k
+ t
k(k−t)
and h0 = th− I0, we have∫ s
−s
f(t)
k − tdt =
1
k
∫ s
−s
f(t)dt+
1
k
∫ s
−s
tf(t)
k − tdt
=
1
k
∫ s
−s
h(t)dt+
1
k
∫ s
−s
(
h0(t) +
I0
(t2 + 1)
)
dt
k − t
(4.22)
and
1
pi
lim
s→∞
∫ s
−s
h(t)dt = J0, 1
pi
lim
s→∞
∫ s
−s
h0(t)
k − tdt =
∫
R
h0(t)
k − tdt =M0(k), (4.23)
1
pi
lim
s→∞
∫ s
−s
I0
(t2 + 1)
dt
(k − t) =
1
pi
∫
R
I0
(t2 + 1)
dt
(k − t) =
I0
k + i
. (4.24)
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Collecting (4.20)- (4.21) we obtain
M(k) = − iI0
k + i
+ F (k) = − iI0
k + i
+
J0
k
+
M0(k)
k
+
I0
k(k + i)
=
J0 − iI0 +M0(k)
k
. (4.25)
where
M0(k) =
1
pi
∫
R
h0(t)
k − tdt, h0(t) = th(t)− I0, J0 = v.p.
1
pi
∫
R
h(t)dt.
In order to show (4.18) we define a function gk(t) =
(1+|t|)a
k−t
, t ∈ R and note that ‖gk‖∞ = o(1)
as k = iτ, τ → . Then we have
|M0(k)| = 1
pi
∣∣∣∣ ∫
R
h0(t)
k − tdt
∣∣∣∣ 6 ‖gk‖∞pi
∫
R
|h0(t)|
(1 + |t|)adt = o(1), as k = iτ, τ →∞,
which yields (4.18).
We describe the canonical factorization.
Theorem 4.3. Let a function f ∈ Hp for some p > 1 and f(k) = 1 + o(1) as |k| → ∞,
uniformly with respect to arg k ∈ [0, pi]. Then f has a canonical factorization in C+ given by
f = finfout,
fin(k) = B(k)e
−iK(k), K(k) =
1
pi
∫
R
dν(t)
k − t .
(4.26)
• dν(t) > 0 is some singular compactly supported measure on R and satisfies
ν(R) =
∫
R
dν(t) <∞, supp ν ⊂ [−rc, rc], (4.27)
for some rc > 0. In particular, if f is continuous in C+. Then
supp ν ⊂ {k ∈ R : f(k) = 0} ⊂ [−rc, rc]. (4.28)
• The function K(·) has an analytic continuation from C+ into the domain C \ [−rc, rc] and
has the following Taylor series
K(k) =
∞∑
j=0
Kj
kj+1
, Kj =
1
pi
∫
R
tjdν(t). (4.29)
• B is the Blaschke product for Im k > 0 given by (1.11).
• Let in addition log |f(·)|
(1+|·|)a
∈ L1(R) for some a < 1. Then the outer factor fout is given by
fout(k) = e
iM(k), M(k) =
1
pi
∫
R
log |f(t)|
k − t dt, k ∈ C+. (4.30)
Remark. 1) These results are crucial to determine trace formulas in Theorem 1.4.
2) The integralM(k), k ∈ C+ in (4.30) converges absolutely since f(t) = 1+O(1)t as t→ ±∞.
Proof. From (4.34) we deduce that each zero ∈ C+ of f ∈ H 0p belongs to the half-disc
{k ∈ C+ : |k| 6 rc}, for some rc > 0. It is well known (see p.119 [Ko98]) that the function
f(k), k ∈ C+ has a standard factorization f = finfout, where fin is the inner factor given by
fin(k) = e
iγ+iαkB(k)e−iK(k), K(k) =
1
pi
∫
R
(
1
k − t +
t
t2 + 1
)
dν(t) (4.31)
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with γ ∈ R, α > 0, and dν(t) > 0 is a singular compactly supported measure on R such
that
∫
R
dν(t)
1+t2
< ∞ and supp ν ⊂ [−rc, rc]. Here B is the Blaschke product for Im z > 0
given by (1.11), since all zeros of ψ are uniformly bounded. Without loss of generality (since
supp ν ⊂ [−rc, rc]) we can write K(k) in the form
K(k) =
1
pi
∫ rc
−rc
dν(t)
k − t . (4.32)
Due to (4.32) we deduce that the function K is real on the set R\ [−rc, rc] . Thus the function
K has an analytic extension from C+ into the whole cut plane C \ [−rc, rc]. Moreover, K has
the Taylor series in the domain {|k| > rc}. We determine the Taylor series. For large |k| we
have
K(k) =
1
kpi
∫ rc
−rc
dν(t)
1− (t/k) =
∑
n>0
∫
R
tndν(t)
kn+1
=
K0
k
+
K1
k2
+
K2
k3
+
K3
k4
+ .... as |k| > rc,
where Kn =
1
pi
∫ rc
−rc
tndν(t), uniformly with respect to arg k ∈ [0, 2pi], which yields (4.29).
The function fout is the outer factor given by
fout(k) = e
iM(k), M(k) =
1
pi
∫
R
(
1
k − t +
t
t2 + 1
)
log |f(t)|dt. (4.33)
Consider M(k). Due to (4.34) we have f(t) = 1 + O(1/t) as t → ±∞. Thus without loss of
generality we can rewrite M(k) in the form (4.30).
It is well known (see p.119 [Ko98]) that if f is continuous in C+. Then (4.28) holds true.
Let f ∈ Hp for some 0 < p 6 ∞. For integer m > 0 we say f belongs the class H mp =
H mp (C+) if f satisfies
log f(k) =
Q0
ik
+
Q1
ik2
+
Q2
ik3
+ · · ·+ Qm + o(1)
ikm+1
, (4.34)
as |k| → ∞ uniformly in arg k ∈ [0, pi], for some constants Qj ∈ C. We describe a canonical
factorization of functions from H mp .
Theorem 4.4. Let a function f ∈ H mp for some m > 0, p > 1 and let the function h(t) =
log |f(t)|, t ∈ R belong to Xm. Then f has a canonical factorization f = finfout in C+ given
by Theorem 4.3, where the function M satisfies for any k ∈ C+ the following identity:
M(k) =
1
pi
∫
R
h(t)
k − tdt =
J0 − iI0
k
+
J1 − iI1
k2
+ ...+
Jm − iIm +Mm(k)
km+1
, (4.35)
where
Mm(k) =
1
pi
∫
R
hm(t)
k − t dt, Jj = v.p.
1
pi
∫
R
hj−1(t)dt, hj−1 =
Ij + hj(t)
t
, (4.36)
Mm(k) = o(1) as Im k →∞, (4.37)
j = 0, 1, ..., m, and h−1 = h. Moreover, the following trace formulas hold true:
Bj +Kj = ReQj + Jj, j = 0, 1, .., m. (4.38)
Proof. From Lemma 4.2 we deduce that relations (4.35)-(4.37) hold true. From Theorem
4.3 we have
i log f(k) = i logB(k) +K(k)−M(k), (4.39)
where
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• the function K has the following Taylor series (4.29),
• the function logB(k) has the following Taylor series (1.15),
• the function M has asymptotics in (4.35)-(4.37),
• the function f has asymptotics given by (4.34).
Substituting all these asymptotics into the identity (4.39) we obtain
i log f(k) =
Q0
k
+
Q1
k2
+
Q2
k3
+ ...+
O(1)
km+2
=
(
B0 +K0
k
+
B1
2
+K1
k2
+
B2
3
+K2
k3
+ ...
)
−
(J0 − iI0
k
+
J1 − iI1
k2
+
J2 − iI2
k3
+ ...
)
which gives (4.38).
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