Fuzzy Cognitive Map (FCM) and Bayesian Belief Network (BBN) are two major frameworks for modeling, representing and reasoning about causal knowledge. Despite their extensive use in causal knowledge engineering, there is no reported work which compares their respective roles. This paper aims to fill the gap by providing a qualitative comparison of the two frameworks through a systematic analysis based on some inherent features of the frameworks. We proposed a set of comparison criteria which covers the entire process of causal knowledge engineering, including modeling, representation, and reasoning. These criteria are usability, expressiveness, reasoning capability, formality, and soundness. The results of comparison have revealed some important facts about the characteristics of FCM and BBN, which will help to determine how FCM and BBN should be used, with respect to each other, in causal knowledge engineering.
Introduction 1)
Causal reasoning seeks to establish the relationship between causes and effects. From the model of such a relationship the causes of some events can be diagnosed and their effects can be predicted. Causal reasoning is useful in decision making for two main reasons: first, it is natural and easy to understand because the ability is which compares their respective roles. This paper aims to fill up the gap by providing a qualitative comparison of the two frameworks through a systematic analysis based on some inherent features of the frameworks. The results of comparison have revealed some important facts about the characteristics of FCM and BBN which are not found in the literature. These facts will help to determine how FCM and BBN should be used, with respect to each other, in causal knowledge engineering. To be more focused, we confine our scope of study to the comparison from the perspective of knowledge engineering. We consider the following set of criteria: usability in causal modeling [4, 5] , expressiveness in causal representation [6, 7, 8, 9] , adequacy and efficiency in causal reasoning [7, 9] , formality in semantics, and soundness in inference [7, 9, 10, 11] . These are commonly used criteria in knowledge engineering for the evaluation of traditional knowledge representation frameworks. In this paper, they have been mechanism.
An outline of the remainder of the paper is as follows.
In Section 2, we mention some important literature related to the fundamentals and applications of FCM and BBN.
We also survey their respective roles in large-scale industry applications. Section 3 is the main section of this paper, in which we compare the roles of FCM and BBN in causal modeling, causal knowledge representation, and causal reasoning. In Section 4, we conclude the results of the comparison and point out some possible future research. [16] . FCM has shown to be useful in modeling complex dynamic systems. Some reported applications are: stock investment analysis [17] , decision support in geographic information systems [18] , human relationship management in airline service [19] , analysis of the impacts of an eco-industrial park [20] , decision support in medicine [21] , and assembly design decision making [22] .
Related Work
However, most of the works using FCM are mainly research based and confined to modeling some application domains. To the best of our knowledge, there is no report on any successful implementation of large-scale industry application using FCM that contains practical and powerful automated causal reasoning capability. [28] , and change impact analysis in architecture design [29] . There are many commercially available BBN development tools, such as Hugin [30] and Netica [31] , which incorporate both causal modeling and reasoning components. Korb and Nicholson provide an introduction to BBN as well as a thorough survey for its applications and development tools [32] . Despite the efficient evidence propagation mechanism and powerful reasoning capability, knowledge elicitation from domain experts has never been easy in BBN, for two main reasons [33] . First, the number of probability values required to populate a Conditional Probability Table ( CPT) grows exponentially with the number of parent nodes associated with the table. Second, the elicitation of conditional probability distributions from a domain expert is a very complex task and it requires a systematic approach to handle. Despite the fact that FCM and BBN are two major frameworks for causal reasoning, for some reason, they did not come across each other until Nadkarni and Shenoy proposed using BBN for making inferences in CM [34] , and later, they proposed using CM for constructing the causal structure in BBN [35] . However, the two papers were related to CM and not FCM (the "fuzzified" version), and hence, they were unable to take advantage of the causal values found in FCM. Even so, the idea of integrating the two families of frameworks by complementing each other's strengths is quite obvious.
However, the integration will not be effective without a thorough understanding of the mutual strengths and weaknesses of the two frameworks. This work of comparison will provide the required guidelines in this direction.
The Comparison
A detailed qualitative comparison of FCM and BBN is done in this section through a systematic analysis under the headings of the following criteria: usability in causal modeling, expressiveness in causal representation, adequacy in causal reasoning, and formality in semantics and soundness in inference.
Usability in Causal Modeling
Before domain experts perform causal reasoning based on what they know about the domain, they have to first transform their causal knowledge into a causal model using a modeling framework such as FCM or BBN. How good the framework is, in supporting such a transformation, is largely dependent on how easy and straightforward the transformation process can be done using it.
When experts specify causal knowledge using FCM, they only need to work with a visual graphical model.
The conversion into a corresponding adjacency matrix is straight forward and the process can be easily automated. can be obtained through a straight forward conversion process or can be generated automatically.
When BBN is used for specifying causal knowledge, besides drawing the graphical structure, a domain expert's main task is to construct the CPTs. In fact, the graphical structure is, in principle, not required (or redundant) after 2), the expert first draws the graphical structure by specifying the nodes and the links. However, he/she does not attach causal strengths to the links, as was done in the case of FCM. Instead, his/her main task is the subsequent construction of the CPTs, one for each node, and the assignment of the probability value for each entry in the CPTs. There are two such values in the CPTs for A and B, eight in the CPT for C, and four in the CPT for D (Fig. 2) . It can be inferred from the CPTs for A and B that they have no parent; from the CPT for C that it has two parents (i.e., A and B); from the CPT for D that it has a parent (i.e., C). From these inferences, the graphical structure can be made available.
The visual graphical interface provided by FCM is more intuitive and user friendly than the tabular interface provided by the CPTs of BBN because the dependency structure of the domain variables in FCM is more explicit and easy to understand [36] . This will in turn facilitates the process of domain modeling or knowledge elicitation. Obviously, it is a more complex task for the expert to quantify combinational causal effect in BBN than in FCM because more values are normally required to specify the same causal effect.
Expressiveness in Causal Representation
FCM and BBN can be considered as two different frameworks for the representation of causal knowledge.
One main consideration for the choice of knowledge representation framework is its expressiveness. The expressiveness of knowledge representation framework is a measure of what can be specified by an expert, and more importantly, what can be left unspecified, when the framework is used [6] . In BBN, domain experts are allowed to assign different prior probabilities to different states of a variable. For example, in (Fig. 2) , an expert may assign the same prior probability (i.e., 0.5) to both '+' and '-' states of variable A. Having the same prior probability for both states indicates that the variable has the same chance to increase and to decrease, before any evidence is found.
The expert may assign different prior probabilities (i.e., Therefore, it is a requirement for the domain experts to specify the causal strength of individual causal effects and the ignorance or uncertainty in this respect is not allowed. For example, in (Fig. 1) , an expert has to assign a causal strength to each causal link without an exception. It is clearly specified that A has a stronger influence to C as compared to B, in terms of the magnitude (i.e., 0.7 as compared to 0.4).
FCM is a dynamic knowledge representation framework which allows feedback. If the change in a node affects one or more other nodes through causal links directed from it to these other nodes, the resulting change in these other nodes can affect the node initiating For example, in (Fig. 1) , we can add a causal link (D→ B) to the FCM, to denote a causal effect happening on a different time frame from the other causal effects: (A→ C), (B→C), and (C→D). However, the same link (D→B)
can not be added to the BBN in (Fig. 2) . In this sense, FCM is more expressive than BBN.
Adequacy in Causal Reasoning
Adequacy in reasoning about the represented knowledge refers to the reasoning power of a particular framework. It is the capability which determines what kind and how much of implicit knowledge can be inferred from the knowledge represented explicitly.
When causal knowledge is represented using BBN, two basic forms of reasoning can be done: forward predictive reasoning and backward diagnostic reasoning [32] . The purpose of forward predictive reasoning is to predict the impacts of a change happening on a particular variable.
The backward diagnostic reasoning is to diagnose the possible causes of the change. In the reality, however, it is rarely to have only predictive or diagnostic reasoning.
Normally, when there is a change on a variable, we want to trace its consequences as well as to investigate the possible sources -hybrid reasoning. For example, in (Fig.   2 ), when there is a concrete evidence that A has increased (i.e., A is +1), we want to predict the impacts of this change. When there is a concrete evidence that C has increased (i.e., C is +1), besides predicting the impacts of the change, we also want to diagnose the causes of the change. <Table 1> summarizes the results of simulation using a typical BBN tool, such as Hugin Expert [30] or Netica [31] . From the table, when there is evidence that A has increased, the probability that C will increase is 0.84, higher than the prior probability, 0.527, when the evidence is not found. The probability that D will increase is 0.704, also higher than the prior probability, 0.516. However, variable B will not be affected at all by the increase of A. Now suppose there is evidence that C has increased, the probability that D will increase is 0.8, higher than the prior probability, 0.516. Also, it is noticeable that the probabilities that A and B will increase are 0.797 and 0.507 respectively, higher than their respective prior probabilities, 0.5 and 0.6. This is an indication that the increase in C is most likely caused by the increase in A and B -a diagnostic reasoning.
The de facto standard inference mechanism for FCM is the iterative vector-matrix multiplication followed by threshold [37, 15] . When this mechanism is used, only forward predictive reasoning can be carried out [38] . in general, not mutually independent. It means the occurrence of one event may change the probability of the occurrence of the others. Moreover, the dependency between the events is complex, and very often is unknown to the expert. Therefore, in most cases the expert estimates, rather than compute, the conditional probability distributions. For example, in (Fig. 2) , the probability that C will increase given the evidence that A and B have increased may be different when both of them are separately considered, and when both of them are collectively considered. If the expert does not know how A and B are related and dependent on each other, the best he/she can do is to estimate the probability for the increase in C. Often, it is a difficult task for the expert to give an accurate estimation. Therefore, BBN provides the flexibility (due to its expressiveness) for the ignorance or uncertainty of the formula for combining causal effects by over burdening the expert with the responsibility for estimating the conditional probability distributions. FCM, on the other hand, frees the expert from the responsibility of calculating the combination causal effect (it is done automatically during the vector-matrix multiplication) by rigidly requiring him to specify individual causal effects, and to assume that they are mutually independent.
Formality in Semantics and Soundness in Inference
The formality of a knowledge representation system ensures unambiguous semantics. This can be achieved if the system has a solid mathematical foundation. The formality helps to improve the scalability and robustness of the representation system [10] . However, the advantage of formality is not universal. It may be beneficial for the back-end representation and automated reasoning, but it may turn out to be harmful for the front-end modeling [11] .
Unambiguous semantics ensures soundness of inference. An inference mechanism is sound if it always produces valid results given valid premises. In the context of causal reasoning using FCM or BBN, soundness of inference mechanism may refer to the correctness of the results inferred from the given causal model, in response to the stimulus to some variables. In FCM, the stimulus is in the form of a change (increase or decrease) in some variables, and the results are the corresponding change in some other variables. In BBN, the stimulus is in the form of an assignment of probability value to some variables, and the results are the corresponding update of probability value in some other variables.
In BBN, the numeric values represented in the CPTs, and those inferred through Bayesian reasoning are all interpreted as probabilities. They denote the probability of some event given the evidence that some other events have occurred. For example, in the CPT for C, in (Fig.   2) , the values 0.8 and 0.2 are probabilities that C will increase and decrease, respectively, given the evidence that A and B have increased. In <Table 1>, the values 0.84 and 0.16 are probabilities that C will increase and decrease, respectively, given the evidence that A has increased. Bayesian reasoning is founded on sound mathematical theorems derivable from well defined basic axioms. Therefore, the results inferred through Bayesian reasoning are provable and the correctness is ensured.
This provides the basic foundation for its soundness.
Contrarily, there is no well founded underlying theory, in FCM, for the semantic interpretation of the numeric values represented in the adjacency matrix and those inferred from the vector-matrix multiplication. The values are not associated to any physical quantity but they are merely linear scale factors for the grading of some abstract quantities, such as a change in market demand and an impact on design quality. As shown in (Fig. 1) , the values 0.7, 0.4, and 0.5 are not associated to any specific physical quantity, but they are merely linear scale factors for grading the strength of a causal effect between two variables. Since proportionality is implied, a causal effect of 0.8 should be regarded as two times the strength of a causal effect of 0.4. An inference mechanism based on vector-matrix multiplication is rather ad hoc in some aspects. There are operations on numeric values that are lack of sound theoretical foundation. In (Fig. 1 One of them is related to decision support [39] and the other is related to maintenance analysis and fault diagnosis [40] . Both experiments show encouraging result of the integration of the two frameworks. The latter has demonstrated that the integration produces similar result than using BBN alone but with simpler knowledge engineering process. Further research is to formalize a methodology for the integration. 
Conclusion

