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⟨ABSTRACT⟩
Mathematical Modeling of Spatio-temporal Neuronal
Dynamics and its Application to Brain-morphic Hardware
Satoshi Moriya
The human brain performs advanced information processing, such as cognition and decision
making, with only 20 W of metabolic energy. Elucidating the neural basis of brain functions
is thus not only important in biology and medicine but also in engineering. In fact, the
brain serves as a role model for solving the power consumption issues in current computing
technologies based on the von Neumann architecture. In designing such “brain-morphic”
hardware, it is critically important to mechanistically understand how the neural connectivity
underpins various types of information processing that is realized within the brain. Artificial
neural networks are the mathematical models of neuronal networks in the brain. In the
field of machine learning based on artificial neural networks, deep learning has led to a
major breakthrough. As hardware to execute deep learning, e.g., Tensor Processing Unit
developed by Google, and Jetson developed by NVIDIA, have begun to spread. However,
current neuromorphic system has not yet fully utilized the spatiotemporal dynamics of neural
spikes for information processing. In addition, the network connectivity is different from the
real brain.
Recent studies on the neural connectivity in the brain revealed the prevalence of the
so-called “modular” structure, at both microscopic and macroscopic scales. A modular
structure is a network structure in which a subset of nodes forms strongly interconnected
subgroups (referred to as modules) which then are interconnected sparsely with others. Such
organization is universal in real-world networks and is known to be observed in social, engi-
neering, and biological networks. The present work is aimed to advance the understanding
of the relationship between the structure and dynamics in biological neuronal networks in
order to elucidate how connectivity defines the spatiotemporal patterns of neural activity
for future engineering applications. In particular, I analyzed and discussed the influence
of modular structure on the neural activity based on computational simulations and graph
theoretical analysis. In parallel with this study, the dynamics of living neuronal networks
have been experimentally studied in dissociated culture, in which the network structures are
manipulated by growing the neuronal cells on microfabricated substrates. By fusing such ex-
periments and computational simulations, I aim at constructive understanding of the effect
of network structure on neuronal dynamics. This Thesis consists of six chapters. Chap-
ter 1 explains the background and purpose of this research, as well as a concise review on
preceding research on neuromorphic computing and properties of biological neural networks.
Chapter 2 describes the generative models for random modular networks, and presents the
results of a detailed graph theoretical analysis of network structures. In particular, assuming
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a simple case in which the connection densities are uniform for all intra-modular and inter-
modular couplings, a mean-field approximation of the connectivity matrix is derived, which
enables the analytical formulation of the relationship between the structural parameters
and the structural features of networks. The analytical values of modularity, clustering
coefficients, and small-worldness agreed well with numerical ones of networks generated from
the same configuration parameters. In particular, the analysis show that the modularity can
be controlled linearly by a single parameter, i.e. the ratio of the number of intra-modular
connections to total connections, while maintaining constant the other parameters such as
to the connection degree or the number of neurons. This finding is important in discussing
the relationship between modularity, dynamics, and information processing capability in
neuronal networks.
In Chapter 3, the effect of network modularity on dynamics is computationally investigated
using spiking neural network models. A particular focus has been devoted to the analysis
of spontaneous activity, which is generated intrinsically in neuronal networks in the absence
of any external stimuli, synchronous bursting activity, which characterizes the spontaneous
activity of cultured neuronal networks, and its spatial complexity. The dynamics of network
nodes are modeled using the leaky-integrate-and-fire (LIF) neurons which are extended to
model the behavior of cultured neurons. The synchronous firing frequency of modular net-
work increased approximately seven times compared to a random network. This is to due
strong activities triggered by densely-connected neurons inside modules, which then propa-
gate throughout the whole network. Furthermore, introducing inhibitory neurons increased
the spatial complexity of the dynamics. This effect was particularly profound in networks
with high modularity. These results suggest that modular structures play an important role
in generating complex dynamics in biological networks with limited resources.
Chapter 4 investigates the relationship between spatiotemporal dynamics in a cultured
neuronal network model and the performance of time-series information processing. For
this, the framework of reservoir computing is applied to the dynamics of cultured neuronal
networks to perform a speech recognition task. By using random and modular networks as
the reservoir layer, speech recognition accuracy of approximately 80 to 90% was achieved in
both networks. Contrarily to our expectation, however, difference in the learning and classi-
fication performances was not observed for reservoirs with different network structures and
functional complexity. Introduction of a learning rule that takes into account the asymmetry
of input/output connection and the temporal spike information to utilize the dynamics of
modular network is likely to be necessary to exploit the impact of internal organization and
dynamics within a reservoir.
Chapter 5 reviews the results of several studies devoted towards a hardware realization of
neural network functions, such as ultra-low power Izhikevich neuron circuits and synaptic
elements. It was shown that brain-morphic calculations could be performed using a non-
volatile analog memory as a synapse, and multiple neuronal spike-like voltage waveforms
were obtained for the neuron circuit with the same physical implementation. These results
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contribute to reducing the area and power consumption of brain-morphic hardware.
Chapter 6 is the conclusion. The results presented in this Thesis are summarized, along
with their current limitations, potential solutions, and future perspectives. In summary,
this Thesis reveals the effect of network connectivity on neural spatiotemporal dynamics
by integrating cell culture experiments and computational simulations, and discusses the
application of neural dynamics to time-series information processing to realize the efficient
brain-morphic hardware. Elemental technologies required for hardware implementation of
such functions is also described. These achievements is expected to advance the practical
design of next-generation brain-morphic hardware.
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Google社が開発したニューラルネットワーク演算専用の LSIである Tensor Processing























脳は約 1000 億の神経細胞とそれらを繋ぐ 100 兆のシナプスによって構成された複雑
ネットワークである．この多細胞ネットワークを物理的基盤として，認知・意思決定と

















































































































図 2.1 ランダムネットワークの構造．左：N = 20, k̄ = 8，中央：N = 100, k̄ = 17.5，








1 から N までの範囲の整数をランダムに二つ決定する．その整数をそれぞれ i, j とし
た時，ニューロン iからニューロン j へ向かう結合を形成する．このプロセスを，ネット
ワークの総結合本数である
















に 1 − pin の確率で結合を形成する．この操作を，T の結合が形成されるまで繰り返す．
なお，pin = 1の時には完全に分離したM 個のネットワークが形成され，pin = 1/M の
時にはランダムネットワークと等しくなる．
このアルゴリズムの擬似コードを Algorithm 1 に示す．このアルゴリズムの特徴は，






1: procedure ModularNetworkConstruction(N , M , k̄, pin)
2: Initialize elements of connectivity matrix wij to zero
3: Allocate a module label m to each node
4: counter ← 0
5: repeat
6: x← Random int value INTRA or INTER
7: if x == INTRA then
8: repeat
9: i, j ← Random int value from 1 to N
10: until mi = mj
11: if Random double value from 0 to 1 =< pin then
12: wij ← wij + 1
13: counter ← counter + 1
14: end if
15: end if
16: if x == INTER then
17: repeat
18: i, j ← Random int value from 1 to N
19: until mi ̸= mj
20: if Random double value from 0 to 1 > pin then
21: wij ← wij + 1
22: counter ← counter + 1
23: end if
24: end if
25: until counter == k̄ ×N
26: end procedure
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数M，各モジュール内・モジュール間における結合確率行列 Ψ = [ψmi,mj ]を規定するこ
とによりモジュラーネットワークを構成する．結合確率行列はM ×M の行列で，行と





前節で説明したアルゴリズムで構成されるネットワークの結合行列を B = {bij}とし，
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図 2.3 ネットワークの結合行列と平均場近似した結合行列の概略図
結合行列の平均場近似を A = {aij} とする．ネットワークの結合関係に焦点を当てて解
析を進めるため，aij は bij の要素が 1以上となる確率に対応させる．すなわち，
aij =
{
0 (bij = 0)




似した結合行列 Aの要素 aij は stochastic block modelにおける結合確率行列 Ψの要素
ψmi,mj と以下のように対応する．
aij = ψmi,mj =
{
1− (1− pinM/N2)k̄N ) ≡ PI (mi = mj)
1− (1−M(1− pin)/N2(M − 1))k̄N ≡ PD (mi ̸= mj)
(2.3)
ここで，PI 及び PD はそれぞれ同一モジュール (mi = mj) と異なるモジュール (mi ̸=



























j aij はニューロン iの出力
次数,δ はクロネッカーのデルタ，mi はニューロン iが属するモジュールのラベルである.
ネットワークの持つモジュール性が高いほど Qは 1に近づき，ランダムネットワークに
近い場合，Qは 0に近づく．
この Q を最大化するように mi を決定したとき，Q の最大値がネットワークの mod-
ularity に対応する．mi の組み合わせは指数関数的に増加するため，Q を最大化する
ような mi の組み合わせを求める最適化問題を解く必要がある．この解法として広く用
いられているのが Louvain 法 [22] であり，本研究で用いた MATLAB のツールボック
スである Brain Connectivity Toolbox [23](URL:https://sites.google.com/site/bctnet)
の modularityを求めるプログラムも Louvain法により計算している．
2.4.2 Modularityの理論値
クロネッカーのデルタ δmi,mj の値は mi = mj の時に 1，mi ̸= mj の時に 0 となる．
即ち，式 2.4の右辺の総和を計算する際には同一モジュール内の結合のみを考慮すれば良
い．式 2.4におけるネットワーク全体の結合数 T の期待値は
E[T ] = N(NIPI +NDPD), (2.5)
で計算される．ここで，NI = N/M は同一モジュールに属するニューロンの数，ND =
N −NI = N(M − 1)/M は異なるモジュールに属するニューロンの数である．E[·]は期
待値であることを示している．上記の式は，個々のモジュールに含まれるニューロンの数
が同一であるという仮定の下で成り立つ．




M 2, 4, 10
N 100, 500, 1000
k̄ 10, 50, 100
pin [1/M, 1]
kin と kout はどちらも平均が k̄ の二項分布に従う．その積の期待値は
E[kinkout] = (NIPI +NDPD)
2 + PI(1− PI), (2.6)
と求められる．上式の右辺第二項は，相関を持つ項同士の積で生じる誤差を補正する為の
































図 2.4(a)に，結合次数が異なるネットワークの Qと pin の関係を示す．この時，他の
パラメータは太字で示したデフォルトパラメータ（N = 100，M = 4）とした．数値計算
の結果は，pin が高い領域での理論曲線とよく一致した．0.95 ≥ pin ≥ 0.5の範囲の平均
Err[Q]は，k̄ = 10, 50, 100でそれぞれ 3.4%，3.3%，4.4%となった．
一方で，低い pin での誤差は大きくなった．通常，ネットワークの Q の評価では，各









り当ての下での Qを表している．数値計算の結果は，N と k̄ を一定に保ちながらM を



















i − 1)− 2k↔i ]
. (2.8)
ここで，AT は Aの転置行列，(A + AT )3ii は (A + A
T )3 の i番目の主対角成分である．
ネットワーク全体のクラスタ係数 C は各ニューロンのクラスタ係数の平均から求められ
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図 2.4 Modularity Qと pin の関係．実線は解析値，白抜きのマーカーは数値解の平
均値．マーカーは式 2.4 において，事前に割り当てたモジュールのラベルにおいて計
算した数値解の平均値．(a) 結合次数が異なるネットワーク (k̄ = [10, 50, 100], N =
100,M = 4). (b) モジュール数が異なるネットワーク (M = [2, 4, 10], N = 100, k̄ =
















仮定した平均場近似の結合行列は対称行列なので，(A + AT )ij は 2aij と等しくなる．
よって，式 2.8右辺の分子は








る．1つはすべてのニューロンが同じモジュールに属している場合，即ちmi = mj = mk
で，この場合は aijaihahj = P 3I となる．この状態にあるニューロンの組み合わせは
(NI − 1)(NI − 2)通り存在する．次に，2つのニューロンが同じモジュールに属している
場合，即ち mi = mj ̸= mh で，この場合は aijaihahj = PIP 2D となる．このような組み
合わせは 3ND(NI − 1)通り存在する．最後はすべてのニューロンが異なるモジュールに
属している場合，即ちmi ̸= mj ̸= mh で，この場合は aijaihahj = P 3D，組み合わせの数
は ND(ND −NI)である．
次に，クラスタ係数の分母を考える．クラスタ係数の分母の期待値は以下のようになる．
















2] = E[(ktoti )]
2 + V [(ktoti )], (2.15)





(NI − 1)(NI − 2)P 3I + 3ND(NI − 1)PIP 2D +ND(ND −NI)P 3D




じモジュールに属しているニューロンの組み合わせの数は (NIm − 1)(NIm − 2)となる．
2.5.3 クラスタ係数の計算値との比較
Modularity の比較と同様に，式 2.17 から求めたクラスタ係数の解析解と，図 1 で示
したアルゴリズムから構成したモジュラーネットワークの持つクラスタ係数の値を比
較した．実験で用いたネットワークパラメータは，表 2.1 と同じとした．図 2.5(a) に，
k̄ = [10, 50, 100], N = 100,M = 4 のネットワークにおける pin と C の関係を示す．数値
解と理論曲線の間の相対誤差は，すべての pinで 2%未満だった．これは，クラスタ係数の
理論式 2.17 が，結合行列の確率表現から近似なしに導出されたためである．図 2.5(b),(c)
に示した，異なるモジュール数 (M = 2, 4, 10)およびニューロン数 (N = 100, 500, 1000)
のネットワークにおいても，数値計算と理論曲線の一致が確認された．特に，ランダム
グラフに対応する pin = 1/M の条件で，ネットワークの C はランダムネットワークに









図 2.5 クラスタ係数 C と pin の関係．実線は解析値，白抜きのマーカーは数値解の平
均値．(a) 結合次数が異なるネットワーク (k̄ = [10, 50, 100], N = 100,M = 4). (b)
モジュール数が異なるネットワーク (M = [2, 4, 10], N = 100, k̄ = 10). (c) ニュー






























{(NI − 1)(αI1 + 2αI2 + 3αI3) +ND(αD1 + 2αD2 + 3αD3)} (2.20)
ここで，αIx と αDx はそれぞれニューロンが同じモジュール及び異なるモジュールに属
している場合の，最短経路長が Lij = xになる確率である．Lij = 1の時，αI1 と αD1 は
それぞれ PI と PD に等しくなる．
Lij = 2の場合，それらのニューロンがモジュールにどのように属しているかを考慮す
る必要がある．出発点のニューロン i と目的のニューロン j が同じモジュールに属して
いると仮定する．この場合，iと同じモジュールに属するニューロン hを経由したのちに
j に到達するルート，即ち mi = mj = mh の場合と，i とは異なるモジュールに属する
ニューロン g を経由したのちに j に到達するルート，即ち mi = mj ̸= mg の 2 通りの
ルートが存在する．
mi = mj のニューロンペア i, j で経路長が xのパスが存在する確率を βIx とする．こ
の時，
βI2 = 1− {1− P 2I }NI−2{1− P 2D}ND , (2.21)
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となる．αI2 は経路長 2のパスが存在し，かつ経路長が 1のパスが存在しない確率に等し
いので，以下のように求められる．
αI2 = (1− αI1)βI2. (2.22)
次に，出発点のニューロン i と目的のニューロン j が異なるモジュールに属している
と仮定する．この場合は，iと同じモジュールに属するニューロン hを経由したのちに j
に到達するルート (mi = mh ̸= mj)，i とは異なるモジュールに属するが j とは同じモ
ジュールに属するニューロン g を経由したのちに j に到達するルート (mi ̸= mj = mj)，
iとも j とも異なるモジュールに属するニューロン f を経由したのちに j に到達するルー
ト (mi ̸= mj ̸= mj)の 3通りのルートが存在する．先ほどと同様に mi ̸= mj のニュー
ロンペア i, j で経路長が xのパスが存在する確率を βDx とすると，βD2 は
βD2 = 1− {1− PIPD}2(NI−1){1− P 2D}ND−NI , (2.23)
この時，αD2 は
αD2 = (1− αD1)βD2， (2.24)
となる．最短経路長が 3である確率 αI3 及び αD3 は，仮定から最短経路長が 1でも 2で





{(NI − 1)[3− 2PI − (1− PI)(1− {1− P 2I }NI−2{1− P 2D}ND )]
+ND[3− 2PD − (1− PD)(1− {1− PIPD}2(NI−1){1− P 2D}ND−NI )]}
(2.25)





較した．実験で用いたネットワークパラメータは，表 2.1 と同じとした．図 2.6(a) に，
k̄ = [10, 50, 100], N = 100,M = 4 のネットワークにおける pin と S の関係を示す. 密
に接続されたネットワークの数値解（k̄ = 100）は，理論曲線（Err[S] < 0.8%）と精度
よく一致した．ただし，疎に接続されたネットワークの理論値（k̄ = 10）は，高い pin
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において数値解から逸脱することが分かった．（pin＝ 0.95における Err[S] = 13%）．こ
れは，スモールワールド性の理論式を導出するときにすべての Lij > 3 を Lij = 3 と
近似したが，ネットワークの結合が疎になると，大きな Lij を持つニューロンペア ij
の割合が増加する．従って，相対誤差は比例して増加する．この誤差は，理論式で考慮
される Lij の次数を増やすことで減少させることができるが，現在の近似でも十分に
S − pin 曲線の全体的な傾向を捉えている．これは，S の計算において L が Lrand に
対する比率で表現されているため，絶対値が重要な意味を持たないためである．M が
増加すると，Lij > 3 のニューロンペアの数も増加し，これに伴って誤差も増大した
（pin = 0.95,M = 10, Err[S] = 33%）．対照的に，M を固定したより大きなネットワー
ク（N = 500, 1000）の Err[S]の増加は，N = 100のネットワークの相対誤差と同程度
のものであった (pin = 0.95, N = 1000, Err[S] = 13%）．これは，pin の増加による Lの
変動が比較的小さいためである．
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図 2.6 スモールワールド性 Sと pinの関係．実線は解析値，白抜きのマーカーは数値解
の平均値．(a) 結合次数が異なるネットワーク (k̄ = [10, 50, 100], N = 100,M = 4).
(b) モジュール数が異なるネットワーク (M = [2, 4, 10], N = 100, k̄ = 10). (c)







いて解析的に予測できることを示した．モジュール性 Qは主に pin とM によって決定さ
れ，N 依存性はわずかであった．疎に接続したネットワークの場合，Q は pin の線形関
数として近似される．クラスタ係数 C は，pin に非線形に依存し，N, k̄,M の値にも強く
依存する．これまでに述べたように，モジュラーネットワークはスモールワールド性を有
している [26]．しかし，Qは pin にほぼ線形に依存するが，C および平均経路長 Lの非
線形性のために，small-worldness S は pin に非線形に依存することが示された．従って，
Qと S の関係は実際はより複雑である．例えば，非常に密に接続されたネットワークで
































































る数理モデルは数多く提案されており，最も有名なものは 1952年に Hodgkinと Huxley




























= V IL − V I(t) +RIin(IE(t) + II(t) + 0.5ξ(t)), (3.2)
ここで，τE と τ I は膜電位の時定数であり，膜電位が静止膜電位まで減衰する速さを規定
している．V EL と V
I
L は静止膜電位でおり，入力が無い場合 V (t) はこの値に漸近する．
REin と R
I
in は細胞の入力抵抗である. 膜電位が閾値電圧 Vth を超えた場合，細胞が発火し
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たとみなし，発火の後に膜電位は Vreset にリセットする．シミュレーションではこれらの
微分方程式は差分方程式として計算しており，計算の時間ステップ δtは 0.1 msとした．
IE(t) 興奮性のシナプス電流で，ニューロン iに流れる電流 IEi (t)は以下の式で計算さ
れる．
























ニューロン j, i間の荷重値，∆ij は伝達遅延，tj,k はニューロン iと結合しているニュー
ロン j が k 回目に発火した時刻である．指数項は t ≥ tj,k のみにおいて評価し，t < tj,k
では 0とする．
II(t) は抑制性のシナプス電流で，ニューロン iに流れる電流 IIi (t)は以下の式で計算さ
れる．

















IK(ca)(t) は 細胞内の Ca2+ イオン濃度に依存した抑制性の K電流を表している．細胞
が発火すると Caイオンチャネルを通じて細胞の Ca2+ イオン濃度が上昇する．その濃度
に依存して Kチャネルの開閉度が変化し，抑制性の K+ イオン電流が流れることで膜電
位は低下する．これは，ニューロンにおいて時間的に連続した発火の周波数が徐々に低下
する adaptation の効果に対応する．ニューロン i に流れる Ca 依存性 K 電流 IiK(Ca)(t)
は以下の式で計算される．










ここで，gK(Ca) は Ca依存性 K電流のコンダクタンスを表している．EK は Kの平衡電
位を表しており，cstep は 1回の発火により細胞内に流入する Caイオンの量，τK(Ca) は










Pref(t− tk)[Vi(t)− Vreset], (3.7)
Pref(tk) =
{








ξi(t) = ANα(t− tNk ; rN; τN), (3.9)















ネットワーク解析のためにインディアナ大学の Olaf Spornsらが開発した MATLAB用








τ I 10 mV
V EL −74 mV
V IL −70 mV
REin 40 MΩ
RIin 50 MΩ
V Eth −54 mV























































や，ダイナミクスの空間的な複雑性を表す指標である functional complexity [36]を調べ，
ネットワークのモジュール性が神経回路のダイナミクスに与える影響を定量した．




時間 bin 中に発火したニューロンの数を求めることが出来る．図 3.4 下は，ラスタープ







隔を IBI (Inter Burst Interval)と呼び，シミュレーション中に発生した k 回目の同期発
火の開始時刻と終了時刻をそれぞれ tSBSk ，t
SBE
k とすると，k 番目の IBIは
IBIk = t
SBS


















10 msの時間 bin中に発火した場合は 1，発火しなかった場合を 0としてバイナリの時














元に 0から 1までの区間をm個の binに区切ったヒストグラムを作成した際，functional
complexityは次の式で計算される．







ここで pµ(rij) は相関係数 rij が binµにおいて実現する確率密度，χmは χを区間 [0,1]
に収めるための規格化定数である．χが 1に近いほどネットワークダイナミクスが空間的
に複雑であり，pµ(rij)がすべて等しい確率で実現される場合，すなわち一様分布と等し






クを構成する各パラメータは，ニューロン数 N ＝ 100，モジュール数M = 4，結合次数












図 3.5 異なるモジュール結合確率 pin で構成したネットワークから得られる結
合行列と典型的なラスタープロット．横軸は時間，横軸はニューロン ID を表す．
N = 100, k̄ = 17.5,M = 4，(a)pin = 0.25，(b)pin = 0.5，(c)pin = 0.8，(d)pin = 0.98．
し，モジュール内結合確率の増加に伴って同期発火周波数が上昇した．ランダムネット






おける IBI の分布を示した．モジュール内結合確率が低いネットワーク (pin = 0.25) で
は，様々な長さの IBIが観測され，広く分布していることが分かる．一方で，モジュール
内結合確率が高いネットワーク (pin = 0.5, 0.8)では，100 s以上の IBIが消失し，10 s ∼



















1. pin が 0.4以下のネットワークで見られる同期発火周波数の増加は，これら 3つの
指標では捉えられない部分的な結合密度の増加が関与している．
2. pin が 0.25 ∼ 0.6 の領域で見られる同期発火周波数の増加に，クラスタ係数は関与
していないといえる．
























た．N = 144,M = 16, k = 21, pin = 0.75として構成したモジュラーネットワークを基
準として，ネットワークのニューロンが損傷を受けたという想定の下でその同期発火周波
数を調べた．シミュレーションの仮定として，モジュラーネットワークにおけるニューロ
ンはモジュール毎に損傷を受けるとした (図 3.9)．すなわちM と N が同時に減少し，そ
れに従い総結合本数も減少する．この変化を表 3.2に示す．
表 3.2のそれぞれの条件でモジュラーネットワークを構成し，その比較対象として，表
3.2 と同一のパラメータでランダムネットワークを構成した．図 3.10 にモジュラーネッ
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表 3.2 損傷を受けた想定の下でのネットワークパラメータの変化
ニューロン数 モジュール数 総結合本数 基準比
144 16 3024 1
108 12 1964 3/4
72 8 1069 1/2
36 4 378 1/4


















標準偏差 5.25の正規分布に従うと仮定し，N = 100,M = 4, pin = 0.25, 0.8, 0.9, 0.99と
して 100回シミュレーションを行った時の同期発火周波数と同期発火持続時間を図 3.11










































N = 100,M = 4, k̄ = 17.5, pin = 0.7 のモジュラーネットワークにおいて，抑制性神経
細胞の割合が異なるネットワーク（Ir = 0, 0.2）における結合行列及びその際の典型的な
3.7抑制性結合を有するモジュラーネットワークのダイナミクス 44
図 3.12 抑制性神経細胞の割合が異なるモジュラーネットワークにおける結合行
列と典型的なラスタープロット．横軸は時間，縦軸はニューロン ID を表す．N =
100,M = 4, k̄ = 17.5, pin = 0.7，上：Ir = 0，下：Ir = 0.2
ラスタープロットを示す．結合行列のカラーバーは結合の数を表しており，負値は抑制性
結合に対応している．興奮性神経細胞のみからなるネットワーク（図 3.12：上，Ir = 0）
では，これまでと同様に強い全体同期発火が周期的に生じていることが分かる．一方で，









ロン間の相関係数行列を比較した（図 3.13）．Ir = 0のネットワークではすべてのニュー















たように，ある結合次数以下の場合は全体同期発火が生じなくなる．例えば Ir = 0.5の









結果を 3.14(c) に示す．functional complexity はランダムネットワークにおいては抑制
性ニューロンの比率を変えても大きな変化は見られなかった．一方で，抑制性ニューロン
を導入したネットワークではモジュール性が高くなるにつれて functional complexity は
上昇し，Ir = 0.2または Ir = 0.3の時に増加の傾き及び値が最大となった．この結果は
単純なネットワークにおいて複雑なダイナミクスを生じさせるための最適な抑制性ニュー
ロンの割合が 20%または 30%であることを示しており，実際の脳の大脳皮質においても






図 3.14 モジュラーネットワークにおける抑制性神経細胞の割合を変えた時の (a) 同





































本章の構成は以下の通りである．4.2 節では，reservoir computing の詳細について示





Reservoir computingは，Maass, Jaegerら [38, 39]によって考案された計算パラダイ
ムで，recurrent neural networkの一種である．入力を受け取り次の層へ出力を渡すよう
な階層型の feed-forward neural network では，出力が現在の入力のみによって決定し，
基本的には過去の入力履歴に依存しない．一方で，recurrent neural network ではネッ
トワーク中に再帰的な結合が含まれるため，出力は過去の入力履歴を反映したものとな
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図 4.1 Recurrent neural networkと reservoir computingの学習の差異．文献 [41]より引用．





従来の recurrent neural network と異なる点として，reservoir computing ではネット
ワークの出力部分（これを Readout layerと呼ぶ）と reservoirの間の荷重値のみを学習








培養神経回路のダイナミクスに reservoir computing の枠組みを適用し．音声信号の
識別を行った．音声信号として，Texas Instruments 社が販売を行っている TI-46 デー
タセットを用いた [42]．これは，計 16人の男性話者および女性話者が発声した音声デー
タを集めたもので，”Yes”等の簡単な英単語や英数字を含め，計 46 種類の音声データが
含まれている．この内，本研究では女性話者 5 名の”Zero”から”Nine”までの 10 種類の
音声データから学習・性能評価を行った [43, 44]．前処理として，各音声データは Lyon
















図 4.3 reservoir computingシステムの全体構成
イク列に変換すると，ニューロンの状態が 0 と 1 で急速に変化してしまうが，reservoir
computingで高い性能を得るためには，Reservoir層のニューロンの活動はある程度の時
間幅を持って緩やかに減衰することが望ましい．そこで，ニューロンの状態 xはスパイク








ここで，δ(t)はクロネッカーのデルタで，δ(0) = 1，それ以外の場合は 0である．tj,k は
ニューロン j が k回目に発火した時刻を示す．τx は減衰の時定数で，ここでは 200 msと
した．出力層（または，Readout layer）は，識別する音声信号の種類と同数である 10と
し，出力層のニューロン iの膜電位 ui を Reservoir層のニューロンの重み付き積和から
計算した．
ui(t) = wjixj(t), (4.2)






Softmax 関数の性質より，yi(t) は 0 ∼ 1 の範囲に収まり，また
∑
i yi(t) = 1 となる．
よって yi(t)はネットワークが推定した，入力がクラス iである確率とみなすことが出来




学習の最終的な目標は，所望の出力を ŷとしたときに，出力 yが ŷに一致するように出
力荷重値行列W を調整することである．y を出力ベクトルとしたとき，







(ŷi − yi)2 (4.5)




wji ← wji + ηxi(t)(ŷi(t)− yi(t)), (4.6)
ここで，η は学習係数である．本実験では η = 0.01とした．状態変数 xの値が大きいほ




Ridge回帰はオフライン学習の一種で，状態ベクトル x，及び出力ベクトル y の時間変
化を列方向に結合して行列X,Y を作成した時，荷重値は以下の式で計算される．
W = Ŷ XT (XXT + λI)−1, (4.7)
ここで，λはスケール定数，I は N ×N の単位行列である．これは線形回帰における正
規方程式に，荷重値が出来るだけ小さくなるような制約を加えたものである．なお，ここ








の 10種類の音声データを各 10回ずつ，計 500 wordsのトレーニングデータを用いて学
習を行った．なおオンライン学習の場合，500 wordを 1 epochとした．テストフェーズ
では，各話者毎に”Zero”から”Nine”までの 10 種類の音声データを各 2 回ずつ，計 100
wordsのテストデータを用い，100 word中の正答数から正答率 CR を評価した．図 4.4
に，”One”の音声データに対するネットワークの応答を示す．この時，Reservoir 層の







y′ = Softmax(W · x′) (4.8)
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reservoir 層の状態行列を示す．縦軸はニューロン ID，横軸は time bin で，bin 幅は
10 ms である．カラーバーは発火の回数に対応する．なお，reservoir 層のニューロン数
N = 200，結合次数 k̄ = 10，抑制性ニューロンの割合 Ir = 0.2とした．モジュラーネッ











ネットワーク構造 Modularity Functional complexity CR(online) CR(offline)
Random (pin = 0.25) 0.20 0.22 87% 81%
Modular (pin = 0.80) 0.50 0.28 86% 81%





Reservoir 層のネットワークの構造が異なる 3 つの条件下で，音声識別性能の比較を
行った．ネットワークの構造パラメータは，reservoir層のニューロン数 N = 200，結合


















図 4.6 オンライン学習時の学習曲線．横軸は epoch，縦軸は正解率を示す．
表 4.2 Reservoir層のニューロン数N = 400の場合の，モジュール性，複雑性，オン
ライン学習及びオフライン学習時の正解率
ネットワーク構造 Modularity Functional complexity CR(online) CR(offline)
Random (pin = 0.25) 0.20 0.21 90% 87%
Modular (pin = 0.80) 0.53 0.25 93% 90%
Modular (pin = 0.98) 0.71 0.21 86% 87%
強い発火が生じていることがわかる．このような発火状態の違いにより，高い functional
complexityが実現されている．
Reservoir層のニューロン数 N を 200から 400に増やし，その他のパラメータを固定



















Reservoir 層の数M を 4 から 10 に増やし，その他のパラメータは固定して，正解率
に対する Reservoir層のモジュール数依存性を調べた．結果を表 4.3に示す．ネットワー
クのモジュール数が 4の場合と比べ modularityが高い値となったが，これはモジュール
性が pin − 1/M に従うためである．一方でダイナミクスの複雑性は，pin = 0.8で最大と
なった．識別性能に関しては，オフライン学習時の場合には差異が見られなかったが，オ
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図 4.8 N = 200, k = 10, Ir = 0.2,M = 4, pin = 0.8 のモジュラーネットワークを
reservoir層として用いた場合の (a)ラスタープロット，(b)相関係数のヒストグラム，
(c)相関係数行列．
ンライン学習時にはモジュール性の増加に伴い性能が劣化した．M = 10 のモジュラー
ネットワークにおけるラスタープロット，相関係数のヒストグラム，相関係数行列を比較









図 4.9 N = 200, k = 10, Ir = 0.2,M = 4, pin = 0.98のモジュラーネットワークを
reservoir層として用いた場合の (a)ラスタープロット，(b)相関係数のヒストグラム，
(c)相関係数行列．
表 4.3 Reservoir層のモジュール数M = 10の場合の，モジュール性，複雑性，オン
ライン学習及びオフライン学習時の正解率
ネットワーク構造 Modularity Functional complexity CR(online) CR(offline)
Random (pin = 0.25) 0.20 0.22 87% 81%
Modular (pin = 0.80) 0.64 0.55 80% 71%










Reservoir 層のネットワークを構成するパラメータは前節と同様に N = 200, k =



























図 4.12 N = 200, k = 10, Ir = 0.2,M = 10, pin = 0.8のモジュラーネットワークを
reservoir層として用いた場合の (a)ラスタープロット，(b)相関係数のヒストグラム，
(c)相関係数行列．






























































際に，電圧チャネルにホール電圧が生じる．電流チャネルに書き込み電流 (20 ∼ 32mA)
を流すことで，次回読み出し時のホール電圧がヒステリシス曲線に従って変化する．ヒス


















1 (x ≥ 0)

































表 5.1 学習動作前後の想起性能．キーパターンは記憶パターンからランダムに 1ビッ
ト反転したベクトルを用いた．















ムに 1ビット反転したベクトルを用いた．また，記憶パターンは 3種類とした．図 5.3(a)




























図 5.4 Izhikevichニューロンモデルで再現可能なスパイクの例．文献 [53]より引用．
観点から有利である．このような背景から，神経細胞の発火活動を模倣するスパイキング












ルは細胞の膜電位に対応する変数 v 及び回復変数 uの 2変数から記述される [53]．それ
ぞれの変数の微分方程式は，以下の式で計算される．
v′ = 0.04v2 + 5v + 140− u+ I (5.6)
u′ = a(bv − u) (5.7)
if v ≥ 30 mV, then
{
v ← c
u← u+ d (5.8)




Tr数 Tr動作領域 スパイクの種類 電源電圧 消費電力 LSI実装の有無 文献
14 強反転 5 3.3 V 8− 40 µW ⃝ [56]
15 弱反転 6 - 7 nW × [54]
45 弱反転 17 ±1.65 V 15 nW × [55]









電位 V 回路, 回復変数 U 回路, コンパレータの 3つのサブサーキットから構成される．こ
の回路を TSMC(Taiwan Semiconductor Manufacturing)の 65 nmプロセスにおいて実
装した．図 5.6，5.7に実装したスパイキングニューロン回路のレイアウト，チップ全体の
顕微鏡写真をそれぞれ示す．一つのニューロン辺り，バッファ含め 26個のトランジスタ
と 2 個のキャパシタにより構成される．U は V と比較して 10 倍程度の時定数を持って
動作する必要があるので，キャパシタ（図 5.6下部）が大きな面積を占めている．I 及び
a, b, c, d に相当する端子の電圧を制御することで，様々な波形を実現することが出来る．
チップ全体の面積は 2 mm四方で動作電圧は 1.0 Vである．動作検証のために，ニュー
ロン回路に加えてサブサーキットも同チップ上にそれぞれ別々に実装されている．
5.3.4 回路の動作検証












の 1ニューロン辺りの消費電力は 18 µWとなった．
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図 5.7 チップ全体の顕微鏡写真．
図 5.8 スパイキングニューロン回路の SPICE シミュレーション結果．Regular
spike(RS), Fast spike(FS), Chattering(CH), Intrinsic bursting(IB) の 4 種類の波
形を示す．
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Wijekoon等 [56]の先行研究を元にアナログ回路実装を行った．電源電圧 1.0 V, プロセ
スルール 65 nmの低電圧化・微細化したプロセスでも，生体ニューロンが示すスパイク
状の電圧波形が再現することを確認した．
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