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歩 香 桂 銀 金 角 飛
基本価値 100 430 450 640 690 890 1040
駒が成る価値 320 200 190 30 0 260 260


































 Null move pruning[16, 17]
 Futility pruning[18, 19]











































































































































































































































































































































































中でi (1  i  n)が勝利する確率は，




の積をチームの強さとすることで扱うことができる．プレイヤ1, 2, 3, 4, 5, 6が存在し，
1-2-3, 4-5, 6というチームを組むとき，チーム4-5が試合に勝つ確率は，
P (チーム4-5が勝つ) = 4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歩 香 桂 銀 金 角 飛
100 280 300 420 530 620 700
と 成香 成桂 成銀 ‐ 馬 龍
270 320 250 430 ‐ 710 850
16
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前述した，位置テーブルの値の増減は，( 移動先のテーブルの値   移動元のテーブ




































8<: dRi + c0
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相手の利きのある駒の移動 歩 1.13 { 1.27
香 1.90 { 3.19
桂 1.70 { 2.59
銀 2.20 { 2.60
金 4.38 { 4.78
角 1.77 { 5.12
飛 6.85 { 23.68
馬 3.26 { 9.98
龍 8.53 { 14.62
その他の成駒 0.82 { 1.65
位置テーブルの値の増減 歩 1.04 { 2.19
香 0.16 { 0.90
桂 0.57 { 2.25
銀 0.60 { 3.00
金 0.33 { 2.22
角 0.66 { 1.45
飛 0.38 { 1.00
馬 0.78 { 1.49
龍 0.66 { 0.99
その他の成駒 1.05 { 2.21
位置テーブルの値（打つ場合） 歩 0.50 { 2.21
香 0.24 { 0.97
桂 0.17 { 1.66
銀 0.19 { 1.35
金 0.28 { 1.45
角 0.16 { 1.17
飛 0.22 { 1.89
玉移動（位置，周囲の利き） 通常時 0.30 { 1.01
王手時 0.57 { 4.21
直前に移動した駒の移動 0.90 { 1.55
直前の駒との位置関係 0.89 { 1.97
二手前の駒との位置関係 0.94 { 1.86





指し手の選択 予測率 終局率 速度
ratingなし（完全乱数） 0.037 0.193 約3500回/秒














MC/UCT(1) 4 / 98 4 / 86
MC/UCT(8) 9 / 98 8 / 86
MC/UCT(8) + check 12 / 98 11 / 86
MC/UCT(8) + check + rating 36 / 98 32 / 86
MC/UCT(8) + check + rating + PW 41 / 98 38 / 86
MC/UCT(8) + check + rating + PW + history 49 / 98 45 / 86
遠見 60 / 98 48 / 86






















































































































比較手法 勝率 評価値 　
Probability 0.61  2:01



































































図 2.4: 渡辺竜王 対 Bonanza（局面１）
表 2.8: モンテカルロ木探索による図2.4の局面の評価
オーダー 指し手 評価値 読み筋
1（最善手） ▲２七香 0.471 △２六金▲同香△７九飛▲３八金打
2 ▲３七馬 0.412 △２四歩▲２七香△２六金▲同香
3 ▲３七銀打 0.398 △２六金▲２七香△３九竜▲同銀
... ... ...































































図 2.5: 渡辺竜王 対 Bonanza（局面２）
表 2.9: モンテカルロ木探索による図2.5の局面の評価
オーダー 指し手 評価値 読み筋
1（最善手） △７九飛 0.622 ▲２二と△同角▲３八金打△２八歩成
2 △５九飛 0.607 ▲２二と△同玉▲４九歩△２八歩成



















































図 2.6: 渡辺竜王 対 Bonanza（局面３）
表 2.10: モンテカルロ木探索による図2.6の局面の評価
オーダー 指し手 評価値 読み筋
1（最善手） ▲２八金 0.334 △４八飛▲３九金△４七飛成▲２七金
2 ▲３七銀 0.326 △２六銀▲４八銀打△８二角▲３四銀

































































































































































































































の特徴が存在し，i (1  i  n)番目の特徴の値をxiとすると，特徴の値(x1; x2; :::; xn)を
持つ指し手の遷移確率pは式(3.3)で表される．
p(x1; x2; :::; xn) =
1






































































































































































































Xt+1 = (1  )Xt + (Xtbest;1 +Xtbest;2  Xtworst) (3.5)
































用途 CPU メモリ 台数
対局（重要度学習） Core2 Quad Q9650 8GB 15
パラメータ学習
Core i7-3930K 16GB 7
Core i7-990X 12GB 1
Xeon E55062 24GB 6

































































































































































































































































順位 戦型 戦術 先手側勝率 重要度の平均先手戦術 後手戦術 （棋譜数）
1 四間飛車 四間飛車穴熊 銀冠 0.566 (30) 1.121
2 四間飛車 居飛穴模様 藤井システム 0.500 (20) 1.100
3 矢倉 森下システム △９五歩・８四歩型 0.500 (96) 1.088
4 矢倉 ▲４七銀３七桂 金矢倉 0.500 (18) 1.079
5 相掛かり ▲２六飛 △５四歩型 0.542 (24) 1.061
… … … … … …
96 三間/四間飛車 居飛車穴熊 本美濃 0.700 (30) 0.951
97 矢倉 引き角 △６二飛戦法 0.474 (19) 0.922
98 三間/四間飛車 左美濃 高美濃 0.611 (18) 0.914
99 中飛車 角交換型 ゴキゲン中飛車 0.519 (27) 0.901


























順位 棋戦 棋譜数 重要度の平均
1 名将戦 41 1.049
2 近将カップ 64 1.043
3 天王戦 85 1.025
4 十段戦 118 1.020
5 達人戦 27 1.020
… … … …
31 全日プロ 400 0.989
32 朝日アマ名人戦 20 0.974
33 早指し戦 299 0.972
34 女流名人戦 62 0.946
35 全日アマ名人戦 10 0.917
表 3.10: 対局者による重要度の違い
順位 プレイヤ名 棋譜数 重要度の平均
1 中川大輔 159 1.040
2 北浜健介 125 1.033
3 屋敷伸之 279 1.028
4 三浦弘行 176 1.023
5 井上慶太 169 1.020
… … … …
46 小林健二 174 0.980
47 神谷広志 107 0.979
48 中村修 219 0.977
49 島朗 297 0.973

































































































































































































































































































































J(P;v) = J 01(P;v) + J
0




































































Xeon E5-2680  2 132GB 64
Core i7-3930K 16GB 7
Xeon X3440 8GB 8




















 Comparison: 式 (3.1)により評価関数を学習
























vs Comparison 0.619 (1169-719-112)
vs Combination 0.576 (1063-782-155)
























































0.125 < PR <= 0.25
0.375 < PR <= 0.50
0.625 < PR <= 0.75
0.875 < PR <= 1.00























































































































vs Comparison 0.592 (1107-762-131)
vs Combination 0.566 (1051-805-144)
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