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Abstract—When transmitting information over a noisy chan-
nel, two approaches, dating back to Shannon’s work, are com-
mon: assuming the channel errors are independent of the trans-
mitted content and devising an error-correcting code, or assuming
the errors are data dependent and devising a constrained-coding
scheme that eliminates all offending data patterns. In this paper
we analyze a middle road, which we call a semiconstrained
system. In such a system, which is an extension of the channel
with cost constraints model, we do not eliminate the error-causing
sequences entirely, but rather restrict the frequency in which they
appear.
We address several key issues in this study. The first is proving
closed-form bounds on the capacity which allow us to bound the
asymptotics of the capacity. In particular, we bound the rate at
which the capacity of the semiconstrained (0, k)-RLL tends to 1 as
k grows. The second key issue is devising efficient encoding and
decoding procedures that asymptotically achieve capacity with
vanishing error. Finally, we consider delicate issues involving the
continuity of the capacity and a relaxation of the definition of
semiconstrained systems.
I. INTRODUCTION
One of the most fundamental problems in coding and infor-
mation theory is that of transmitting a message over a noisy
channel and attempting to recover it at the receiving end. This
is either when the transmission is over a distance (a communi-
cations system), or over time (a storage system). Two common
solutions to this problem were already described in Shannon’s
work [25]. The first solution uses an error-correcting code
to combat the errors introduced by the channel. The theory
of error-correcting codes has been studied extensively, and a
myriad of code constructions are known for a wide variety
of channels (for example, see [16], [18], [21], [22], and the
many references therein). The second solution asserts that the
channel introduces errors in the data stream only in response to
certain patterns, such as offending substrings. It follows that
removing the offending substrings from the stream entirely
will render the channel noiseless. Schemes of this sort have
been called constrained systems or constrained codes, and they
have also been extensively studied and used (for example, see
[7], [17], and the references therein).
Both approaches are not free of cost. Error-correcting codes
incur a rate penalty, depending on the specific code used,
and bounded by the channel error model that is assumed.
Constrained codes also impose a rate penalty that is bounded
by the capacity of the constrained system.
The two solutions, one based on error-correcting codes
and one based on constrained codes, may be viewed as
two extremes: while the first assumes the errors are data
independent, the second assumes the errors are entirely data
dependent. Since in the real world the situation may not be
either of the extremes, existing solutions may over-pay in rate.
The goal of this paper is to define and study semiconstrained
systems and their properties, as well as suggest encoding and
decoding procedures.
Arguably, the most famous constrained system is the (d, k)-
RLL system, which contains only binary strings with at least
d 0’s between adjacent 1’s, and no k + 1 consecutive 0’s
(see [7] for uses of this system). In particular, (0, k)-RLL is
defined by the removal of a single offending substring, namely,
it contains only binary strings with no occurrence of k + 1
consecutive zeros, denoted 0k+1. Informally, a semiconstrained
(0, k)-RLL system has an additional parameter, p ∈ [0, 1], a
real number. A binary string is in the system if the frequency
that the offending pattern 0k+1 occurs does not exceed p.
When p = 1 this degenerates into a totally unconstrained
system that contains all binary strings, whereas when p = 0
this is nothing but the usual constrained system, which we call
a fully-constrained system for emphasis.
While the capacity of the semiconstrained (0, k)-RLL sys-
tem is known using the methods of [20], the expression
involves an optimization problem that does not lend itself to
finding other properties of the system, such as the rate the
capacity converges to 1 as k grows. This rate of convergence is
known when the system is fully constrained [24]. Additionally,
the capacity is known only in the one-dimensional case,
whereas the general bounds may be extended to the multi-
dimensional case as well.
The first main contribution of this paper is establishing
analytic lower and upper bounds on the capacity of semicon-
strained (0, k)-RLL. These bounds are then used to derive the
rate at which the capacity of these systems converges to 1 as k
grows, up to a small constant multiplicative factor. The bounds
extend previous techniques from [24] as well as employ large-
deviations theory. These bounds are also extended to the multi-
dimensional case.
This paper is not motivated or limited solely by the case of
a single offending substring. We can define multiple offending
substrings, each equipped with its own limited empirical fre-
quency. Indeed, with a proper set of semiconstraints, variants
such as DC-free RLL are possible (see [13] and references
therein). Another motivating example is the system of strings
over Zq where the offending substring is q− 1, 0, q− 1. In the
case of multi-level flash memory cells, inter-cell interference
is at its maximum when three adjacent cells are at the
highest, lowest, and then highest charge levels possible [3].
By adjusting the amount of such substrings we can mitigate
the noise caused by inter-cell interference. Further restrictions,
such as the requirement for constant-weight strings (see the
recent [11]) correspond to a semiconstrained system.
Although coding schemes for some of these systems exist,
they are ad-hoc and tailored for each specific case, as in
[13] and [11]. A more general coding scheme exists [12]
for a channel with cost constraints model. However, it is not
optimal, and it addresses only scalar cost functions, which is
a different model than the semiconstrained systems we study.
The second main contribution of this paper is a general
explicit encoding and decoding scheme. This coding scheme
is based on the theory of large deviations, and it asymptotically
achieves capacity, with a vanishing failure probability as the
block length grows. To that end, we also define and study a
relaxation of semiconstrained systems, allowing us to address
the issue of the existence of the limit in the definition of the
capacity, as well as the continuity of the capacity.
We would like to highlight some of the main differences
between this paper and previous works. In [9], [12] the
capacity of channels with cost constraints is investigated. Such
channels define a scalar cost function that is applied to each
sliding-window k-tuple in the transmission. The admissible
sequences are those whose average cost per symbol is less
than some given scalar constraint. In our paper, however,
we investigate sequences with a cost function which can
control separately the appearance of any unwanted word (not
necessarily of the same length).
The more general framework we study is similar to that
of [1], [19], [20]. In [19] some embedding theorems and
results concerning the entropy of a weight-per-symbol shift
of finite type are presented, where the weights are given by
functions which take values in Rd. In [1], some large-deviation
theorems are proved for empirical types of Markov chains that
are constrained to thin sets. A thin set is a set whose convex
hull has a strictly lower dimension (which means it has an
empty interior topologically). We also mention [20], in which
an improved Gilbert-Varshamov bound for fully-constrained
systems is found. Thus, [20] studies certain semiconstrained
systems as means to an altogether different end. Using these
works, the exact capacity of semiconstrained systems, as
defined in this paper, may be calculated. However, key issues
we address are not covered by these papers, including the rate
of convergence of the capacity, the existence of the limit in
the capacity definition, and continuity of the capacity.
Finally, in [12], coding for channels with cost constraints
is investigated. However, the main focus is given to functions
with a scalar cost on symbols, whereas the model we study
in this paper is different. The proposed coding scheme of [12]
is based on the state-splitting algorithm and is not optimal in
general.
The paper is organized as follows. In Section II we give the
basic definitions and the notation used throughout the paper.
We also cite some previous work and derive some elementary
consequences. In Section III we introduce a relaxation called
weak semiconstrained systems, and study issues involving
existence of the limit in the capacity definition as well as
continuity of the capacity. In Section IV we present an upper
and a lower bound on the capacity of the (0, k, p)-RLL
semiconstrained system, as well as bound the capacity’s rate
of convergence as k grows. Section V is devoted to devising
an encoding and decoding scheme for weak semiconstrained
systems. We conclude in Section VI with a summary of the
results.
II. PRELIMINARIES
Let Σ be a finite alphabet and let Σ∗ denote the set of all the
finite sequences over Σ. The elements of Σ∗ are called words
(or strings). The length of a word ω ∈ Σ∗ is denoted by |ω|.
Assuming ω = ω0ω1 . . .ωℓ−1, with ωi ∈ Σ, a subword (or
substrings) is a string of the form ωiωi+1 . . .ωi+m−1, where
0 6 i 6 i + m 6 ℓ. For convenience, we define
ωi,m = ωiωi+1 . . .ωi+m−1,
i.e., ωi,m denotes the substring of ω which is of length m and
is starting at the ith position. We say ω′ is a proper subword
of ω ∈ Σ∗ if ω′ is a subword of ω, and |ω′| < |ω|.
Given two words, ω,ω′ ∈ Σ∗, their concatenation is
denoted by ωω′. Repeated concatenation is denoted using a
superscript, i.e., for any natural m ∈ N, ωm denotes
ωm = ωω . . .ω,
where m copies of ω are concatenated. As an example,
1(10)301203 = 1101010011000.
The following definition will be used later when defining
semiconstrained systems.
Definition 1. Let F ⊆ Σ∗ be a set of words. We say that F is
reduced if ω ∈ F implies no proper subword of ω is in F .
For any two words τ,ω ∈ Σ∗, let T(τ,ω) denote the
frequency of τ as a subword of ω, i.e.,
T(τ,ω) =
1
|ω| − |τ|+ 1
|ω|−|τ|
∑
i=0
[ωi,|τ| = τ]. (1)
Here, [A] denotes the Iverson bracket, having a value of 1
if A is true, and 0 otherwise. If |τ| > |ω| then we define
T(τ,ω) = 0.
We are now ready to define semiconstrained systems.
Definition 2. Let F ⊆ Σ∗ be a finite reduced set of words, and
let P ∈ [0, 1]F be a function from F to the real interval [0, 1].
A semiconstrained system (SCS), X(F , P), is the following
set of words,
X(F , P) = {ω ∈ Σ∗ : ∀φ ∈ F , T(φ,ω) 6 P(φ)} .
When F and P are understood from the context, we may
omit them and just write X. We also define the set of words
of length exactly n in X(F , P) as
Bn(F , P) = X(F , P) ∩ Σn.
Example 3. We recall that the (d, k)-RLL constrained system
contains exactly the binary words with at least d 0’s between
adjacent 1’s, and no k + 1 0’s in a row. Using our notation,
after setting Σ = {0, 1}, the (d, k)-RLL constrained system is
a semiconstrained system X(F , P), where
F =
{
11, 101, 1021, . . . , 10d−11, 0k+1
}
,
and P(φ) = 0 for all φ ∈ F . ✷
An important object of interest is the capacity of an SCS.
We define it as follows.
Definition 4. Let X(F , P) be an SCS. The capacity of
X(F , P), which is denoted by cap(F , P), is defined as
cap(F , P) = lim sup
n→∞
1
n
log2 |Bn(F , P)| .
If we had a closed-form expression for |Bn(F , P)|, we
could calculate the capacity of (F , P). Following the same
logic as [24], we replace the combinatorial counting problem
with a probability-bounding problem. Assume pn denotes the
probability that a random string from Σn, which is chosen
with uniform distribution, is in Bn(F , P). Then,
|Bn(F , P)| = pn · |Σ|n ,
and then
cap(F , P) = log2 |Σ|+ lim sup
n→∞
1
n
log2 pn. (2)
In certain cases, a different definition of semiconstrained
systems is helpful. The new definition has a cyclic nature. In
a similar manner to (1), for any two words τ,ω ∈ Σ∗, let
Tcyc(τ,ω) denote the cyclic frequency of τ as a subword of
ω, i.e.,
Tcyc(τ,ω) =
1
|ω|
|ω|−1
∑
i=0
[ωi,|τ| = τ],
where this time, ωi,m = ωiωi+1 . . .ωi+m−1, and the indices
are taken modulo |ω|. We extend the definitions of X(F , P)
and Bn(F , P) to Xcyc(F , P) and Bcycn (F , P) in the natural
way, by replacing T with Tcyc.
Let Γ¯ denote the closure of a set Γ, and let Γ◦ denote its
interior. Let X be some Polish space equipped with the Borel
sigma algebra.
Definition 5. A rate function I is a mapping I : X →
[0, ∞] such that for all α ∈ [0, ∞), the level set φI(α) =
{x ∈ X : I(x) 6 α} is a closed subset of X .
Definition 6. Let {µn} be a sequence of probability measures.
We say that {µn} satisfies the large-deviation principle (LDP)
with a rate function I, if for every Borel set Γ ⊆ X ,
− inf
x∈Γ◦
I(x) 6 lim inf
n→∞
1
n
log2 µn(Γ)
6 lim sup
n→∞
1
n
log2 µn(Γ) 6 − inf
x∈Γ¯
I(x).
Let M1(Σ) denote the space of all probability measures on
some finite alphabet Σ.
Definition 7. Let Y = Y0, Y1, . . . be a sequence over some
alphabet Σ, and let y ∈ Σ∗. We denote by LYn (y) the empirical
occurrence frequency of the word y in the first n places of Y ,
i.e.
LYn (y) = T
(
y, Y0,n+|y|−1
)
=
1
n
n−1
∑
i=0
[
Y i,|y| = y
]
.
We denote by LYn,k ∈ M1(Σk) the vector of empirical distribu-
tion of Σk in Y , i.e., for a k-tuple y ∈ Σk, the coordinate that
corresponds to y in LYn,k is L
Y
n (y).
Suppose Y = Y0, Y1, . . . are Σ-valued i.i.d. random vari-
ables, with q(σ) denoting the probability that Yi = σ, for
all i. We assume that q(σ) > 0 for all σ ∈ Σ. We
denote by q(σ0, σ1, . . . , σk−1) the probability of the sequence
σ0, σ1, . . . , σk−1. The following theorem connects the empiri-
cal distribution with the large-deviation principle.
Theorem 8. [5, §3.1] Let ν ∈ X = M1(Σk), and let Y =
Y0, Y1, . . . be Σ-valued i.i.d. random variables, with q(σ) > 0
denoting the probability that Yi = σ for σ ∈ Σ. For every Borel
set, Γ ⊆ X , define
µn (Γ) = Pr
[
LYn,k ∈ Γ
]
.
Let us denote by ν1 ∈ M1(Σk−1) the marginal of ν obtained
by projecting onto the first k − 1 coordinates,
ν1(σ0, . . . , σk−2) = ∑
σ∈Σ
ν(σ0, . . . , σk−2, σ).
Then the rate function, I : X → [0, ∞], governing the LDP of
the empirical distribution LYn,k with respect to Γ is,
I(ν) =
{
∑σ∈Σk ν(σ) log2
ν(σ)
ν1(σ0,k−1)q(σk−1)
ν is shift invariant,
∞ otherwise,
where ν ∈ X = M1(Σk) is shift invariant if
∑
σ∈Σ
ν(σ, σ1, σ2, . . . , σk−1) = ∑
σ∈Σ
ν(σ1, σ2, . . . , σk−1, σ).
In the context of an X(F , P) SCS with F ⊆ Σk, i.e., all
the offending words are of equal length, the set Γ ⊆ M1(Σk)
takes on the following intuitive form,
Γ =
{
(pφ)φ∈Σk ∈ M1(Σk) : ∀φ ∈ F , pφ 6 P(φ)
}
.
In other words, Γ contains all the vectors indexed by the
elements of Σk, such that each entry is a real number from
[0, 1], the entries sum to 1, and each entry corresponding to
an offending word φ ∈ F does not exceed P(φ).
Note that if I is continuous and Γ ⊆ X is such that Γ¯ = Γ◦,
then infx∈Γ¯ I(x) = infx∈Γ◦ I(x). In that case the limit of Defi-
nition 6 exists, giving limn→∞ 1n log2 µn(Γ) = − infx∈Γ I(x).
An important observation is the following. Assume Σ =
{1, 2, . . . , |Σ|}. Let us denote the vector of probabilities for
the symbols from Σ by q = (q(1), q(2), . . . , q(|Σ|)). For a
probability measure µ ∈ M1(Σk−1) we define the probability
measure µ⊗ q ∈ M1(Σk) as follows. The value of the vector
µ⊗ q at the coordinate i1, i2, . . . , ik is
(µ⊗ q)(i1, . . . ik) = µ(i1, . . . , ik−1) · q(ik).
We now note that the rate function on the set of shift-invariant
measures, that governs the LDP of LYn,k as defined in Theorem
8, can be written as
I(ν) = H(ν|ν1 ⊗ q),
where H(·|·) is the relative-entropy function. Since the relative
entropy is nonnegative and convex, and the set of shift-
invariant measures is closed and convex, we reach the fol-
lowing corollary.
Corollary 9. The rate function governing the LDP of LYn,k
defined in Theorem 8 is nonnegative and convex on the set of
shift-invariant measures ν ∈ M1(Σk).
Finally, the following corollary shows cases in which the
constraints in P are redundant.
Corollary 10. Let F ⊆ Σk. If P(φ) > |Σ|−k for all φ ∈ F ,
then cap(F , P) = log2 |Σ|.
Proof: Assume Y = Y0, Y1, . . . is a sequence of i.i.d. ran-
dom variables distributed uniformly (each symbol with prob-
ability |Σ|−1). Let I be the rate function governing the LDP
of LYn,k as defined in Theorem 8. Consider the shift-invariant
measure ν ∈ M1(Σk), ν(σ) = |Σ|−k, for all σ ∈ Σk.
Note that since F is reduced, and since for all φ ∈ F ,
P(φ) > |Σ|−k, if the probability for each k-tuple is |Σ|−k then
the constraint holds. Moreover, we obtain that I(ν) = 0 and by
Corollary 9, ν minimizes the rate function. Let Γ ⊆ M1(Σk)
be the set associated with the constraint, then
cap(F , P) = lim
n→∞
1
n
log2
(
|Σ|n Pr[LYn,k ∈ Γ]
)
= log2 |Σ|+ limn→∞
1
n
log2
(
Pr[LYn,k ∈ Γ]
)
= log2 |Σ| − I(ν) = log2 |Σ| .
III. THE EXISTENCE OF THE LIMIT IN THE CAPACITY
DEFINITION AND WEAK SEMICONSTRAINED SYSTEMS
Let us consider the following two examples of binary
semiconstrained systems.
Example 11. Let X(F , P) be an SCS with F = {0, 1} and
P(0) = P(1) = 12 . Note that in this example the limit in the
definition of the capacity does not exist. For an even number,
n, one can calculate |Bn(F , P)| and obtain ( nn/2) which gives
cap(F , P) > 0. For an odd n we have that |Bn(F , P)| = 0. It
is easy to construct more examples in the same spirit. ✷
Example 12. Let X(F , P) be an SCS with F = {0, 1} and
P(0) = r, P(1) = 1 − r where r ∈ [0, 1] is an irrational
number. We have that the possible words are those with exactly
an r-fraction of zeros and a (1 − r)-fraction of ones. Since
the capacity is defined on finite words, for every n we obtain
Bn(F , P) = ∅, which implies that cap(F , P) = −∞. ✷
These two examples are interesting because the first shows
that the limit in the definition of the capacity does not always
exist, and the second one shows that the capacity is not a
continuous function of p. That is, in the second example, from
Theorem 8 we know that for every ǫ > 0,
lim
n→∞
1
n
log2 |Bn (F , (r + ǫ, 1− r + ǫ)) | > 0
exists. However, the second example shows that
lim
ǫ→0
lim
n→∞
1
n
log2 |Bn (F , (r + ǫ, 1− r + ǫ)) |
6= cap (F , (r, 1− r)) .
We therefore suggest a more relaxed definition of semicon-
strained systems.
Definition 13. Let F ⊆ Σ∗ be a finite reduced set of words,
and let P ∈ [0, 1]F be a function from F to the real interval
[0, 1]. A weak semiconstrained system (WSCS), X(F , P), is
defined by
X(F , P) = {ω ∈ Σ∗ : ∀φ ∈ F , T(φ,ω) 6 P(φ) + ξ(|ω|)} ,
where ξ : N → R+ is a function satisfying both ξ(n) = o(1)
and ξ(n) = Ω(1/n). In addition, we define
Bn(F , P) = X(F , P)∩ Σn.
We can think of ξ(|ω|) as an additive tolerance to the
semiconstraints. The requirement that ξ(n) = o(1) is in the
spirit of having the WSCS X “close” to the SCS X. In the
other direction, however, if we were to allow ξ(n) = o(1/n),
then for large enough n, we would have gotten Bn = Bn, i.e.,
no relaxation at all. Thus, we require ξ(n) = Ω(1/n).
The capacity of WSCS is defined in a similar fashion.
Definition 14. Let X(F , P) be a WSCS. The capacity of
X(F , P), which is denoted by cap(F , P), is defined as
cap(F , P) = lim sup
n→∞
1
n
log2
∣∣Bn(F , P)∣∣ .
We show that under this definition of the capacity, the limit
superior is actually a limit. Moreover, for cases such as the
first example, cap(F , P) = cap(F , P). We do however note
that weak semiconstrained systems are not a generalization
of fully-constrained systems since the set of sequences in the
latter does not contain any word which belongs to F , while
the former does.
In order to show that the limit in the definition of cap
exists we need the following definition and theorems. The
first theorem shows that it is possible to work over the set
of shift-invariant measures with the induced topology.
Theorem 15. Let X = M1(Σk) be the set of probability
measures on k-tuples and let Y = Mσ(Σk) ⊆ X be the set
of shift-invariant probability measures on k-tuples. If S is a
sequence of i.i.d. symbols, denote µn(Γ) = Pr[LSn,k ∈ Γ].
Let µn|Y and I|Y denote the restriction of µn and I to Y ,
respectively. If the sequence {µn} satisfies the LDP with rate
function I then µn|Y satisfies the LDP with the rate function
I|Y .
In order to prove Theorem 15 we need some definitions and
a lemma.
Definition 16. A good rate function I : X → [0, ∞] is a rate
function for which all the level sets are compact subsets of X .
Lemma 17. The rate function governing the LDP of the empir-
ical distribution LYn,k, as defined in Theorem 8, is a good rate
function.
Proof: Recall that the rate function I governing the LDP
of the empirical distribution LYn,k, as defined in Theorem 8,
can be written as the relative-entropy function. Let us denote
ℓ = |Σ|k. The set M1(Σk) is isomorphic to a closed and
bounded subset of [0, 1]ℓ and hence, compact. The subset
of shift-invariant measures in M1(Σk) is a closed subset of
M1(Σ
k) as a finite intersection of closed sets. Every closed
subset of a compact set is compact and therefore the set of
shift-invariant measures on M1(Σk) is compact. Since I is a
rate function, the level sets are a closed subset of the shift-
invariant measures on M1(Σk) and hence compact.
Lemma 18. [5, Lemma 4.1.5] Let X be a polish space and let
Y ⊆ X be a Gδ-subset of X (countable intersection of open
sets in X ), equipped with the induced topology. Let {µn} be
finite measures on X such that µn(X \ Y) = 0 for all n > 1
and let I be a good rate function on X such that I(x) = ∞ for
all x ∈ X \ Y . Let µn|Y and I|Y denote the restriction of µn
and I to Y , respectively. Then, I|Y is a good rate function on Y
and the following statements are equivalent.
1) The sequence {µn} satisfies the LDP with rate function
I.
2) The sequence {µn|Y} satisfies the LDP with rate func-
tion I|Y .
We are now in a position to prove Theorem 15.
Proof of Theorem 15: The shift-invariant measures on
M1(Σ
k) form a Gδ-subset, and the probability of a sequence
to have a measure which is not shift invariant is 0, i.e.,
µn(X \Y) = 0 where Y is the set of shift-invariant measures.
Moreover, by the definition of the rate function governing the
LDP of the empirical distribution, LYn,k, we have I(x) = ∞
for x ∈ X \ Y . Thus, we can use Lemma 18 which allows us
to restrict ourselves to the set of shift-invariant measures with
the induced topology, which is denoted by Mσ(Σk).
The set F could contain words of various lengths, a fact
that sometimes complicates proofs. In order to keep things
as simple as possible we would like to work with a set of
forbidden words of the same length, i.e., a set F ⊆ Σk for
some k ∈ N. The next definition and theorem help us achieve
this goal.
Definition 19. Let F ⊆ Σ∗ be a finite reduced set of words.
Set k = maxφ∈F |φ| and define the operator f : M1(Σk) →
[0, 1]|F | as follows. Let M be a |F | × |Σ|k matrix, where for
φ ∈ F and ω ∈ Σk, the (φ,ω) entry is given by
Mφ,ω =
[
ω0,|φ| = φ
]
.
Then, for any ν ∈ M1(Σk), we define f (ν) = Mν, where ν is
viewed as a vector indexed by Σk.
Example 20. Let F = {1, 100} thus k = 3. The matrixM has
two rows and eight columns. Each rows corresponds to a word
from F : the first row to 1 and the second row to 100. Each
column corresponds to a triple 000, 001, 010, . . . , 111.
M =
[
0 0 0 0 1 1 1 1
0 0 0 0 1 0 0 0
]
.
✷
The key point we make is that by using f−1 we are able
to convert constraints on a general set F to constraints on
k-tuples. The following theorem shows that the limit in the
definition of the capacity of the WSCS exists.
Theorem 21. Let X(F , P) be a WSCS, and
∆ =
{
ν ∈ [0, 1]F : ∀φ ∈ F , ν(φ) 6 P(φ)
}
.
Set k = maxφ∈F |φ|, and let X = Mσ(Σk) and Y = [0, 1]F
(which is isomorphic to [0, 1]|F |). Define the linear function
f : X → Y as in Definition 19. Then, if f−1(∆) ∩ X 6= ∅ the
following equality holds (and the limit exists):
cap(F , P) = lim
n→∞
1
n
log2
∣∣Bn(F , P)∣∣ = 1− inf
µ∈ f−1(∆)
I(µ),
provided the tolerance function for the WSCS satisfies ξ(n) >
2 |Σ|k−1 n−1, and where I is the rate function defined in Theo-
rem 8.
Before proving Theorem 21 we need a technical lemma.
Lemma 22. Let S = S0, S1, · · · be a sequence of Σ-valued
i.i.d. random variables. Denote Y = [0, 1]|F |, and let LSn,F
denote the vector of empirical distribution of words in F in the
first n places of S, i.e., the coordinate LSn,F (φ) that corresponds
toφ ∈ F is T(φ, S0,n+|φ|−1). Set k = maxφ∈F |φ|. Then, for
all n > k, and for every Borel set ∆ ⊆ Y ,
Pr[LSn,F ∈ ∆] = Pr[LSn,k ∈ f−1(∆)].
Proof: Let LSn,k = v ∈ f−1(∆), and LSn,F = u. We show
that u ∈ ∆. Note that f (v) ∈ ∆ hence if u = f (v) we are
done. For all φ ∈ F , we get,
f (v)(φ) = ∑
ω∈Σk
Mφ,ωv(ω)
= ∑
ω∈Σk
[
ω0,|φ| = φ
]
T(ω, S0,n+k−1)
=
1
n ∑
ω∈Σk
n−1
∑
i=0
[
Si,k = ω
] [
ω0,|φ| = φ
]
=
1
n
n−1
∑
i=0
[
Si,|φ| = φ
]
= T(φ, S0,n+|φ|−1) = u(φ).
The proof for the other direction is symmetric.
Example 23. Let F = {1, 100} and k = 3 as in Example 20.
Consider the sequence S0,12 = 101001101000. The empirical
distribution of triples in S0,12 is shown in Table I.
TABLE I
EMPIRICAL DISTRIBUTION OF TRIPLES LS10,3 IN THE SEQUENCE
ω = 101001101000 . . . .
Triple Distribution Triple Distribution
000 1/10 100
2/10
001 1/10 101
2/10
010 2/10 110
1/10
011 1/10 111 0
Thus,
v =
(
1
10
,
1
10
,
2
10
,
1
10
,
2
10
,
2
10
,
1
10
, 0
)T
and we have that
Mv =
(
5
10
,
2
10
)T
.
Indeed, LS10,F (1) = T(1, S0,10) =
5/10 and LS10,F (100) =
T(100, S0,12) =
4/12 and we obtain that LS10,F = MLS10,3. ✷
We are now ready to prove Theorem 21.
Proof of Theorem 21: We first note that ∆ is closed and
hence compact. Let {∆n} be the sequence
∆n =
{
ν ∈ [0, 1]F : ∀φ ∈ F , ν(φ) 6 P(φ) + 2 |Σ|
k−1
n
}
.
We let Γ = f−1(∆), and define the sequence {Γn} where for
every n, Γn = f−1(∆n), i.e.,
Γn =
{
ν ∈ Mσ
(
Σk
)
:
∀φ ∈ F , f (ν(φ)) 6 P(φ) + 2 |Σ|
k−1
n
}
.
From Theorem 15 we can restrict ourselves to the shift-
invariant measures Mσ(Σk). Clearly, for every n, Γn is a
closed and compact set, and Γn → Γ when n → ∞ (in the
sense that for every open neighborhood U of Γ there exists
N ∈ N such that for all n > N, Γn ⊆ U). Moreover,⋂
n Γn = Γ. Since Γ is not empty and is closed, from LD
theory we obtain that for every l ∈ N
lim sup
n→∞
1
n
log µn(Γn) 6 lim sup
n→∞
1
n
log µn(Γl) 6 − inf
ν∈Γl
I(ν),
where µn(·) = Pr[LSn,k ∈ ·]. Since the rate function is
continuous we obtain,
lim sup
n→∞
1
n
log µn(Γn) 6 lim
l→∞
(
− inf
ν∈Γl
I(ν)
)
(a)
= − inf
ν∈Γ
I(ν)
where (a) follows from the convergence of Γn to Γ.
Now we argue that for every n, the set Γn contains a
probability measure which belongs to the support of µn, i.e.,
∃ ω1 ∈ Γn such that ω1 ∈ LSn,k. Moreover, if q1 ∈ Γ then we
have ω1 ∈ Γn such that ω1 ∈ LSn,k and ‖q1 −ω1‖∞ 6 2n (see
appendix for a proof). Note that a tolerance of 2/n becomes,
after applying f , a tolerance of at most 2 |Σ|k−1 n−1 since the
maximum sum of entries in a row of M is |Σ|k−1. It is known
[1] that
1
n
log µn(ω1) = −I(ω1) +O(n−1 log n).
For every n ∈ N
1
n
log µn(Γn) > − inf
ω∈Γn∩LSn,k
I(ω) +O(n−1 log n).
Since the rate function is continuous and since ‖q1 −ω1‖∞ 6
2
n we obtain
1
n
log µn(Γn) > − inf
ω∈Γn
I(ω) +O(n−1 log n) + o(1),
which implies
lim inf
n→∞
1
n
log µn(Γn) > − inf
ω∈Γ
I(ω).
Therefore,
lim
n→∞
1
n
log µn(Γn) = − inf
ω∈Γ
I(ω).
From Lemma 22 and since
µn(Γn) = Pr[L
S
n,k ∈ f−1(∆n)] = Pr[LSn,F ∈ ∆n]
we have that
lim
n→∞
1
n
log µn(Γn) = lim
n→∞
1
n
log
(
Pr[LSn,F ∈ ∆n]
)
= − inf
ω∈ f−1(∆)
I(ω)
as claimed.
The proof shows another important property, namely, the
continuity of the capacity as a function of P. Note that the
function f is continuous and the rate function is continuous
when reduced to its support. Thus, if P is not empty and P+ ǫ
is not empty, limǫ→0 cap(F , P + ǫ) = cap(F , P).
IV. BOUNDS ON THE CAPACITY OF (0, k, p)-RLL SCS
AND RATE OF CONVERGENCE
Although the capacity of semiconstrained systems may be
found exactly as a by-product of the methods described in
[20], it is given as the result of an optimization problem. This
does not allow us to answer questions such as the rate of
convergence of the capacity as a function of its parameters.
In addition, the exact capacity calculation applies only to the
one-dimensional case.
In this section we study closed-form bounds on the capacity
that allow us to analyze the asymptotics of the capacity of
semiconstrained systems, and prove bounds on the capacity
in the multi-dimensional case. To that end, we focus on the
family of semiconstrained (0, k)-RLL, since it is defined by a
single offending string of 0k+1. While the results are specific
to this family, we note that some of them may be extended to
general semiconstrained systems.
For reasons that will become apparent later, we conve-
niently invert the bits of the system, and define the (0, k)-
RLL constrained system as the set of all finite binary strings
not containing the 1k+1 substring. We therefore consider the
semiconstrained system X(F , P) defined by
F =
{
1k+1
}
, P(1k+1) = p,
for some real constant p ∈ [0, 1]. We call this semiconstrained
system the (0, k, p)-RLL SCS, and throughout this section we
denote its capacity by Ck,p. Thus, Ck,0 denotes the capacity of
the fully-constrained (0, k)-RLL system.
In the case of fully-constrained (0, k)-RLL, the asymptotics
of the capacity, as k tends to infinity, are well known. It was
mentioned in [10], that
1− Ck,0 =
log2 e
4 · 2k (1 + o(1)).
It was later extended in [24] to the multi-dimensional case,
where it was shown that
1− C(D)k,0 =
D log2 e
4 · 2k (1 + o(1)),
where C(D)k,0 denotes the capacity of the fully-constrained D-
dimensional (0, k)-RLL.
Our analysis will proceed by proving a lower and an upper
on the capacity of (0, k, p)-RLL SCS, and then analyzing it
when k → ∞. We note that due to Corollary 10 we must also
take p 6 1
2k+1
or else the capacity is exactly 1.
A. An Upper Bound on the Capacity of (0, k, p)-RLL SCS
In order to obtain an upper bound on the capacity of
(0, k, p)-RLL SCS we employ a bound by Janson [8]. Consider
an index set, Q, and a set {Ji}i∈Q of independent random
indicator variables. Let A be a family of subsets of Q, namely,
A ⊆ 2Q. We define the random variables
S = ∑
A∈A
IA, IA = ∏
i∈A
Ji.
Moreover, we define
pA = E[IA], λ = E[S] = ∑
A
pA, δ =
1
λ ∑
A∼B
E[IA IB],
where, for A, B ∈ A, we write A ∼ B if A ∩ B 6= ∅ and
A 6= B.
Theorem 24. [8, Theorem 1] If η is an integer such that 0 6
η 6 λ, then
Pr [S 6 η] 6
(√
2π(η + 1)
λη
η!
e−λ
) 1
1+δ
.
Lemma 25. For the (0, k, p)-RLL SCS, let
F =
{
1k+1
}
, P(1k+1) = p ∈ [0, 1].
Then
cap(Xcyc(F , P)) = cap(X(F , P)).
Proof: For any ω ∈ Bcycn , n > k + 1, by definition,
ωω0,k ∈ Bn+k. Thus, |Bcycn | 6 |Bn+k| for all n > k + 1. In
the other direction, we note that for any ω ∈ Bn−1, one can
easily verify that ω0 ∈ Bcycn , for all n > k + 2. It follows
that, for all n > k + 2,
|Bn−1| 6
∣∣∣Bcycn ∣∣∣ 6 |Bn+k| .
Taking the appropriate limits required by the definition of the
capacity, we prove the claim.
Before stating the upper bound on the capacity of (0, k, p)-
RLL SCS, we explain briefly how Theorem 24 is going to be
used. We conveniently set the index set of a string of length n
to be Q = {0, 1, . . . , n− 1}. For (0, k, p)-RLL SCS we define
the family of subsets of Q,
A = {{i, i + 1, . . . , i + k} : 0 6 i < n} ,
where the coordinates are taken modulo n. Setting η = pn,
we have that Pr[S 6 pn] is the probability that a sequence of
length n obeys the cyclic (0, k, p)-RLL SCS, for some integer
0 6 pn 6 λ. For this reason, Corollary 10 implies that in
case η > λ the capacity is log2 2 = 1.
Theorem 26. For 0 < p 6 1
2k+1
, the capacity of the (0, k, p)-
RLL SCS is bounded by
Ck,p 6 1−
1
3− 2−k+1
(
log2 e
2k+1
+ p(k + 1)− p log2
e
p
)
.
Proof: Assume a sequence of n bits are randomly chosen
i.i.d. Bernoulli(1/2). It follows that
λ = E[S] = ∑
A
pA =
n
2k+1
.
For each A ∈ A there are exactly 2k sets, Bi ∈ A,
i = 0, 1, . . . , 2k − 1, such that A ∼ Bi. If |A ∩ Bi| = t then
E[IA IBi ] =
1
22(k+1)−t . Hence,
δ =
1
λ ∑
A∈A
∑
B∼A
E[IA IB] =
1
λ ∑
A∈A
k
∑
t=1
2
1
22(k+1)−t
=
1
λ ∑
A∈A
2k − 1
22k
= 2− 1
2k−1
.
Applying Theorem 24 yields
Ck,p = lim sup
n→∞
1
n
log2 |Bn|
= lim sup
n→∞
1
n
log2 2
n Pr[S 6 pn]
= 1 + lim sup
n→∞
1
n
log2 Pr[S 6 ⌊pn⌋]
(a)
6 1 + lim
n→∞
1
n
log2
(√
2π(⌊pn⌋+ 1) λ
⌊pn⌋
⌊pn⌋! e
−λ
) 1
1+δ
= 1 + lim
n→∞
1
(3− 1
2k−1 )n
(
−λ log2 e + log2
λ⌊pn⌋
⌊pn⌋!
)
= 1− log2 e
(3− 1
2k−1 )2
k+1
+ lim
n→∞
1
(3− 1
2k−1 )n
log2
n⌊pn⌋
2⌊pn⌋(k+1)(⌊pn⌋!)
(b)
= 1− log2 e
(3− 1
2k−1 )2
k+1
− p(k + 1)
(3− 1
2k−1 )
+
p
(3− 1
2k−1 )
log2
e
p
,
where (a) follows from Theorem 24 and from the existence
of the limit, and (b) follows from Stirling’s approximation.
Using Lemma 25 we complete the proof.
The same method can be applied for the D-dimensional
(0, k, p)-RLL SCS, extending the results of [24]. We briefly
define the extension of SCS to the multi-dimensional case, and
only sketch the proof since it is similar to that of [24].
Define [n] = {0, 1, . . . , n− 1}, and let ej be the jth
standard unit vector, containing all 0’s, except the jth position
which is 1. Assume Σ is a finite alphabet, and ω ∈ Σ[n]D is
an n × · · · × n D-dimensional array over Σ. A substring of
ω is defined as
ωi,m,ej = ωiωi+ej . . .ωi+(m−1)ej ,
where i ∈ [n]D is a D-dimensional index. We note that ωi,m,ej
is a one-dimensional string of length m. We naturally extend
Tcyc to the D-dimensional case in the following manner: For
ω ∈ Σ[n]D and τ ∈ Σ∗, the frequency of τ as a cyclic
substring of ω is defined as
Tcyc(τ,ω) =
1
nD
D−1
∑
j=0
∑
i∈[n]D
[ωi,|τ|,ej = τ],
where indices are taken modulo n appropriately.
The D-dimensional cyclic (0, k, p)-RLL SCS is defined as
Bcyc,(D)n (1k+1, p) =
{
ω ∈ {0, 1}[n]D : Tcyc(1k+1,ω) 6 p
}
,
Xcyc,(D)(1k+1, p) =
⋃
n
Bcyc,(D)n (1k+1, p).
Its capacity is defined as
C
(D)
k,p = lim sup
n→∞
1
nD
log2
∣∣∣Bcyc,(D)n (1k+1, p)∣∣∣ .
We obtain the following upper bound on C(D)k,p :
Theorem 27. The capacity of the D-dimensional (0, k, p)-RLL
SCS is bounded by the following.
C
(D)
k,p 6 1−
D
log2(e)
2k+1
+ p(k + 1)− p log2 Dep
3− 2−k+1 + 2−k(D− 1)(k + 1)2 .
Sketch of proof: We use Janson’s method, a direct cal-
culation of the expected number of appearances of a sequence
of k + 1 ones, together with direct calculations of the value of
δ. We obtain that
λ =
DnD
2k+1
,
δ =
1
λ ∑
A∈A
∑
B∼A
E[IA IB] = 2− 1
2k−1
+
(D− 1)(k + 1)2
2k
.
Placing λ and δ in Theorem 24 yields the wanted result.
We return to the one-dimensional case. The upper bound of
Theorem 26 converges to 1 as k grows. We now find the rate of
this convergence. To that end we prove a stronger upper bound
on the capacity, that does not have a nice form as Theorem
26 in the finite case, but does have a nice asymptotic form.
Note that p must be a function of k since p 6 1
2k+1
.
Theorem 28. Let c = limk→∞
p
2−(k+1) , where c ∈ [0, 1], andlet
bL =
{
3−√1+8c
2 log2 e− 2c log2
(
1+4c+
√
1+8c
8c
)
c > 0,
log2 e c = 0.
Then,
1− Ck,p >
bL
2k+2
(1 + o(1)),
where o(1) denotes a function a of k tending to 0 as k → ∞.
Proof: Let S′A = IA +∑B∼A IB and hence, given IA = 1,
S′A ∈ {1, 2, . . . , 2k + 1}. We denote ψ(t) = E[e−tS]. For all
t > 0, it was shown in [8] that
− d
dt
lnψ(t) =
1
ψ(t) ∑
A∈A
E[IAe
−tS]
> ∑
A∈A
pAE[e
−tS′A |IA = 1]. (3)
While [8] bounded z = E[e−tS′A |IA = 1], we proceed by
calculating it explicitly. Due to symmetry, z does not depend
on A or n (for large enough n). Thus, (3) becomes
− d
dt
lnψ(t) > z ∑
A∈A
pA = λz. (4)
However, z does depend on k and t, which we will sometime
emphasize by writing z(k, t).
We assume that the length of the sequence is at least 3k, and
recall that we may consider sequences cyclically. A tedious
calculation gives
Pr[S′A = ℓ|IA = 1] =


ℓ
2ℓ+1
1 < ℓ 6 k
2k+4−ℓ
2ℓ+1
k < ℓ 6 2k
4
2ℓ+1
ℓ = 2k + 1.
Thus,
z =
k
∑
j=1
j
2j+1
e−tj +
2k
∑
j=k+1
2k + 4− j
2j+1
e−tj + 4
22k+2
e−t(2k+1)
=
2−2ke−(1+2k)t
(
et − 2ke(k+1)t − 1
)2
(1− 2et)2 .
Since ψ(0) = 1, (4) implies
− lnψ(t) >
∫ t
0
λz(k, u) du.
Let b > 0. Since for t > 0 we have
e−tbλ Pr[S 6 bλ] 6 E[e−tS],
it follows that
ln Pr[S 6 bλ] 6 −λ
∫ t
0
z(k, u)du + tbλ.
Recall that in our setting we consider the value ln Pr[S 6 pn]
where p is the constraint and n is the length of the sequence.
Therefore, since λ = n
2k+1
, we set p = b
2k+1
. For any k, the
following upper bound on the capacity holds for any t > 0,
Ck,p = 1 + lim sup
n→∞
1
n
log2 Pr[S 6 pn]
6 1− log2 e
2k+1
∫ t
0
z(k, u)du + tp log2 e,
where we note that the change of logarithm base introduces a
factor of log2 e. Thus,
1− Ck,p >
log2 e
2k+1
∫ t
0
z(k, u)du− tp log2 e. (5)
Note that for any t > 0, by Lebesgue’s dominated conver-
gence we obtain that
lim
k→∞
∫ t
0
z(k, u)du =
∫ t
0
lim
k→∞
z(k, u)du
=
∫ t
0
eu
(1− 2eu)2 du.
It follows that for any fixed b > 0, multiplying the right-hand
side of (5) by 2k+2/b gives,
lim
k→∞
2k+2 log2 e
b
(
1
2k+1
∫ t
0
z(k, u)du− tp
)
=
2 log2 e
b
(∫ t
0
eu
(1− 2eu)2 du− tc
)
=
log2 e
b
(
1 +
1
1− 2et − 2tc
)
.
Thus, to get a bound of the claimed form, this expression must
equal 1, i.e.,
b =
(
1 +
1
1− 2et − 2tc
)
log2 e.
Since we are lower-bounding 1 − Ck,p, we would like to
maximize this expression by choosing an appropriate value
of t. When c > 0 the maximum is attained by
t = ln
(
1 + 4c +
√
1 + 8c
8c
)
,
and then we get b = bL, i.e.,
b =
3−√1 + 8c
2
log2 e− 2c log2
(
1 + 4c +
√
1 + 8c
8c
)
.
When c = 0 we take the limit as t → ∞ to obtain b = bL =
log2 e, which completes the proof.
We note that taking c = 0 in Theorem 28 gives 1− Ck,0 >
log2 e
4·2k (1 + o(1)), which coincides with the capacity’s rate of
convergence for the fully-constrained system [24].
B. A Lower Bound on the Capacity of (0, k, p)-RLL SCS
We turn to consider a lower bound on the capacity of the
(0, k, p)-RLL SCS. We can extend the method of monotone
families that was used in [24] to obtain such a bound. However,
the result that we describe next, which is based on the theory of
large deviations, outperforms the monotone-families approach.
As mentioned in Theorem 8, the capacity of (0, k, p)-RLL
SCS is given by
cap(F , p) = 1− inf
ν∈Γ
I(ν)
where Γ =
{
ν ∈ Mσ(Σk) : ν(1k+1) 6 p
}
. The main idea
of the bound is that by fixing some ν ∈ Γ we find a lower
bound on the capacity. We do, however, have to keep in mind
that the measure we choose must be shift invariant.
Theorem 29. For all k > 1 and 0 6 p 6 2−(k+1),
Ck,p > 1− 1− p
2k+1 − 1 log2
(
2− 2p
1 + 2p(2k − 1)
)
− p log2
(
2p(2k+1 − 1)
1 + 2p(2k − 1)
)
. (6)
Proof: Construct the following measure,
ν∗(i) =
{
p i = 1k+1,
1−p
2k+1−1 otherwise.
It is easy to verify that ν∗ is indeed a shift-invariant measure.
Plugging ν∗ into Theorem 8 gives,
Ck,p = 1− inf
ν∈Γ
I(ν) > 1− I(ν∗)
= 1− 1− p
2k+1 − 1 log2
(
2− 2p
1 + 2p(2k − 1)
)
− p log2
(
2p(2k+1 − 1)
1 + 2p(2k − 1)
)
,
as claimed.
The bound of Theorem 29 can now be used to prove an
asymptotic form when k → ∞.
Theorem 30. Let c = limk→∞
p
2−(k+1) , where c ∈ [0, 1], and let
bU = (1 + c)(1− H( 1c+1)), where H(·) is the binary entropy
function. Then,
1− Ck,p 6 bU
2k+1
(1 + o(1)).
Proof: We take the limit of the right-hand side of (6)
divided by bU/2k+1. We obtain that
lim
k→∞
2(k+1)
bU

 (1− p) log2
(
2−2p
1+2p(2k−1)
)
2k+1 − 1
+p log2
(
2p(2k+1 − 1)
1 + 2p(2k − 1)
))
=
log2
(
2
1+c
)
bU
+
c
bU
log2
(
2c
1 + c
)
=
1
bU
(
(1 + c)− (1 + c)H
(
1
1 + c
))
= 1,
which proves the claim.
In order to obtain a lower bound on the capacity of the
D-dimensional (0, k, p)-RLL SCS we use the method of
monotone families. The bound is recursive in the sense that it
is given in terms of the one-dimensional capacity. Thus, the
expression may be further simplified by plugging in lower
bounds on the one-dimensional capacity from Theorem 29
or Theorem 30. We follow the steps presented in [24], and
therefore, only sketch the proof.
Theorem 31. The capacity of the D-dimensional (0, k, p)-RLL
SCS is bounded by the following,
C
(D)
k,p > 1 + D
(
C
(1)
k,p/D − 1
)
.
Sketch of proof: Fix j ∈ [D], and let Aj denote the set of
all ω ∈ {0, 1}[n]D such that ωi,n,ej are each one-dimensional
(0, k, p/D)-RLL semiconstrained strings. As in [24], we note
that the D-dimensional (0, k, p)-RLL SCS is a superset of the
intersection
⋂
j∈[D] Aj. Additionally, each Aj is a monotone
decreasing family in the sense that it is closed under the
operation of turning 1’s into 0’s. Thus, as in [24, Corollary
8], we obtain the desired result.
As a final comment we note that the ratio between the
bounds of Theorem 28 and Theorem 30 is at most ≈ 1.5.
V. ENCODER AND DECODER CONSTRUCTION FOR WSCS
In this section we describe an encoding and decod-
ing scheme for general weak semiconstrained systems, that
asymptotically achieves capacity. The scheme relies on LD
theory, and its implementation is inspired by the coding
scheme briefly sketched in [2].
We outline the strategy used to construct the encoder. Given
a general semiconstrained system, by LD theory we can solve
an optimization problem to find the empirical distribution of
k-tuples that both satisfies the semiconstraints, as well as
maximizes the entropy. We then use this empirical distribution
to construct a Markov chain over a De-Bruijn graph of order
k − 1, with a stationary distribution of edges matching the
empirical distribution given by LD theory. We then use this
Markov chain to translate a stream of input symbols into
symbols that are sent over a channel. The decoder simply
reverses the process to obtain the input symbols.
The encoder we present is a block encoder which is also a
constant bit rate to constant bit rate encoder. We analyze it for
input blocks that contain i.i.d. Bernoulli(1/2) bits. In what
follows we present some notation, then describe the encoder
and decoder, and finally, analyze the scheme and show its rate
is asymptotically optimal, and its probability of failure tends
to 0.
A. Preliminaries
Several assumptions will be made in this section, all of them
solely for the purpose of simplicity of presentation. We will
make these assumptions clear. We further note that the results
easily apply to the general case as well.
Let (F , P) be a WSCS. The first assumption we make
is that the system is over the binary alphabet Σ = {0, 1}.
Another assumption we make is that F ⊆ Σk, i.e., every word
φ ∈ F is of the same length k (see Theorem 19).
Solving the appropriate LD problem (see Theorem 8)
yields the capacity of the system, which is denoted by C =
cap(F , P), together with an optimal probability vector, p, of
length 2k. Each entry of the vector p corresponds to a k-tuple
and contains the probability that a k-tuple should appear in
order to achieve the capacity of the system, as well as satisfy
the constraints. We denote the entries p = (p0, p1, . . . , p2k−1).
Let G be the binary De-Bruijn graph of order k − 1, i.e.,
the vertices are all the binary (k− 1)-tuples, and the directed
labeled edges are
u = (u1, u2, . . . , uk−1)
uk−→ (u2, u3, . . . , uk) = u′, (7)
where ui ∈ Σ. Thus, each vertex has 2 outgoing edges labeled
0 and 1. Additionally, each edge corresponds to a binary k-
tuple. For example, the edge from (7) corresponds to uuk =
u1u
′
.
For convenience, we define an operator R : Σ+ → Σ∗,
(where Σ+ denotes the set of positive-length finite strings over
Σ) which removes the first bit of a sequence. Namely, for a
sequence u = (u1, u2, . . . , un) ∈ Σn, we define R(u) =
(u2, u3, . . . , un) ∈ Σn−1. Thus, the edges of the De-Bruijn
graph are of the form u → R(ua), for all u ∈ Σk−1 and
a ∈ Σ. Another operator we require is L : Σ+ → Σ, which
maps to the first bit of the sequence. That is, L(u) = u1.
We can construct a Markov chain over G, whose transition
matrix, A, is a 2k−1 × 2k−1 matrix whose i, j entry, Aij, is the
probability of choosing the edge going from vertex ui ∈ Σk−1
to vertex uj ∈ Σk−1 given that we are in state ui. At this point,
for simplicity of presentation, we assume that from each vertex
emanate exactly two outgoing edges with positive probability.
Denote by v = (v0, v1, . . . , v2k−1−1) the stationary distribu-
tion of the vertices of the Markov chain, i.e., v is the unique
left eigenvector of A associated with the eigenvalue 1, whose
entry sum is also 1. We would like to find a Markov chain on G
whose stationary distribution of the edges matches the vector
p. More precisely, the variables appear in the non-zero entries
of A (we have 2k−1 variables), and we would like to find a
vector v as above (another set of 2k−1 variables) satisfying
vA = v, (8)
as well as, for each edge ui
a−→ uj, a ∈ Σ,
vi Ai,j = puia,
where pui a is the entry in p that corresponds to the k-tuple
uia. We note that since the vector p is shift invariant, the set
of equations has a solution (see [4]).
B. Encoder
Assume ω ∈ Σn is a sequence of n input bits at the
encoder, which are i.i.d. Bernoulli(1/2). The encoding process
is comprised of three steps: partitioning, biasing, and graph
walking.
Partitioning: The first step in the encoding process is parti-
tioning the sequence ω of n input bits into 2k−1 subsequences
of, perhaps, varying lengths, denoted ni, 0 6 i 6 2k−1 − 1.
Obviously, ni > 0 for all i, as well as ∑2
k−1−1
i=0 ni = n. Each
subsequence is to be associated with a vertex of the Markov
chain, or equivalently, with a (k − 1)-tuple. The first n0 bits
of the input are associated with state u0, the following n1 bits
are associated with state u1, and so on.
For every vertex ui, let uj be the vertex for which ui
0−→ uj,
i.e., uj = R(ui0), and denote by qi the entry Aij. For every
k-tuple i, let
n˜i = H(qi)vi · nC .
For all 0 6 i 6 2k−1 − 1 take ni = ⌊n˜i⌉, where ⌊·⌉ denotes
either a rounding down or a rounding up. The rounding is
done in such a manner as to preserve the sum,
2k−1−1
∑
i=0
n˜i =
2k−1−1
∑
i=0
ni.
This is always possible, for example, by taking 2k−1 steps,
where at the ith step, n˜i is rounded in a direction that keeps
the intermediate sum strictly less than 1 away from the original
sum. We additionally note that indeed
2k−1−1
∑
i=0
ni =
2k−1−1
∑
i=0
n˜i
(a)
=
n
C ∑
i∈Σk−1
H(qi)vi
=
n
C ∑
i∈Σk−1
(−qivi log2 qi − (1− qi)vi log2(1− qi))
=
n
C ∑
i∈Σk−1
(−pi0 log2 qi − pi1 log2(1− qi))
=
n
C ∑
i∈Σk−1
(
−pi0 log2
pi0
pi0 + pi1
−pi1 log2
pi0
pi0 + pi1
)
(b)
=
n
C
· C = n,
where (a) follows from the one-to-one correspondence be-
tween states and (k− 1)-tuples, and (b) follows from Theorem
8.
Biasing: After obtaining 2k−1 subsequences, we take each
subsequence and bias it to create subsequences that are typical
for a Bernoulli(q) source, for some q. To that end, we use an
arithmetic decoding process on each subsequence.
Let ηi be the subsequence that corresponds to vertex ui,
namely,
ηi = ω∑i−1j=0 nj,ni
.
For every i, we decode ηi using an arithmetic decoder
with probability qi to obtain a new sequence ηˆi distributed
Bernoulli(qi). Since the decoding process can continue indef-
initely, we stop the process when the obtained sequence ηˆi is
of length
⌈
ni/H(qi) + n
1
2+ǫ
⌉
bits for some known arbitrarily
small ǫ ∈ (0, 14 ). For every state ui, we call the obtained
sequence “the information bits of state ui.”
The resulting arithmetically-decoded sequence, ηˆi, corre-
sponds to a closed segment in [0, 1]. If there exists a state
ui for which ηˆi corresponds to a segment of length greater
than 2−ni , an error is declared. For a detailed description of
arithmetic coding see [23].
Graph walking: The encoder now has the sequences ηˆi,
which are of various lengths. The encoder appends to each
sequence ηˆi an extra
⌈
n
1
2+2ǫ
⌉
bits distributed Bernoulli(qi).
These extra bits carry no information and are used for padding
only.
Then, the encoder starts the transmission in the following
manner:
Intuitively, when arriving at a state, the encoder takes a
bit from the sequence associated with the state. This bit is
transmitted, removed from the sequence, and determines the
next state. The encoder fails if a bit is required and the
sequence associated with the state is already empty, or if at
the end of the main loop, not all information bits have been
transmitted.
Algorithm 1 Encoding – The Graph-Walking Stage
Input: The sequences ηˆi
Output: Transmitted bits
u ← 0k−1 ⊲ Set initial state
repeat
if ηˆu is an empty sequence then
Declare error and stop
end if
a ← L(ηˆu) ⊲ Read first bit in queue
Transmit a
ηˆu ← R(ηˆu) ⊲ Remove first bit from queue
u ← R(ua) ⊲ Proceed to the next state
until
⌈
n
C + n
1
2+2ǫ
⌉
bits are transmitted
if ∃u ∈ Σk−1 s.t. |ηˆu| >
⌈
n
1
2+2ǫ
⌉
then
Declare error and stop
end if
C. Decoder
The decoding process mirrors the encoding. A simple graph
walking is the first stage of the decoding:
Algorithm 2 Decoding – The Graph-Walking Stage
Input: Received bits
Output: The sequences ηˆi
u ← 0k−1 ⊲ Set initial state
Set ηˆi to be empty sequences, for all i
repeat
Receive a bit a
ηˆu ← ηˆua ⊲ Append received bit to queue
u ← R(ua) ⊲ Proceed to the next state
until
⌈
n
C + n
1
2+2ǫ
⌉
bits are received
After receiving the transmission, the decoder takes
from each received subsequence η˜i only the first⌈
ni/H(qi) + n
1
2+ǫ
⌉
bits and passes them through an
arithmetic encoder, thus reversing the second stage of the
encoder. The resulting sequences are now ηi of length ni.
Finally, the decoder takes each ηi and concatenates them in
order to obtain the desired input sequence ω = η0 . . . η2k−1−1.
D. Analysis
We first show that the transmitted sequence indeed admits
the constraints given by P. Let G be the De-Bruijn graph
and A be the associated transition matrix with the stationary
distribution vector v. It is easy to see that G is irreducible and
aperiodic. It is well known that for such graphs, starting with
any vertex-probability vector u, limn→∞ uAn = v. For ǫ > 0,
a divergence of ǫ in some coordinate of v induces a divergence
of ǫ in some coordinate in p. Although the WSCS allows some
tolerance, we need to make sure that the tolerance is indeed
o(1). To show that for large enough n the transmitted words
satisfy the semiconstraints we need the following theorem.
Theorem 32.[ [15, Ch. 4]] Suppose A is the transition matrix
of an irreducible and aperiodic Markov chain, with stationary
distribution v. Then there exist constants α ∈ (0, 1) and c > 0
such that
max
i
‖(An)i,· − v‖TV 6 cαn,
where (An)i,· denotes the ith row of An, and ‖ · ‖TV denotes
the total variation norm.
This implies that the rate of convergence to the stationary
distribution is exponential and as such, the divergence from
the semiconstraints decays as o(1).
We now examine the rate of the presented coding scheme.
The encoder takes n input bits and transmits
⌈
n
C + n
1
2+2ǫ
⌉
bits over the channel. Since ǫ ∈ (0, 14 ), the asymptotic rate of
the scheme is
lim
n→∞
n⌈
n
C + n
1
2+2ǫ
⌉ = C,
and the coding scheme is asymptotically capacity achieving.
We now show that the error probability vanishes as n grows.
We define the following events:
1) E1: There exists a state ui for which the arithmetic-
decoded word ηˆi corresponds to a segment of length
greater than 2−ni .
2) E2: Some of the information bits have not been
transmitted, i.e., there exists a state j which, during
the graph-walking stage, is visited strictly less than⌈
nj/H(qj) + n
1
2+ǫ
⌉
times.
3) E3: There exists a state j which, during the
graph-walking stage, is visited strictly more than⌈
nj/H(qj) + n
1
2+ǫ + n
1
2+2ǫ
⌉
times.
Thus, the total error probability is
Perr = Pr [E1 ∪ E2 ∪ E3] 6 Pr [E1] + Pr[E2 ∪ E3].
We bound the two probabilities appearing on the right-hand
side separately, showing each of them vanishes.
We start by considering Pr[E1]. The arithmetic-coding
scheme used here receives a sequence of ni bits distributed
Bernoulli(1/2), employs the decoding process first, and then
uses the encoding process. The main obstacle in arithmetic
decoding is that the arithmetic decoder does not know when
to stop the decoding process. In our construction we stop
the arithmetic decoder after
⌈
ni/H(qi) + n
1
2+ǫ
⌉
bits are
obtained. It is well-known (for example, see [23]) that the
error probability in the arithmetic-coding scheme vanishes as
the block length grows, and therefore, using a simple union
bound Pr[E1] tends to 0.
We continue to the case of bounding Pr[E2 ∪ E3]. The
encoder transmits exactly
⌈
n/C + n
1
2+2ǫ
⌉
bits. Let V be the
2k−1× 2k−1 matrix all of whose rows are the stationary vector
v from (8). We denote by Z the matrix
Z = (I − A + V)−1 ,
where A is from (8) and I is the identity matrix. The matrix
A is invertible by [6, Chapter 11]. We also define, for each i,
σ2i = 2viZii − vi − v2i .
Let S(n)i denote the number of times a walk of length n on G
visits the vertex i. Let us denote f (n) = n 12+ǫ and g(n) =
n
1
2+2ǫ. For any state ui, it is easy to verify that since vi 6= 0, 1
for every i,
lim
n→∞
f (n)(1− vi)− g(n)vi√
σ2i
(
n
C + f (n) + g(n)
) ≈ limn→∞ nǫ(1− vi(1 + nǫ))
= −∞
and that
lim
n→∞
( f (n) + g(n)) (1− vi)√
σ2i
(
n
C + f (n) + g(n)
) ≈ limn→∞ n2ǫ = ∞.
Using the central limit theorem (CLT) for Markov chains
[6, Chapter 11] we bound 1 − Pr[E2 ∪ E3]. For any start-
ing vertex and for every state i, the probability that a
walk of length
⌈
n/C + n
1
2+ǫ + n
1
2+2ǫ
⌉
on G visits state
ui at least ni/H(qi) + n
1
2+ǫ times but no more than⌈
ni/H(qi) + n
1
2+ǫ + n
1
2+2ǫ
⌉
times is given in (9). Thus, as
n increases, the probability Pr[E2 ∪ E3] tends to 0.
VI. CONCLUSION
In this paper we studied semiconstrained systems, as well
as a relaxation in the form of weak semiconstrained systems.
We used tools from probability theory, and in particular,
large deviations theory, to formulate closed-form bounds on
the capacity of the (0, k, p)-RLL SCS. These enabled us to
bound the capacity’s rate of convergence as k grows. We also
examined WSCS and showed the limit in the definition of the
capacity for these systems does exist, unlike SCS. We also
showed the capacity is continuous, again, unlike the case of
SCS. Finally, we devised encoding and decoding schemes for
WSCS with rate that asymptotically achieves capacity, and
with a vanishing failure probability.
VII. APPENDIX
We provide a proof that for every n, the set Γn contains a
probability measure which belongs to the support of µn.
Definition 33. Let G = (V, E) be a directed graph. An n-
circulation is an assignment of weights w(·) to the edges such
that:
1) w(e) > 0 for all e ∈ E.
2) ∑e∈In(v) w(e) = ∑e∈Out(v) w(e) for all v ∈ V.
3) ∑e∈E w(e) = n.
An integer n-circulation is an n-circulation for which w(e) ∈
Z for all e ∈ E.
We assume throughout that a directed graph has no parallel
edges.
Definition 34. Let G = (V, E) be a directed graph. A cycle is
a sequence v0, v1, . . . , vk−1, such that vi ∈ V, and (vi, vi+1) ∈
E for all i, where the indices are taken modulo k. The cycle is
vertex simple if the vertices are all distinct. It is edge simple if
the edges are all distinct.
We note that using this notation, a cycle of length 1 is
described by a sequence with one vertex only. We say two
cycles are distinct if they do not contain the exact same set of
edges.
The underlying graph of a direct graph, is the undirected
graph obtained by removing the orientation of the edges. An
underlying graph may contain parallel edges.
Definition 35. Let G = (V, E) be a directed graph. Let C =
v0, . . . , vk−1 be a cycle in the underlying graph. For all i, we
say (vi, vi+1) is cooriented if (vi, vi+1) ∈ E, and disoriented if
(vi+1, vi) ∈ E. The set of cooriented and disoriented edges are
defined as:
CO(C) = {(vi, vi+1) : (vi, vi+1) ∈ E} ,
DO(C) = {(vi, vi+1) : (vi, vi+1) 6∈ E} .
We say the effective length of the cycle is CO(C)−DO(C).
A cycle with effective length of 0 is called balanced.
Definition 36. Let G = (V, E) be a directed graph, w a weight
assignment to the edges, and C = v0, . . . , vk−1 an edge-simple
cycle in the underlying graph. Let ǫ ∈ R. An ǫ-adjustment of
the cycle C is a weight assignment w′ such that,
w′(e) =


w(e) + ǫ e ∈ CO(C),
w(e)− ǫ e ∈ DO(C),
w(e) otherwise.
Lemma 37. Let G = (V, E) be a directed graph, and let C be a
balanced edge-simple cycle in the underlying graph. Assume w
is an n-circulation, and ǫ ∈ R is some real number. Denote by
w′ the edge-weighing function obtained from w by ǫ-adjusting
C. If w′(e) > 0 for all e ∈ E, then w′ is also an n-circulation.
Proof: Property 1 is satisfied by requirement. It is easily
verifiable that an adjustment preserves property 2. Finally, the
overall weight of the edges is not changed.
Lemma 38. Let G = (V, E) be a directed graph, and let C1 and
C2 be two distinct edge-simple cycles in the underlying graph
of effective lengths k1 and k2 respectively. Assume w is an n-
circulation, and ǫ ∈ R is some real number. Denote by w′ the
edge-weighing function obtained from w by k2ǫ-adjusting C1,
and then −k1ǫ-adjusting C2. If w′(e) > 0 for all e ∈ E, then
w′ is also an n-circulation.
Proof: Property 1 is satisfied by requirement. It is easily
verifiable that an adjustment preserves property 2. Finally, the
overall weight of the edges if increased by k1k2ǫ after the
first adjustment, and decreased by the same amount after the
second adjustment.
Theorem 39. Let G = (V, E) be the De-Bruijn graph of order
m over the finite alphabet Σ. Assume w is an n-circulation for
Pr
[
ni
H(qi)
+ n
1
2+ǫ < S
( nC +n
1
2 +ǫ+n
1
2 +2ǫ)
i <
ni
H(qi)
+ n
1
2+ǫ + n
1
2+2ǫ
]
= Pr
[nvi
C
+ f (n) < S
( nC + f (n)+g(n))
i <
nvi
C
+ f (n) + g(n)
]
= Pr

 nviC + f (n)− ( nC + f (n) + g(n)) vi√(
n
C + f (n) + g(n)
)
σ2i
<
S
( nC + f (n)+g(n))
i −
(
n
C + f (n) + g(n)
)
vi√(
n
C + f (n) + g(n)
)
σ2i
<
nvi
C + f (n) + g(n)−
(
n
C + f (n) + g(n)
)
vi√(
n
C + f (n) + g(n)
)
σ2i


= Pr

 f (n)(1− vi)− g(n)vi√(
n
C + f (n) + g(n)
)
σ2i
<
S
( nC + f (n)+g(n))
i −
(
n
C + f (n) + g(n)
)
vi√(
n
C + f (n) + g(n)
)
σ2i
<
( f (n) + g(n)) (1− vi)√(
n
C + f (n) + g(n)
)
σ2i


−−−→
n→∞
1
2π
∫ ∞
−∞
e−
x2
2 dx = 1 (9)
some n ∈ N. Then there exists an integer n-circulation w′ such
that
⌊w(e)⌋ 6 w′(e) 6 ⌈w(e)⌉+ 1,
for all e ∈ E.
Proof: We first look at the underlying unoriented graph.
This is a regular graph of degree 2 |Σ|. Because of property 2,
there is no vertex with exactly one incident edge of non-integer
weight. It follows, that every edge of non-integer weight is
on an unoriented cycle in the underlying graph, all of whose
edges have non-integer weights. We call such cycles, non-
integer cycles.
Assume there is a balanced non-integer cycle C. By Lemma
37, and since all of the weights on the cycle’s edges are non-
integers, there exists a minimal ǫ > 0 such that ǫ-adjusting C
creates a new n-circulation with at least one edge of the cycle
having an integer weight. Furthermore, for this edge e, since
we took the minimal ǫ possible, the new weight of the edge
is either ⌊w(e)⌋ or ⌈w(e)⌉.
We can repeat the process as long as we have balanced
non-integer cycles. If we do not, assume we have two distinct
non-integer cycles, C1 and C2. We can assume they are edge
simple. Again, there exists a minimal ǫ > 0 such that adjusting
by Lemma 38 turns at least one of the cycle-edge weights to
an integer weight. Like before, choosing the minimal such ǫ
ensures the new weight is either a rounding down or a rounding
up of the original weight.
After this, we go back to looking for balanced non-integer
cycles, an continue this way. Repeating the above, we must
end up with either an integer n-circulation w′ as desired, or
with a circulation all of whose non-integer weights form a
single vertex-simple non-balanced non-integer cycle. Denote
this cycle as C, and assume it has an effective length of k.
It is easy to verify that the fractional part of the weight of
all cooriented edges is equal to some constant 0 < α < 1,
whereas the fractional part of the disoriented edges is 1− α.
Since the sum of the edges of C is an integer, we have
|CO(C)| α+ |DO(C)| (1− α) = |DO(C)|+ kα,
is an integer. Thus, kα is an integer and 0 < kα < k.
It is well known [14] that the De Bruijn graph of order m
has an edge-simple directed cycle for each length between 1
and |Σ|m. We find such a cycle of length kα. We then round
down all the weights of the cycle C, and add 1 to all the edges
of the kα-cycle. We call the resulting n-circulation w′. Since
the weights of the edges of the kα cycle may have already
been increased in a previous rounding operation, we have
⌊w(e)⌋ 6 w′(e) 6 ⌈w(e)⌉+ 1,
for all e ∈ E, as claimed.
Finally, in the proof of Theorem 21 we are given q1, a shift-
invariant distribution over Σk. By identifying the elements of
Σk with the edges of the De Bruijn graph of order k− 1 over
Σ, and assigning each edge φ ∈ Σk the weight n · q1(φ),
we obtain a circulation. Using Theorem 39, we can obtain an
integer circulation, which we denote w′. If we define ω1 =
w′/n, then ω1 is a shift-invariant distribution in LSn,k satisfying
‖q1 −ω1‖∞ 6 2n ,
as claimed.
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