We solve the difference inequality |x n+1 − F (x n )| ≤ ε, where F is a given function with some moderate features. Moreover, as an application of this result in connection with Newton's method, we estimate the value of ε and determine the nonnegative integer m such that x m lies near a root of equation x 6 − x − 1 = 0 within a given error tolerance.
Introduction
The difference equation usually describes the evolution of a certain phenomenon by recursively defining a sequence, each of whose terms is defined as a function of the preceding terms, once one or more initial terms are known. The difference equation often refers to a specific type of recurrence relation (see [3] ).
In 1940, Ulam [11] raised an important problem concerning the stability of group homomorphisms: When is it true that the solution of an equation differing slightly from a given one, must of necessity be close to the solution of the given equation? In the following year, Hyers [6] solved the problem for the case of Cauchy additive functional equation f (x + y) = f (x) + f (y). Based on these facts, the Cauchy additive functional equation is stable in the sense of Hyers and Ulam or the equation has the Hyers-Ulam stability. We refer the reader to [2, 4, 5, 6, 7, 8, 9, 11] for the exact definition of Hyers-Ulam stability.
Throughout this paper, we denote by N and N 0 the set of all positive integers and of all nonnegative integers, respectively.
In this paper, let (a, b) be an arbitrary interval with −∞ ≤ a < b ≤ +∞ and we prove Hyers-Ulam stability of the first-order difference equation of the form
for all integers n ∈ N 0 , where
is a given function satisfying
is a monotone increasing function. More precisely, we prove that, for any given ε > 0, if a real-valued sequence {x n } n∈N 0 satisfies the inequality
for all n ∈ N 0 , then there exist a solution {y n } n∈N 0 to the difference equation (1.1) such that
is defined by ψ(t) := ϕ(t) + ε and ψ n (t) denotes the value of the nth iterate of ψ at t. Moreover, as an example of applications of this result in connection with Newton's method, we estimate the value of ε of (1.2) and determine the nonnegative integer m such that x m lies near a root of equation x 6 − x − 1 = 0 within a given error tolerance.
Hyers-Ulam stability of difference equations
In the following theorem, we prove that if a real-valued sequence {x n } satisfies inequality (1.2), then there exist a solution {y n } to the difference equation (1.1) near the sequence {x n }. 
is a monotone increasing function. Given an ε > 0, if a real-valued sequence {x n } ⊂ (a, b) satisfies the inequality (1.2) for all n ∈ N 0 , then there exists a real-valued sequence {y n } ⊂ (a, b) satisfying (1.1) and
for all n ∈ N 0 , where the function ψ : [0, ∞) → [0, ∞) is defined by ψ(t) := ϕ(t) + ε and ψ n (t) denotes the value of the nth iterate of ψ at t; i.e.,
Proof. In view of principle of recursive definition (see [10, Theorem A.5.6] ), the real-valued sequence {y n } is uniquely determined via the formula (1.1) provided y 0 is given. We will apply an induction on n to prove the inequality (2.2). For n = 1, it follows from (1.1), (1.2), and (2.1) that
which we also obtain by putting n = 1 in (2.2). We now assume that inequality (2.2) is true for some n ∈ N. Then, it follows from (1.1), (1.2), (2.1), and (2.2) that
which proves the validity of (2.2) for all n ∈ N 0 .
An application for Newton's method
The Newton's method is a very powerful numerical method for finding the roots of the equation f (x) = 0, where we generally assume the continuous differentiability of f (x). Newton's algorithm for this use is given as the firstorder difference equation
where x 0 is the initial guess of the root α. If x 0 is close enough to α and f (α) = 0, then the sequence {x n } determined by (3.1) converges to the root α (see [3] ).
We now consider a problem for finding the largest root α of the equation
with an error tolerance 1.0×10 −8 . We know that the largest root α lies between 1 and 2 and we set a := 1 and b := 2 in Theorem 2.1. Applying the Newton's algorithm, we change the equation (3.2) into the first-order difference equation
3)
The solution {x n } of this difference equation rapidly converges to the zero of f (x), say α, and we find the numerical solution to the difference equation (3.3) with the initial guess x 0 = 1.5 in [1, Table 3 .2].
In most practical applications, however, the difference equation cannot hold exactly because of the rounding errors or other sources. Therefore, it would be more natural to replace the difference equation (3.3) with the corresponding inequality
for all n ∈ N 0 and for some suitable ε > 0, where we define the function F (y) := 5y 6 +1 6y 5 −1 . We will show that 1 < F (x) < 2 for all x ∈ (1, 2): If we set g(x) := 5x 6 − 6x 5 + 2, then g (x) = 30x 4 (x − 1) > 0 for any x ∈ (1, 2). Moreover, g(1) = 1 and hence, g(x) = 5x 6 − 6x 5 + 2 > 0 for x ∈ (1, 2), which implies that 5x 6 + 1 > 6x 5 − 1 > 0 for x ∈ (1, 2). Thus, we have F (x) = 5x 6 +1 6x 5 −1 > 1 for all
x ∈ (1, 2). On the other hand, we differentiate F (x) to get F (x) = 30x 4 (x 6 −x−1)
< 2 for all x ∈ (1, 2), i.e., the function F : (1, 2) → (1, 2) is well defined.
Let us estimate the following
for all u, v ∈ (1, 2). Moreover, we have
for all u, v ∈ (1, 2). By using (3.6), (3.7), and (3.8), we get and hence, by (3.5), we further have
If we define ϕ(t) := 1.6t and ψ(t) := ϕ(t) + ε = 1.6t + ε for all t ∈ [0, ∞), then we can apply induction on n to prove ψ n (t) = 1.6 n t + ε n−1 i=0
1.6
i for all n ∈ N and t ∈ [0, ∞). According to Theorem 2.1, there exists a real-valued sequence {z n } ⊂ (1, 2) satisfying
and |z n − y n | ≤ 1.6
for all n ∈ N 0 . In view of (3.3) and (3.10), if we set z 0 = x 0 = 1.5, then z n is identical with x n for all n ∈ N 0 and hence, {z n } converges to the root α of f (x) = x 6 − x − 1. Moreover, by (3.11), if we set y 0 = z 0 (= x 0 = 1.5), then we obtain |x n − y n | ≤ ε n−1 i=0 1.6 i (3.12) for all n ∈ N 0 .
Since our error tolerance is 1.0 × 10 −8 , using [1, Table 3 .2] and (3.12), we get 
