Existence and regularity result for Stokes system with special
  inlet/outlet condition by Wołos, Kamil & Kosewski, Przemysław
Existence and regularity result for Stokes system with
special inlet/outlet condition
Kamil Wołos, Przemysław Kosewski ∗
February 11, 2020
Abstract
Our aim is to analyse special type of boundary conditions, created to simulate
flows like in cardiovascular and respiratory systems. Firstly, we will describe model
of viscous, incompressible fluid in a domain consisting many inlets and outlets with
open dissipative boundary conditions. The conditions are augmented by the iner-
tia terms. We are posing additional constrains on a fluid motion by a volumetric
flow rates or inlet/outlet pressure. Afterwards, we will define weak formulation of
the problem and its motivation. Then, we will prove mathematical correctness of
proposed conditions by properly modified Galerkin method. Also, we will prove
existence of a solution and its uniqueness.
Keywords: cardiovascular, open-dissipative, unsteady Stokes, existence, uniqueness, reg-
ularity, Galerkin method.
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1 Introduction
Numerical modelling of unsteady incompressible flows in the large domains with many
branches is still a big challenge for both mathematicians and engineers. Suppose that
we are interested in the fluid flow simulation in domain, which consists of the bifurcation
tree, where every branch is divided onto two sub-branches, [see pic. 1]. The system
of branches has approximately 16 levels of bifurcation. This situation can appear for
example in respiratory or cardiovascular systems.
We can distinguish two major difficulties, that arise in this setting. First is geometric
complexity of the domain. The whole system is too large from the numerical point of
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Figure 1: The scheme of the domain.
view, thus the computation of the velocity field in whole domain is out of reach. However,
in many cases the flow simulation for whole domain is not necessary and it is enough,
if we consider only a part of the system. Hence, the second problem is how to impose
boundary conditions for the restricted domain.
In the restricted domain problems we use, so called, artificial boundary conditions.
They are „artificial” in the sense, that these conditions are simply pipe sections separating
the domain of interest from another component of the network.
There are many approaches for this problem. In [Hywd] the do-nothing boundary con-
ditions for network systems have been proposed. In [Frmg] have been described boundary
conditions based on Lagrange multipliers. Many other approaches were also described in
Maury’s monograph [Maury]. In this paper we will focus on a special type of the boundary
conditions called open dissipative. The starting point is the paper of Szumbarski, [Szumb],
where full description of the mechanical interpretation of the unsteady Stokes problem
can be found, as well as numerical analysis. The boundary conditions from [Szumb] are
strictly related to general open disspiative conditions, which can be found in [Maury].
The main purpose of this paper is to establish results concerning existence and unique-
ness of weak solutions to the problem from [Szumb]. Now we will briefly introduce the
model.
The main outline of the model is as follows. The domain consist of the rigid imper-
meable wall Γ0 with no-slip boundary condition and the inlet/outlet sections Γk, k =
1, . . . , K, where open/dissipative boundary conditions are imposed. Description of this
boundary conditions can be found in [Maury]. In general, we assume, that inlet/outlet is
connected with outside world by the virtual pipe, where the Poiseuille’s law is preserved.
Then, the pressure difference between at the outlet and in the far field can be expressed
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as a linear dependence with the flux:
R
∫
Γ
v · n dΓ = Π− S,
where Πn = ν∇u − pn and p, v, ν denote, respectively, pressure, velocity and dynamic
viscosity of a fluid. The symbol n denotes the external normal vector to the boundary.
In our case the scalar function S is given.
In [Szumb] imposed inlet/outlet are modified in a following way:
pn− ν∇v · n− n
(
λk + γk
d
dt
)
(v · n) = Skn na Γk, k = 1, . . . , K. (1)
The coefficients {λk, γk} > 0 are given for all k = 1, . . . , K. We assume, that the scalar
functions {S1(t), . . . , SK(t)} are also given.
The physical interpretation is following. Suppose that given inlet/outlet is flat. It can
be shown that ∫
Γk
τ · (∇u · n)dΓ = 0,
where τ is perpendicular vector to n. If we integrate (1) over Γk and divide by |Γk|, it
leads to he following equation
pk − Sk = |Γk|−1
(
λk + γk
d
dt
)∫
Γk
v · n dΓ.
The quantity pk = |Γk|−1
∫
Γk
p dS is average pressure on the inlet/outlet. We can interpret
this situation as the difference between pressure on inlet/outlet and pressure in the far
field. The difference is expressed as a sum of two components: static (which is proportional
to flow rate
∫
Γk
v · n dΓ) and dynamic (which is proportional to the rate of change of the
flow rate). In [Szumb] the author obtained numerical solution based on the splitting
method. In this paper we give a proof that unsteady, incompressible Stokes equation:
vt − ν∆v +∇p = f,
∇ · v = 0, (2)
v|Γ0 = 0, (3)
with boundary condition (1) possesses a weak solution (see definition 1), which is unique.
2 Notation
In this section we will introduce notation for function spaces, that will be used in following
sections. Firstly, let V denote
V =
{
v ∈ H1(Ω) : ∇ · v = 0 in Ω, v|Γ0 = 0
}
.
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Let nk be a normal unit vector to surface Γk. Next, let space V2 be defined by
V2 =
{
v ∈ H2(Ω) ∩ V : ∀k∈{1,...,K} (∇v · nk) · τ |Γk = 0,∀τ :τ ·nk=0
}
(4)
Definition of space V2 (4) is motivated by condition (1). Space V2 is closed subspace of
H2(Ω), and thus is also a Hilbert space. Thus, scalar product in V2 can be defined in a
following way
(u, v)V2 =
(∇2u,∇2v)+ (∇u,∇v) + (u, v) + K∑
k=1
γk (u · n, v · n)Γk , (5)
where λk was introduced in condition (1). We see, that defined product (·, ·)V2 denotes
equivalent norm to standard norm in H2(Ω) due to trace theorem.
Next, space V2 is separable, as a subset of separable metric space, and thus has orthonor-
mal basis {wj}∞j=1. Furthermore, space V2 is a dense subset of V . Additionally, matrix
Mm is defined in a following way:
Mm =
[
(wi, wl) +
K∑
k=1
γk (wi · n,wl · n) |Γk
]m
i,l=1
. (6)
For the avoidance of doubt, we introduce following norms:
• for f ∈ L2(Ω): ‖f‖2 =
(∫
Ω
|f(x)|2dx) 12 ,
• for f ∈ L2([0, T ]): ‖f‖2 =
(∫ T
0
|f(t)|2dt
) 1
2 ,
• for f ∈ L2(0, T, L2(Ω): ‖f‖2,2 =
(∫ T
0
‖f(t)‖22 dt
) 1
2 ,
• for f ∈ L2(ΓK): ‖f‖2,ΓK =
(∫
ΓK
|f(x)|2dS
) 1
2 .
3 Auxiliary lemma
In this section, result concerning matrix Mm will be shown. It will be helpful in next
sections.
Lemma 1. Matrix Mm is invertible.
Proof. We will show that Mm has full rank, and thus is invertible. It will be done by
contradiction.
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For purpose of this proof, we denote by Wm = span{wk}mk=1 and introduce scalar
product in Wm in a following way
((wi, wl)) = (wi, wl) +
K∑
k=1
γk (wi · n,wl · n) |Γk . (7)
Suppose, there is a row k of matrix Mm, that is linear combination of other rows, thus((
wk, wl
))
−
∑
j∈{1,...,m}\{k}
βj
((
wj, wl
))
=
((
wk −
∑
j∈{1,...,m}\{k}
βjwj, wl
))
= 0
∀l={1,...,m}
(8)
for some βj. This would imply, that wk is a linear combination of other elements of W
m,
which contradicts orthonormality {wj}∞j=1 in V2 .
4 Weak formulation of problem and its motivation
In this section, weak formulation of problem (2), (3), (1) will be derived. By formal
multiplication of (2) by test function w ∈ V and integration over Ω, we obtain∫
Ω
vtw − ν
∫
Ω
∆vw +
∫
Ω
∇pw =
∫
Ω
fw. (9)
By integration by parts, we get
(vt, w) + ν (∇v,∇w)− ν (∇v · n,w)∂Ω + (p · n,w)∂Ω = (f, w) . (10)
Now, we can omit parts of boundary, that are not inlets/outlets due to (3)
(vt, w) + ν (∇v,∇w) +
K∑
k=1
(p · nk, w)Γk − ν (∇v · nk, w)Γk = (f, w) . (11)
Using condition (1), we get
(vt, w) + ν (∇v,∇w) +
K∑
k=1
γk (nk (vt · nk) , w)Γk + λk (nk (v · nk) , w)Γk + (Sknk, w)Γk = (f, w) .(12)
Finally, we obtain
(vt, w) + ν (∇v,∇w) +
K∑
k=1
γk (vt · nk, w · nk)Γk
+
K∑
k=1
λk (v · nk, w · nk)Γk = (f, w)−
K∑
k=1
(Sk, w · nk)Γk
(13)
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In order to properly define weak solution, we need some assumptions on functions Sk and
f :
Sk ∈ H1(0, T ) (14)
and
f ∈ H1(0, T, V ). (15)
Definition 1. Let (14) and (15) hold. Then, we say, that v ∈ H1(0, T ;V ) is weak
solution to problem (2), (3), (1), if for all w ∈ V (13) holds.
We require additional time regularity from solution v to give meaning to boundary
scalar products (in a sense of trace theorem).
5 Main theorem - existence of weak solution
Theorem 1. Let Ω ⊂ R3 be a bounded set, whose boundary ∂Ω is Lipschitz. Moreover,
inlets/outlets of Ω are flat(see section 1). Additionally, we assume that
• ∀k=1,...,K γk, λk > 0,
• T > 0,
• initial conditions: v0 ∈ V2
and (14), (15) hold. Then, there exists unique weak solution to problem (2), (3), (1) such
that
v ∈ H1(0, T ;V ). (16)
Proof. Proof is organised in sections to make it more transparent. We will employ Galerkin
method. Firstly, existence of solution to approximated system will be shown. Next, we
will derive proper estimates, that will enable us to pass to a limit. Finally, we will show,
that obtained solution is unique.
5.1 Approximate system
Let {fm}∞m=1 and {Smk }∞m=1 be series of smooth functions, such that
fm → f in H1(0, T, V ) (17)
and
Smk → Sk in H1(0, T ). (18)
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Let {wi}∞i=1 be base of space V2. We define approximate solution vm in a following way:
let
vm(t, x) =
m∑
i=1
gmi (t)wi(x), (19)
where functions gmi (t) solve system of equations
(vmt , wl) + ν(∇vm,∇wl) +
K∑
k=1
γk(v
m
t · n,wl · n)Γk +
K∑
k=1
λk(v
m · n,wl · n)Γk
= (fm, wl)−
K∑
k=1
(Smk , wl · n)Γk , l = 1, . . . ,m,
(20)
with initial condition given by
vm(0, x) = v0m(x) =
m∑
k=1
(v0, wk)wk(x). (21)
Construction of vm(0, x) implies, that
vm(0)→ v0 in H2(Ω). (22)
System (20) and (21) is system of ordinary differential equations. Problem can be refor-
mulated in a following way
m∑
i=1
(wi, wl)
d
dt
gmi (t) + ν
m∑
i=1
(∇wi,∇wl) gmi (t) +
K∑
k=1
m∑
i=1
λk (wi · n,wl · n)Γk gmi (t)
+
K∑
k=1
m∑
i=1
γk (wi · n,wl · n)Γk
d
dt
gmi (t) = (f
m, wl)−
K∑
k=1
(Smk , wl · n)Γk
l = 1, . . . ,m,
(23)
with gmi (0) = (v0, wk). Due to lemma 1 matrixMm =
[
(wi, wl) +
∑K
k=1 γk (wi · n,wl · n) |Γk
]m
i,l=1
invertible, thus we can rewrite system in a following form
d
dt
gmi +
m∑
l=1
αil g
m
i (t) =
m∑
l=1
βil
(
(fm, wl)−
K∑
k=1
(Smk , wl · n)Γk
)
∈ C∞([0, T ]). (24)
Existence of solution gmi (t) on time interval [0, T ] follows from classical theory of ODE.
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5.2 Estimates
In this section, we will show several estimates, that will enable us to pass to the limit
in (20). Additionally, we have to obtain such regularity from estimates, that boundary
terms will make sense (in sense of traces).
5.2.1 L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)) control for vm
Firstly, we will show some control of vm. To do so, we multiply equation (20) by gml (t)
and sum from 1 to m. This effectively means, that equation (20) was tested by vm
(vmt , v
m) + ν (∇vm,∇vm) +
K∑
k=1
γk (v
m
t · n, vm · n)Γk +
K∑
k=1
λk (v
m · n, vm · n)Γk
= (fm, vm)−
K∑
k=1
(Smk , v
m · n)Γk .
(25)
Using Cauchy-Schwartz inequality, we obtain
1
2
d
dt
‖vm‖22 + ν ‖∇vm‖22 +
K∑
k=1
γk
2
d
dt
‖vm · n‖2,Γk +
K∑
k=1
λk ‖vm · n‖22,Γk
≤ ‖fm‖2 ‖vm‖2 +
K∑
k=1
‖Smk ‖2,Γk ‖vm · n‖2,Γk .
(26)
Now, we need to control r.h.s. side of above inequality. To do this, we first use Poincaré
inequality (fm, vm) ≤ ‖fm‖2 ‖vm‖2 ≤ C(p) ‖fm‖2 ‖∇vm‖2.
Additionally, we use Young inequality to obtain
1
2
d
dt
‖vm‖22 + ν ‖∇vm‖22 +
K∑
k=1
γk
2
d
dt
‖vm · n‖22,Γk +
K∑
k=1
λk ‖vm · n‖22,Γk
≤ C(p, ν) ‖fm‖22 +
ν
2
‖∇vm‖22 +
K∑
k=1
(
C(λk) ‖Smk ‖22,Γk +
λk
2
‖vm · n‖22,Γk
)
.
(27)
Finally, we get
d
dt
‖vm‖22 + ν ‖∇vm‖22 +
K∑
k=1
γk
d
dt
‖vm · n‖22,Γk +
K∑
k=1
λk ‖vm · n‖22,Γk
≤ C(p, ν) ‖fm‖22 +
K∑
k=1
C(λk) ‖Smk ‖22,Γk .
(28)
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Integrating from 0 to t ∈ [0, T ], we get
‖vm(t)‖22 + ν
∫ t
0
‖∇vm‖22 +
K∑
k=1
γk ‖vm(t) · n‖22,Γk
≤ C(ν, p)
∫ t
0
‖fm‖22 +
K∑
k=1
C(λk)
∫ t
0
‖Smk ‖22,Γk + ‖vm(0)‖
2
2 +
K∑
k=1
γk ‖vm(0) · n‖22,Γk .
(29)
By convergence (22), (17), (18) r.h.s. is bounded and following inequality holds
sup
t∈[0,T ]
‖vm(t)‖22 + ν
∫ T
0
‖∇vm‖22 dt+
K∑
k=1
γk sup
t∈[0,T ]
‖vm(t) · n‖2,Γk ≤ C(ν, λk, ‖f‖2,2 , ‖Sk‖2 , ‖v0‖H1). (30)
5.2.2 L∞(0, T ;L2(Ω)) control for ∇vm
Now, we will proceed to establish control of∇vm. By multiplying equation (20) by d
dt
gml (t)
and summing from 1 to m, we effectively testing equation (20) by vmt
(vmt , v
m
t ) + ν (∇vm,∇vmt ) +
K∑
k=1
γk (v
m
t · n, vmt · n)Γk +
K∑
k=1
λk (v
m · n, vmt · n)Γk
= (fm, vmt )−
K∑
k=1
(Smk , v
m
t · n)Γk .
(31)
Applying Hölder and Young inequality, we get
‖vmt ‖22 +
ν
2
d
dt
‖∇vm‖22 +
K∑
k=1
γk ‖vmt · n‖22,Γk +
K∑
k=1
λk
d
dt
‖vm · n‖22,Γk
≤ 1
2
‖fm‖22 +
1
2
‖vmt ‖22 +
K∑
k=1
(
C(γk) ‖Smk ‖22,Γk +
γk
2
‖vmt · n‖22,Γk
)
.
(32)
After simplification, we get
1
2
‖vmt ‖22 +
ν
2
d
dt
‖∇vm‖22 +
K∑
k=1
γk
2
‖vmt · n‖22,Γk +
K∑
k=1
λk
d
dt
‖vm · n‖22,Γk
≤ 1
2
‖fm‖22 +
K∑
k=1
C(γk) ‖Smk ‖22,Γk .
(33)
Integrating from 0 to t ∈ [0, T ], we get
1
2
∫ t
0
‖vmt ‖22 dt+
ν
2
‖∇vm(t)‖22 +
∫ t
0
K∑
k=1
γk
2
‖vmt · n‖22,Γk dt+
K∑
k=1
λk ‖vm(t) · n‖22,Γk
≤ 1
2
∫ t
0
‖fm‖22 dt+
∫ t
0
K∑
k=1
C(γk) ‖Smk ‖22,Γk dt+
ν
2
‖∇vm(0)‖22 +
K∑
k=1
λk ‖vm(0) · n‖22,Γk .
(34)
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Again, we see that due to (22), (17) and (18) r.h.s. side is bounded, and thus
1
2
∫ t
0
‖vmt ‖22 dt+
ν
2
‖∇vm(t)‖22 +
∫ t
0
K∑
k=1
γk
2
‖vmt · n‖22,Γk dt+
K∑
k=1
λk ‖vm(t) · n‖22,Γk ≤ C∗. (35)
In particular following hold
sup
t∈(0,T )
‖∇vm(t)‖22 ≤ C∗ (36)
and
sup
t∈(0,T )
‖vm(t) · n‖22,Γk ≤ C∗. (37)
5.2.3 L2(Ω) and L2(Γk) control for vt(0) and vt(0) · n
Now, we will show estimates on time derivatives in zero time. This will become useful in
next subsection. To do this, we test equation (20) by vmt
(vmt , v
m
t ) + ν (∇vm,∇vmt ) +
K∑
k=1
γk (v
m
t · n, vmt · n)Γk +
K∑
k=1
λk (v
m · n, vmt · n)Γk
= (fm, vmt )−
K∑
k=1
(Smk , v
m
t · n)Γk .
(38)
After integration by parts, we get
(vmt , v
m
t )− ν (∆vm, vmt ) + ν (∇vm · n, vmt )∂Ω +
K∑
k=1
γk (v
m
t · n, vmt · n)Γk
= (fm, vmt )−
K∑
k=1
(Smk , v
m
t · n)Γk −
K∑
k=1
λk (v
m · n, vmt · n)Γk .
(39)
Like previously, we can employ Hölder and Young inequalities to obtain
‖vmt ‖22 +
K∑
k=1
γk ‖vmt · n‖22,Γk
≤ 1
2
‖fm‖22 +
1
2
‖vmt ‖22 +
K∑
k=1
(
C(γk) ‖Smk ‖22,Γk +
γk
2
‖vmt · n‖22,Γk
)
+ ν (∆vm, vmt )
− ν (∇vm · n, vmt )∂Ω −
K∑
k=1
λk (v
m · n, vmt · n)Γk .
(40)
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Again, using Hölder and Young inequalities and (17), (18), we get
1
2
‖vmt ‖22 +
K∑
k=1
γk
2
‖vmt · n‖22,Γk
≤ C(f, Sk, γk) + ν (∆vm, vmt )− ν (∇vm, vmt )∂Ω +
K∑
k=1
(
λkC(ε1) ‖vm · n‖22,Γk + λkε1 ‖vmt · n‖
2
2,Γk
)
.
(41)
We see, that due to (37), term ‖vm · n‖22,Γk is bounded
1
2
‖vmt ‖22 +
K∑
k=1
γk
4
‖vmt · n‖22,Γk ≤ C(f, Sk, γk, C∗) + ν (∆vm, vmt )− ν (∇vm, vmt )∂Ω . (42)
We recall, that vm ∈ V2, and thus (∇vm · n, vmt ) = ((∇vm · n) · n, vmt · n)
1
2
‖vmt ‖22 +
K∑
k=1
γk
4
‖vmt · n‖22,Γk ≤ C(f, Sk, γk, C∗) + ν (∆vm, vmt )− ν
K∑
k=1
(∇vm · n, vmt · n)Γk .(43)
Now, we can use Hölder and Young inequalities to get
1
4
‖vmt ‖22 +
K∑
k=1
γk
8
‖vmt · n‖22,Γk ≤ C(f, Sk, γk, C∗) + C(ν) ‖∆vm‖
2
2 + C(ν) ‖∇vm · n‖22,Γk .(44)
Take above inequality at time t = 0, we obtain
‖vmt (0)‖22 +
K∑
k=1
γk ‖vmt · n(0)‖22,Γk ≤ C(f, Sk, γk, C∗) + C(ν) ‖∆vm(0)‖
2
2 + C(ν) ‖∇vm(0) · n‖22,Γk .(45)
Like previously, due to (22) r.h.s. side is bounded. Finally, we obtain
‖vmt (0)‖22 +
K∑
k=1
γk ‖vmt · n(0)‖22,Γk ≤ C∗∗ (46)
5.2.4 L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)) estimates for vmt
The aim of this section is to show higher order estimates for vt. This part is crucial,
because it will enable us to properly define boundary terms in weak solution(after passing
to the limit).
Differentiation of equation (20) yields
(vmtt , z) + ν (∇vmt ,∇z) +
K∑
k=1
γk (v
m
tt · n, z · n)Γk +
K∑
k=1
λk (v
m
t · n, z · n)Γk
= (fmt , z)−
K∑
k=1
(
d
dt
Smk , z · n
)
Γk
.
(47)
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By testing equation by vmt , we get
(vmtt , v
m
t ) + ν (∇vmt ,∇vmt ) +
K∑
k=1
γk (v
m
tt · n, vmt · n)Γk +
K∑
k=1
λk (v
m
t · n, vmt · n)Γk
= (fmt , v
m
t )−
K∑
k=1
(
d
dt
Smk , v
m
t · n
)
Γk
.
(48)
By using Poincaré, Hölder and Young inequalities, we get
1
2
d
dt
‖vmt ‖22 +ν ‖∇vmt ‖22 +
K∑
k=1
γk
2
d
dt
‖vmt · n‖22,Γk +
K∑
k=1
λk ‖vmt · n‖22,Γk
≤ C(p, ν) ‖fmt ‖22 +
ν
2
‖∇vmt ‖22 +
K∑
k=1
(
C(λk)
∥∥∥∥ ddtSmk
∥∥∥∥2
2,Γk
+ λk ‖vmt · n‖22,Γk
)
.
(49)
After moving proper terms on l.h.s., we get
1
2
d
dt
‖vmt ‖22 +
ν
2
‖∇vmt ‖22 +
K∑
k=1
γk
2
d
dt
‖vmt · n‖22,Γk ≤ C(p, ν) ‖fmt ‖
2
2 +
K∑
k=1
C(λk)
∥∥∥∥ ddtSmk
∥∥∥∥2
2
. (50)
Integration from 0 to t ∈ [0, T ] yields
‖vmt (t)‖22 + ν
∫ t
0
‖∇vmt ‖22 dt+
K∑
k=1
γk ‖vmt (t) · n‖22,Γk
≤ C(p, ν)
∫ t
0
‖fmt ‖22 dt+
K∑
k=1
C(λk)
∫ t
0
∥∥∥∥ ddtSmk
∥∥∥∥2
2
dt+ ‖vmt (0)‖22 +
K∑
k=1
γk ‖vmt (0) · n‖22,Γk .
(51)
Using (46), (17), (18), we see that r.h.s. is bounded independently from m. Thus, we
finally get
sup
t∈(0,T )
‖vmt (t)‖22 + ν
∫ T
0
‖∇vmt ‖22 dt+
K∑
k=1
γk ‖vmt (t) · n‖22,Γk
≤ C
(
‖ft‖L2(0,T ;L2(Ω) ,
∥∥∥∥ ddtSk
∥∥∥∥
L2(0,T )
, λk, ν, C
∗∗
)
.
(52)
12
5.2.5 Conclusion of obtained estimates
In previous sections, we obtained following estimates
sup
t∈(0,T )
‖vm(t)‖22 + ν
∫ T
0
‖∇vm‖22 dt+ sup
t∈(0,T )
K∑
k=1
γk ‖vm(t) · n‖22,Γk ≤ C1, (53)
sup
t∈(0,T )
‖∇vm(t)‖22 ≤ C2, (54)
sup
t∈(0,T )
‖vmt (t)‖22 + ν
∫ T
0
‖∇vmt ‖22 dt+ sup
t∈(0,T )
K∑
k=1
γk ‖vmt (t) · n‖22,Γk ≤ C3. (55)
5.3 Passing to the limit
Based on estimates (53) - (55), we can extract subsequence (which we again label m),
such that
vm ⇀ v in H1(0, T ;H1(Ω)), (56)
vm
∗
⇀ v in L∞(0, T ;H1(Ω)), (57)
vmt
∗
⇀ vt in L∞(0, T ;L2(Ω)) (58)
Using above convergences, we can pass to the limit in (20). This system is fully linear,
and thus we will refrain from showing detailed proof of passing to the limit. After passing
to the limit, we obtain
(vt, w) + ν (∇v,∇w) +
K∑
k=1
γk (vt · nk, w · nk)Γk +
K∑
k=1
λk (v · nk, w · nk)Γk
= (f, w)−
K∑
k=1
(Sk, w · nk)Γk ∀ w ∈ V2
(59)
Using density of V in V2, we can lower assumptions on test functions
(vt, w) + ν (∇v,∇w) +
K∑
k=1
γk (vt · nk, w · nk)Γk +
K∑
k=1
λk (v · nk, w · nk)Γk
= (f, w)−
K∑
k=1
(Sk, w · nk)Γk ∀ w ∈ V
(60)
13
5.4 Uniqueness of solution
Suppose, that v1 and v2 are two distinct weak solutions of problem (2), (3), (1), and thus
they fulfil
(
v1t , w
)
+ ν
(∇v1,∇w)+ K∑
k=1
γk
(
v1t · nk, w · nk
)
Γk
+
K∑
k=1
λk
(
v1 · nk, w · nk
)
Γk
= (f, w)−
K∑
k=1
(Sk, w · nk)Γk ∀ w ∈ V
(61)
and (
v2t , w
)
+ ν
(∇v2,∇w)+ K∑
k=1
γk
(
v2t · nk, w · nk
)
Γk
+
K∑
k=1
λk
(
v2 · nk, w · nk
)
Γk
= (f, w)−
K∑
k=1
(Sk, w · nk)Γk ∀ w ∈ V.
(62)
After subtracting equations (61) and (62) and introducing function vD = v1− v2, we get
(
vDt , w
)
+ ν
(∇vD,∇w)+ K∑
k=1
γk
(
vDt · nk, w · nk
)
Γk
+
K∑
k=1
λk
(
vD · nk, w · nk
)
Γk
= 0 ∀ w ∈ V (63)
and vD(0) = 0. Function w = vD is a good test function
(
vDt , v
D
)
+ ν
(∇vD,∇vD)+ K∑
k=1
γk
(
vDt · nk, vD · nk
)
Γk
+
K∑
k=1
λk
(
vD · nk, vD · nk
)
Γk
= 0(64)
Omitting non-negative terms, we get
(
vDt , v
D
)
+
K∑
k=1
γk
(
vDt · nk, vD · nk
)
Γk
≤ 0, (65)
d
dt
‖vD‖22 +
K∑
k=1
γk
d
dt
∥∥vD · nk∥∥22,Γk ≤ 0. (66)
Integrating from 0 to t, we get
‖vD(t)‖22 +
K∑
k=1
γk
∥∥vD(t) · nk∥∥22,Γk ≤ ‖vD(0)‖22 + K∑
k=1
γk
∥∥vD(0) · nk∥∥22,Γk
= 0
(67)
Thus vD = 0 and v1 = v2 a.e.. This concludes proof of uniqueness and whole proof.
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