University of Texas at El Paso

DigitalCommons@UTEP
Open Access Theses & Dissertations

2013-01-01

Toward New Data and Information Management
Solutions for Data-Intensive Ecological Research
Christine Marie Laney
University of Texas at El Paso, christine.laney@gmail.com

Follow this and additional works at: https://digitalcommons.utep.edu/open_etd
Part of the Databases and Information Systems Commons, and the Environmental Sciences
Commons
Recommended Citation
Laney, Christine Marie, "Toward New Data and Information Management Solutions for Data-Intensive Ecological Research" (2013).
Open Access Theses & Dissertations. 1660.
https://digitalcommons.utep.edu/open_etd/1660

This is brought to you for free and open access by DigitalCommons@UTEP. It has been accepted for inclusion in Open Access Theses & Dissertations
by an authorized administrator of DigitalCommons@UTEP. For more information, please contact lweber@utep.edu.

TOWARD NEW DATA AND INFORMATION MANAGEMENT SOLUTIONS
FOR DATA-INTENSIVE ECOLOGICAL RESEARCH

CHRISTINE MARIE LANEY
Environmental Science and Engineering

APPROVED:

Craig E. Tweedie, Ph.D., Chair

Natalia Villanueva-Rosales, Ph.D.

Thomas Gill, Ph.D.

Jason Karl, Ph.D.

Steven Roach, Ph.D.

Benjamin C. Flores, Ph.D.
Dean of the Graduate School

Copyright ©

by
Christine Marie Laney
2013

Dedication

This dissertation is dedicated to all those who believed in me and kept me energized from the
first day to the last day of my doctoral program.

TOWARD NEW DATA AND INFORMATION MANAGEMENT SOLUTIONS
FOR DATA-INTENSIVE ECOLOGICAL RESEARCH

by

CHRISTINE MARIE LANEY, M.S.

DISSERTATION

Presented to the Faculty of the Graduate School of
The University of Texas at El Paso
in Partial Fulfillment
of the Requirements
for the Degree of

DOCTOR OF PHILOSOPHY

Environmental Science and Engineering
THE UNIVERSITY OF TEXAS AT EL PASO
December 2013

Acknowledgements
I whole-heartedly thank my advisor Craig Tweedie for being an ebullient mentor with a
broad vision and for supporting my ideas and projects from small to large from day one. I look
forward to many future years of collaboration, friendship, and laughter.
I also extend a warm thanks to my committee members. Steve Roach has been a stellar
mentor, providing technical knowledge, probing questions, and good humor whenever needed.
Natalia Villanueva-Rosales has freely given solid advice about database design and semantic
web applications and aided this work with student support. Jason Karl provided not only
thought-provoking questions about my work, but inspiration via the successes of his own work
that makes environmental data and knowledge readily available online for practical
application. Tom Gill provided invaluable insight into the similarities of informatics problems in
the environmental sciences and the geosciences.
I extend my gratitude to the members of my lab group that have helped me attain my
objectives over the past several years, including Ari Kassin, Aline Jaimes, Ryan Cody, Santonu
Goswami, Mark Lara, Sandra Villarreal, Gesuri Ramirez, Geovany Ramirez, Libia Gonzalez,
and Jose Herrera. I also appreciate the help from undergraduate helpers (several of whom are
now master's students), Alla Dove, Naomi Luna, Raul Armendariz, and Loren Ochoa, for their
care and attention to this research, and for being always ready to learn and teach me new things.
Each person brought fresh perspectives and innovative thinking to the table. Acknowledgements
regarding specific contributions are also listed in relevant chapters.
I am grateful for 2 ½ years of support from the US Environmental Protection Agency
through its 2011 STAR graduate fellowship program, which recognized the need for support of
v

graduate students who study environmental informatics and cyberinfrastructure. I am also
grateful for the support from the National Science Foundation support CyberShARE Center of
Excellence at UTEP, which helped me refine my approach to cross-walking environmental
science and computer science and supported my hands-on approach to learning about
information management frameworks, databases, data processing and analytical tools, and
semantic web technologies.
My family and friends may have wondered at my willingness to enter school yet again,
but I promise this is the last time. I am grateful for their support and excitement at this
achievement.
Finally, I extend my gratitude to my partner, Jeff Herrick, who supported me in every
step along this path and rallied behind me whenever I began to flag. He has been a major force
behind getting me to envision my potential place in the community of environmental science (or
beyond) and an inspiration in developing practical applications of science and placing tools in
the hands of those who need them the most.

vi

Abstract
Ecosystem health is deteriorating in many parts of the world due to direct and indirect
anthropogenic pressures. Generating accurate, useful, and impactful models of past, current, and
future states of ecosystem structure and function is a complex endeavor that often requires vast
amounts of data from multiple sources and knowledge from collaborating researchers. Ecological
data collection has improved rapidly over the past few decades due to the development,
innovation, and large scale deployment of automated sensors, which are capable of measuring a
gamut of ecosystem properties over broad spatiotemporal scales. Although complex ecosystem
models and analyses are increasingly parameterized with data from such sensors, the challenges
of managing, analyzing, and sharing large data sets remain for this field of research. The goals of
this research were to: 1) better identify and understand challenges that academic ecological
research groups face when incorporating automated sensors into their research, and 2) improve
capacities for the fusion and analysis of multifarious ecological data from multiple sources.
To address the first goal, a nationwide survey of ecologists was conducted to elucidate
how academic research groups are deploying sensors, managing sensor data, collaborating with
major research networks, and publishing their data, results, and other findings. The survey
feedback from over 100 research groups from 82 academic institutions showed that academic
ecological research groups are collectively using thousands of sensors in the field – a number
comparable to a large research network - and would like to more than double their sensor use.
However, in addition to being limited by funding, they also identified that they are limited in
information management knowledge and tools that would help them make their data permanently
archived and made available for reuse.
To address the second goal, a case study was performed to explore, identify, and
prototype solutions to challenges faced by typical academic ecological research groups when
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streamlining data processing and management. By reviewing the operations of the heavilyinstrumented UTEP Systems Ecology Lab research site at the Jornada Experimental Range, NM,
a need was identified for a web-based information management system that allows for
interaction with spatial layers, imagery, and time-series data. Working collaboratively with a
team of ecologists and computer scientists, a prototype web mapping and information system
was developed using several free and/or open-source products that are freely available for use
and modification by the ecological community. The system consists of i) a generic database well
suited for storing and fusing multifarious ecological datasets from multiple sources and for
supporting multiple interest areas and personnel; ii) a web-mapping application that allows users
to query and dynamically view and interact with a variety of spatial data imagery and time-series
data; and iii) specialized, open-source data analysis software (written in R, a programming
language familiar to many ecologists) that can be implemented within the information
management framework.
The ‘long-tail’ of ecological research, where many small research groups collectively
make a large contribution to the body of knowledge that help us understand, manage, and adapt
to our changing earth system is steadily becoming more data-intensive. This research highlights
and addresses some of the challenges that need to be overcome by the academic ecological
research community to make their data reusable for collaborative science. The dissertation
concludes by discussing future research challenges associated with the management of large,
multifarious ecological data and connecting the activities of numerous but relatively small
academic research groups to national research efforts.
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Chapter 1: Introduction
1.1 RATIONALE FOR THIS DISSERTATION
Ecosystem functionality is deteriorating in many parts of the world as a result of direct and
indirect anthropogenic pressures, and such degradation often equates to a loss of services that aid
human well-being (Millennium Ecosystem Assessment 2005, Reid et al. 2010). Examples
include crashes in fishery stocks due to over-harvesting (McClanahan et al. 2008, Wallace et al.
2008), soil degradation arising from over-grazing (Kimetu et al. 2008, Cook et al. 2009,
Duniway et al. 2010), and loss of ice-dependent organisms due to climate change impacts on sea
ice extent (Fraser et al. 1992, Forcada et al. 2006, Ainley et al. 2010).
To detect and forecast changes in ecosystem functionality and related impacts on human
well-being, it is important to generate accurate, useful, and impactful ecologically relevant
models of past, current, and possible future states of ecosystem structure and function. Modeling
can be a complex endeavor that may require vast amounts of data from multiple sources as well
as knowledge from collaborating researchers. For example, there have been numerous studies
that draw from multiple datasets (e.g., precipitation, air temperature, soil structure and nutrient
content, plant population and community dynamics, etc.) over wide regions and long time
periods to elucidate the principal drivers and feedbacks in changing vegetation communities in
arid to semiarid rangelands (Swemmer et al. 2007, Knapp et al. 2008, Barger et al. 2011).
Likewise, the United Nations Environment Program (UNEP) Millennium Ecosystem Assessment
(MEA; http://www.unep.org/maweb/en/index.aspx) synthesized data in 2005 from ecosystem,
human health, and economic studies across the globe to better understand and model the
consequences of ecosystem change on human well-being and develop recommendations for
mitigation and adaptation policy (Millennium Ecosystem Assessment 2005).
Synthesis projects can help researchers understand complex ecological processes and
feedbacks, but it often takes a significant amount of time and resources to obtain, integrate, and
1

fuse datasets from multiple sources (Laney et al. 2013a, Laney et al. 2013b). Ecological datasets
may be difficult to obtain because many of them are not available through the internet, even if
they were used to produce publications (Reichman et al. 2011). Where data are available, the
wide variation of how different datasets are formatted may complicate data integration (Porter
and Ramsey 2002). In addition, the data documentation, also called metadata, may be
nonexistent, incomplete, have errors, or be indiscoverable via the internet due to poor or nonstandardized structure (Michener et al. 1997, Fegraus et al. 2005, Jones and Gries 2010).
Reichman et al. (2011) estimated from their own experience that more than 99% of ecological
data is ‘lost’ (i.e., inaccessible) to science over time – what has been coined ‘dark data’ (Heidorn
2008). One important and recent topic of discussion in the literature has been to what extent the
loss of data is hindering the advancement of ecology both as a science and as an applicable body
of knowledge that can be used to address urgent ecological problems - and what can be done to
improve how this community shares its data (National Science Foundation 2011a, Reichman et
al. 2011, Hampton et al. 2012, Porter et al. 2012).
Data loss or inaccessibility is problematic for both ‘big science’, where a few large
research groups produce large and complex data sets as a product of strong public support, and
for ‘long-tail science’, where many small research groups that are funded to a lesser extent by
public funding each produce a small body of knowledge that collectively make a large
contribution to the science (Howe et al. 2011). Well-designed software and information systems
can improve the efficiency and ease the difficulty of data management tasks (Recknagel 2011),
and new networks have been forming over recent years to promote ecological information
management standards and tools (Collins et al. 2011, Michener et al. 2012, National Ecological
Observatory Network 2013). At the same time, more data is being collected than ever before
through the increasingly pervasive use of automated sensors; their use appears to be increasingly
validated and expected by the research community as sensors become smaller, more reliable and
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robust, easier to power and communicate with in the field, and able to measure more variables
(Collins et al. 2006). Yet the extent to which the long-tail academic groups are using sensors,
using data documentation standards and tools currently available, and making their data available
to the broader community is poorly described in the literature.
As more complex, large datasets are collected via automated sensors, will the long-tail of
ecological research be more vulnerable to data loss than large research groups that have more
resources to develop network-specific cyberinfrastructure and information management systems?
Are the data sets of small academic groups being processed, stored, and made accessible online
for use by collaborators in synthesis projects in a timely fashion? What are technical and
networking barriers to joining the data from long-tail and big science, and how can they be
overcome? Can we produce better tools that will help ecology reduce the number of data sets lost
to science?
With questions such as these in mind, the overarching goals of this dissertation were to:
1) better identify and understand challenges that academic ecological research groups face when
incorporating automated sensors into their research, and 2) improve capacities for the fusion and
analysis of multifarious ecological data from multiple sources. The goals were supported by the
following objectives:
1. Characterize the use of sensors by academic ecology research groups, and identify
real and perceived barriers to data collection, management, and sharing within this
community.
2. Collaborate with ecologists, computer scientists, and programmers to identify a
possible information management (IM) and cyberinfrastructure (CI) framework that:
a. Can help ecologists streamline redundant data processing and analysis tasks;
b. Can help ecologists have standardized access to within-group research data;
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c. Is modular and extensible, such that components can be developed and added
as the needs of a research group dictate.
3. Develop a working prototype of the designed IM and CI and test it within the
research framework of a ‘typical’ academic ecology research group.

1.2 PROJECT DESCRIPTION
The research group within which this project took place, the Systems Ecology Laboratory
(SEL) at The University of Texas, El Paso (UTEP; a minority-serving institution), is a small,
academic research group that routinely collaborates with research networks such as the LongTerm Ecological Research Network (LTER; http://www.lternet.edu), the Arctic Observing
Network

(AON),

and

the

National

Ecological

Observatory

Network

(NEON;

http://www.neoninc.org). The group studies global change in arid systems, primarily focusing on
changes and feedback cycles in land cover, hydrology, and land-atmosphere exchanges of
carbon, water, and energy. In addition to collecting near-ground aerial imagery and obtaining
satellite imagery, the group’s deployment and use of hundreds of automated sensors at its field
sites in Arctic tundra and coastal regions (Alaska, USA; Nunavut Territory, Canada; Greenland)
and in the Chihuahuan Desert (Texas and New Mexico, USA) greatly augments field work.
Additional research and development is given over to the development of new field technologies
and cyberinfrastructure. Yet in many ways this group is representative of many academic
ecological research groups across the United States – it relies on short-term grant funding, has a
priority of educating the next generation of ecologists, and has the flexibility to innovate from
the ground up. The group gathers a large amount of multifarious data (many terabytes per year)
and struggles at times, without a permanent information manager, to process, document, and
share the data in a timely manner that meets the standards and regulations of the multiple
partnering networks. In these characteristics, the SEL is considered to be representative of
4

numerous other small academic research groups across the US. This research group presented an
opportunity to study the barriers that prevent timely sharing of data as well as to design, develop,
and prototype new cyberinfrastructure and information management systems that could assist
other similar research groups.
About nine months were spent studying the collection and management of data (and
barriers to each) in the SEL by working with the ecologists and programmers that worked within
and collaborated with the research group and by working at the SEL’s Chihuahuan research
location in the Jornada Experimental Range, north of Las Cruces, New Mexico. It became
apparent that several of the existing data management and analysis tools were not meeting all of
the needs of the group, particularly in the following three areas: analysis of hyperspectral data
from a tram-based hyperspectrometer was slow and inefficient due to older software that also
required post-processing of the software output (see Chapter 3); different data sets were managed
by the collecting personnel in unique ways, were not well-documented, and were difficult to
integrate and fuse for modeling (see Chapter 4); and visualizing all of the data in one place for
periodic evaluation was time-consuming and was not occurring often enough (see Chapter 5).
Exploration of other software available to the group found that these were either too complex to
use with the limited programming capacity of the team or would meet only some of the group’s
needs. These needs and limitations were used to help frame the research goals and objectives.
The first objective of this research project was to characterize the use of sensors by other
academic ecology research groups and to identify real and perceived barriers to data collection,
management, and sharing within the academic ecological research community. To address this
objective, a nationwide survey of ecologists was conducted to elucidate how academic research
groups are deploying sensors, managing sensor data, collaborating with major research networks,
and publishing their data, results, and other findings (Chapter 2). The results of the survey
supported that there are many academic research groups across the US that are collectively
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deploying thousands of sensors across the US, and that there are indeed barriers to data sharing
via a lack of resources related to cyberinfrastructure and information management. These results
were taken into consideration during the iterative design process that was followed for the
remainder of the research.
To address the second objective, a case study was performed to explore, identify, and
prototype solutions to challenges identified in the survey by typical academic ecological research
groups when streamlining data processing and management. By reviewing the operations of the
heavily-instrumented UTEP Systems Ecology Lab research site at the Jornada Experimental
Range, NM, a need was identified for a web-based information management system that allows
for interaction with spatial layers, imagery, and time-series data.
Working collaboratively with a team of ecologists and computer scientists, a prototype
web mapping and information system was developed using several free and/or open-source
products that are freely available for use and modification by the ecological community. The
system consists of i) a prototype and example of a specialized, open-source data analysis
software that can be implemented within a larger information management framework (the
software analyzes hyperspectral reflectance data and is written in R, a programming language
familiar to many ecologists; see Chapter 3); ii) a prototype generic database well suited for
storing and fusing multifarious ecological datasets from multiple sources and for supporting
multiple interest areas and personnel (Chapter 4); and iii) a prototype web-mapping application
that allows users to query and dynamically view and interact with a variety of spatial data
imagery and time-series data (Chapter 5). This application ties the other research together by
using the prototype database and by including the capacity to incorporate the data analysis
software.
The ‘long-tail’ of ecological research (and other data-intensive fields in both STEM and
social sciences), where many small research groups collectively make a large contribution to the
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body of knowledge that help us understand, manage, and adapt to our changing earth system is
steadily becoming more data-intensive. This research highlights and addresses some of the
challenges that need to be overcome by the academic ecological research community to make
their data reusable for collaborative science. The dissertation concludes by discussing future
research challenges associated with the management of large, multifarious ecological data and
connecting the activities of numerous but relatively small academic research groups to national
research efforts.

1.3 STRUCTURE OF THE DISSERTATION
This dissertation is composed of six chapters, four of which (Ch. 2-5) describe the
research undertaken and will be submitted for publication in the near future. Chapter 2 discusses
results from a national, multi-institutional survey of academic ecologists who collectively
represent an active research community that could characterize long tail science, identify
roadblocks to using sensor networks and sharing data, and identify possible solutions. Chapters 3
through 5 address the needs of the ecological community (as supported in Chapter 2), and
describe a novel prototype of a web-based information management and visualization system for
ecological data, and each of these chapters describes one or more components of this system.
Chapter 3 describes an open-source software suite that was built to meet a need for rapidly
analyzing, documenting, and visualizing hyperspectral reflectance data and to test the idea of
modular software that would be interoperable with the larger information management and
visualization system. Hyperspectral reflectance datasets are large and complex, yet few options
had previously existed for processing, and these were very limited in scope. Chapter 4 describes
a generic, extensible database schema developed to help ecologists consolidate the data from
multiple projects into a single database without needing to design a new database from scratch or
add customized tables. This database forms an integral part of the information management
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system. Chapter 5 describes the information management and web mapping system design and
implementation as a prototype, and discusses possible future work to make this system more
available to other ecologists for use and refinement. Chapter 6 concludes the dissertation with a
general discussion about trends and challenges in environmental data collection and
management, and summarizes the future work and implications of the research described herein.
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Chapter 2: Accessibility of big data from long-tail ecological research

Abstract

Ecosystem health is deteriorating in many parts of the world due to direct and indirect
anthropogenic pressures. It is important that we generate accurate, useful, and impactful
ecological models of the past, current, and possible future states of ecosystem structure and
function. Such an effort is a complex endeavor that requires large, multifarious data sets from
multiple sources and knowledge from collaborating researchers. Automated environmental
sensors are rapidly becoming an ecologist’s tool of choice, both in the ‘big science’ and the
‘long-tail’ of ecological research. Academic research groups are increasingly deploying sensors
as costs decrease and their use is increasingly validated and expected by the research
community. One important and recent topic of discussion in the literature has been to what
extent the loss of data is hindering the transformation of ecology both as a scientific discipline
and a body of knowledge that can be used to address among the most urgent ecological
problems facing humanity. In this study, we investigated the extent to which academic ecology
research groups are using sensors in their research, how they are managing their data, and how
effectively they are communicating their research to their broader research community
(including research networks) through publications and data repositories. A survey was used to
solicit information from volunteers within the US academic ecological research community.
Results from the 136 responding ecologists that represent research groups at academic
institutions (92) are presented in this chapter. Collectively, these groups study community,
population, landscape, ecosystem, marine, and aquatic ecology, as well as biogeochemistry and
physical processes. They have deployed more than 7,000 sensors on more than 1,700 platforms
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(comparable to several large well-funded research networks) and collect an estimated 7.2 to
10.5 terabytes of data per year. However, these respondents also identified that they lack critical
skillsets, personnel, and information management tools to ensure data longevity and re-use.
Although the survey represents only a small percentage of the community, the data acquisition,
storage, and desired re-use of this respondent pool is comparable with large, well-funded
networks. This suggests that research funding granted toward the development and infusion of
better information management tools geared toward independent academic research groups
could be an efficient investment in the future of ecological science.

2.1

INTRODUCTION
Ecosystem health is deteriorating in many parts of the world due to direct and indirect

anthropogenic pressures (Millennium Ecosystem Assessment 2005, Reid et al. 2010). Examples
include crashes in fishery stocks due to over-harvesting (McClanahan et al. 2008, Wallace et al.
2008), soil degradation arising from over-grazing (Kimetu et al. 2008, Cook et al. 2009,
Duniway et al. 2010), and loss of ice-dependent organisms due to climate change impacts on
sea ice extent (Fraser et al. 1992, Forcada et al. 2006, Ainley et al. 2010). Generating accurate,
useful, and impactful ecologically relevant models of past, current, and possible future states of
ecosystem structure and function is a complex endeavor requiring vast amounts of data from
multiple sources and knowledge from collaborating researchers.
An example of a data-intensive modeling study comes from recent work by Goswami et
al. (2011). This study examined how altered surface hydrology of Arctic tundra near Barrow,
Alaska impacted spectral reflectance properties and how the reflectance data could be spatially
extrapolated. Surface hydrology is a major driver of plant community composition and landatmosphere energy and trace gas exchange in tundra landscapes, and as such, changes to surface
hydrology can affect biotic, atmospheric, and climatic responses and feedbacks (Schuur and
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Abbott 2011). In a 27 ha experimental manipulation of surface hydrology, control, flooded, and
drained treatments were studied with a diverse array of environmental sensors on various
platforms, including micrometeorological sensors, digital cameras, and a hyperspectrometer
(mounted on 300m long robotic tram system). Quickbird satellite imagery was also used, and
numerous field measurements such as water table depth and active layer depth were made by
hand. In total, several hundred thousand measurements were derived or processed. By
ascertaining flooding and drying altered estimates of vegetation productivity due to spectral
interference of surface water, and scaling empirical algorithms derived from ground-based data
to satellite imagery, researchers were able to develop and validate a new spectral index, the
Normalized Difference Surface Water Index (NDSWI). This index models surface water cover
and depth using spectral indices (Goswami et al. 2011). The implications of this research is that
surface hydrology may be better estimated over large regions using satellite imagery instead of
logistically near-impossible field data collection, and that modeling of ecosystem properties and
processes could be improved.
Ecosystem models that require the fusion of large, complex (e.g., multi-variable)
observational data sets, such as the modeling described above, can often be refined or expanded
by improvements in data collection and computing capacity (Aanensen et al. 2009),
computational algorithms (Cutler et al. 2007, Beaudette et al. 2013, Chen 2013), and statistical
tests (Pennington 2007). Over the past decade especially, data collection has rapidly improved
in terms of quality and quantity with the addition of automated sensors that can observe a gamut
of different ecosystem properties (Porter et al. 2005, Porter et al. 2009).
Automated environmental sensors are rapidly becoming an ecologist’s tool of choice for
enhancing the spatiotemporal resolution of field data collection. In particular, sensors that are
compact, resilient, and cost-effective (Green et al. 2005); can wirelessly communicate with
other sensors, data loggers, and the internet (Rundel et al. 2009, Gungor et al. 2010); can be
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powered for long periods of time in the field (Cardei and Wu 2006); and have greater capacity
to be programmed (Aquino-Santos et al. 2011, Feng et al. 2011, Mottola and Picco 2011), are
increasingly being used. Because of their utility and cost-effectiveness, sensor networks are
being deployed and expanded in a diverse range of ecosystems (Cardell-Oliver et al. 2005, Hart
and Martinez 2006, Benson et al. 2010), particularly by large ecological research networks.
Examples of such networks include the NEON, which is currently in the process of deploying
thousands of diverse sensors at 60 sites in the US (Keller et al. 2008); the US Long-Term
Ecological Research Network (LTER; http://www.lternet.edu), which has been steadily
deploying new sensors at each of its sites (currently 26) over the network’s 33-year history
(Porter et al. 2005, Benson et al. 2010); and FluxNet (http://fluxnet.ornl.gov/), which has
aligned sampling effort across hundreds of eddy covariance towers and works toward
integrating land-atmosphere water, energy, and carbon dioxide flux measurements from around
the world. Smaller academic research groups are also deploying large sensor arrays, facilitated
in part by cost reduction, increased reliability and durability, and expectations of the research
community (Collins et al. 2006, Ide and Oguma 2010, Healey et al. In prep.). While sensors are
making it possible for ecologists to gather the data needed for complex ecosystem models,
managing, analyzing, and sharing data sets with collaborators remains a key challenge for many
research groups (Porter et al. 2005, Benson et al. 2010). Figure 2.1 shows an example of the
extent of ecological research across the US, including NEON, LTER, and academic field
stations.
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Ecology is considered a ‘long-tail’ science, whereby a large number of individual
researchers or small research groups each make relatively small contributions to science, but
their combined contribution is large (Murray-Rust 2008, Howe et al. 2011) (Fig. 2.2). For
example, NEON is currently installing what will be a network of one permanent and two
temporary (ca. 10 years) field sites in each of 20 ecological domains (defined by NEON), plus
two airborne observation platforms on a construction budget (2011-2016) of an estimated
$433.72 million, plus an additional $65 million per year for fiscal years 2017 and 2018 for
maintenance and operations (National Ecological Observatory Network 2013). On the other
hand, most other research groups are awarded much more modest grants. From 2005 to 2010,
the National Science Foundation (NSF) Division of Environmental Biology (DEB) bestowed
1,234 grants that averaged approximately $330,000, with less than 5% of recipients being
awarded more than $1 million (Hampton et al. 2013). Collectively, this means that even as data
needs increase for ecological research, funds and resources are potentially limiting data
collection and management.

Figure 2.1. A map of ecological research sites in the US. Black boundary lines indicate the 20
‘domains’ of the National Ecological Observatory Network (NEON). Points indicate NEON,
LTER, and many academic ecological research sites.
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Figure 2.2. The ‘long-tail’ of ecological research, where a few large research groups or
networks, like NEON, produce large volumes of data, and many smaller research groups each
produce smaller volumes of data but collectively can be a (if not the) major producer of data.
The picture on the left shows NEON domains overlaid on a map of the US as representative
of one of several large research networks. The picture on the right shows a map of the
independent research groups working on Arctic environmental projects as recorded by the
Arctic Research Mapping Application (ARMAP; http://www.armap.org) and showcasing the
distribution of federally funded long tail science activities in the Arctic.
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A very recent topic of discussion in the ecological literature has been to what extent the
exclusion of long tail data is hindering transformational gains in knowledge and application of
this knowledge to solve real world problems. Several studies have also explored solutions for
improving how the ecological community shares data (Reichman et al. 2011, Hampton et al.
2012, Porter et al. 2012). A NSF workshop held in 2010 identified that there are several
fundamental social and technical barriers to making data accessible for reuse by researchers.
Social barriers include difficulties in documenting data for reuse and insufficient intellectual
property rights. Technical issues include data quality control and long-term preservation via
stewardship (National Science Foundation 2011a). Reichman et al. (2011) estimated from their
own experience that more than 99% of ecological data is inaccessible (and in many cases, lost
outright) to science – what has been coined ‘dark data’ (Heidorn 2008).

Figure 2.3. The ‘long-tail’ of ecological research, in terms of how many projects were funded
by the NSF Division of Environmental Biology for different award amounts between 2005
and 2010, excluding funding for dissertation improvement grants, workshops, and symposia.
Figure from Hampton et al. (2013).
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It has been identified that well-designed software and information systems can improve
the efficiency and ease the difficulty of data management tasks (Recknagel 2011). Just as
existing observation networks have evolved to better support data collection and analysis, new
networks have been forming over recent years to promote ecological information management
standards and tools. These repositories include but are not limited to DataONE, a global
network of data repositories (Michener et al. 2012), and the Dryad Digital Repository
(http://datadryad.org), a US and United Kingdom non-profit partnership that provides a
repository for data underlying scientific publications. However, many ecological research
groups appear to be not readily taking advantage of these repositories, and there may continue
to be social or technological barriers that are preventing the majority of long tail, and typically
academic ecologists from sharing their data. Recent work by Hampton et al. (2013) illustrated
the extent to which federally-funded ecological data is being reused, produced, and shared.
They conducted a literature search, in which they targeted a body of published papers linked to
projects funded by the NSF’s Division of Environmental Biology from 2005 to 2009. They then
randomly selected one paper from each of 20 randomly selected awards for each of these five
years, to generate a total of 100 papers that were examined in greater detail. Of these 100
papers, 65 used or reported data (the other 35 were review, model, or taxonomy papers), and of
these, 57% produced new data, 8% reused data, and 35% did both. Of the 60 papers that
produced new data, 28% shared all of their data, 15% shared some, and 57% shared none at all.
This means that out of 100 papers, only 26% produced and shared new data. Most of the data
that were shared were genetically-focused and uploaded to GenBank or TreeBASE repositories
– not the ecological data repositories described above. Hampton et al. (2013) ascribed this
disparity to the cultural differences between the genetics and ecological research communities.
Considering the pronounced trend and apparent exponential growth in the use of sensors
within the ecological community concomitantly with how this impacts spatiotemporal observing
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coverage and data acquisition volume, questions arose regarding the challenges that academic
ecological research groups might experience in managing their data and connecting with the
most recent innovations and tools in ecological information management. Might there be a
“digital divide” – a situation in which some communities have reduced access to technology and
the skills and/or resources needed to use innovative technology compared to other communities
(Vehovar et al. 2006, Christovich 2010)? Are academic research groups that are affiliated with
research networks less impacted than those that are not because many networks have explicit
funds and skilled personnel dedicated to data and information acquisition, documentation,
archive, and management? Is sensor use, network affiliation, data management and sharing
practices, and publication rates were correlated in academic settings? A review of literature did
not provide direct quantification of the extent of sensor network deployment by academic
ecological research groups, how data is managed and shared, or how these groups typically
interact with larger research networks. It has been shown in other fields, like the biomedical
sciences, for example, that publication rates are positively correlated with the efforts of
investigatory teams to make data publically available (Piwowar et al. 2007). It has been
surmised that this relationship may also prevail in the ecological and evolutionary sciences
(Reichman et al. 2011).
The goal of this study was to better understand the extent to which academic ecology
research groups are using sensors in their research, how they are managing their data, and how
effectively they are communicating their research to their collaborators (including research
networks) through publications and data repositories. The research questions were:

1.

What is the extent of sensor network deployment by academic ecological
research groups in the US, do these groups wish to extend their networks, and
what are limitations to doing so?
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2.

How are academic ecological research groups managing and sharing their data?

3.

To what extent are academic ecological research groups affiliated with research
networks?

4.

Do academic ecological research groups perceive any potential research benefits
from association with research networks, particularly in data management, data
sharing, and publication rates?

I developed a survey to address each of these questions and solicited responses from a
diverse cohort of ecologists within the US-based academic ecological research community
(more than 3,500 research leaders) during the period of August 2012 to July 2013. In the
following sections, the methods used to design the survey, solicit voluntary participation, and
analyze the results are described.
2.2 METHODS

2.2.1 Survey design and accessibility
The survey spanned 11 pages (including two initial pages to verify eligibility), included
a total of 42 questions, and was made available to respondents via SurveyMonkey® at
http://www.surveymonkey.com/s/ecodata. The survey was structured to minimize the number of
questions asked depending on the answers (e.g., if an answer to a yes/no question was no, then
the participant was instructed to skip one or more follow-up questions about that topic). The
entire survey is available in Appendix 1. Questions were structured to obtain information about:

1.

Research group composition, study area locations, funding, and types of research
conducted.
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2.

Data collection methods, system infrastructure, replacement costs, and ideal
setup.

3.

Affiliations with research networks; perceptions of benefits or disadvantages of
affiliation.

4.

Research groups’ methods of managing data and making data available to other
researchers, including data and metadata formats, data archive locations, and the
use of controlled vocabularies and scientific workflows.

5.

Publication record, including time from data collection to publication and journal
names.

The survey was reviewed by the Institutional Review Board (IRB) within the Office of
Research and Sponsored Projects (ORSP) at The University of Texas at El Paso and classified
as being exempt from IRB review. Individually identifying information was not required and if
present, was not included in analyses.

2.2.2 Participant identification and solicitation
Survey participants were identified and solicited through multiple avenues. A flyer was
circulated at the 97th Annual Meeting of the Ecological Society of America (August 5-10, 2012
in Portland, Oregon); emails notification was sent to the LTER information management
community; and an advertisement was run in NEON’s August 2012 newsletter. Additionally a
list of ecology-related academic departments was downloaded from the US National Academies
website at http://www.nap.edu/rdp/, and more university departments were identified by online
searches. From 274 departmental web pages of 228 universities and colleges, we obtained
contact information for faculty members that demonstrated an interest in ecology. Some of these
researchers were full-time faculty, and others were adjunct faculty that also held positions with
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other organizations, such as USGS, USFS, and local non-profit agencies. These activities led to
a total of 3,656 academic researchers being targeted for the survey, which was delivered via
SurveyMonkey®.

2.2.3 Response collection and quality checking
Responses were downloaded from SurveyMonkey® on 28 June 2013 as a single table
and included 213 responses. Data were inspected for errors, such as text being entered into a
numeric field. Where possible, answers that were simply in the wrong format, but contained the
correct type of information, were translated. Two duplicate responses (identified by the same IP
address and same answers) were removed. Respondents that answered “no” to being a member
of a US-based ecology research group (33) were also removed. Information that identified
individuals, such as email addresses and names, were not included in the analysis or reported, in
accordance with IRB protocols. Unless otherwise stated, all analyses discussed below were
performed on the “academic” group of responses.
There were numerous questions in which respondents were asked whether they 1)
strongly agree, 2) agree, 3) are neutral, 4) disagree, or 5) strongly disagree with a statement. For
the purposes of clear trend detection, the answers for strongly agree and agree were lumped into
a single ‘agree’ category, and the strongly disagree and disagree were lumped into a single
‘disagree category.
We have yet to find a comparable study, in either extent of targeted population within
the ecology discipline (with one exception of a 1993 survey sponsored by the Ecological
Society of America to characterize the specific makeup of its members (Lawrence et al. 1993a,
b) and a survey to explore connections between gender and work satisfaction in ecology
((Lockwood et al. 2013) but see response in (Throop et al. 2013)), or with respect to the topics
addressed. Below we present the most salient results of the survey in the following five
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subsections, which follow the primary structure of the survey. First, we characterize research
groups by their associated institution, personnel composition, study area locations, annual grant
expenditures, and type of research conducted. Next, we summarize their existing and ideal
sensor and platform infrastructure. Then we characterize research group affiliations with large
research networks and perceived benefits of network association, and then probe how research
groups manage and share their data. Finally, we characterize their publication records.

2.3

RESULTS AND DISCUSSION
The data set was split into three groups: “government”, “academic”, and “other”. The

government group consisted of 17 responses, where the responder identified their research
group as a government agency research group or national network office. This pool of responses
was not used because it was too small with respect to the academic group to use in analyses.
The academic group consisted of 115 responses after an additional 46 responses were removed
for lack of an adequate response to the majority of survey questions or because they had not
identified their institutions and that information had not been present in the target audience list.
Only the academic group responses were used for the purposes of this study.
The number of respondents varied highly from question to question. This may be due to
several factors: the survey took a significant amount of time, it posed some difficult questions
that required knowledge about the inner workings of their research groups, and some of the
questions may have seemed irrelevant to some participants. However, the drop-off in the
number of responses to questions at the end of the survey was not sharp (approximately 75%
retention rate from start to end), and the loss of respondents was largely attributed to
participants whose research groups did not have sensors and were not interested in deploying
them.
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2.3.1 Research group characterization
Questions about the research group were intended to characterize both the host
institution and the composition of the responding research group. Out of 115 responses, 82
(71.3%) institutions were unique, and 33 institutions had reports from two or more respondents
where it was assumed that respondents identified with different research groups. The
institutions were spread among 39 states and represented state and private colleges and
universities. The median age of the research groups surveyed was 11 years (established in
2002), with the oldest established in 1955 and the newest in 2012 (Fig. 2.4). Most respondents
identified themselves as research leaders (107, 93.0%), and the rest were information managers
(2, 1.7%), post-doctoral researchers (2, 1.7%), and single responders self-identified (0.7%) as an
administrator, education and outreach coordinator, graduate student, or other researcher.

Figure 2.4. Age-class distribution of the responding research groups.
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Respondents were asked to identify the primary and secondary research foci of their
research groups under one of eight pre-identified categories or ‘other’. Text descriptions of
these other foci were used along with the pre-identified categories to generate a similar but more
inclusive

system.

Twelve

categories

were

ultimately

identified:

Autecology,

Biogeochemistry/Physical Systems, Community/Population Ecology, Conservation Ecology,
Ecoinformatics/Cyberinfrastructure,

Ecophysiology,

Education,

Evolutionary

Ecology,

Freshwater/ Marine Ecology, Human Ecology, Landscape/Ecosystem Ecology, and Theoretical
Ecology. All respondents identified the primary research focus but 13 did not identify a
secondary

focus.

The

most

common

research

foci

(primary,

secondary),

were

Community/Population Ecology (31.3%, 28.7%), Landscape/Ecosystem ecology (18.3%,
19.1%), and Biogeochemistry/Physical systems (10.4%, 15.7%), and Freshwater/Marine
ecology (18.3%, 3.5%) (Fig. 2.5). Ecoinformatics and cyberinfrastructure was identified as a
secondary research focus for only 4.3% of the research groups. Without having data on the
actual breakdown of scientists in each of these sub-fields, it is difficult to say whether this
represents an accurate characterization of US ecologists in general. NEON is predominately a
terrestrial network – if this survey had been advertised in a similar manner via an aquatic
ecology venue (e.g., the US Integrated Ocean Observing System), there may have been a
different breakdown. However the fact that several groups think of ecoinformatics and
cyberinfrastructure as a secondary research focus indicates a large growth potential in these
research disciplines.
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Figure 2.5. The primary and secondary research foci of survey respondents.

Several questions characterized funding levels for responding research groups and how
many personnel were supported. The 113 responding groups supported a total of 1335 personnel
(58.4% of the total survey distribution pool). The number of personnel in each research group
ranged from 1 to 66, with a median value of eight and a skewed, right-tail distribution. 13.0%
percent of the respondents indicated that their research groups have more than 20 personnel
(Fig. 2.6). 25 (16.8%) of research groups operate on less than $50,000 per year, 27 (18.1%) on
$50,000-$100,000, 32 (21.5%) on $100,000-$250,000, 12 (8.1%) on $250,000-$500,000, 10
(6.7%) on $500,000-$1,000,000, and 4 (3.6%) on more than $1,000,000 per year (n = 110; Fig.
2.7). Assuming that each class has a normal distribution of funding, that the mean is the
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midpoint between the range limits, and to be conservative, the most operationally expensive
labs spend no more than $1,000,000 per year, the survey pool of academic respondents
represents more than $24 million per year of annual expenditure (approximately
$220,000/year/group, or approximately $27,500 per person). This is nearly 10% of the total
annual funds allocated by NSF’s Division of Biology (BIO)’s Department of Environmental
Biology (DEB) for research grants that were granted in 2009 and end in 2014 (approx. $235
million; http://www.nsf.gov/awardsearch). It was expected that there would be more personnel
in research groups with higher annual expenditures. This only appears to be true in the groups
that operate on more than $1,000,000 per year. Several outliers appear in the all other funding
categories (Fig. 2.8). Research groups with higher levels of funding that don’t support many
personnel may instead be supporting more advanced instrumentation, have more severe logistics

Figure 2.6. 77% of the responding labs have 1-20 personnel and 13% percent of the
respondents have more than 20 personnel. The median value for all responding labs is eight.
Personnel include PhD level researchers, post-docs, graduate students, undergraduate
students, and technicians.
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costs from working in remote or harsh environments, and/or have full-time technicians in
addition to students.

Figure 2.7. The estimated annual grant expenditure of the responding academic research
groups.
The number of participants for this survey was topically small but extremely relevant. Spanning
82 institutions and accounting for 1,308 scientists, students, and technicians, and for potentially
more than $24 million of grant expenditure per year (which may not include direct funding for
equipment or logistics), this body of respondents is similar in size and operational funding to the
LTER. Yet because we sent requests for responses out to more than 3,500 people, and because
the main society for ecologists, the Ecological Society of America (ESA, http://www.esa.org)
represents over 10,000 ecologists (Ecological Society of America 2012), the respondents
collectively only provide a small fraction of the data, publications, and other scientific output
that the entire long-tail of ecological is responsible for. Because mostly research leaders
responded to the survey, and the mean age of their labs are approximately 11 years (as of 2013),
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I concluded that the researchers are early to mid-career. Many will likely be adopters or even
developers of sensor technologies, and have an interest and understanding of ecological
information management issues.

Figure 2.8. The relationship between annual grant expenditure and the number of personnel
supported by each lab. Several outliers appear in all but the highest funding category, where
groups appear to support disproportionately high numbers of personnel.

2.3.2 Data collection methods, system infrastructure, replacement costs, and ideal setup
Of the 110 respondents, 65 (59.1%) of the research groups use sensors in the field and
45 (40.9%) do not. Respondents classified sensors into animal measurement devices, cameras
(e.g., web cameras, phenocams), gas analyzers (e.g., carbon dioxide, methane), spectral sensors
(e.g., dual channel hyperspectrometers), soil sensors (e.g. temperature, moisture), sound
sensors, water sensors (e.g., temperature, salinity), and weather sensors (e.g., rain gauges,
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anemometers). 60 respondents collectively identified a total of 5,421 sensors that are currently
owned and operated by their research groups (90 per research group on average) (Table 1, Fig.
2.9). Some respondents also described the sensors used by their research groups that did not fit
into the above categories, including plant sensors (e.g., stem psychrometers), radar, sodar (wind
profiler that measures the scattering of sound waves by atmospheric turbulence), aerosol
collectors, wet deposition collectors, earthquake sensors, and tide gauges. Respondents were
asked about the degree to which they would like to add additional sensors to their research. 31
(26.7%) indicated that they are not interested in adding new sensors. 37 (31.9%) would like to
add sensors to the current study, but not extend beyond the existing study boundary. 28 (24.1%)
indicated that they would both like to add sensors to their current study area and to new areas. 8
(6.9%) indicated that they don’t want to add sensors to their existing study area but would like
to add sensors to new areas. 58 of these respondents identified that they would like to add 8,751
sensors (on average, 151 per research group) in the eight categories described above (Fig. 2.9).
Participants were asked to identify the types of platforms used to host their sensors and
were given eight options to choose from: animals (e.g., GPS tags), buoys (for aquatic research),
eddy covariance towers (for micrometeorological measurements and estimating trace gas
fluxes), short towers (such as tripods), surface platforms (any type of substrate, like soil, water,
or rock), unmanned aerial vehicles (UAV; such as kites and drones), and unmanned land
vehicles (ULV). 42 respondents identified a total of 1621 platforms in their research sites (39
platforms per research group, on average) and belonging to these eight categories. The
preponderance of these platforms were surface (1166, 71.9%) and animals (236, 14.6%) (Fig.
2.10). There were no ULVs reported. Of the other platforms that this survey missed were trees
(and other plants), snow banks, cages attached to the sea floor, wells, docks, autonomous
underwater vehicles (AUVs), under-soil, under-water, and manned aircraft. 46 respondents
indicated that they would like to add a total of 5364 platforms (116 platforms per research
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group, on average) (Fig. 2.10). The large majority of both in-use and desired platforms was
surface-based. The largest desired increase in platform type was animal-based sensors (i.e.,
using animals as “platforms” to carry small sensors) by nearly an order of magnitude (paralleled
by a nearly 400% desired increase in the number of animal sensors). In addition, a nearly 500%
desired increase in spectral sensors, presumably partly explaining the 350% increase in interest
in tramline platforms, was also notable.

Figure 2.9. The total number of sensors that research groups have (N = 60) and want (N = 58),
displayed by type.
29

Figure 2.10. The total number of platforms that research groups have (N=42) and want (N=46),
displayed by type.
In order to better understand the financial investment in lab sensor networks, we asked
for a rough estimate of replacement cost in four categories. Of 59 respondents, 18 (30.5%)
reported that the replacement cost would be less than $10,000, 26 (44.1%) would be $10,000 $100,000, 12 (20.3%) would be $100,000 - $1 million, and 3 (5.1%) would be more than $1
million. 43 respondents (including three which had reported that their research group had no
sensor network to begin with), indicated the cost level at which their research group’s “ideal”
sensor network would cost. 18 respondents (41.9%) indicated that the “ideal” network would be
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in a higher cost bracket, but 10 respondents (23.3%) indicated that the ideal network would be
in a lower cost category than the current network while 15 (34.9%) indicated that the ideal

Figure 2.11. Cost of research labs’ current sensor network versus the estimated cost of an
ideal network.
network would be in the same cost category (Fig. 2.11). The indication that the ideal sensor
network may cost less than the current sensor network may be indicative of sensor costs
decreasing. On the other hand, it may indicate that a research group is finding that it doesn’t
need as many sensors as it currently has, or cannot manage what it currently has under
prevailing funding scenarios.
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Respondents identified how much data their research group collects on average per year
in one of five classifications. Of the 62 respondents to this question, 17 (27.4%) reported that
they produce less than one gigabyte (GB) per year; 20 (32.3%) produce one to ten GB per year,
13 (21.0%) produce 10-100 GB per year, 9 (14.5%) produce 100-1000 GB per year, and six
produce more than one terabyte (TB; equal to 1,000 GB) per year. Thus, at least seven TB of
data are produced per year by respondents if one assumes that every respondent produces the
minimum amount of data in the classification chosen. If one assumes that the distribution of
data volume production is normal within each classification level and that those that responded
in the highest level only produced one TB, then the total annual data production volume would
be approximately 11.8 TB. These data volumes were compared to the average number of each
sensor type within each data volume class. Groups that produce less than 1 GB per year mostly
have weather stations, while groups that produce more than 1 GB per year appear to have a
wider array of sensors (Fig. 2.12). There appears to be no significant relationship between the
number of personnel in a research group and the average annual volume of data that is collected
by groups (Fig. 2.13).
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Figure 2.12. The relationship of the mean number of each type of sensor used by each class of
data production. Groups that produce less than 1 GB per year have more weather sensors than
any other type. Groups that produce more than 1 GB per year appear to have a more balanced
set of sensors.
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Figure 2.13. The number of personnel in research groups, sorted by how much data a research
group produces annually, on average. There appears to be little relationship between the
number of personnel in a research group and the amount of data produced. Outliers are
notable in that some large groups do not appear to produce more data than much smaller
groups.
Assuming that our respondent pool is representative of the academic ecological research
community, and that these groups can obtain funding to purchase and deploy the additional
sensors desired, we can use a back-of-the envelope extrapolation of this information to estimate
that data collection by this community will by multiplied by approximately 2.5 over the next
few years. The current limitations on data processing, archiving, and sharing may become much
greater if the pace of cyberinfrastructure and information management system development is
not increased accordingly. How does this compare to current data repository holdings? The
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LTER data repository, PASTA (Provenance Aware Synthesis Tracking Architecture;
http://lno.lternet.edu/projects/pasta) had 2,982 LTER data packages (data sets plus metadata) for
26 LTER sites (an average of 115 data packages per research site), plus an additional 15,405
data packages derived from the site data specifically for the EcoTrends project
(http://www.ecotrends.info) as of November 20, 2013. The EcoTrends data packages are quite
small (on the order of kilobytes), being only monthly or annual averages of single variables
(Laney, pers. comm.). The total data holdings of core LTER data sets is on the order of 200 GB
to 1 TB of time series data, plus another 14-24 TB of remote sensing primary and derived
products

(Mark

Servilla,

pers.

comm.).

DataONE’s

OneMercury

system

(https://cn.dataone.org/onemercury) had 52,143 datasets as of November 20, 2013. As both of
these repositories are relatively new, and as both are working to meet user needs and
expectations, there may be a rapid expansion in coming years.
Respondents were asked to rank what factors they feel are limiting their use of sensors.
Of 63 total respondents to this question, only 3 (4.8%) felt there were no limits. Most agreed
that there are one or more factors limiting their use of sensors. 60 (95.2%) agreed that funding
availability for hardware, software, or personnel is a limitation. Other major limiting factors
appear to be understanding cyberinfrastructure (CI) and information management (IM)
solutions, having access to programmers or information managers, and training in the
management of large data sets (Fig. 2.14). Also notable is that 26 (41.3%) respondents
perceived poor institutional commitment or other administrative limitations.
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Figure 2.14. The perceived limits to expansion of sensor networks (N = 63).
2.3.3 Data management and sharing methods
More respondents reported that their research group uses online, external sources of data
in their research than do not (yes=48 (70.6%), no=20 (29.4%), n=68). Similarly, more research
groups have a website to post information about their group than do not (yes=50 (73.5%),
no=18 (26.5%), n=68). The majority of the respondents replied yes to both questions (37,
54.4%), but not all (Table 2.1). We presumed that one of the easiest ways a research group
could share data would be via a website managed by the group, so it was surprising to find that
over 25% of research groups do not have their own websites. Yet 16.2% of the group, while not
maintaining their own website, do use websites to obtain data for their own research. This is in
clear contrast with the 54.4% of research groups that both host their own website and use data
from online resources. The dissimilarity suggests a strong cultural difference between research
groups and how they view data sharing as a resource, a right, and a responsibility. This is
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merely speculative – further research would need to occur to further unravel mechanisms
underpinning this trend.
Table 2.1. The use of online, external sources of data by a research group compared with the
number and percent of research groups that have websites of their own.

Use online,
external sources
of data

Yes

Have research website
Yes
No
37 (54.4%) 11 (16.2%)

No

13 (19.1%)

7 (10.3%)

Data are managed in multiple file types by most research groups. The most common file
types are spreadsheets, followed by ASCII (e.g., .csv or .txt files), spatial (e.g., shape files),
relational databases, and word processing documents. A small number of research groups also
use machine parsable data-interchange formats (e.g., JavaScript Object Notation [JSON],
Extensible Markup Language [XML]) and semantic web compliant formats (e.g. Resource
Description Framework (RDF), Network Common Data Format [NetCDF]) (Fig. 2.15). Other
identified formats included photos, image files, custom software file formats, handwritten
notebooks, and genomic software and databases like FASTA and GenBank. Interestingly,
30.4% of participants indicated that at least some of their datasets were stored in word
processing documents, which is not generally advocated by the information management
community because of the difficulty associated with extracting data from such file formats,
particularly when they are proprietary and subject to become obsolete over time. It is
unsurprising that few research groups are using machine or semantic technologies, like RDF, to
store their data as this technology is relatively new and not easily accessible by nonprogrammers. One of the most interesting volunteered formats was “geo-tagged Twitter posts”.
One can imagine a smart phone attached to one or more sensors that periodically sends a
“tweet” with a small amount of data. One such example of Twitter posts being used in sensor
networks can be viewed at https://twitter.com/TatumWeather.
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Figure 2.15. The distribution of formats that data are generated and stored in. Most
respondents (n=58) use more than one file type.
Metadata are also managed in multiple file types by most research groups. The most
common are word processing documents, followed by spreadsheets, handwritten notes, ASCII
files, relational databases, Ecological Metadata Language (EML), and Federal Geographic Data
Committee (FGDC) format. Sensor Markup Language (SensorML) and Water Markup
Language (WaterML) were not used by any of the respondents (Fig. 2.16). Other formats
volunteered by respondents included agency databases, geo-tagged Twitter posts, and “to be
determined”. The ecological information management community has worked over the past
several years to develop robust, extensible, and flexible metadata standards that will meet the
documentation needs of ecologists, no matter the topic of their research. Several organizations
offer training sessions in these standards, particularly EML, FGDC, SensorML, and WaterML.
However, as apparent from this survey, most respondents continue to use word processing,
spreadsheet, and ASCII files as the main mode of documenting their metadata, along with the
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trusty field and lab notebooks. This limits the ability of research groups to share their data in a
way that it is easily reusable or even understandable.

Figure 2.16. The distribution of formats that metadata are generated and stored in. Most
respondents (n = 60) use more than one file type.
12 (24.0%) of the 50 responding research groups use scientific workflows to automate
data processing. Applications used, according to volunteered information, were SAS, R, SPSS,
Kepler, VisTrails, ArcGIS, ERDAS IMAGINE, MatLab, and LoggerNet. 3 (6.0%) of the 50
responding research groups use ontologies or scientific workflows to improve standardization of
metadata. Respondents only identified LTER Controlled Vocabulary Keywords as their
ontology of choice. This is a surprising result given that automated sensor data can be relatively
well-managed with automated processing and documentation.
Participants were asked whether their research groups deposited data into five classes of
data repositories, including local lab archives, journal databases, university repositories,
network repositories (e.g., LTER PASTA repository), or data centers. The respondents (n=63)
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were also asked to classify their deposits by the number of datasets deposited annually (Fig.
2.17). As an example, for lab archives, 24 (38.1%) responded that they had deposited no data
sets, 18 (28.6%) had deposited less than 5 datasets, 15 (23.8%) had deposited between 5 and 20
datasets, and 6 (9.5%) had deposited more than 20 datasets. Lab archives appeared to be the
most common form of repository used, followed by journal databases. With respect to data
archiving, the Hampton et al. (2013) paper showed that very few ecological datasets are
archived, unless they contain genetic data, and this survey showed a similar trend. It is also
clear that there are datasets that are not archived in any of these types of repositories and remain
on the hard drives of research personnel.

2.3.4 Affiliations with research networks
Respondents were asked to what degree their research group was involved in each of
seven large US-centric research networks. Levels of involvement were defined as follows:



Research group is not a member and not planning to become one (NM-NP)



Research group is not a member but interested in becoming one (NM-I)



Research group is not a member but collaborate with at least one member (NM-C )



Research group is a member but obtains no support from the network (M-NS)



Research group is a member and is supported with <= $10,000 or equivalent per year
(M-LS)



Research group is a member and is supported with > $10,000 or equivalent per year (MHS)
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Figure 2.17. The distribution of the number of datasets deposited in each of five types of data
repositories. N = 63 research groups.
Twenty-eight out of 95 (29.5%) responding research groups are involved with at least
one research network. 14 (14.8%) are members of LTER, three (3.2%) are members of NEON,
and 12 (12.7%) are members of OBFS. Only LTER supported 10 research groups (10.5%) with
more than $10,000 or equivalent in support per year. The OBFS is more of a grassroots
organization than NEON and LTER, so financial support was expected to be low. A sizeable
percentage of non-members of LTER, NEON, and OBFS were interested in obtaining
membership (20.0%, 22.1%, and 13.7%, respectively) or collaborate with members (18.9%,
15.8%, and 5.3%, respectively), but a large percentage of non-members of LTER, NEON, and
OBFS were not interested in becoming members in the future (45.3%, 57.9%, and 66.3%,
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respectively) (Fig. 2.18). Interest in joining these research networks may be due to potential
funding or to the standardized sensor-based data that NEON promises to provide, but further
study would need to be done to ascertain this.

Figure 2.18. The level of involvement of responding research groups with large research
networks. See text above for membership level descriptions.
Participants were asked in several questions to rank their opinions about whether there
are benefits or limitations of working with networks. These questions were divided into three
topics: working within institution and research network boundaries, working with other
researchers and publishing work, and access to personnel trained in information management.
With respect to home institution and research network interactions (n=89), only six (7.0%)
respondents thought that complying with rules governing membership of their institution with a
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network was a limitation. About one-third of respondents agree that their line of research and
the research of networks are a good match (22; 25%), that it is easy to set up new research sites
with a network (25; 28.7%), network data policies typically match their own (31; 36.0%), and
that working with a network will provide good access to other researchers’ data (27; 31.4%)
(Fig. 2.19).

Figure 2.19. Some perceived benefits or limitations of working with networks. Respondents
were asked whether they agreed, were neutral, or disagreed about several statements
regarding compliance with networks and institutions, research intersections, and data access.
Respondents were also asked about perceived benefits of partnering with networks with
respect to data management and sharing, in terms of access to hardware, cyberinfrastructure,
external data sources, data analysis software, data storage software, and metadata software (Fig.
2.20). Of the 91 respondents, over one-third of respondents agreed with all of the statements,
and a majority (56; 61.5%) thought that partnering with one or more networks would improve
access to data.
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Figure 2.20. Some perceived benefits or limitations of membership with research networks,
with respect to data management and sharing.
A large majority of the respondents thought that being a member of a research network
would improve communication (69; 75.8%) and collaboration (65; 71.4%) among researchers
(Fig. 2.21). This was followed by sharing data (61; 68.5%) and finally publishing research (37;
41.6%) (Fig. 2.21).

Figure 2.21. Some perceived benefits of limitations of membership with research networks with
respect to sharing data, publishing, communicating, and collaborating.
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With respect to access to personnel that understand information management needs in an
ecological research group, are specifically trained in information management, or are full-time
information managers, most respondents viewed membership in a network as a potential source
of these people (Fig. 2.22).

Figure 2.22. Perceived benefits with being a member of a research network, in terms of
personnel who understand information management needs and are trained in information
management.
2.3.5 Publication record
88 research groups had an estimated total of 1,902 publications between 2007 and 2011,
with a median number of 3.1 per year. The minimum reported was zero, and the maximum 156
with a skewed distribution. If, as the Hampton et al. (2013) paper suggests, 92% of these papers
produced data, this represents at least approximately 1,750 data sets, in comparison to the 2,982
site-contributed data sets listed in LTER’s PASTA data repository as of November 21, 2013
(https://portal.lternet.edu/nis/home.jsp).
The amount of time that was estimated to pass between data collection and submission
of a related paper for publication was 6-24 months for 74 of 90 respondents (82.2%) (Fig. 2.23).
The amount of time estimated that it takes to have a paper published after time of submission
was 6-24 months for 77 of 90 respondents (85.6%) (Fig. 2.23).
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Figure 2.23. Estimated time it takes for research groups to submit papers after data collection,
and then have the papers published after time of submission.
Participants were asked to identify which the top 23 ecology-related journals, as
identified by Thompson-Reuters five-year impact indices, their research group’s papers were
published in between 2007 and 2011. Ecology was the most commonly cited journal – 31 of 68
respondents (45.6%) of research groups published at least one paper in this journal - followed
by Proceedings of the Royal Society B (18; 26.5%), Global Change Biology (17; 25.0%) and
Oecologia (17; 25.0%). Few research groups published more than five papers in a single
journal, and many respondents did not publish papers in the top 23 journals given in the survey.
Some respondents reported that they publish in a wide variety of other journals.
The participants were also asked whether they thought that they would be able to publish
papers in higher-impact journals than they currently are if they installed more sensors, collected
more data, had better access to external sources of data, published more data online, affiliated
with networks, or had better access to scientific expertise. Respondents indicated that they
would not publish in higher impact papers if they published more data online, but many did
indicate that they thought they could if they had better access to data (Fig. 2.24). At the same

46

time, few thought that publishing their data online would help them publish more often. This
may be a signal that 1) there is a disconnect where people think that online data can be helpful
but don’t realize that they have the same contributory capacity as the rest of the research
community, 2) there are benefits to publishing data but the connections aren’t seen, or perhaps
3) perhaps there need to provide more tangible benefits to publishing data and in such a way
that it is easily discoverable by others and offers communication pathways to form new
collaborations that in turn will lead to better publication rates.

Figure 2.24. Participants were asked about factors that might contribute to publishing papers
in higher-impact journals.

2.4

FUTURE WORK
This survey has elucidated a number of interesting trends and characteristics of

ecological research within the US. We would like to follow up on a number of leads, perhaps by
forming a working group or other form of collaboration with some of the research and
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information management networks described in this paper. The following highlights future
research endeavors that could be explored:

1) Assess current sensor capacities across a greater number of research groups. This
survey has detected some interesting trends about how ecology research groups are
deploying platforms and sensors at their research sites, what they would like to do if
they had unlimited funding, and how much data they might be generating now and in
the future. A more detailed assessment of current sensor capacities across a greater
number of research groups may help inform future CI and IM research and
development.
2) Survey other entities that collect ecological data. Academic research groups are diverse
and span many ecosystems within the US. However, we have not touched upon
government agencies, companies, or non-profits that do ecological research. It would
interesting to survey government agencies that collect environmental data and get a
better sense of the many sensor systems that they deploy and maintain, as well as how
they manage data. In addition, there are a number of environmental engineering and
consulting firms that need to collect and report environmentally sensitive data to meet
public environment regulations and this survey has not adequately sampled this
population in detail that would otherwise allow for a comparison with academia.
3) Identify why some groups estimate that an ideal sensor network would cost less than a
replacement to their current setup. Is this due to lack of funding and resources, or due
to declining sensor costs?
4) Assess the current number of data sets that research groups have, and how many are
generated on an annual basis. This would be an extremely interesting bit of information
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that would help prepare repositories for the amount of data that they should expect to
see in their holdings.
5) Explore questions of ethics and security related to the use of field-deployed sensors. For
example, how will the use of thousands of animals-as-platforms play out, ethically?
What are the implications of placing web cameras at every research site? In urban (or at
least non-remote) sites, how is security for hardware and web-based systems put in
place?
6) Explore new methods by which ecologists are transmitting and sharing their data. For
example, an identified data “format” was “geo-tagged Twitter posts”; perhaps we need
to further explore the changes that the incorporation of mobile devices into research will
make to the composition and management of such newly available data sources.

DataONE is currently trying to better understand how scientists create, preserve,
manage,

and

share

their

data

through

their

own

online

survey.

http://www.dataone.org/news/help-us-understand-how-scientists-work-data. The US Forest
Service and LTER also recently sent around a survey to better understand sensor use within
their communities. It would be interesting to compare the results of the survey described here
and these surveys, and move together to explore new insights.

2.5

CONCLUSIONS
There are a number of urgent environmental questions that can only be answered

through complex models utilizing large volumes of multifarious data from multiple sources.
That data needs to be collected and shared for collaborative science to be able to answer these
questions. This research project was designed to understand the extent to which sensors are
deployed and used by academic ecology research groups, how the resulting data are managed,
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and how effectively research results are communicated to potential collaborators via
publications and data repositories.
This initial survey elicited some interesting responses and for the most part we were able
to adequately answer the questions addressed in the introduction. First, we found that academic
ecology research groups have deployed large numbers of sensors and sensor platforms and are
collecting massive volumes of data that may collectively surpasses the holdings of the major
ecological research networks presented above. These same research groups are highly interested
in expanding their activity base with new sensors and realize this logically equates to the
acquisition of more data. However, they do feel some limitations, most obviously with funding,
but also with limited support in information management and programming skills and
personnel. Second, academic research groups are still managing and documenting their data in
very traditional ways (e.g., flat files in proprietary formats, no scientific workflows to manage
streaming data), even though they are managing large numbers of sensors and it is cumbersome
and inefficient to manage data in this way. Third, it is apparent that some of the research groups
surveyed have either a formal affiliation with a research network or are interested in affiliation,
but many others are not affiliated and not interested in becoming members. Fourth, there seems
to be perceived research benefits in associating with networks, perhaps due to a potential (if
low) level of financial support as well as connections to other skilled researchers, information
managers, and programmers.
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Chapter 3: rHyperSpec: an R software application suite for processing and
analyzing ground-based hyperspectral reflectance data
Abstract
Ground-based hyperspectral remote sensing of land cover has become an important
component of many environmental research projects. Data that are collected by spectrometers for
this research are complex and there are few free, open-source software packages that enable
researchers to easily process and analyze such data in a manner that maximizes inter-comparison
between studies. The demand for hyperspectral reflectance data is, however, driving innovations
in instrumentation and methodology that will require faster and more transparent tools to analyze
the data. One way to meet these needs is to create open-source environmental software that can
be shared and modified by the research and engineering community in an online forum. Here, we
describe a new application that is well suited to this solution. rHyperSpec, which has been
written in R using the relatively new shiny wrapper for JavaScript, efficiently analyzes and
creates visualizations of hyperspectral reflectance data, provides a large number of commonly
used indices and dynamically plots data. The software can run either on a personal computer or a
server, which can allow users to process and analyze reflectance data remotely from mobile
devices. rHyperSpec is presently optimized for analyzing data from a PPSystems® UniSpecDual Channel hyperspectrometer, but could conceivably be expanded to other devices in the near
term. The code is available via http://sel.utep.edu for community feedback and improvement.

3.1 INTRODUCTION
Ground-based remote sensing of hyperspectral reflectance of land cover has become an
important component of the ecologist’s tool box, particularly over the past decade. Several
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different portable and field-hardy instruments can measure the spectral reflectance (radiance, the
light reflected from a surface, divided by irradiance, the light projecting onto a surface) of
surface objects with high-spectral and spatial resolution. Mounting instruments on tram rails
(Rahman et al. 2003, Gamon et al. 2006), cables (Healey et al. In prep.), or near surface aerial
platforms (Zarco-Tejada et al. 2000, Asner et al. 2007, Carlson et al. 2007) allows measurements
that span plot to landscape scales (Kampe et al. 2011). Narrow-band (e.g., single wavelength) or
broad-band (e.g., a set of wavelengths) spectral signatures, or the ratios or derivatives of
reflectance, can be used to infer surface properties such as plant pigment content (Gitelson and
Merzlyak 1994, Gitelson et al. 2003, Ding et al. 2009) and leaf and soil moisture content
(Peñuelas et al. 1993, Claudio et al. 2006). Indices derived from many measurements made
across a region and over a period of time may be used to infer ecosystem properties such as
aquatic, oceanic, or terrestrial primary productivity (Chang et al. 2004, Turner et al. 2006,
Huemmrich et al. 2010), plant stress (Meroni et al. 2008, Garbulsky et al. 2011), land cover or
land use change (Tittebrand et al. 2009), phenology (Huemmrich et al. 1999, Samanta et al.
2012), snowpack and snowmelt (Green et al. 2006), surface hydrology and soil moisture (Smith
1997, Schnur et al. 2010, Goswami et al. 2011), and plant community assemblage (Rocchini et
al. 2010, Feilhauer and Schmidtlein 2011).
Calculated indices from ground-based sensing may also be used to validate coarserresolution satellite data (Vogelmann et al. 1993). Over 100 such indices are already in use in the
field (e.g., Gamon et al. 1992, Garbulsky et al. 2011, Goswami et al. 2011), with more in
development as researchers better understand the linkages between wavelength reflectance, plant
physiology,

and

surface

properties.

Because

of

these

correlations,

ground-based

hyperspectrometers are increasingly being seen as a means to develop and scale algorithms of
plant and ecosystem structure and function to satellite platforms and are becoming integrated in
the suite of tools for observatories (Richardson et al. 2009, Kampe et al. 2011).
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The demand for high spatial- and spectral-resolution reflectance data is driving
innovations in instrumentation and methodologies to process and analyze these data (Hilker et al.
2010). In order to better work with these large, complex data sets, researchers may benefit from
free, open-source software that will streamline quality checking, perform basic analysis,
document analytical processes in metadata, and visualize data at multiple stages in the data
quality assurance (QA), quality control (QC) and analysis workflow processes (Granell et al.
2010). A lab that is resource-limited or finds that the commercial software does not do all of the
required analyses, may choose to apply multiple software packages to fulfill the needs of a single
scientific workflow (Carslaw and Ropkins 2012) or choose to write in-house software using
programming languages such as C++, Java, or R. In either case, the approach to data analysis
and sharing is often unclear and inconsistent among different researchers. If software packages
that are modifiable, extensible, and have a full set of analytical and visualization tools are made
available in a library common to ecologists, then data analysis may become more standardized
and enhanced (Mineter et al. 2003).
One beneficial design framework for information management systems is to create
modular software components that will fit into a bigger cyberinfrastructure (a system of
hardware, software, and people) that is generic to many purposes within the environmental
sciences (Mineter et al. 2003). One example is Kepler, a scientific workflow system that allows
for incorporation of modules that will provide to data repositories, include R functions, and track
provenance of every workflow that is run (Ludäscher et al. 2006, Barseghian et al. 2010). Instead
of considering a new software package within the bounds of immediate research needs, we
explore a potential method of creating modular software that can be connected via web services
to databases, other analytical software, and web-based applications. Such an investment is
important for the developing concept of “Web Science”, a vision articulated as a discovery and
design of web-based systems of infrastructures, mechanisms, tools, and human collaborations
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that will aid researchers in discovering, integrating, fusing, and analyzing data from sources that
are distributed and disparate (Berners-Lee et al. 2006).
I wrote a new R software application suite (R Core Team 2013) called “rHyperSpec” that
provides a free, open-source, modifiable, and web-based software option for users to qualitycheck, analyze, and visualize data from field-based spectrometers. First, I describe the research
sites that data were collected from and used for testing, followed by the motivations for writing
the software and how the design was approached. Next, I describe examples of how the software
was used to analyze hyperspectral data and how discoveries have catalyzed further development.
Finally, I discuss future directions for modular software development and how these could be
situated in a library of open-source R packages tailored to ecological data analysis.

3.2

STUDY SITES AND DATA COLLECTION
The Systems Ecology Lab (SEL) at The University of Texas at El Paso (UTEP) conducts

research requiring the collection of hyperspectral reflectance data in the Arctic and in the
Chihuahuan Desert. The overall purpose of these research activities is to better understand the
biophysical factors controlling land-atmosphere exchange of carbon, water and energy.
Hyperspectral reflectance data is used to ascertain vegetation phenology, stress, and plant-water
relations. The use of the hyperspectrometer in the field at these locations (from a moving
platform or carried by hand) is typical of other research studies (Claudio et al. 2006, Gamon et
al. 2006, Goswami et al. 2011). Three of the SEL research sites were used as reference to
rHyperSpec development and provided data for testing purposes. The following sections describe
these locations and how hyperspectral reflectance observations are made.
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3.2.1 SEL-Jornada
The southern-most research site, SEL-Jornada, lies within the USDA Agricultural
Research Service (ARS) Jornada Experimental Range (JER) in southern New Mexico (32° 34’
59” N, 106° 37’ 34” W; elevation 1417 msl). The site is situated in a mixed Larrea tridentata
(creosote) and Prosopis glandulosa (honey mesquite) dominated shrubland that is typical of the
northern Chihuahuan Desert (Peters and Gibbens 2006). Another perennial shrub species,
Flourensia cernua (tarbush), and two perennial grass species, Muhlenbergia porteri (bush
muhly) and Dasyochloa pulchella (fluffgrass) are also common species. Soils are shallow
(generally less than 1m deep) and sandy to gravelly. The site slopes downhill approximately 2°
from east to west. The long-term average rainfall at the JER Headquarters (approximately 13km
from SEL-Jornada) was 245.1 mm from 1915 to 1995, with a standard deviation of 85.0 mm
(Wainwright 2006). More than half of this precipitation occurs during summer monsoon events
(Gao et al. 2003, Bestelmeyer et al. 2004). The mean annual air temperature at the JER
headquarters was 14.70°C with a standard deviation of 0.58°C between 1915 and 1993
(Wainwright 2006). SEL researchers have operated multiple autonomous and wireless sensor
networks and have observed hundreds of individual plants at this site since 2009. More than 100
sensors and cameras generate more than 2000 files and more than12 gigabytes of data per month.
A 110m-long horizontally-level aluminum tramline was installed in 2010 with an eastwest orientation and is fixed in place by metal tripods and staked guy wires, following the design
of Gamon et al. (2006) and modifications of Goswami et al. (2011). A semi-autonomous cart,
equipped with a battery-powered motor and carrying a UniSpec Dual Channel portable
spectrometer (PPSystems®, Amesbury, MA; http://www.ppsystems.com/), and a web camera
(Microsoft Vx7000), is run on the tram line once per week except in poor weather conditions.
The UniSpec-DC’s two fiber optics and the web camera are attached to the cart’s aluminum
“arm” which extends above and to the south of the cart. The UniSpec measures irradiance
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through a cosine receptor, which is upward facing and attached to the top of the arm. Radiance is
measured through a downward facing fiber optic attached to the southern end of the arm and
fitted with a ferrule and a 10cm-long metal cylinder (“hypo tube”). The hypo tube limits the
downward field of view to approximately 20 degrees. The web camera is situated a few
centimeters north of the downward fiber optic in a face-down position (Fig. 3.1).The
measurements are made approximately 1-2 meters from the ground, depending on position along
the tramline; the tramline is level but the ground is sloped.

A

B

D

E

C

Figure 3.1. The 110m long aluminum rail tramline and spectrometer setup at the SEL-Jornada
research site. A. The rail extends 110 meters from west (270°) to east (90°). B. The UnispecDC in the robotic cart. C. A researcher sets up the robotic cart carrying the spectrometer. D.
The upward-facing fiber optic with cosine head. E. The downward facing fiber optic fitted
with ferrule and hypo tube that limits the field of view to 20°, along with a downward facing
web camera.
The UniSpec-DC spectrometer measures energy from light wavelengths approximately
every 3.3 nm between 302 nm to 1148 nm (i.e. 256 spectral readings per measurement). At each
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meter along the rail, a trigger on the cart is activated as it passes over permanently fastened metal
bars attached to the tramline, which causes the spectrometer to make a measurement and save
data to file. The first several lines of each ASCII file contain information from the UniSpec,
including the name and directory of the file, the condition of the unit (including battery levels),
and summary statistics of the collected data. Below these metadata, data are recorded in three
columns: wavelength, irradiance, and radiance values. At each end of the tram line, the cart is
stopped and metadata recorded. 3 to 10 measurements of a 99% reflective Spectralon® target
panel, made by Labsphere® (http://www.labsphere.com) are made either at the end of each
length or every two lengths of the tram for calibration purposes. One complete pass of the cart
along the tramline creates 110 data files and 2 to 10 calibration files that contain irradiance and
radiance values for 256 spectra.

3.2.2 SEL-Barrow, SEL-Atqasuk
The SEL also has two research sites near Barrow (71°18’N, 156°40’W; three meters
above sea level) and Atqasuk (70°29’N, 157°25’W, 30 msl), on the North Slope of Alaska. The
landscape of the region is characterized by a range of dry to wet systems, including ponds,
vegetated drained lake basins, low-gradient streams, hummock slopes, high and low-centered
polygonal tundra, dry heath and wet meadow plant communities (Komárková and Webber 1980).
In both areas soils are acidic and undergo an annual freeze-thaw cycle in the uppermost layer of
permafrost. The Barrow research site is characterized by surface substrates of sand, gravel and
silt; mean annual temperature of -12.6°C; and mean annual precipitation of 124 mm. The
vegetation community consists primarily of wetland grasses, sedges, and mosses (Webber et al.
1980, Villarreal et al. 2012). The Atqasuk site is characterized by surface substrates of aeolian
sand and silt; mean annual temperature of -11.9°C; and mean annual precipitation of 296 mm
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(http://www.usa.com/atqasuk-ak-weather.htm). The vegetation community consists primarily of
wetland sedges, moss, and dwarf shrubs (Villarreal 2013).
Both sites contribute data from Networked Info-Mechanical Systems (NIMS) (Kaiser et
al. 2005) 2x50 meter grids to the US Arctic Observing Network (AON). Field spectral
reflectance data was acquired every meter along the center line of each of the NIMS grids with a
hand-held Unispec DC in early August 2010 close to peak growing season, and every 2 weeks
for a 3 month duration during the 2011 and 2012 field seasons (Fig. 3.2; S. Vargas, pers. comm.).
Data formats matched those described for SEL-Jornada, as the data were collected with the same
model of instrument. Measurements were made approximately 1.5 m off of the ground. At this
height, the sampling area on the ground with a 20° field of view is 0.19 m2.

Figure 3.2. The Barrow and Atqasuk research sites (left), observed with a hand-held Unispec
DC with fiber optics attached to a hand-carried tripod (right).

3.3

SOFTWARE DESIGN AND CHARACTERISTICS
The development of rHyperSpec had several aims. First, there are few packages available

to analyze hyperspectral reflectance data from ground-based hyperspectrometers, and to our
knowledge, none are both free and open-source. The primary software cited in the literature is
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MultiSpec (http://www.specnet.info/specnet_toolkit.htm; code written by Dr. Faiz Rahman),
which is not to be confused with the software of the same name used to evaluate multispectral
image data from Earth observational satellites like Landsat (Biehl and Landgrebe 2002). There is
also an application being developed within Dr. John Gamon’s lab, called SALSA that is based in
MatLab®. We wished to provide an alternative, open-source software that can be used and
modified by the research community. Second, we wished to create a package with additional
features that included improved speed and capacities for data quality control, and permitted
complete data processing in one software package. Third, we wanted to test the utility of an R
shiny application within a new and broader framework for ecological information management
that is supported by a generic database suitable for many data types, including hyperspectral, and
web-mapping application with embedded graphing components for rapid access and
visualization of data (described in Chapters 3 and 4).
R (http://www.r-project.org; R Core Team 2013) was used because it is a free, opensource statistical software application and programming language that has become well-known
among the environmental science community where it is commonly included in advanced
ecology courses and textbooks (Clark 2007, Bolker 2008). Other benefits of R include a capacity
to execute complex statistical analysis, produce sophisticated and customizable scientific
visualizations, and interface with relational databases and object-oriented languages like Java.
The syntax for R is also reasonably straightforward for non-professional programmers. Short
scripts can be written for specific tasks, and packages (a standard R term indicating a collection
of functions that can be downloaded and installed to run within an R session) can be written and
shared in a library with other researchers. The R CRAN package repository currently features
more than 5000 packages (http://cran.r-project.org/web/packages/). There is an active user and
developer community online to offer tips, techniques, and advice via a number of online portals.
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rHyperSpec was built with R v. 3.0.1 using the R shiny package, developed by RStudio,
Inc. (http://www.rstudio.com/shiny/) and first released in November of 2012. shiny is an R
wrapper for the interpreted programming language JavaScript. Implementations of JavaScript in
web browsers not only control the browser and its content, but allow for interactivity with a webbrowser’s user (http://en.wikipedia.org/wiki/JavaScript). rHyperSpec consists of four files and
approximately 1,000 lines of code. rHyperSpec_shinyapp.R loads required R libraries and runs
the application. server.R contains all functions necessary to read data files, extract metadata,
perform calculations, build and display new tables and graphs, and provide functionality behind
user interface controls. Some functions were written from scratch to perform tasks like data and
metadata parsing and for the calculation of reflectance, normalized reflectance, and other spectral
indices (Table 3.1). Other shiny functions were used with other packages (googleVis, ggplot2) to
generate tables and plots (Table 3.2). Indices.csv provides a table of 66 indices (Table 3.3) that
can be easily expanded without changes to the R code. ui.R contains all of the user interface
code. Packages that are built in shiny can be run on personal computers or on servers, and
because the interactivity occurs within a web browser, the code can be run on a server but be
available for use via any browser on any mobile device.
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Table 3.1. rHyperSpec functions. The Type column refers to the type of function, where ’function’
stands for a standard R function, with the number of arguments the function takes in parentheses, and
reactive function’ refers to a shiny function that accepts input from the user interface as arguments to
pass to R functions.
Function

Purpose

Type

getCalTimestamp

get the timestamp of the first calibration file

getEventTimestamp

get the timestamp of the first event file

getDate

getNumberCalFiles

get the date of the event from the first calibration file
timestamp
Extract data from a .spu file (removing metadata rows),
with three columns: wavelength, radiance, and radiance. If
the user switches the upchannel from A to B, irradiance
and radiance columns are renamed appropriately.
Interpolate radiance and irradiance data for whole-value
wavelengths for a single event file and calculate normalized
reflectance.
Count the number of calibration files entered

reactive
function
reactive
function
function (2)

getNumberEventFiles

Count the number of event files entered

getCalDataList

Create a list of data frames that contains all of the
calibration file data
Bind all calibration data frames in the list into a single data
frame
Create a list of data frames that contains all of the event
file data
Bind all event data frames in the list into a single data
frame
Calculate the average reflectance for all of the calibration
files
Calculate the normalized reflectance for each event file,
using the average reflectance of the white panels

reactive
function
reactive
function
reactive
function
reactive
function
reactive
function
reactive
function

Calculate the normalized reflectance for each event file,
using the average reflectance of the white panels. Include
radiance and irradiance data.
Calculate a mean normal reflectance for each wavelength

reactive
function

getDataFromFile

getInterpNormRefl

getCalDataFrame
getEventDataList
getEventDataFrame
getAvgCalRefl
getEventNormRefl
getEventNormReflWIrrRad

getEventAvgNormRefl
getIndex
getIndices
summarizeIndices
projectMetadata

Given a data frame of indices and a row number, calculate
the specified index
Calculate all indices in the index list and bind into a single
data frame
Calculate the minimum, mean, and maximum values of all
of the indices
Create a data frame with all of the user input for metadata
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function (3)

reactive
function
reactive
function

reactive
function
function (2)
reactive
function
reactive
function
reactive
function

Table 3.2. A description of rHyperSpec objects that are created using shiny functions such as
downloadHandler, renderPlot, renderTable, and renderUI.
Type of shiny function
downloadHandler
downloadHandler
downloadHandler
downloadHandler
renderPlot
renderPlot
renderPlot

Output
downloadEventData
downloadIndexData
downloadIndexSummaries
downloadMetadata
calreflplot
dynindexcompplot
eventreflplot

renderPlot
renderPlot

rawcalirrplots
rawcalplot

renderPlot
renderPlot

raweventirrplots
raweventplot

renderPlot
renderPlot

raweventradplots
reflmap

renderPlot
renderTable

singleindexplot
allindices

renderTable
renderTable
renderTable

calfiletable
eventfiletable
metadata

renderTable

summaryIndices

renderTable

theindexlist

renderText
renderText
renderUI

caltimestamp
eventtimestamp
calFileSlider

renderUI

eventFileSlider

renderUI

eventWaveSlider
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Purpose
Download the event data as a .csv file
Download the index data as a .csv file
Download the index summaries as a .csv file
Download the metadata as a .csv file
Plot the average reflectance for the calibration panel
Plot two indices against one another for comparison
Plot average normalized reflectance for the event
files
Plot all of the irradiance for a given set of panel files
Plot the irradiance and radiance for any given (using
a slider) panel file
Plot all of the irradiance for a given set of panel files
Plot the irradiance and radiance for any given event
file (using a slider)
Plot all of the radiance for a given set of panel files
Plot a color map of the normalized reflectance for
any given event file
Plot a single index
Print all calculated index values for each location in
the event
Print a list of imported calibration files
Print a list of imported event files
Print a table of the metadata, using user inputs and
default information
Print a table of the minimum, mean, and maximum
values for each index for the given event
Print a descriptive list of all indices that are
calculated
Print the time stamp for the first calibration file
Print the time stamp for the first event file
output a slider bar for the panel files, to be used
with 'rawcalplot'
output a slider bar for the panel files, to be used
with 'raweventplot'
output a slider bar to select the wavelength range to
be used in plotting

Table 3.3. Hyperspectral indices that are included in rHyperSpec, from a list generated by F. Huemmerich. The Expression column
gives the specific equation for each index, where R followed by a numeric value indicates reflectance for that specific wavelength.
The Expression Form column, using ρ to indicate reflectance gives the generic form of the expression where the numeric value
indicates a wavelength value, and different numbers represent different wavelengths. References are given where available.
Index Name
Carotenoid 1
Carotenoid 2
Carter 1
Carter 2
Chlorophyll 1 A
Chlorophyll 1 B
Chlorophyll 2 A
Chlorophyll 2 B
Curvature Index
Datt 1
Gitelson 1
Gitelson 2
Gitelson 3
Gitelson 4
Gitelson 5
Greenness 1
Modified Normalized
Difference Vegetation
Index
Modified Simple Ratio
Normalized Difference
1
Normalized Difference
2
Normalized Difference
3
Normalized Difference
Vegetation Index 1

Index
abbreviation
cri1
cri2
carter1
carter2
chl1a
chl1b
chl2a
chl2b
curvature
datt1
gitelson1
gitelson2
gitelson3
gitelson4
gitelson5
green1
mndvi

Expression

Exρression_form

Reference

(1/R510)-(1/R550)
(1/R510)-(1/R700)
R695/R760
R695/R420
(R740^2)/(R675*R800)
(R740^3)/(R675*R695*R800)
(R685^2)/(R675*R800)
(R685^3)/(R675*R695*R800)
(R675*R690)/(R683^2)
R860/(R708*R550)
(R800-R700)/(R800+R700)
(R750-R705)/(R750+R705)
(R750-R445)/(R700-R445)
(1/R550)-(1/R750)
(1/R700)-(1/R800)
(R554/R675)
(R750-R705)/(R750+R705-2*R445)

(1/ρ1)-(1/ρ2)
(1/ρ1)-(1/ρ2)
ρ1/ρ2
ρ1/ρ2
ρ1^2/(ρ2*ρ3)
ρ1^3/ρ2*ρ3*ρ4
ρ1^2/(ρ2*ρ3)
ρ1^3/ρ2*ρ3*ρ4
(ρ1*ρ2)/ρ3^2
ρ1/(ρ2*ρ3)
(ρ1-ρ2)/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)
(1/ρ1)-(1/ρ2)
(1/ρ1)-(1/ρ2)
ρ1/ρ2
(ρ1-ρ2)/(ρ1+ρ2-(2*ρ3))

Gitelson A.A. et al. 2002
Gitelson A.A. et al. 2002
Carter, G.A. 1994
Carter, G.A. 1994

msr
nd1

(R750-R445)/(R705-R445)
(R682-R553)/(R682+R553)

(ρ1-ρ2)/(ρ3-ρ2)
(ρ1-ρ2)/(ρ1+ρ2)

Sims, D. A. & Gamon, J. A. 2002
Gandia, S. et al. 2004

nd2

(R708-R546)/(R708+R546)

(ρ1-ρ2)/(ρ1+ρ2)

nd3

(R750-R705)/(R750+R705)

(ρ1-ρ2)/(ρ1+ρ2)

ndvi1

(R800-R680)/(R800+R680)

(ρ1-ρ2)/(ρ1+ρ2)
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Zarco-Tejada, P.J. et al. 2002
Datt, B. 1998
Gitelson, A.A. & Merzlyak, M.N. 1994
Gitelson, A.A. & Merzlyak, M.N. 1994
Gitelson, A.A. et al. 2003
Gitelson, A.A. et al. 2003
Gitelson, A.A. et al. 2003

Sims, D. A. & Gamon, J. A. 2002

Index Name
Normalized Difference
Vegetation Index 2
Normalized Difference
Vegetation Index 3
Normalized Difference
Vegetation Index 4
Optimized Soil
Adjusted Vegetation
Index
Phytochrome 1
Phytochrome 2
Phytochrome 3
Phytochrome 4
Phytochrome 5
Phytochrome 6
Photochemical
Reflectance Index 1
Photochemical
Reflectance Index 2
Photochemical
Reflectance Index 3
Photochemical
Reflectance Index 4
Plant Senscence
Reflectance Index
Reflectance
Phytochrome
RFFR 1
RFFR 2
RF Green
RF Red
RI
Structure Independent
Pigment Index
Simple Ratio 01

Index
abbreviation
ndvi2

Expression

Exρression_form

(R800-R667)/(R800+R667)

(ρ1-ρ2)/(ρ1+ρ2)

ndvi3

(R750-R667)/(R750+R667)

(ρ1-ρ2)/(ρ1+ρ2)

ndvi4

(R774-R677)/(R774+R677)

(ρ1-ρ2)/(ρ1+ρ2)

osavi

1.16*(R800R670)/(R800+R670+0.16)

1.16*(ρ1-ρ2)/(ρ1+ρ2+1.16)

Rondeaux, G. et al 1996

phyt1
phyt2
phyt3
phyt4
phyt5
phyt6
pri1

R730/(R730+R652)
(R730-R652)/(R730+R652)
R724/(R724+R654)
(R724-R654)/(R724+R654)
R730/(R730+R666)
(R730-R666)/(R730+R666)
(R531-R570)/(R531+R570)

ρ1/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)
ρ1/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)
ρ1/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)

Gamon, J. et al. 1992

pri2

(R530-R550)/(R530+R550)

(ρ1-ρ2)/(ρ1+ρ2)

Sims, D. A. & Gamon, J. A. 2002

pri3

(R531-R670)/(R531+R670)

(ρ1-ρ2)/(ρ1+ρ2)

Gamon, J.A. et al. 1997

pri4

(R531-R667)/(R531+R667)

(ρ1-ρ2)/(ρ1+ρ2)

psri

(R680-R500)/R750

(ρ1-ρ2)/ρ3

rphyto

R730/(R730+R665)

ρ1/(ρ1+ρ2)

rffr1
rffr2
rfgreen
rfred
ri
sipi

R730-R650
(R730-R650)/(R685+R650)
R525-R550
R690-R650
(R678-R667)/(R678+R667)
(R800-R450)/(R800-R650)

ρ1-ρ2
(ρ1-ρ2)/(ρ3+ρ2)
ρ1-ρ2
ρ1-ρ2
(ρ1-ρ2)/(ρ1+ρ2)
(ρ1-ρ2)/(ρ1+ρ2)

sr01

R430/R762

ρ1/ρ2
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Reference

Merzlyak, M.N. et al. 1999

Peñuelas, J. et al. 1995

Index Name
Simple Ratio 02
Simple Ratio 03
Simple Ratio 04
Simple Ratio 05
Simple Ratio 06
Simple Ratio 07
Simple Ratio 08
Simple Ratio 09
Simple Ratio 10
Simple Ratio 11
Simple Ratio 12
Simple Ratio 13
Simple Ratio 14
Simple Ratio 15
Simple Ratio 16
Simple Ratio 17
Simple Ratio 18
Vogelman Red Edge 1
Vogelman Red Edge 2
Vogelman Red Edge 3
Water Band Index

Index
abbreviation
sr02
sr03
sr04
sr05
sr06
sr07
sr08
sr09
sr10
sr11
sr12
sr13
sr14
sr15
sr16
sr17
sr18
vog1
vog2
vog3
wbi

Expression

Exρression_form

Reference

R550/R430
R550/R650
R672/R550
R685/R655
R690/R655
R705/R715
R705/R930
R708/R545
R750/R550
R750/R700
R750/R705
R752/R690
R775/R675
R800/R650
R800/R680
R800/R750
R860/R550
R740/R720
(R734-R747)/(R715+R726)
(R734-R747)/(R715+R720)
R900/R970

ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
ρ1/ρ2
(ρ1-ρ2)/(ρ3+ρ4)
(ρ1-ρ2)/(ρ3+ρ4)
ρ1/ρ2

Vogelmann, J.E. et al. 1993
Vogelmann, J.E. et al. 1993
Vogelmann, J.E. et al. 1993
Claudio, H. et al. 2006
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3.4

SOFTWARE OPERATION
The application opens as a tab or window in a web browser. An interactive panel on the

left side of the application provides file upload and download options. A series of tabs on the
right side of the page provide interactive metadata, tables, and graphs. (Fig. 3). In the following
sections, the term calibration will refer to measurements made over a white reflectance panel,
and the term event will refer to a collection of measurements made along a transect or path. The
top two buttons in the left panel allow the user to choose calibration and event files from the file
directory. Download buttons are placed at the bottom of the panel. These allow the user to
download .csv files containing: 1) metadata for the event, 2) event data, including raw irradiance,
radiance, calculated event reflectance, average calibration reflectance, and normalized
reflectance for each measurement location and wavelength; 3) calculated index data for all
indices and every location; and 4) minimum, mean, maximum, and standard deviation values for
all indices calculated for the event.
The default tab, Metadata, contains both automatically generated metadata such as the
timestamps of the first calibration and event files and the names of all calibration and event files
used, as well as drop-down lists, radio buttons, and text boxes to help the user record information
about the data collection, processing, and analysis steps (Fig. 3.3). User-entered information
includes the platform name, the names of the people who collected and are analyzing the data,
spectrometer settings (such as whether the upward facing fiber optic was plugged into channel A
or B of the spectrometer), event information (such as the event number of the day, and the
direction measurements were made in (“forward” or “backward” along a tram, transect, or
sampling path), and sky conditions. The user can also choose between three methods to
interpolate radiance, irradiance, and reflectance data for all of the files. These interpolation
methods are implemented with R’s stats package, and include linear approximation using the
approx() function’s “linear” method; spline approximation using the spline() function’s “normal”
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method, and cubic approximation using the spline() function’s “fmm” method (Forsythe,
Malcolm and Moler) (Forsythe et al. 1977). Data entry boxes are included for entering any
ancillary information about the calibration or event files. Below the user entry form is a table
listing all of the options and values. This table is dynamically updated with each change and can
be downloaded at any time as a .csv file from a button in the left panel. No metadata standard
exists in this community (Andreas Hueni, pers. comm.), so metadata fields were created based on
how the spectrometer was used in the field by the SEL-Jornada research group.

Figure 3.3. Metadata tab. The page is interactive, meaning that any change in one of the dropdown lists, radio lists, or text boxes will result in immediate change to the metadata table,
which can later be downloaded for documentation purposes.
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The Index List tab is generated from the Indices.csv file, and shows a sortable table
containing the name, abbreviation, equation, and reference for each spectral index that the
software can calculate (Fig. 3.4). For example, the Water Band Index (WBI; Claudio et al. 2006)
is represented with the formula R900/R970, where R represents reflectance at a particular
wavelength in nanometers – WBI is the ratio between the reflectance at 900nm and the
reflectance at 970nm. Several other columns within the table contain the wavelengths found in
each equation and a generic form of the equation (for WBI, the generic form of the equation is
p1/p2), which are used by a single custom-written function in rHyperSpec to perform all of the
calculations. Custom indices can thus be quickly added to rHyperSpec by entering the correct
wavelengths and generic function as a new row in the Indices.csv file.
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Figure 3.4. The Index List tab. This contains a table of all indices calculated by rHyperSpec,
for the user’s reference. The table contains the full name, abbreviation, equation (or
expression), and reference(s) for each index, and can be downloaded using a button in the left
panel.
The Calibration Plots tab generates three plots that can be used to assess the quality of
the calibration data (Fig. 3.5). The top two plots are scatter and line plots of irradiance and
radiance values for all calibration files and can be used to visually assess the degree of variability
between each file included in the analysis. When each the irradiance and irradiance values for all
files align, sky cover conditions were likely constant, for example. Visualizations can also be
used to ensure that calibration files were chosen correctly (radiance is visually distinct for event
files and calibration files), or to detect problematic data - like the impact of a poorly connected
fiber optic cable for example. The bottom plot is a scatter and line plot of both irradiance and
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Figure 3.5. The Calibration Plots tab. The top two plots allow a user to view all of the
irradiance and radiance data, respectively, plotted on the same graph. The plot at the
bottom allows users to view the radiance and irradiance of each file using the slider bar.

radiance from a single calibration file. A slider control tool allows users to visualize each of the
calibration files one at a time. A user may wish to view the top two graphs primarily, and use the
slider to inspect each file if it is suspected that one file has erroneous data. At the top of the page,
another slider bar allows users to restrict or expand the range of wavelength values plotted for all
three graphs. This allows users to closely inspect data or to view the entire range of wavelengths
recorded in the dataset. The Event Plots tab is similar to the Calibration Plots tab, except that it
shows irradiance and radiance data for event files, not calibration files (Fig. 3.6).
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Figure 3.6. The Event Plots tab. The top two plots allow a user to view all of the irradiance
and radiance data, respectively, plotted on the same graph. The plot at the bottom allows users
to view the radiance and irradiance of each file using the slider bar.
The Reflectance Plots tab generates line graphs for the average calibration panel
reflectance and the average normalized reflectance for each wavelength for all event files (Fig.
3.7). A raster-type color map is also generated for reflectance where the x-axis defines the
measurement location, the y-axis defines the wavelength, and color indicates normalized
reflectance, where dark blue is zero reflectance and light blue is 100% reflectance. With
experience, users can use these plots to infer different land cover along a sampling sequence
(e.g., high reflectance might indicate bare soil, while low reflectance might indicate dense
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vegetation), and errors in particular files or locations. For example, generating these graphs for
the SEL-Jornada spectral data revealed repeat and extremely high reflectance for a single
location along the tramline. It was realized that reflections from an aluminum bar supporting
other static instrumentation was interfering with the irradiance values, and the bar was
subsequently moved. Reflectance plots can also expose whether the direction of the event was
marked correctly in the metadata; an experienced user can recognize if the pattern of reflectance
is backward from what it should be and can easily correct this by going back to the Metadata tab
and changing the direction option.
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Figure 3.7. The Reflectance tab. The average of the raw panel reflectance is plotted in the top
graph. The average of the event normalized reflectance is plotted in the middle graph. The
bottom graph is a color map of normalized reflectance with relative location (in this instance,
meter along a 110m tramline) on the x-axis and wavelength from 400 to 1000 nm on the yaxis. Normalized reflectance is depicted as a gradient where dark blue represents low
reflectance and light blue represents high reflectance.
The Table of Calculated Indices tab provides a sortable and scrollable table of the
calculated spectral indices for each location (Fig. 3.8). The sort functionality allows a user to
look at which locations have the highest and lowest values for a particular index. The Table of
Average Index Values provides a non-sortable table of the minimum, mean, maximum, and
standard deviation values for each index for the set of event files chosen for analysis (Fig. 3.9).
Both of these tables can be downloaded from buttons in the left panel and saved as .csv files.
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Figure 3.8. The Table of All Index Values tab. This page contains a table with all of the
calculated index values for each location in the event.
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Figure 3.9. The Table of Average Index Values tab. This page contains a table with the
minimum, mean, maximum, and standard deviation values for each of the calculated indices.
The Index Plots tab has a single graph with three lines that show by default the
Normalized Difference Vegetation Index 1 (NDVI1 = R800 – R680 / R680 + R800), Photochemical
Reflectance Index 1 (PRI1 = R531-R570/R531+R570), and Water Band Index (WBI = R900/R970)
indices (Fig. 3.10). The plotted indices can be changed using one of three drop-down lists. A
conditional smoothing line and confidence interval is also plotted over the index lines, using the
stat_smooth() function from the package ggplot2, which in turn requires packages MASS and
mgcv. The method used (local regression, linear regression, generalized linear regression,
generalized additive models, or robust linear models) can be changed by the user using a dropdown list. The Index Comparison Plot tab generates a comparison plot of two indices, which are
selectable via drop-down lists (Fig. 3.11).
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Figure 3.10. The Index Plots tab. This page allows a user to select three indices and plot them
on the same graph. Smoothing lines are added for each index according to the method
selected.
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Figure 3.11. The Index Comparison Plots tab. This page that allows a user to select two
indices and plot them against each other, to help understand how indices are related to one
another.

3.5

SOFTWARE COMPARISON TO MULTISPEC
One of the aims of this software development initiative was to speed up data processing.

rHyperSpec and MultiSpec were used to process two years of data (117 events from 2011-2012)
from the SEL-Jornada site. This analysis took approximately four days in MultiSpec, and four
hours in rHyperSpec. In rHyperSpec, it takes approximately five to ten minutes for a user to
upload raw data sets for a single event, enter metadata, process the data, and download all
resulting data and graph files. In addition, many more products were available after the analysis,
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including the color map of reflectance, the plots of 66 different indices, and a table of metadata
related to the processing.
Another key aim was to ensure that rHyperSpec was calculating reflectance and spectral
indices correctly. NDVI was calculated by both rHyperSpec and MultiSpec 4.0 for two dates at
each of the three study sites above. The NDVI values calculated by rHyperSpec were plotted
against the NDVI values calculated by MultiSpec and a trend line forced through the origin. If
the values from the two processes were the same, the R2 value would be 1.0 and all points would
fall on the line. The actual linear regression R2 values were 0.98 or higher for NDVI. The slight
deviations from the line are likely attributable to differences in rounding methodology between
the three software applications (Fig. 3.12). Another consideration is in a potential double
calibration that may have occurred with the MultiSpec-calculated data. The internal Unispec
software initially did not pre-calibrate the data using instrument-specific coefficients, but later
versions did (John Gamon, pers. comm.). MultiSpec was built to automatically calibrate the data
with the instrument-specific coefficients, so any data that was collected using later versions of
the Unispec software and MultiSpec may have been double calibrated, leading to a small amount
of error. rHyperSpec does not calibrate the data with these coefficients.
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Figure 3.12. A comparison of calculated NDVI by MultiSpec and rHyperSpec for two events
from each of the Atqasuk, Barrow, and Jornada sites. Trendlines are forced through the
origin. All R2 values are 0.98 or higher, indicating that rHyperSpec is calculating very similar
NDVI values as MultiSpec. Error may be attributable to differences in rounding methodology
between the software.
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3.6

FUTURE WORK
A large number of improvements and extensions can readily extend rHyperSpec to enable

higher-order analyses, better visualization and reporting options, and a more pleasing user
experience. We recommend that all such changes take place in a public code repository, like
GitHub (https://github.com/), such that the community of practice can collectively make
improvements while keeping track of versioning. Below are several potential directions for
improved or expanded functionality:

 Provide ways to connect to databases. rHyperSpec can be made interoperable with a
database rather easily, using R’s ability to connect directly through a package like
RODBC or using web services. Preliminary testing that used web services to connect
to a database was successful (see Chapter 3).

 Add quality-checking tools. For now, quality checking and flagging relies mostly on
the user’s knowledge of the methodology and instrumentation used and the
characteristics of the vegetative community. rHyperSpec allows users to switch
channels used for the two optic fibers on the UniSpec, reverse the file order, and
make notes in the metadata page. New automated quality control checking could
include features such as checking for gaps in the data or for values that are outside of
a user-selected range for the instrument or vegetation type. Output data could be
flagged accordingly. It may be possible to link an existing tool, the Data Assessment
Run-time (DART) Monitoring framework, to check data for hardware errors such as
loose wires and poor fiber optic connections or for deviations from expected values
due to weather events (Gallegos et al. 2011).
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 Add the ability to compare multiple event data. An obvious addition to this program
would be to allow the user to save the output from multiple events as R data objects
and provide tools to compare these events over time. There are a number of
interesting analyses that could be executed with longer time series or with spatially
explicit data. The ability to save the provenance of not only event-level analyses, but
carry that through to multi-event analyses would save a great deal of research time.
This would also require a second set of quality checking functions for detecting
anomalies over time or space.

 Add more data download formats. An advanced step would be to format calculated
data so that it could be input to other analytical software designed for running
advanced analyses, such as spectral unmixing, on hyperspectral data. This may
include software like ENVI and ERDAS.

 Add the ability to analyze data from multiple instruments. rHyperSpec only parses
.spu files from a Unispec DC analyzer at present. We would like to add the capability
to analyze data from other instruments. Some examples may include the PPSystems
single-channel version of the UniSpec; the Spectra Vista Corporation Field Portable
Spectroradiometer

line

(GER,

MR,

and

HR

series;

http://www.spectravista.com/ground.html), the Airborne Visible and Infrared Imaging
Spectrometer [AVIRIS] (Carlson et al. 2007), the In Situ Ultraviolet Spectrometer
[ISUS] (Chang et al. 2004), and others, providing that the data are in non-proprietary
formats.
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 Add broad-band spectral indices, ability to compare broad-band with narrow-band
indices, and more statistical tests. In addition to adding more instruments, some of
which measure a broader range of wavelengths than the UniSpec DC, it would be
useful to add the capacity to calculate broad-band spectral indices such as NDVI
using the same wavelengths as Landsat. This could potentially allow for easier
scaling between data collected in the same location by different instruments, or
provide comparable data between different ecosystems that were by necessity
surveyed by different instruments. There are numerous other narrow-band indices as
well, which use differential equations that could be included (Tsai and Philpot 1998).

 Add reporting tools. These tools would capture input, code, and output as the
software was being run, allowing an end report to be saved in HTML or other format.
This would provide a very detailed, thorough record or provenance trace of the data
processing, both reducing time needed for researchers to spend documenting their
work manually and increasing research transparency and reproducibility. Such tools
could also collect and export the metadata fields required for any particular
community

standards,

such

as

Ecological

Metadata

Language

(EML;

http://knb.ecoinformatics.org/software/eml/), Federal Geographic Data Committee
(FGDC;

http://www.fgdc.gov/),

Water

Markup

Language

(WaterML;

http://his.cuahsi.org/), and ISO 19115 (http://www.iso.org).

3.7

CONCLUSIONS
rHyperSpec is a software application that was demonstrated to efficiently analyze and

visualize hyperspectral reflectance data, and derive a large number of spectral indices. This
capability was not possible with MultiSpec, and within an open-source framework, we hope that
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an adept user community could further add to the existing capabilities of rHyperSpec. Moreover,
rHyperSpec is written in a language that an increasing number of ecologists are actively using on
any personal computers and mobile devices. Thus, future development could be catalyzed by the
efforts of ecologists and not expert programmers, thereby allowing for bottom-up innovation.
Considering current trends promoting open access to data and open-source software
development, it is important that researchers who need new software for data analysis be able to
either find software online or be able to generate and share new software with the community.
Such software should be easily modifiable and the modifications shared with the community at
large so that they can be vetted by the community. In this respect, scientific software can be
peer-reviewed in an informal, but powerful sense – not only will there be verification that the
code works as intended (as people try the code on their own data), but there will be validation of
the scientific principles that the code was written to solve.
We have pointed out a number of future developments that could be made to rHyperSpec,
and we encourage the community to visit the link provided via http://sel.utep.edu to explore the
software and proceed accordingly. The software will be placed under a GNU general public
license. It is conceivable that not only could the community improve rHyperSpec, but build other
interoperable modules that could be chained into a complex scientific workflow and information
management system. In this way, the community can be not only evolving the science of
hyperspectral reflectance and its use in environmental studies, but also contributing to Web
Science.
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Chapter 4: A generic, scalable, and extendable database schema for long-tail
ecological science

Abstract
The multi-faceted discipline of ecology is undergoing a paradigm shift driven by
technological transformation. Field work is rapidly being augmented or replaced by the
deployment of diverse, automated sensors that can be used to collect reliable and continuous data
streams over long periods of time for relatively low deployment and maintenance costs.
However, sensor-generated data streams can be difficult and time-consuming to manage,
integrate, and share. Many small ecology labs, residing in what is considered the ‘long-tail’ of
ecological science, are collecting more data than ever before via automated sensors yet are
resource limited in terms of information management. Such groups could benefit from a freely
accessible and relatively simple information management system that is designed to be
independent from particular research domains within ecology. As part of an envisioned
information management system, I created a relational database that 1) incorporates many types
of environmental data, 2) can scale to include new datasets without the need to create new
entities or relationships, 3) manages contextual research information, such as derived data, links
to source documentation, methodology, and equipment maintenance, 4) automates many simple
data quality-checking and aggregation processes, and 5) assists semantic annotation of data for
machine discovery, documentation, and integration. There are few readily available, open-source
schemas that have the flexibility to accommodate the needs of small ecology labs and support the
capabilities listed above. The goal of this work is to provide a modifiable database schema that
will empower ecology labs to better manage their data and share it with a broader community.
We propose that labs utilizing this schema (as-is or expanded) could spend fewer resources
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developing their own custom solutions and more data would be better documented and available
for the type of synthetic research that is needed to solve urgent environmental issues.

4.1 INTRODUCTION
Ecology is often considered a ‘long-tail’ science domain, in which a large number of
individual researchers or labs each make small contributions to science that collectively represent
a large contribution (Murray-Rust 2008, Howe et al. 2011). Over the past decade, many
individual researchers and small labs have deployed a large number of diverse automated sensors
to make measurements of many environmental properties over larger areas and finer temporal
scales than most manual field work could reasonably target (Rundel et al. 2009, Porter et al.
2012). There are many types of sensors deployed around the world to monitor the properties of
the atmosphere (e.g. temperature, humidity, wind speed), solar radiation and surface reflectance
(e.g., photosynthetically active radiation, hyperspectral sensors), water (e.g., salinity, turbulence,
organic matter), plants (e.g., sap flow, photosynthetic yield), and animals (e.g., global
positioning service (GPS) tags, radio transmitters). Many sensors can reliably collect continuous
data streams for sustained periods of time and reduce work load within a research lab (Collins et
al. 2006, Benson et al. 2010). As component technology improves (e.g., smaller GPS units, more
memory in small flash cards), more intricate and specialized sensor designs can be implemented.
Sensors have been a big boon to ecological research, allowing researchers to study
systems of interest in more detail with less field effort. However, their deployment also presents
new challenges to ecologists. Some sensors collect a lot of simple, single-variable data in a short
period of time, such as anemometers that measure wind speed and direction multiple times per
second. Other sensors collect complex data, such as hyperspectral sensors, which can collect
irradiance and radiance values for hundreds of wavelengths multiple times per minute. Such data
cannot be quality-checked, analyzed, documented, stored, or integrated with other data sets
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without some help from computer programs (Szalay and Gray 2006, Jones and Gries 2010).
Providing collaborators and other interested parties with access to the data can also pose
problems if data are not well managed.
A well-designed relational database can be an important part of an environmental
information management system. A relational database can store multiple, large, and complex
data sets in a single location, while providing tools to index and rapidly query the data. Bringing
analysis tools closer to the data and reducing the need for multiple outside applications can speed
up data management greatly (Szalay and Blakeley 2009). Databases can also be an important
piece for sharing data with collaborators and other interested parties. Views or stored queries
(stored procedures) can be written to provide particular views of the data, often via multi-table
joins, and the results can be exposed on a web site via web services.
Some general database schemas are available for ecologists, but these tend to be
specifically focused on meeting the needs of a particular research domain within the ecological
sciences, such as ecohydrology (Ames et al. 2012), synthesis of many related datasets
(Chaudhary et al. 2010), or studies of individual species (Rees et al. 2008). These databases are
often complex to implement, document, and maintain, requiring full-time help from a dedicated
programmer or information scientist. If these kinds of schemas are not appropriate or affordable
for another ecology lab’s research, that lab may choose to design its own database – or even one
for each project (Kennedy et al. 2008). Ecological database schemas, whether built for a single
project, lab-level research, or data fusion projects, are rarely published or made available to other
researchers. While these individual databases generally work as intended by the researcherdesigner, problems arise when researchers attempt to integrate their data within or between labs
(Chaudhary et al. 2010). The NSF recognized the problems addressed above, as well as the fact
that many data sets are being lost due to several reasons, including the lack of suitable
repositories, standard documentation formats, and common data formats (Reichman et al. 2011).
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Evolving requirements have led the NSF to address the problem in its most recent policy change
of 2011, which mandates that all research proposals include a data management plan (DMP)
(National Science Foundation 2011). Many researchers have been improving their data
accessibility over the past several years, particularly through the Ecological Society of America’s
Ecological Archives (http://esapubs.org/archive; (del Moral and Wood 2012, Chu et al. 2013))
and via the Knowledge Network for Biodiversity repository (http://knb.ecoinformatics.org).
However, this is difficult to do when datasets or data structures are large and complex.
Ecologists can benefit from a relatively simple information management system that is free and
open-source, modular, scalable, and designed to handle multifarious data. The goal of this
research was to reduce the effort required by researchers to organize, store, process, and share
data from a wide variety of research projects. The objective was to design a generic, flexible, and
expandable database schema that would meet the needs of many ecologists to manage their data
and share them with collaborators, and reduce the need for ecologists to design their own projectoriented databases. The concept is that each lab could download a database schema based upon
the basic framework provided here, and use it to manage their data. As they find ways to
improve upon the design, they could submit such changes to a community repository, and write
web services to connect distributed databases together, or generate a web portal that exposes data
from multiple databases.
We worked with a small ecology lab to illustrate their data management needs and thus to
elicit design considerations. We designed a database according to these requirements, and
implemented it with the data from the lab. We then linked the database with a website to expose
data in the form of dynamic visualization tools, such that the data from multiple projects would
be available to all researchers in the lab and their collaborators. We assessed the design against
the criteria that were developed, and then outlined future work and lessons learned.
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4.2 DATABASE DESIGN AND IMPLEMENTATION

4.2.1 Requirements and case study
In order to guide development of a flexible database schema that could be utilized by
ecological research labs without extensive customization, we created a case study to examine the
issues and challenges of data integration within a relatively small lab conducting long tail
science. The University of Texas at El Paso’s (UTEP) Systems Ecology Lab (SEL) research
activities at the USDA-ARS Jornada Experimental Range (SEL-Jornada; Fig. 4.1) provided nine
projects, utilizing more than 100 automated sensors that record images and data such as
microclimatic variables, trace gas flux, and hyperspectral reflectance from the SEL Jornada site
(Fig. 4.2). Some measurements are also made manually, such as phenological (life stage)
observations of multiple plant species over time. Depending on the data collected, the time span
between measurements can range from once every 1/10th of second to once per week. This site
generates more than 500 data files, totaling more than 4 gigabytes of data per week. Numerous
data sets are then derived from these raw data sets, using various software packages and
scientific workflows. One raw data set may be used in several workflows for different purposes.
For example, a derived data set may be as simple as reducing 5 minute precipitation values to
daily, weekly, or monthly sums. Alternatively, multiple data sets may be used in calculations to
generate estimates of complex indices, flux values, or optical signatures.
With respect to the number of sensors used (close to the average of 90 reported in
Chapter 1, most of them meteorological) and the number of personnel available (4 on average for
the Jornada site), and the amount of data collected annually (approximately 200 GB), this
research group appeared to be representative of other academic ecology labs and made a good
case study for developing a generic ecology database schema.
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Figure 4.1. Left: The Jornada Experimental Range (black frame), with the research site
(orange box). Right: The SEL research site, with three phenology transects (red dots), tram
rail (blue line), and tower (cartoon).

Figure 4.2. Three SEL-Jornada sensor platforms. Left to right: eddy covariance tower, robotic
cart on tramline, and wireless sensor network nodes.
Using this site-based research effort that is typical of long tail ecological research as a
case study, we worked with SEL-Jornada team members to discover their needs and use them to
outline our design requirements. We organized information about each of the projects, including
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the platforms, data loggers, and sensors that were being used for each, which variables were
being recorded on which entities (such as individual plants or monitoring plots), and how data
were being managed and processed. We investigated where there were similarities between
different projects, such as where two or more projects were studying the same plant individuals,
or deriving the same types of data, such as daily mean air temperature. We used this knowledge
to outline criteria for the database schema and associated stored procedures and web services that
would meet our objectives.

4.2.2. Design criteria
The criteria that we developed for the database schema was that it should: 1) handle
multifarious data types, 2) incorporate new datasets over time without the need to create new
entities or relationships (which would cost the lab time and effort), 3) handle external sources of
data, such as regional climate data, 4) track provenance (the origin and history) of both raw and
derived data values, 5) use stored procedures (e.g. code that filter one or more tables data by one
or more criteria and delivers a new table containing the results) to automate standard processing
steps like daily averaging, 6) accommodate the incorporation of standard keyword thesauruses,
ontologies, and taxonomic classification systems to increase clarity of the metadata (i.e., data
documentation) and to eventually support a machine-readable knowledgebase, 7) contain enough
metadata to satisfy at least the basic requirements of multiple ecological metadata standards, and
8) be available for querying via web services such that data could be exposed online through a
web interface. Throughout the database design process, we referred back to the information
gleaned from our case study and these criteria to iteratively develop and refine a database
schema that would be as simple as possible to meet the criteria (i.e., having the fewest number of
tables, relationships, and stored procedures possible).
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4.2.3. Database design
We describe the database design in terms of a conceptual entity-relationship model (Chen
1976). Entities, labeled with nouns, are concepts with recognizable terms and meanings, such as
sensor or data logger. Relationships, labeled with verbs, describe how entities are related to each
other. For example, in Figure 4.3 a sensor entity and a data logger entity have a “communicates
with” relationship, indicating that a sensor sends signals to the data logger it is connected to, and
the data logger stores the data.
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1

Figure 4.3. A simplified version of the entity-relationship diagram representing the SEL-Jornada Database. Entities are represented
by rectangles and relationships are represented by lines and labels. For simplicity, attributes are omitted. The full diagram is
available in Appendix A. Figure generated by Alla Dove and Christine Laney.
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The database schema (simplified version in Fig. 4.3; entity list in Table 4.1; entire
schema in Appendix A) was built around the core concept that a raw measurement has a value
and measurement parameters, which include the variable measured on a focal entity (not to be
confused with database entity) by an observer at a specific location and timestamp (Fig. 4.4).
The value can be of type string (e.g. categorical data), numeric, or composite (e.g. concatenated
multiple values). The focal entity consists of the physical object being observed, and two types,
plant or physical entity (e.g., a plot or parcel of air) are children entities. An observer is a sensor
or a person that makes a measurement. Location is another key element of a measurement.
Observers and focal entities can be stationary or moving on a platform – defined loosely here as
a sampling space with an origin and end point measured across a one-dimensional horizontal
plane (Fig. 4.5) (e.g., tower or tripod). The location of each observer or focal entity can be
recorded as an “absolute” spatial coordinate as measured by a GPS unit, or at a “relative” spatial
coordinate along a platform within three-dimensional space (i.e. horizontal and vertical planes).
Information about locations of sensors (and data loggers; see below) on platforms is contained in
the location on platform entity.
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Table 4.1. Descriptions of entities in the database schema.
Entity
DataLogger
DataProductLevel
DerivedData
FocalEntity
Maintenance
Observer
Person
PhysicalEntity
Plant
Platform
Project
Process

RawMeasurement

Sensor
Source
Species
TermSource

Unit
MeasurementParameters
Value
ValueString
ValueNumerical
ValueComposite
Variable

Description
A data logger (i.e., a computer) that manages one or more sensors
and records data from sensors.
The QA/QC level of a data value.
Data derived from raw measurements.
An entity that is being observed.
Maintenance task performed on a platform, data logger, or sensor.
An observer.
A person.
A focal entity that is non-living, such as an air packet or patch of
soil.
A focal entity that is an individual plant.
A sampling area from which observations are made. This includes
physical structures and non-tangible areas, such as transects.
A collection of data that is collected for the purpose of answering
one or more research questions.
A table to describe analytical processes used to derive data. Each
process has a version number, a description, a data level start (e.g.,
0 for raw data), and a data level end (e.g., 2 for gap-filled data).
An entity to store raw data. This is the core of the database. Here, a
datum is defined by the observation date and time, the variable and
unit, the observer and focal entity, and the value.
An instrument that makes observations.
A file, such as a data table, an image file, or documentation file; or a
URL.
Information about each species studied.
This entity is used to store information about ontologies, databases
and documents, which provide terms that are used as primary keys
for some of the existing entities, such as FocalEntity, Unit, Keyword,
and Variable.
A unit of measurement.
Link between a raw measurement, variable, unit, observer, and
focal entity.
The root of different types of data values.
String values to store categorical data.
Numerical values.
Composite values, to store multiple string or numeric values.
Variable measured.
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Figure 4.4. The concept of a raw measurement, which is a value of a variable (using some
unit) measured by an observer on a focal entity at a specific location and time.

Figure 4.5. Representation of the location of observers (e.g., sensors) and focal entities (e.g.
plants) on the platforms used in this database schema. Figure generated by Alla Dove.

96

Derived data are not generated directly by an observer, but by a process whereby a set of
raw measurements (or other derived data) are aggregated, transformed, or fused. They are stored
in the derived data entity if derived from a process that is run outside of the database. For
example, values such as daily average temperatures can be derived from five-minute temperature
data in the database by a query, and thus these values do not need to be stored in the database.
However, a researcher many prefer to run more complex calculations in another software
program because of better control over such calculations of derived data. In this case, derived
data can be imported into the database via the derived data entity. Each derived data value has
the start and end date and time that represents the temporal range that the value represents, and is
linked back to the originating raw data via a process, such as an external software program or a
series of chained steps as found in a scientific workflow. Information about processes can be
stored as any file type (e.g., documents, programming scripts, workflow scripts, etc.) in the
sources entity (this is also true for raw measurements). Second, external data can be data
harvested from another source, such as a website or a spreadsheet. External data can be
important for analyses, perhaps as a source of contextual information or data that can be used
with internal data to calculate derived data. Information about where the data came from can be
also stored in the source entity.
Finally, there are ancillary database entities that support documentation of the data
(metadata), so that these details can be readily exported as part of a data package. Each value can
be labeled by an alphanumeric string that represents the data product level to which data were
quality checked. This could be a user-defined set of levels, but as an example we used the
National Ecological Observatory Network’s (NEON) 5 level system of values 0 through 4, where
0 represents raw data that has had no processing applied to it; 1 represents data that has been
calibrated and potentially quality-checked; 2 represents data that has had some gap-filling
algorithms applied to it; 3 represents level 1 or 2 data that have been mapped on a uniform space‐
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time grid; and 4 represents data that has been derived from lower levels of data and could be
calculated from observations made by more than one observer or for more than one focal entity.
(Table 4.2). Each sensor is connected to a data logger; this entity contains information about the
model, serial number, etc. of the data logger (in some cases, a spectrometer or a laptop computer
is considered to be the data logger). Taxonomic or keyword terms that come from an outside
resource, such as the USDA PLANTS database (http://plants.usda.gov) or the Extensible
Observation Ontology (OBOE; https://semtools.ecoinformatics.org/oboe) (Berkley et al. 2009)
can be stored in the term entity and connected to the term source, which is the file or URL that
links to the original list of terms. For example, the code ‘LATR01’ in our plant entity refers to an
individual plant of species Larrea tridentata; information about the species is linked though
species by the USDA PLANTS code “LATR2”, and the URL that points to the information on
this species is in the term source entity. Information regarding how sensors, data loggers, and
platforms, and sites are maintained can be stored in the maintenance entity, including
information about the person(s) involved and the project(s). The metadata tables are structured
such that irrespective of how metadata are exported, the basic requirements of standard metadata
formats

such

as

the

Ecological

Metadata

Language

(EML;

http://knb.ecoinformatics.org/software/eml/) or the Federal Geographic Data Committee (FGDC;
http://www.fgdc.gov/) can be fulfilled. Projects can also have sources.
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Table 4.2. Data product levels, as defined by the National Ecological Observatory Network (NEON).
Data product level
0
1

Description
Raw data from instrumental or human observations.
Calibrated data generally from a single instrument, observer, or field
sampling area. These data may include information on data quality.
Combinations of level 1 data used to create a gap filled data stream
that may replace a level 1 product. Generally, products at this level
this will reflect a stream from a single instrument, observer, or field
sampling area. Annotations will indicate the gap filling approach
employed.
Level 1 and /or 2 data mapped on a uniform space‐time grid.
Derived products using levels 1, 2 and/or 3 data. Products at this
level may combine observations from more than one instrument,
observer, and/or sampling area.

2

3
4

4.2.4 Database Population
The database’s empty schema was created with MySQL commands and populated from
.csv files using Python scripts. After entity tables, like variable and unit, were populated with all
of records needed for the datasets, the database was populated with over three years of SEL’s
raw wireless sensor network, spectral, and phenology data from the site, comprising >30 million
raw measurements. Phenocam data were generated via image analysis in a custom MATLAB®
(http://www.mathworks.com/products/matlab/) package, and imported. One external dataset was
imported, consisting of solar angle data from the National Oceanic and Atmospheric
Administration’s

(NOAA;

http://www.noaa.gov/)

Solar

Calculator

(http://www.esrl.noaa.gov/gmd/grad/solcalc/).

4.2.5 Data verification
Queries were written to check whether data were imported correctly and semantically
matched with the correct entities. Some queries were written to count the number of imported
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values and compare them with the number of values that were contained in the original .csv files
to make sure that all values had been imported and that duplicate or extra values had not been
imported. Some queries were written to check the integrity of the semantic labeling of data. For
example, a stored procedure was written to deliver a table of daily total precipitation, including
project, platform, and other metadata (Fig. 4.6), to check that the correct data were linked to the
correct metadata. Other queries were written to integrate or perform analyses on the data, and
compared with output from similar analyses done with the .csv files used to populate the
database or from the old database. Where errors had occurred, the fault was found and corrected
in the Python script, and the script was re-run.
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CREATE TABLE daily_precip AS
SELECT
slp.platform_name as platform,
s.serial_number as sensor,
mp.focalentity_id as focalentity,
v.name as variable,
u.fullname as unit,
cast(rm.time_stamp as date) AS thedate,
avg(vn.value) AS daily_total from
measurementparameters mp
LEFT JOIN
rawmeasurement rm ON mp.id = rm.measurementparameters_id
LEFT JOIN
variable v ON mp.variable_abbreviation = v.abbreviation
LEFT JOIN
unit u ON mp.unit_shortname = u.shortname
LEFT JOIN
sensor s ON mp.observer_id = s.observer_id
LEFT JOIN
valuenumerical vn ON rm.value_id = vn.value_id
LEFT JOIN
sensorlocationonplatform slp ON mp.observer_id = slp.sensor_observer_id
WHERE
v.name = 'precipitation'
AND rm.time_stamp IS NOT NULL
group by thedate, sensor;
platform
Wireless sensor network, sensor node 1
Wireless sensor network, sensor node 1
Wireless sensor network, sensor node 6
Wireless sensor network, sensor node 3
Wireless sensor network, sensor node 3
Wireless sensor network, sensor node 2
Wireless sensor network, sensor node 1
Wireless sensor network, sensor node 1
Wireless sensor network, sensor node 6
Wireless sensor network, sensor node 3
Wireless sensor network, sensor node 3
Wireless sensor network, sensor node 2

sensor
2301005
2301006
2301007
2301008
2301009
2301010
2301005
2301006
2301007
2301008
2301009
2301010

focalentity
254
47
224
257
258
224
254
47
224
257
258
224

variable
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation
precipitation

unit
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter
millimeter

thedate
2010-07-27
2010-07-27
2010-07-27
2010-07-27
2010-07-27
2010-07-27
2010-07-28
2010-07-28
2010-07-28
2010-07-28
2010-07-28
2010-07-28

daily_total
0
0
0
0
0
0
0
0
0
0
0
0

Figure 4.6. SQL code to calculate daily total precipitation for multiple rain gauges on multiple
platforms over nearly three years (27 July 2013 to 22 June 2013; 1061 days) of data, where
measurement were made once every five minutes. The code took approximately 1.5 seconds
to run, and returned 6306 records for six sensors (the first 12 are shown in the table). 360
records were missing due to gaps in the data.

101

4.2.6 Stored procedures and web services
Once the database was populated, multiple queries were written to summarize the data
(e.g., daily total precipitation for each rain gauge) and make it available for visualization on a
website, which is part of the larger information management framework under development by
our technical research group (Chapter 5). In order to pass data quickly to the website via web
services, most of these queries were written to create new tables rather than views in the
database, because the server would time out while waiting for a view to run. Stored procedures,
or functions, were then written in SQL to query these tables using arguments from a user. For
example, one stored procedure, GetDailyPrecipBySensor(), takes these three arguments: sensor
id, start date, and end date. The logic of the stored procedure returns an empty table if the sensor
id is invalid. If the start date or end date is out of range, or if the end date is earlier than the start
date, a table with all dates available is returned. If the sensor id, start date, and end date argument
values are valid, then the stored procedure will return a table with two columns: date and value.
The value column contains daily total precipitation values for each date listed.
Calls to stored procedures were incorporated into RESTful (i.e., ‘Representational state
transfer’) web services, written in Python, that passed data in JavaScript Object Notation (JSON)
format to online JavaScript visualization tools embedded in an HTML5 website (see description
in Chapter 4). The web services contained information to connect to the database remotely
without exposing the database administrator credentials, run a stored procedure with userselected arguments, and return the results in JSON format. The data were then used in JavaScript
charting components, such as AmCharts® JavaScript Charts Simple Column Chart
(http://www.amcharts.com/javascript-charts/simple-column/; see Fig. 4.7). The plotted values
were inspected to see if the correct data were being returned by the web services and stored
procedures. These same web services were also tested in R scripts (R programming language;
http://www.r-project.org) to further analyze and visualize data. The R package RJSONIO
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provides the capability to read returned JSON files from the web service. Below is an example of
how a web service was used in an R script to plot soil moisture data. The follwing URL was
constructed according to the requirements of the web service:
http://prodgis01.utep.edu/py/GetDailySoilMoistPptDataForStockchart.py?soil=69&ppt=6
4&mindate=2010-07-27&maxdate=2013-06-22
This indicates that a user has selected soil moisture sensor #69, precipitation sensor #64,
a start date of 27 July 2010 and an end date of 22 June 2013. This URL was called by an R
script, and a plot generated of the returned data using the googleVis package (Fig. 4.8).
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Figure 4.7. Screenshot of web tool that uses a web service to query, import, and plot the daily
precipitation values for user-selected sensor and date range.
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Figure 4.8. R script, including packages RJSONIO and googleVis, using web service to fetch
and display daily soil moisture data.
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4.3

DISCUSSION
We developed a simple, extendable, robust database that meets the needs of a small

ecology lab conducting long tail science and could serve as a model of information management
among small ecological labs. The database schema can easily be implemented in a variety of
programs, is relatively agnostic to the types of data it will store, and has the capacity to keep data
linked to information about the infrastructure and people that collected and analyzed it. The
generic stored procedures can be used for a variety of data querying and aggregation types that
are typically performed manually by ecologists. Stored procedures can also be used to generate
metadata documents structured specifically to meet the basic requirements of each of the existing
domain-specific metadata standards.
Specifically, the database has allowed the SEL-Jornada researchgroup to better manage
and streamline the analysis of heterogeneous data streams associated with multiple projects
managed by mostly student researchers. The database is simple in that it currently consists of
only 17 entities for data and 8 for metadata. It can be used to store and process raw, derived, and
external data, and compile metadata that meets several different standards (EML, FGDC, ISO).
The database is extensible in that more entities and relationships can be added with relative ease
(e.g., an animal entity could be added that is a child of focalentity and can also be related to
species). It is also extensible in that adding new projects with associated data would be no more
difficult than adding any other dataset. For example, if the SEL research group were to place new
sensors at their research sites in Alaska, we would need to add information about the new
project, people involved, platforms, sensors, focal entities, and the data. We would not need to
change any existing relationships between tables. We would potentially need to update the
scheduled queries to perform analyses of the new data, but the stored procedures and web
services would not need to change. Another option would be to use create a new instance of the
database schema, populate it with the Arctic data, and then create web services to allow for
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integration of data between the two similarly structured database – thus creating a distributed
system of small, fast databases.
RESTful web services can be used by a wide variety of web tools or software (such as R),
allowing multiple access points to certain sets of queried data (tied to relevant metadata) without
giving users direct access to the database. This can facilitate data sharing among collaborators,
particularly if web services can be written according to the needs of multiple research networks,
who can then integrate the data with data from other labs.

4.4

FUTURE WORK
We would like to improve the design of this database to further streamline the process of

transforming field data to quality-checked, derived data. The following steps will be considered
in the next development phase:


Work with researchers from multiple ecology labs, specializing in different
subdomains or areas of synthetic work, to assess further needs for database
schema improvement and extension.



Create and package with the downloadable database schema a graphical user
interface (GUI) to assist researchers to import data files correctly.



Create stored procedures that can be easily modified to detect and correct multiple
types of data anomalies, and summarize the data over various time scales to
improve data quality checking and the capacity for researchers to visually inspect
the data for anomaly detection.



Develop and test web services that will integrate data from two or more databases
that use this schema – since the schema would be the same, it should be similar in
effort to integrate data from multiple projects whether they are in one database or
more.
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Create stored procedures that integrate and exchange data and metadata with
external data warehouses and research laboratories using specific metadata
formats,

like

EML,

FGDC,

Water

Markup

Language

(WaterML;

http://his.cuahsi.org/), and ISO 19115 (http://www.iso.org).


Improve methods to store and track provenance of data that is derived both within
and outside of the database, to improve database consistency.



Include more comprehensive ecological ontogies or thesauri for semantic
annotation of data. For the current development phase, we included terms from
the National Aeronautics and Space Administration’s (NASA) Semantic Web for
Earth

and

Environmental

Terminology

(SWEET

ontologies;

http://sweet.jpl.nasa.gov/) and the Extensible Observation Ontology (OBOE;
https://semtools.ecoinformatics.org/oboe) (Berkley et al. 2009). Unfortunately,
both ontologies lack numerous terms that the SEL research group and other
ecologists typically use. The Global Change Master Directory (GMCD;
http://gcmd.nasa.gov/learn/keyword_list.html) Science Keywords would be a
valuable addition.


Work with research networks such as NEON and data repositories such as
DataOne (http://www.dataone.org/) to streamline data and metadata sharing.

Improving a database schema that is specifically structured for a wide range of ecological
data, is open source, is extensible to the needs of each particular lab, and that facilitates better
and easier data analysis, documentation, and sharing may help improve within-lab data
management activities and connections with collaborative research initiatives.

108

4.5 CONCLUSIONS
The path to understanding natural systems, and how they respond to environmental
change, increasingly involves complex models or analyses that incorporate multiple kinds of
data. The long-tail of ecology, particularly with the maturation of sensor network deployment,
provides complex data sets from many locations. However, if these data sets are not quickly and
easily available for using in collaborative and spatially broad research, then their value is
decreased. Many such data sets continue to be lost to the broader scientific community.
The ultimate benefit of the database presented in this paper is that it provides a new
option for small ecology labs that wish to more efficiently manage, document, analyze, visualize,
and share their data, while reducing their dependency on dedicated information management
personnel.
The database schema is available for comment and download from a link provided at
http://sel.utep.edu.
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Chapter 5: A modular, adaptable, web-based information management
system for ecological research groups studying intensively-instrumented sites
Abstract
Understanding and forecasting the future state of the earth’s ecosystems as they respond
to global change is among the most urgent scientific challenges of our times. Accurately
modeling ecosystem structure and function requires large volumes of multifarious data.
Ecological research groups that intensively instrument their research sites, in addition to data
collected during more traditional forms of manual field work, can greatly advance knowledge
about these ecosystems. The ecological research community has access to more data collection
devices and external data sources than ever before. However, ecologists often struggle to find or
develop solutions for managing, integrating, and sharing data - especially in small research
groups where resources to hire specialized data scientists, GIS specialists, and database and other
programmers are limited and turnover of students with varying levels of expertise is high. Little
attention has been given to the development and implementation of web-based information
management systems that allow for interaction with spatial layers, imagery, and time-series data.
We have developed a new information management and data visualization system that is
particularly well suited to streamlining data processing, documentation, visualization, and
sharing for intensive research sites. This system is built with free and/or open-source products
that are available for use and modification by the ecological community. It consists of a generic
database well suited for multifarious ecological datasets, a web-mapping application that allows
for visualizing and querying spatial layers, imagery, and time-series data, and specialized
analysis tools. We feel that this system is well suited to data-intensive research programs and that
in the future, could help support better modeling and data visualization, reuse of large data sets,
and better linkages to large research networks and data repositories.
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5.1 INTRODUCTION
Understanding and forecasting the future state of the earth’s ecosystems as they respond
to global change is among the most urgent scientific challenges of our times (Millennium
Ecosystem Assessment 2005, Reid et al. 2010). Ecosystem models have become more accurate
and precise as capacities for data collection, information management, data access, and
computational power have improved (Green et al. 2005). Wide-scale assessments and models of
ecosystem processes and services that incorporate change over time are in high demand as
natural resource managers and policy-makers strive to develop and improve management
decisions (Herrick et al. 2010, Peters 2010). Models, assessments and synthetic activities are
inherently more successful when data is readily available, so it is important that data and
metadata are readily available to knowledge networks (Karl 2011, Karl and Herrick 2013). This
requires creative thinking about information systems by scientists, information management
specialists, and technologists.
There are various large agencies and research networks within the US that study different
facets of the Earth System, which is defined by the Earth System Science Partnership (ESSP) as
“the unified set of physical, chemical, biological and social components, processes and
interactions that together determine the state and dynamics of Planet Earth, including its biota
and its human occupants” (http://www.essp.org). Within the environmental sciences, numerous
research initiatives that include biological foci have been formed since at least 1957, the first
International Geophysical Year (Aronova et al. 2010). Since then, numerous groups have
increasingly standardized data collection and documentation to enhance large scale and
collaborative ecological research. Successes include the US Long-Term Ecological Research
Network (LTER; http://www.lternet.org) (Brunt 1999, Baker et al. 2000, Johnson et al. 2010),
NEON (Keller et al. 2008), and the US Integrated Ocean Observing System (IOOS;
http://www.ioos.noaa.gov).
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Over the past decade, many ecology labs have deployed automated sensors to measure
many environmental properties over large regions (Rundel et al. 2009, Porter et al. 2012).
Sensors can be used to monitor environmental and biological properties, including atmospheric
(e.g. air temperature, wind speed), solar (e.g., photosynthetically active radiation), water (e.g.,
chemical content, flow rate), plant (e.g., photosynthetic yield, sap flow), and animal (e.g.,
movement, metabolism). Continuous data streams can be collected without human intervention
for sustained time periods, thus reducing work load (Collins et al. 2006, Benson et al. 2010). As
component technology improves (e.g., smaller and higher-capacity memory cards, smaller GPS
tags) and costs decrease, more specialized and intricate sensors are being designed, built, and
deployed (Collins et al. 2006). This often also means that there is a non-linear increase in the
volume of data that can be collected.
Research groups with intensively instrumented sites can thus generate large volumes of
multifarious data in a way that was never possible before. Access to high-resolution satellite
imagery is also rapidly increasing the amount of data available for analysis (Anderson et al.
2008, Porter et al. 2012). Multiple data streams can be used for parameterizing models of
ecosystem structure and function, for scaling between data collected using different
instrumentations and methodologies, and for examining relationships between ecosystem drivers
and responses or between entities in an ecosystem. Sites that are heavily instrumented are well
suited for exploring complex models of ecosystem function and for testing new technology, as
the basic platform and power infrastructure necessary already exists and testing can occur using
the data generated by similar but older sensors (C. Tweedie, pers. comm.). Data streams can also
be later reused to address research questions that had not been thought of at the time of sensor
deployment (Sagarin and Pauchard 2010).
Data management techniques need to scale accordingly with the increasingly intensive
investigation of ecosystems and streamline data analysis, documentation, and sharing wherever
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possible. Large volumes of high spatial- and temporal-resolution data provided by sensor
networks introduce challenges in automating data quality checking methods, storing and
archiving data (Szalay and Gray 2006, Porter et al. 2009, Porter et al. 2012); documenting data,
metadata, and provenance (in the case of derived data) (Jones et al. 2006); fusing many datasets
quickly (Laney et al. 2013a); and sharing data online while maintaining and/or acknowledging
intellectual property rights (Parr et al. 2007). It is important to reduce the persistent, massive loss
of data to science. Many datasets are poorly archived and documented, often due to lack of
persistent funding and effort beyond the time that data sets were collected, and not discoverable
to other researchers (Michener et al. 1997, Reichman et al. 2011, Bendix et al. 2012). In
response, US federal agencies, notably the NSF, have begun to require that researchers seeking
funds should design a Data Management Plan (DMP) to archive and make data publically
available (National Science Foundation 2011b). Therefore, labs are increasingly expected to
contribute and share their data through publicly accessible archives.
Multiple information management and data visualization systems have been under
development over the past decade that support data storage, documentation, and analysis,
including:
1. repositories for metadata and data, like the Knowledge for Biocomplexity (KNB)
repository

and

accompanying

Metacat

software

package

(http://knb.ecoinformatics.org/), DataOne (http://www.dataone.org), the Drupal
Ecological

Information

Management

System

(DEIMS;

https://drupal.org/project/deims), and the Ecological Society of America’s
Ecological Archives (http://esapubs.org/archive; del Moral and Wood 2012, Chu
et al. 2013);
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2. scientific workflow systems that help researchers fuse datasets, analyze, and
visualize data while tracking provenance, such as Kepler (https://keplerproject.org/) or Taverna (http://www.taverna.org.uk/);
3. data

documentation

packages,

like

KNB’s

Morpho

package

(http://knb.ecoinformatics.org/morphoportal.jsp); and
4. database systems such as the Consortium of Universities for the Advancement of
Hydrologic

Science’s

(CUAHSI)

Hydrologic

Information

System

(http://www.cuahsi.org/HIS.aspx).

However, systems such as those described above do not always provide a single solution
for processing and storing data, providing mechanisms to document the data, and making the
data discoverable and visualized online. More work needs to be done to improve data sharing
protocols and documentation standards to increase interoperability (Michener 2006).
Interoperability is defined for this paper as the ability of software packages to work together
through the use of standardized specifications. While various research groups have implemented
these tools, and have sometimes chained several of them into a greater information system with
great success (Chau-Chin Lin, pers. comm.), information management tasks can still weigh
heavily on research groups within the US and elsewhere (Kennedy et al. 2008). Bendix et al.
(2012) provides a framework that describes interoperability between local information
management systems and larger research networks and data repositories (Fig. 5.1). While much
work has been done at the network and repository level, improvements also need to be made at
the local level (Bendix et al. 2012).
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Figure 5.1. A proposed framework of the “global structure of data storage, flow and analysis
in integrative biodiversity research” (Figure 1 from Bendix et al. 2012). A large portion of
published ecoinformatics work centers on the top two levels – national and supranational
repository initiatives that are funded for decades. The scope of the research described in this
paper resides in the lower level.
Another facet of ecological research is the addition of surface imagery, collected at
multiple spatial resolutions by instrumentation working at different elevations between the
surface (e.g., hyperspectral spectrometers) and the upper atmosphere (e.g., satellites). Integration
and visualization of images with non-imagery data sets containing variables like wind speed, air
temperature, and leaf wetness can greatly improve understanding of the interactions between
ecosystem properties. Mapping systems help users better visualize imagery and data within
spatial

layers,

and

web-based

mapping

applications

like

Google

Earth

(http://www.google.com/earth/) and ESRI ArcGIS products (http://www.esri.com/) have been
increasingly popular for sharing and visualizing research data within a distributed community
(e.g., Arctic Research Mapping Application (ARMAP); Johnson et al. 2011).
The goal of this study was to design and build an information management system that
would help ecologists studying intensively instrumented sites manage and visualize their data
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collaboratively. The objectives were to 1) design a framework that would structure how data
moves from a raw state (collected by a sensor or observer) to being queryable and viewable
through a single online portal; 2) design a generic database that would handle the multifarious
time-series data of a typical ecology research group; 3) link the cyberinfrastructure (the hardware
and software required to manage all of the data) using as few components (free and open-source)
as possible.
Our team of ecologists and programmers worked together to define criteria for an
information system that would meet the goal and objectives above. Development was iterative
over a period of three years. The system that we present here has the following features: 1) it
integrates many of the components necessary for lab-wide ecological research, from data storage
to analysis to online visualization and sharing; 2) it provides both web mapping and time-series
data graphing components, 3) it incorporates contextual information necessary for documenting
the data using multiple documentation standards that exist in the ecological community; and 4) is
based on mostly open-source components that are freely available for use and modification. We
first describe a case study that was used to aid the design and development of the system, then
introduce each component that was designed and built, discuss how the system works, and
introduce our ideas for future development.
5.2

CASE STUDY: SEL JORNADA RESEARCH SITE AND DATA MANAGEMENT
To aid iterative development of this information management system, we formed a case

study using a ‘typical’ ecological research lab, the Systems Ecology Lab (SEL) at the University
of Texas at El Paso (UTEP; El Paso, TX, USA; Fig. 5.2). The primary research focus of this lab
is to better understand factors controlling land-atmosphere exchange of carbon, water and energy
in desert ecosystems. The lab maintains an intensive research site within the USDA Agricultural
Research Service (ARS) Jornada Experimental Range (JER) in southern New Mexico (32.583, 106.626). The site is situated in a mixed Larrea tridentata (creosote) and Prosopis glandulosa
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(honey mesquite) shrubland that is relatively common within the northern Chihuahuan Desert.
Another shrub species, Flourensia cernua (tarbush), and two perennial grass species,
Muhlenbergia porteri (bush muhly) and Dasyochloa pulchella (fluffgrass), persist perennially.
Several sensor networks, transects, and plots have been maintained since 2009 including:



A 10 m tall eddy covariance tower with 22 sensors, four web cameras for
observing phenology, a data logger, and a laptop computer.



A 110 m long aluminum rail tramline, which supports a semi-automated robotic
cart that hosts a dual channel hyperspectral spectrometer (Unispec DC
manufactured by PP Systems®), web camera, and laptop computer.



Eight one- to three-meter tall tripods with a total of 63 Onset® sensors (air
temperature,

air

pressure,

precipitation,

soil

temperature,

solar

and

photosynthetically active radiation), and eight Onset® data loggers.


13 phenology observation sites along three transects (215 plants), which are also
used for a photosynthetic yield study utilizing a MINI-PAM photosynthetic yield
analyzer (Walz®, Germany).



A series of plots where soil-atmosphere CO2 flux is measured weekly with a
customized chamber and a photoacoustic analyzer.

118

Figure 5.2. Multiple sensor networks and sampling platforms at the SEL Jornada research
site, southern New Mexico. Clockwise from bottom left: 1) a short tripod for a node
associated with the sensor network, 2) eddy covariance tower, 3) tramline associated with the
robotic tram system adjacent to a tall tripod that hosts a node of the sensor network, 4) a rain
gauge measuring throughput of precipitation in a mesquite plant, 5) a diagram depicting the
wireless network that transmits data streams from the site to remote servers.
Some variables are measured in multiple locations (e.g. under shrubs, in canopy gaps).
The web cameras take hourly photos of the area around the tallest tower to observe landscapelevel photosynthetic activity. Together, the sensors and cameras measure over 70 variables,
generating more than 2000 files and 12 gigabytes of data per month. Phenology of 215 individual
plants is collected along three transects each week, with presence or absence of 26 variables
recorded on paper data sheets and later entered into a database. Data are brought into the lab for
processing via paper sheets or memory cards, or are downloaded from websites like Hobolink
(http://www.hobolink.com). Derivation of additional variables, such as atmospheric friction
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velocity and net ecosystem exchange, bring the total number of variables to over 110 (more than
1000 if irradiance, radiance, and reflectance at each wavelength is considered).
Integrating and analyzing the data sets from these multiple data streams provides insight
into physical and biotic processes at the site, and results may be extrapolated to similar regions.
There are several major research communities that could potentially utilize data from the SEL
Jornada research site, including the Flux Network (FluxNet; http://www.fluxdata.org/), the
American Flux Network (AmeriFlux; http://public.ornl.gov/ameriflux/), the US Long-Term
Ecological Research (LTER) Network (http://www.lternet.org), the Spectral Network (SpecNet;
http://specnet.info/),

and

the

US

National

Phenology

Network

(US

NPN;

http://www.usanpn.org/). Each network has its own list of variables and desired metadata format
and content standards. A supportive cyberinfrastructure and information system to help
researchers manage their data together, instead of working independently with synthetic
activities occurring on an ad hoc basis, would likely help streamline data fusion, documentation,
and sharing within the lab. It would also likely help the lab to better form substantial research
connections with larger research networks, strengthening the ability of the lab to collaborate and
produce better research over time. Data management activities within a research group need to
be better managed in order to promote collaborative, complex ecosystem modeling; at the same
time, better connections need to be made between these smaller research groups and large
research networks – and that an academic research group may be well-served by connecting to
multiple research networks.

5.3 THE INFORMATION MANAGEMENT SYSTEM
The information management system described here is composed of a web-based
mapping application that retrieves data from a database using web services, and independent R
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(R Core Team 2013) applications that also process data. Below, the design and implementation
phases of these components are described.

5.3.1 Design
Ecologists from the SEL worked with web, GIS, and database programmers to develop a
modular framework for the information management system. It was decided that an online webmapping framework was the best choice for displaying spatial layers, imagery, and graphed
time-series data. This project required extensive, iterative discussion over approximately three
years during evolving design and development. Discussions elucidated requirements for a system
that would meet the following criteria:



There should be as few data sources as possible to eliminate confusion about where data
reside and how they are formatted;



The data should be documented thoroughly enough that metadata documents could be
generated when required, keeping in mind the requirements of potential collaborating
networks;



Derived data (e.g., daily averages and totals, calculated variables) should be generated to
the highest possible extent within the system;



The user experience should encourage the user to visually explore many datasets;



The system should display spatial layers, imagery, and graphed time-series data;



The system should use free, open source technology where both possible and timeeffective; and



The system should align with community-defined data management, documentation, and
web interoperability standards wherever possible.
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A general framework was developed to guide the design of the information system (Fig.
5..3). The left part of the diagram represents raw data, collected by humans or by sensors. The
ultimate end point of the data are in an online, interactive setting, via one or more web
applications where data could be queried, viewed, and mapped or graphed. In between, we
needed two databases (one for geospatial data layers, the other for time-series data), and code to
import data into the databases and allow for communication between the databases and web
applications.

Figure 5.3. The information system framework in terms of data flow (symbolized by arrows).
Web services are used by the web-based applications to query data from the databases. Users
can access or manage data at any level for which they have administrative privileges, though
most users will not interact directly with the database.
5.3.2 Database
When this project was started, SEL-Jornada datasets were managed independently by the
researchers who collected the data, and were stored in multiple (to thousands) of files. Many
discussions among the ecologists in the lab centered about how data were collected, organized,
quality-checked, and processed. It was decided to develop a schema for a single database for
time-series data (see details of this database design in Chapter 4), and to also include an alreadyexisting geospatial database that had map layers and imagery of the site obtained by the USDAARS Jornada Experimental Range’s unmanned aerial vehicle (UAV).
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5.3.3 Web services
We designed and implemented web services to support data access and visualization. The
RESTful (i.e., ‘Representational state transfer’) web services were written in Python and stored
on our server. Microsoft’s Internet Information Services (IIS) for Windows® Server (version 7;
http://www.iis.net/) was used to manage and run Python scripts as web services with help from
Common Gateway Interface (CGI), which interprets and runs non-compiled Python files, and
Cross-origin Resource Sharing (CORS). The web services contained information to connect to
the database remotely without exposing the database administrator credentials, send a request to
stored procedures in the MySQL database, and return data in JavaScript Object Notation (JSON;
http://www.json.org/). JSON is a standardized text-based data structure used to exchange
information over the Internet between systems and is readable by web and desktop applications
(including R). The URL that calls web services have the form outlined below and can be called
from any application that supports web services:

http://prodgis01.utep.edu/py/WEBSERVICE_NAME?parameter1=value1+…+parameterN=valu
eN

For example, the web service called by
http://prodgis01.utep.edu/py/GetDailySoilMoistPptDataForStockchart.py?soil=69&ppt=64&min
date=2010-07-27&maxdate=2013-06-22 takes as arguments an ID for a soil moisture sensor, an
ID for a precipitation sensor, a minimum date, and a maximum date. It calls a stored procedure,
GetDailySoilMoisturePptDataForStockchart(), which returns a table of daily average soil
moisture and daily total precipitation for the two requested sensors, with a date range given by
the minimum and maximum date arguments.
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5.3.4 Website design and graphing components
As a data-delivery and visualization platform, we designed and constructed a website
using HTML5 (Hyper Text Markup Language, version 5) with JavaScript (Fig. 5.4) in order to
support multiple operating systems and browsers. HTML is a core component of the World Wide
Web, used to structure and present web content (http://www.w3.org/html/). Version 5 is the
latest release, which extends and standardizes document markup that had previously been
available with HTML4 and XHTML, allows for interoperability between applications, and
improves support for mobile devices. JavaScript is an interpreted programming language that is
used by all modern web browsers to allow user and client-side scripts to interact and to control
the browser and displayed content (http://en.wikipedia.org/wiki/JavaScript; Flanagan 2011).
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Figure 5.4. The home page of the SEL-Jornada website, featuring the ESRI® API with
multiple map layers associated with research activities at the site in the main panel to the left
and images of the site from four web cameras mounted on the eddy covariance tower in the
narrower panel on the right. Layers include imagery from unmanned aerial vehicles (UAVs)
and maps of site structures, individual plants, and trails. The time-slider in the map is used to
both view webcam photos from different sampling dates as well as Normalized Difference
Vegetation Index (NDVI) values at each meter along the tramline, calculated from the
hyperspectral analyzer (red, orange, and yellow bars to the east of the tower symbol).
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This website utilizes an ESRI® Application Programming Interface (API) to import and
render spatial layers. The time slider within the map panel allows for the visualization of spatial
data and imagery on user-selected dates. Free-to-use graphing components from AmCharts®
(http://www.amcharts.com/) and D3.js (http://d3js.org/) were embedded in the website to allow
users to visually explore time-series data as line graphs (Fig. 5.5) or bar graphs (Fig. 5.6). For
each graph, users can select a sensor from a drop-down list, and modify start and end dates from
text boxes that are pre-populated with the earliest and latest dates available in the database. The
user can alternatively use a pointing device to zoom to a specific temporal period within a given
time series (Fig. 5.6). Code enabling such customization was developed where needed to
enhance the user-experience, particularly with regards to the dynamic graphing and photo
viewing capabilities. Implementation of the graphing components was done on an iterative basis,
as each required some modification to graph subsets of the data correctly with the correct labels.
The initial round of graphing the data highlighted some anomalies in the photosynthetically
active radiation (PAR) data (as seen in Fig. 50), prompting cleanup of the data in the database.
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Figure 5.5. Line graph of daily average photosynthetically active radiation (PAR) for a userselected sensor and date range. Daily averages were generated by a stored query, and
accessed via a web service. Anomalous peaks in early and late 2011 indicate problematic data
that has not been caught during mostly manual data QAQC procedures within the SEL.
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Figure 5.6. Bar graph of daily total precipitation for a user-selected sensor and date range. In
the top panel, all available data are displayed. The user can use the mouse to select a range
(indicated by the translucent pink rectangle), and the view will zoom to that selection as seen
in the bottom panel.
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5.3.5 Application software
To analyze and visualize some of the SEL’s more complex time-series data, such as
hyperspectral reflectance (for hundreds of wavelengths at hundreds of locations) or phenology
(hundreds of observations of 215 individuals of five species), software applications were
developed

in

R.

RStudio®’s

(http://www.rstudio.com)

shiny

package

(http://www.rstudio.com/shiny/), an R wrapper for JavaScript, was used to allow for user
interactivity within a web browser – users can input information into drop-down lists, radio
buttons, text boxes, etc., and view changes to tables or graphs based on their input. The ggplot2
package was used to generate graphics. R code can be written to read in data files or to call web
services, and to run complex analyses. Two packages were developed to analyze and visualize
phenology data (phenoR; in progress) and hyperspectral data (rHyperSpec; Fig. 5.7; Chapter 2).
Currently, these applications are run independently, but tests were run to connect rHyperSpec to
the database (to obtain project information for metadata generation), and if R is running on the
server, the applications could be linked to through the website.
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Figure 5.7. rHyperSpec, one of several R shiny applications that were written to analyze and
visualize hyperspectral data from a Unispec-DC spectrometer. The application allows users to
upload raw data files, input key metadata, visualize raw data, and calculate 66 different
indices of surface properties. Shown here is a plot of a Normalized Difference Vegetation
Index (NDVI), the Water Band Index (WBI), and a Photochemical Reflectance Indices (PRI).

5.4

DISCUSSION
We developed a prototype information management system that is well suited to

managing and visualizing multifarious time series and geospatial data associated with an
intensive study site. It has interoperable databases, applications, and code that allow components
to be distributed and yet work well together. It meets the goal of the project in terms of providing
a system that will facilitate ecologists that are intensively instrumenting their study sites to
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manage and visualize their data collaboratively, and meets the basic objectives by providing
integrated databases for time-series and spatial data as well as metadata that can be exported, an
online application that provides mapping and graphing components, and is built with mostly
open-source components.
The development of each component is this system is not ground-breaking research.
Rather, the combined use of the components, using some of the newest programming technology
in the pursuit of better translating data into research, at the level of an academic ecological
research group is uncommon. Kennedy et al. (2008) worked on an information management
system for a research lab at Oregon State University, with the main focus on better delivering
data into a broader system for their associated LTER program – presumably, this aided the
scientific research within the lab but that was not the main focus of the work (Kennedy et al.
2008). The LTER network office, with its work on the Provenance Aware Synthesis Tracking
Architecture (PASTA) framework, is working to better archive, integrate, and share data from
the 26 active LTER sites, but is not currently providing data analysis, graphing, and mapping
tools to the extent that this information system is (Servilla et al. 2008, Leinfelder et al. 2010).
There are a number of interoperability issues that we successfully solved using Python
web services, allowing data querying by online users to translate into visualizations. The use of
HTML5 and JavaScript, rather than a platform like Adobe® Flex, made the system accessible
from a multitude of operating systems, including Apple OS (which does not render Adobe
Flash), and by extension, more devices. Using web services that were useable by multiple
applications made the system flexible, in that we could utilize the same web services for both
free AmCharts® and D3 graphing components, as well as our R applications. The choice to use a
proprietary geodatabase in addition to a traditional relational database management system
(RDBMS) did hinder interoperability as well as complicate data management and querying. Data
pulled into the website came from two sources and needed two different types of technology to
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do so – ESRI API and the web services to pull data from the MySQL database. It would be
useful to explore whether there is a more efficient way to manage the data and use fewer
connections between applications, while also potentially transferring spatial data management to
a

free,

open-source

service.

The

Open

Geospatial

Consortium

(OGC;

http://www.ogcnetwork.net) has been developing a number of networked services and
applications that would be interesting to investigate (De Longueville 2010, Blower et al. 2013).
Assessing the scale at which this system would be appropriate for can only be done with
further investigation and development. The system as we designed it seems well suited for
smaller research groups that use many automated sensors and that need to be able to fuse and
visualize spatial, time-series, and imagery data. The ability to import raw data, and visualize a
processed, derived dataset on a mobile device almost immediately after import, as we did with
simple daily averages and totals of the data, is powerful, as seen with the anomalies spotted in
the PAR data. We have seen situations in which data that is gathered regularly for monitoring
and archived but not analyzed or visualized in near real time to detect errors can be posted online
and used by unsuspecting collaborators (Laney et al. 2013a). This system may also be useful for
ecologists that do research together but are dispersed among different institutions. The rate at
which data are integrated and analyzed may be substantially increased because less time would
be require to format the data to the same standards and protocols developed by the group or by
the larger community of practice.
This research was undertaken by a group of ecologists and programmers, each with
specialized knowledge on how to work with ecological time-series data, how to design
databases, how to work with spatial data, and how to develop web sites and web services. The
major take home lesson was in interoperability, in that each non-programmer needed to
understand the basics of database design and how web services work, as well as data
requirements for visualization components. Each programmer, on the other hand, needed to
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understand a bit about the data, such as how to chart different variables, and how to create visual
presentations of data in a way that makes sense to an ecologist.

5.5

FUTURE WORK
The information system serves as one example of an evolving library of extensible,

modifiable, and connectable modules. Development is ongoing and focused on transitioning
typical data management workflows from traditional, individual-based activities to open and
collaborative workspaces. This system also potentially provides an alternative to expensive
commercial packages that may not meet all research group needs. We have started to develop an
online library where this conceptual framework, code, and components can be used, modified, or
extended by other labs that wish to have an information management system for their labs.
Ultimately, we envision that this type of system will help researchers better adapt to the dynamic
evolution of the environmental sciences. Among the improvements that we envision are the
addition or creation of the following:



Modules that allow users to generate and run data quality checking processes. During
the data import stage, any given data stream could ideally be automatically checked and
flagged according to the QAQC protocols assigned to it. Data visualization is often part
of the quality checking process, as statistical test output will not always allow users to
correctly detect the difference between errors and biologically-important anomalies.



Interactive web forms that allow users to input site maintenance information for fieldbased platforms and sensors. Maintenance is an important part of any research program,
as lack of maintenance can cause errors in data. In addition, it is important to keep track
of any changes to research site infrastructure; replacement of one sensor with another, for

133

example, may mean that calibrations between the instruments need to take place in order
for data to be comparable (Pryor et al. 2009).


Modules that download metadata for chosen datasets on the fly in one of several standard
formats

such

as

Ecological

Metadata

http://knb.ecoinformatics.org/software/eml/), Federal
(FGDC;

http://www.fgdc.gov/),

Water

Language

(EML;

Geographic Data Committee

Markup

Language

(WaterML;

http://his.cuahsi.org/), and ISO 19115 (http://www.iso.org). Thorough documentation of
datasets is crucial for sharing and integrating data from different studies; supporting
multiple standards would help make sharing and integrating easier.


More graphing components to display more kinds of data. For example, the color map of
reflectance has allowed users to visualize changes in surface cover over time and also
find errors in the data, and x-y graphs for two indices allows users to see the difference in
spectral signatures. However, these are fairly simple and limited. Graphing components
that would include statistical output, or three-dimensional visualization of the data, would
also be of great use.



A page dedicated to web cam data visualization, including photos and charts of indices
calculated from image data. Imagery data has a wealth of embedded information, such as
regional phenological changes and weather events; such a page might encourage more
frequent and more in-depth analyses of the images.



Pages that allow for incorporation of the R shiny and other JavaScript generating
applications into the website, such that users can upload raw data into the database, run
analyses, and store the results into the database, while also being guided in data
documentation. This would help meet one of Jim Gray’s “Laws”: to “bring computations
to the data, rather than data to the computations” (Szalay and Blakeley 2009) – an
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expression that refers to the difficulty in moving large datasets between computer
systems in order to perform computations.


Semantic annotation of the data, such that the data will be machine discoverable,
readable, and interoperable with other similarly annotated data sets (Berkley et al. 2005,
Berkley et al. 2009, Gao et al. 2013).

We would also like to conduct a user survey, to obtain information and advice from other
research groups about what their requirements are for data management, analysis, and
collaboration as well as how they interact with the website and what recommendations they
would suggest for future iterations.

5.6

CONCLUSIONS
Field sites that are intensively observed by sensors are needed for scientific success, but

the data collected at these sites by many sensors can be challenging to manage, document, and
interact with visually. This study brought together ecologists and programmers specializing in
web mapping applications, databases, and data analysis applications to design an information
management system for research groups participating in intensive sensor-based research. The
resulting new information management system allows researchers to access and visualize
hundreds of data sets quickly and efficiently in the same portal as spatial layers and images. The
system was developed specifically with the needs of ecologists in mind, using mostly free,
community-supported and developed software that many ecologists are already familiar with.
We combined new technologies, including a new generic database that will handle large,
multifarious data sets; web services; and a web-based mapping and graphing application. The
application allows researchers to query and visualize a wide range of data, giving them the
capacity to investigate data sets for anomalies and compare multiple datasets in near-real time.
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Using this system, an ecologist can very quickly upload new data and analyze, visualize, and
incorporate the new data with other datasets in a matter of minutes. This can be used to aid
people in the field or people working with their own data to easily check and respond to recent
and historic trends and relations in the data being collected. It can also be viewed as a
collaboration tool, helping members of a research group to visualize many data streams
originating from multiple sources, and investigate relationships between all of the data streams
originating from the group. Because the front end application is useable from many computer
devices, including mobile devices, this could assist distributed research groups at all levels –
from independent academic labs to national or international research networks.
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Chapter 6: General Discussion
The overarching goals of this dissertation were to: 1) better identify and understand
challenges that academic ecological research groups face when incorporating automated sensors
into their research, and 2) improve capacities for the fusion and analysis of multifarious
ecological data from multiple sources. In the following sections, the objectives and how they
were met are reiterated, and future research directions and challenges are discussed.
6.1 SYNTHESIS OF THIS DISSERTATION
The first objective of this dissertation was to characterize the use of sensors by academic
ecology research groups, and identify real and perceived barriers to data collection, management,
and sharing within this community. This was achieved through a successful survey of 115
research groups, representing more than 1,300 personnel at 82 academic institutions spread
across 39 states and spending more than $24 million in research grants. This funding level is
similar to the entire LTER network and about one-third of what NEON’s post-construction
budget is expected to be. The 65% of the groups that use sensors have deployed more than 5,000
sensors and would like to add over 30% more. A conservative estimate of data holdings for this
small group of ecologists is 7 TB; a significant volume of data that would likely expand with the
addition of more sensors.
Many of the responding research groups are still managing and documenting their data in
ways that do not make the most of modern technologies (e.g., many do not have automated
workflows and store data in word processing documents or spreadsheets). The respondent pool
not only perceived funding limitations for deploying more sensors, but limited support in
personnel skilled in information management and programming. Furthermore, many of the
responses suggested that much of their data are still ‘archived’ in a local archive, which means
that the data are likely less safe from accidental destruction and less accessible to other
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researchers. However, some research groups also deposit their data in journal databases, network
repositories, university archives, and data centers, which is a positive sign that the culture for
improved data management could be changing in the ecological sciences.
In terms of sharing data and collaboration opportunities between the long-tail and big
science initiatives, some of the responding research groups have an affiliation with some larger
research networks, but many do not. Many respondents did perceive potential research benefits
in associating with networks, particularly with respect to information management knowledge
and skill. This is related to the perceived limitation in adding sensors to field research – a lack of
necessary cyberinfrastructure and people who understand information management needs.
While much of the lessons learned from the survey were not unexpected, based on
experience and anecdotes from the literature, this survey represented a step forward in
quantifying the makeup of long-tail academic ecology groups, how they collect and manage data,
and what barriers are perceived to exist as they collaborate with other research groups. This
supported the work of the second objective of this dissertation – to identify a possible
information management and cyberinfrastructure framework that a) can help ecologists
streamline redundant data processing and analysis tasks; b) can help ecologists have standardized
access to within-group research data; c) is modular and extensible, such that components can be
developed and added as the needs of a research group dictate. It was thought that a system with
these characteristics should help reduce researchers’ needs to hire technical staff, purchase
expensive software, or spend valuable research time doing tedious data management work. A
conceptual framework that incorporates a generic database, a website that combines web
mapping of spatial data and graphing of time-series data, and open-source, free software modules
that combine data processing with documentation and visualization was developed by a team of
ecologists, programmers, and database developers. A working prototype of the designed IM and
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CI was built and tested within the research framework of a ‘typical’ academic ecology research
group, addressing the final objective.
In chapters 3 through 5, both the framework development and prototype building were
discussed. Extensive collaboration occurred with multiple ecologists, programmers, and
computer scientists to develop a web-based data management and visualization system that could
be shared and used by other ecological research groups. An open-source software package,
rHyperSpec, was built as a prototype of a component of an information management system that
would provide data analysis, documentation, and visualization tools using an open-source
programming language familiar to ecologists. A web-based mapping and time-series data
querying and analysis system was designed and built with a generic backend database that can
readily store multiple data sets from multiple kinds of sensors and manual field observations with
no change to the database structure. This database was populated with a large fraction of the
SEL-Jornada data and researchers were able to use the web-mapping application to visualize
several key data sets using web services to query the data.
We were thus able to illustrate the utility of a web-based information management system
that incorporates management of raw data, streamlines data documentation and storing, and not
only integrates datasets but helps researchers analyze and visualize them dynamically. By
including principles of interoperability between multiple open-source or free software
components, this system has the potential to improve data management capacity beyond many
other singular or chained software packages. The open-source nature of the system components
means that other interested parties could collaboratively modify or extend existing modules, or
add new ones, to a collective library of software. With time, this framework and components
could lead toward a new data and information management solution for a large body of
environmental research and support the deployment of sensors that might otherwise have added
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too much work to justify their deployment. It could also help data become more easily
discoverable for synthesis research.

6.1

FUTURE RESEARCH PRIORITIES

We have only started, through an iterative, interdisciplinary collaboration, to develop a
general framework that may help ecologists better manage their data, particularly as they add
many more (and sometimes extremely complex) sensors, to their measurement and monitoring
toolkit. We discovered that not only is the average academic ecology research group already
managing many sensors in the field, the data from which may be poorly prepared for long term
archiving, but wants to add more if funding allows. Collectively, the very small fraction of
ecological research groups that participated in the survey make up a significant resource of data
as well as knowledge about specific components of a wide range of ecosystems, equivalent to a
large research network such as the LTER. However, few of these ecologists feel they have all of
the resources needed to adequately streamline their data processing from the raw to the shared
states. There are many directions that could be taken to improve the state of information
management in ecology, and boost the science domain into the realm that sciences like
astrophysics and genomics have propelled themselves to by developing tools that help them
manage and share their data in a public domain without having to be a member of any particular
research network – just a member of the scientific community. The combined findings in this
dissertation and the research directions that are suggested by them create several general
categories that should be considered for future research. The following paragraphs reiterate the
general findings for Chapters 2 through 5.
Chapter 2 showed that it would be beneficial to have a broader and deeper understanding
of the types of data being collected using automated sensors across the ecological community.
This knowledge could better prepare the ecological community to not only discover and safely
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archive important data sets for transparency and reuse, but make it a simpler process to fuse for
synthesis projects that span large regions or delve deeply into specific ecosystem processes.
Better knowledge about sensor use and data management be done through more targeted surveys
of the ecological community, perhaps with site visits and interviews. Some of the questions
already asked in chapter 2 could be reiterated and expanded such that broader detail could be
obtained – for example, exactly what types of sensors are being deployed in which ecosystems
on what platforms? What novel sensors are being used or developed in-house? What novel ways
of transmitting and sharing data are research groups developing? What kind of technological
trajectory is anticipated by these groups? What kinds of data sets are being generated, how are
they archived and made available to the public domain?
Chapter 3 focused on one specific software suite that was developed as an open-source
product to help streamline the processing and visualization of hyperspectral reflectance data.
There are many such gaps in software. For example, I have also collaborated with an ecologist
who specializes in plant phenology (study of life stages) and developed a simple software suite
to analyze and visualize phenological data (work in progress). There are many datasets that are
collected, but languish for the lack of proper tools that would quickly help researchers analyze
them. Such software suites could be developed with community standards for data formatting
and documentation as part of the design and mechanisms for interoperability with larger
information management systems. They could be made openly available to a community of
ecologists that are knowledgeable about the science and software engineers that are
knowledgeable about proper software design and implementation.
Chapter 4 focused on a generic database schema that could be used for many streaming
data types. Despite many advances in the ecological informatics domain, few projects have
focused on more standardized and efficient ways for research groups to manage multiple data
sets from multiple projects in a single, local data management system. Results from the survey,
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as discussed in Chapter 2, showed that most data is still being stored in flat files, and we can
surmise from experience that most of the relational database systems that were identified were
developed in house, likely with little guidance from database experts. More work is needed to
refine and test the schema presented in chapter 4. Development of an ontology that could be used
to annotate data and make it available for machine discovery is one direction. Design of a
modular system, whereby multiple modules could be designed for specialized kinds of data that
do not fit in the core and ‘plugged in’ only when needed, could be another direction. The
exploration of making multiple databases using the same schema be interoperable, such that data
could easily be ported between collaborating research groups, network partners, and data
repositories, would be a third direction.
Chapter 5 outlined a prototype web-mapping tool that combines the querying and
visualization of both spatial layers and time-series data, utilizing the generic database described
in chapter 4. The ability to visualize data rapidly after collection, and compare many data sets
with others, is an increasingly valuable tool in a data-drenched world. Future directions here
would include modules to help users quality-check the data, interactive forms to allow users to
input site maintenance information, and modules that allow users to download data and
associated documentation in any of several formats recognized by the ecological research
community.
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Appendix A. The survey as presented on the SurveyMonkey® website.
Title: A survey of electronic sensor use, data management, and networking by US ecology labs
Posted at http://www.surveymonkey.com/s/ecodata.
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