Abstract We use Klyachko's methods [2, 3, 4, 6 ] to prove that, if a 1-cell and a 2-cell are added to a complex with torsion-free fundamental group, and with the 2-cell attached by an amenable t-shape, then π 2 changes by extension of scalars. We also prove that the normal closure of the attaching word contains no words of smaller complexity.
Introduction
We consider the following problem. Suppose that K is a CW complex and that L is formed from K by adding cells of dimension ≤ 2.
Problem Describe π 2 (L) in terms of π 2 (K).
The problem is interesting in its own right, but also because of its relation to Whitehead's conjecture [10] (still unsolved). This says that if K is 2-dimensional with non-zero π 2 then L also has non-zero π 2 .
We shall answer the question completely in a special case. Suppose that L = K ∪ e 1 ∪ e 2 and let t be the new generator of π 1 determined by e 1 . Then the attaching map for e 2 represents a word w in G * t where G = π 1 (K) which we can assume to be cyclically reduced. The t-shape of w is the unreduced word formed by occurrences of t. There is a useful notion of amenable t-shape that was introduced in [3] . This includes all t-shapes having total exponent ±1 in t. The exact definition will be recalled in section 1.
Main Theorem Suppose that L = K ∪ e 1 ∪ e 2 and that the attaching map for e 2 represents w in G * t where G = π 1 (K) and t is the new generator of π 1 determined by e 1 . Suppose
(1) G is torsion-free (2) the t-shape of w is amenable.
Then there is an isomorphism of Zπ 1 (L)-modules
This shows that in passing from K to L, π 2 changes in the simplest possible way, ie by "extension of scalars". No elements are killed, and no new elements are created beyond those arising from the change in fundamental group.
Note that under conditions (1) and (2), Fenn and Rourke have solved the adjunction problem, and proved that π 1 (K) → π 1 (L) is injective [3] . From this it follows easily that if K is 2-dimensional then π 2 (K) → π 2 (L) is also injective.
(Let K, L be the universal covers; then K ⊂ L lifts to K ⊂ L and hence
, where the middle inclusion follows from the fact that L − K is 2-dimensional.) So this paper gives no new information for the Whitehead conjecture itself. However note that we do not need to assume that K is 2-dimensional for our results.
The key observation of this paper is that the Klyachko proof used by Fenn and Rourke actually shows much more than is needed for the adjuction problem. For the latter one needs that there are no diagrams based on w with a non-trivial boundary. The proof actually shows that there are no irreducible diagrams whatever the boundary. This translates into the statement that π 2 (K + , K) maps onto π 2 (L, K) where K + = K ∪ e 1 . From this the Main Theorem follows by standard algebraic topology.
It is interesting to note that, whilst the adjunction problem is still open for torsion-free groups, and indeed for general groups provided the exponent sum of t in w is non-zero, the Main Theorem fails if either hypothesis (1) or (2) is dropped. We shall see that in either case there are both irreducible diagrams and elements of π 2 (L, K) not accessible from π 2 (K + , K). This has consequences for a possible proof of the adjunction problem. Fenn and Rourke [3; page 70] suggest that the Klyachko methods should be strong enough to prove the 1-generator 1-relator adjunction problem for torsion-free groups for any t-shape. While this may be true, this paper shows that the methods will need to be extended considerably if they are to work for a t-shape which is a proper power.
This paper provides an alternate approach to part of the Klyachko method, namely the "algebraic trick" described in [3; pages 64-66] . Here this step is explained in terms of diagrams; see in particular figure 6.
The diagram methods also apply to the Cohen-Rourke results [2] and imply strong information about the normal closure w of w in G * t : no word of complexity smaller than the complexity of w lies in w (complexity is defined in section 1). It should be noted that this last result can be deduced directly from the Cohen-Rourke methods without using the methods of the present paper.
Here is an outline of the paper. In section 1 we define diagrams and irreducibility and state our main results about the non-existence of diagrams. Section 2 contains the proofs of the diagram theorems and in section 3 we translate the diagram results into statements about π 2 and prove the Main Theorem. In section 4 we give the counterexamples mentioned above and discuss the limits of the Klyachko methods for proving the adjunction problem over torsion-free groups and in section 5 we give a generalisation of the diagram theorem which implies the complexity result mentioned above.
Diagrams
Let G be a group and w ∈ G * t . By a disc D labelled by w we mean a 2-disc with legs, one for each occurrence of t or t −1 in w. The legs are "thick arcs", in other words trivial bundles with fibre I . Further the fibres are oriented and labelled t in such a way that the t-shape of w can be read from the legs by reading around the the boundary in an anti-clockwise direction and reading t if we cross a leg whose fibres are oriented in this direction and t −1 otherwise. Further the segments of the boundary of D between the legs are labelled by elements of G and the whole of w is recovered by reading these labels and the legs. Finally we fix a basepoint in the word w (such as at the beginning) and indicate this on the boundary of the w-disc.
A disc labelled by w means the reflection of a disc labelled by w. A wdiagram means a finite collection of discs in the plane labelled by w and w together with thick arcs with oriented fibres labelled t (called t-arcs) which complete the legs compatibly with the orientations. Fibred annuli (t-circles) are also allowed. The diagram cuts the plane into a number of finite regions (the "inside regions") and one infinite region the "outside".
Each region of the diagram determines a word in G by reading anticlockwise around the region for inside regions and clockwise for the outside region using the labels on the adjacent discs. We require that this word is the identity in G for each inside region. An example is shown in figure 1 . In this example w = tatbt −1 c and G satisfies the relations (1) it is connected, (2) it contains at least one disc labelled by w or w,
it does not contain pairs of discs of the type illustrated in figure 2 , where the joining 'leg' represents the same occurrence of t or t −1 in w and w. We now recall the definition of amenable t-shapes from [3, 4] . Note that tshapes are always considered as cyclic words.
Write a given t-shape T as an unreduced cyclic word in the symbols t and t −1 . The Magnus derivative D(T ) is the t-shape given by deleting all subwords tt A clump in a t-shape is a maximal connected subsequence of the form t q or t −q where q > 1. A one-clump shape is a t-shape which has exactly one clump which is not the whole shape. In other words it is a shape of the form t p (tt −1 ) q for p, q > 0 or its inverse. A t-shape is amenable if it has root either tt −1 or a one-clump shape. For future reference, we shall call these shapes amenable root shapes.
It is easy to see that any t-shape of total exponent sum 1 in t is amenable since the root must be of the form t(tt −1 ) q for q > 0. On the other hand, no t-shape which is a proper power is amenable.
Diagram Theorem
Suppose that w is a word in G * t with an amenable t-shape and that G is a torsion-free group. Then there are no irreducible w-diagrams.
The proof is really an observation. This is what the Klyachko proof of the Kervaire conjecture (and the extension given by Fenn-Rourke in [3, 4] ) actually shows. We shall need to go carefully through the details to make this clear and shall we do this in the next section.
If G is not torsion-free, then there are many easily constructed irreducible diagrams. In [8] it is shown how to construct infinite families of irreducible diagrams made of "units". Figure 1 is a simple example of this construction: it is made of two 2-units. All diagrams made in this way require the group to have torsion. Short [9] has investigated diagrams made of units in detail and proved that none gives a counterexample to the Kervaire conjecture.
If G is torsion-free, but the word is not amenable, then it is again possible to construct irreducible diagrams. Explicit examples are given in section 4.
Proof of the Diagram Theorem
We follow the general pattern of proof of [6] as exposited in [2, 3] . We prove first a special case, when the t-shape is an amenable root shape (either tt −1 or a one-clump shape) and then use the "algebraic trick" described in [3; pages 64-66] to convert this to the general case.
We need to generalise diagrams for a set of words.
Let Γ be a group and w 0 ∈ Γ * t be cyclically reduced. An element of Γ in w 0 sandwiched cyclically between an occurrence of t and t −1 is called a top element. One sandwiched between an occurrence of t −1 and t is called a bottom element. The others are called middle elements.
We shall use the following working hypotheses.
Working hypotheses
Suppose that H and
Let w 0 be a word in Γ * t with amenable root t-shape and let a i , b i ∈ Γ be the bottom and top elements of w 0 repectively listed in any order. Suppose that for each i, a i is free relative to H and b i is free relative to
Definitions A W-diagram is a diagram with discs labelled by elements of W or their inverses (denoted w 0 etc) with the same interpretation as in section 1, together with arcs completing the legs and such that words read around the boundaries of inside regions are the identity in Γ, as in the definition of a w-diagram.
Notice that a disc labelled by h t (h φ ) −1 has just two legs emerging and the boundary arcs between the legs are labelled h and h φ ; see figure 3 .
(1) it is connected, (2) it contains at least one disc labelled by w 0 or w 0 , (3) it does not contain pairs of discs of the type illustrated in figure 2 , where the joining 'leg' represents the same occurrence of t or t −1 in w 0 and w 0 , (4) it does not contain a string of two-leg discs labelled in order by h Note that by taking H and H ′ to be trivial in the theorem we can deduce a special case of the Diagram Theorem, namely the case when the t-shape is an amenable root shape.
Proof Let D be an irreducible W-diagram. We convert D into a cell subdivision of the 2-sphere, which is essentially the dual diagram, by putting a vertex in each region and joining by an edge across each t-arc; see [2; figure 5] . We now define a traffic flow as described on page 68 of [3] and obtain a contradiction in exactly the same way as in [2] or [3] . The flow is described for suitable t-shapes which are more general than one-clump shapes but do not include the shape tt −1 , but this shape has a very easy flow. All cells are bigons and a traffic flow (without stops) is defined as for the bigons on the right of [3; figure 5 ]. The details for the contradiction are clearest in [2; page 137]. Crashes can only occur at vertices. There may be a crash at the vertex in the outside region of D. But since there are at least two crashes in different places, there must be a crash at an internal vertex. But the flow has been chosen so that, at an internal vertex where all the cars come together at the same time, the labels around the corners are all {a, a −1 } for some coefficient a = a i of w 0 together with elements of H or {b, b −1 } for some coefficient b = b i of w 0 together with elements of H ′ . For definiteness assume that we are in the former situation. Then we can read an (unreduced) word of the form a
. . which is 1 in Γ. Now if this word contains a subword of the form a ǫ a −ǫ then D fails part (3) of the definition of irreducibility and if it contains a subword of the form h 1 h 2 . . . h i which is 1 in Γ then it fails part (4). Since D is irreducible neither of these happen and the word gives a non-trivial relation in a, H , contradicting the assumption that a is free relative to H .
Proof of the Diagram Theorem
We now convert the Root Shape Theorem into the Diagram Theorem by using the "algebraic trick" of Klyachko described in [3; pages 64-66] and [2; pages 137-139]. However we need to do this on the level of diagrams. Recall the following definitions:
Consider the exponent sum homomorphism ex: G * s → Z. It is well known that K , the kernel of ex, is a free product of copies of G generated by elements of the form g
Any element of K has a canonical expression of the form k = g
i the canonical elements of k . Let min(k) be the minimum value of O i , i = 1, . . . , r and max(k) the maximum value. Fix a positive integer m. Consider the following subgroups of K :
and the following subsets:
We consider words in (G * s ) * t obtained from an amenable root t-shape by "blowing up". To be precise, we cyclically insert an element of X (respectively Y , J ) in each top (respectively bottom, middle) position, ie between successive occurrences of t and t −1 (respectively t −1 and t, t and t or t −1 and t −1 ).
Now take the resulting word w(s, t), substitute t for s, and reduce cyclically to obtain w. The t-shape of any w obtained in this way is amenable of complexity m. See [4] for the details of the proof that this coincides with the definition given earlier and the (apparently more general) one given in [3] . The root shape of w is the original t-shape before blowing up. We call w(s, t) the blown up form of w (also called normal form in [3, 4] ). Write it as
where each x i (s) belongs to the appropriate subset X , Y or J .
We now describe a procedure for converting irreducible w-diagrams to irreducible W-diagrams.
is given by h φ = h s , and w(s, t) is regarded as a word with coefficients in Γ = G * s and having amenable root t-shape. The process is illustrated in figures 4-6 for the amenable word w = attbt
Given a w-diagram, first we replace every w-disc by a disc labelled w(s, t) together with additional t-arcs effecting the reduction from w(t, t) to w; see figure 4 . The arcs in the outer ring are t-arcs, but the legs inside are designated as t-legs or s-legs according to w(s, t). 
Next we replace the w(s, t)-disc by a smaller w(s, t)-disc surrounded by "twoleg" discs which convert the s-legs to t-legs. A "two-leg" disc is labelled h t (h s ) −1 and actually has two legs labelled t but two sets of legs labelled s (corresponding to the occurrences of s in h s and h). This is done as follows.
Consider the s-legs in a disc labelled by w(s, t). They come in sets corresponding to the x i (s) ∈ H . Now x i (s) lies in J and it follows that the s-legs can be paired off in nested cancelling pairs. Further by counting the occurrences of s (algebraically) from the start and considering a local minimum, we can find an adjacent cancelling pair of the form s −1 s. Deleting this pair and using induction, we see that the pairing off can be assumed to be coherent; in other words cancelling pairs are always of this form (rather than ss −1 ). We use induction on the number of such pairs. Consider an outermost pair. What lies inside also lies in J and it follows that there is two-leg disc which converts this pair into t-legs. By induction we can find a set of two-leg discs to convert the remaining s-legs in similar cancelling pairs into t-legs. The effect is pictured in figure 5 . Doing this for each x i we create a partial diagram having t-arcs and s-arcs, whose outer boundary reads w(t, t). This diagram joins up with the outer ring of figure 4.
The last step is to delete every s-arc and insert "s" into the labels at its endpoints. Here we are passing from a diagram over G to a diagram over Γ. The result is a W-diagram; see figure 6 . The w -disc with t-shape ttt −1 t −1 t −1 tt realised as a Wdiagram with t-shape ttt −1 (the root shape of ttt
This W-diagram may not be irreducible because it may have strings of two-leg discs violating condition (4). Such a string can simply be replaced by a t-arc (cf [2; figure 4, page 134]). This has no effect on the group relations implicit in the diagram. This may result in floating t-circles which we now delete. 
Proof of the Main Theorem
We now return to the situation described in the Introduction. We are given a complex K with torsion-free fundamental group, and L = K ∪ e 1 ∪ e 2 , with the 2-cell attached by an amenable word w. Let
First observe that the Diagram Theorem translates directly into the statement that the map π 2 (K + , K) → π 2 (L, K) is surjective. Using a standard transversality argument (as in [3, Section 3]), every element of π 2 (L, K) is represented by a w-diagram. If the diagram contains a disc labelled by w or w , then there must be a cancelling pair of such discs (as in figure 2 ), by the Diagram Theorem. Such a pair can be removed by a homotopy. In this way, all discs labelled by w or w can be removed. Then the diagram represents an element of π 2 (K + , K).
The next lemma separates the Diagram Theorem into the adjunction problem (condition (a)) and an additional conclusion concerning π 2 .
) is surjective if and only if the following two conditions hold:
Proof The Lemma is easily deduced by inspecting the braid of long exact sequences for the triple (L, K + , K):
Apart from the braid, the only information needed is that the map π 1 (K) → π 1 (K + ) is injective, which is clear from the hypotheses.
We also note the following basic result. 
This proposition (together with the Diagram Theorem) completes the proof of the Main Theorem.
Proof Let K , K + , and L be the universal covers of K , K + , and L respectively. Let K + be the preimage of K + in L. Then L − K + consists of 2-cells, and there are covering maps
Note that conditions (a) and (b) of Lemma 3.1 hold.
By condition (a) the preimage of K in L consists of disjoint copies of K . Then K + is this disjoint union, joined by 1-cells. The homology group H 2 ( K + ) is a direct sum of copies of H 2 ( K), indexed by the copies of K in K + . The group π 1 (L) acts on K + by covering translations in L, and the induced action on H 2 ( K + ) preserves the direct sum decomposition (and acts transitively on summands).
In the action of π 1 (L) on K + , the stabilisers of the copies of K are the conjugates of π 1 (K) in π 1 (L). These subgroups are the stabilisers of the summands of H 2 ( K + ) as well. Choosing the appropriate copy of K , Proposition 3.2 implies
So far we have used only condition (a). Now consider the map π 2 (K + ) → π 2 (L). In the following diagram, the lower vertical maps are Hurewicz homomorphisms, and the other maps are induced by inclusions or coverings.
Counterexamples
In this section we give examples showing that the Main Theorem fails if either condition (1) or (2) is dropped. This is in contrast with the adjunction property which is expected to hold in much greater generality. The adjunction property holds for the first two examples below by [5] and [7] .
jective. Keeping the notation of the previous section, we have
We wish to construct examples where the injective map
Any w-diagram defines a map S 2 → L in which fibres of t-arcs map to e 1 and discs labelled w or w map to e 2 . Lifting this map to L, one obtains a cycle representing an element of H 2 ( L). The image of this cycle in H 2 ( L, K + ) can be read off from the diagram, as a linear combination of 2-cells above e 2 ; see figure 7. Note that the 2-cells above e 2 form a basis for H 2 ( L, K + ), and are acted on freely and transitively by
. Given this relative 2-cycle, one then needs to determine whether it is trivial, ie whether it cancels completely in Zπ 1 (L). To decide this in general one needs to be able to solve the word problem in π 1 (L).
First Example This is the w-diagram shown in figures 1 and 7. The word w = tatbt −1 c has amenable t-shape but the group G has relations b 2 = c 2 = 1, a −1 ba = c and so is not torsion-free. 
. To see that this is non-trivial it suffices to check that tbt and at are non-trivial in π 1 (L), for then the term D does not cancel with anything. For this we note that π 1 (L) = G, t | tatbt −1 c acts as a reflection group in the plane. Take ℓ 1 and ℓ 2 to be lines meeting with angle π/3, and let a, b, and c be reflection across ℓ 1 , and t reflection across ℓ 2 . Then at is an order 3 rotation and tbt a reflection.
Second Example Let w have t-shape t n for some n > 1. As noted earlier this t-shape is not amenable. Consider the w-diagram consisting of two discs, labelled w and w, with t-arcs joined cyclically. However these t-arcs should be joined so that the diagram is irreducible, meaning that the two basepoints do not line up. The group relations implied by this diagram simply say that various coefficients are equal, in fact that w itself is a proper power. So this irreducible diagram is valid over any group G. Note that the universal group of this diagram is in fact a free group.
To see that this diagram in non-zero in H 2 ( L, K + ) consider the map G → 1 (the trivial group). This is realised by a map of K to a point K 0 and L to L 0 = e 1 ∪ n e 2 (the pseudo projective plane P n with fundamental group Z/nZ). The diagram now represents a non-trivial element of the form
where k is the relative shift between basepoints. In fact this diagram, regarded as a map S 2 → P n , represents a standard generator of π 2 (P n ) ∼ = Z n−1 , the others being obtained by varying k .
Substitution
Before embarking on the third example, we remark that there is a very simple way to enlarge any diagram by substitution. Let w ∈ G * t be cyclically reduced and let H be a group containing G. Let u be any reduced word in H * t which starts and finishes with t ±1 . Let w ′ be the word in H * t obtained by substituting u ǫ for t ǫ throughout. We want w ′ to also be cyclically reduced. In other words we require that no cancellation between copies of u is possible after substitution. To ensure this we need to assume that if u starts and finishes with t ǫ , t −ǫ then all the coefficients of w are non-trivial (ie middle coefficients as well as the top and bottom ones).
If X is any w-diagram then we can convert it to a w ′ -diagram X ′ by replacing the t-arcs by u-arcs. In other words we replace them by parallel sets of tarcs corresponding to the occurrences of t in u. The new regions contribute relations in H of the form xx −1 for the various coefficients x of u. If X is irreducible then so is X ′ ; see figure 8.
Third Example Let H ⊃ G be any groups, let w ∈ G * t have t-shape t n for some n > 1 and let u be any reduced word in H * t as above. Let X be the w-diagram in the second example and X ′ the w ′ -diagram obtained by substitution. The t-shape of w ′ is periodic and we can clearly obtain any periodic t-shape in this way.
A complete example of this construction is shown in figure 8 . This is the simplest case, namely w = (at) 2 and u = tbt The universal group for X ′ is again a free group. We cannot prove that X ′ is non-zero in H 2 ( L, K + ) for all choices of this construction (and we suspect that it sometimes fails to be so) but for many choices we can prove this. In particular, if we take one of the coefficients x of u to generate a free factor of H = x * H 0 and map H 0 to the trivial group and t to 1, then this example again maps to a generator of H 2 (P n ) (with x representing the 1-cell) as in the last example.
Limits to Klyachko's methods
We have seen that Klyachko's methods imply the diagram theorem which in turn proves more than is necessary for the adjunction problem for torsion-free groups. We have also seen that this extra information is false for periodic tshapes. This implies that Klyachko's methods will need modification if they are to prove the adjunction problem for periodic t-shapes. It should be noted that our examples where the group is torsion-free are reducible if one is allowed to change the basepoint on some w-discs when there is symmetry. Call an example in which this is not possible strongly irreducible. Thus one necessary modification will be to incorporate an argument which makes strong irreducibility necessary.
It is possible to construct strongly irreducible examples, with power t-shape, with torsion in the universal group, which have the property that the torsion is not implied by any single region, but is a consequence of several. [The simplest example has t-shape t 3 and is based in the 1-skeleton of a cube. Labels are added to make the diagram irreducible. There are two ways of doing this up to obvious symmetries. The less symmetrical labelling is the required diagram.] The crash argument as presently formulated finds a single region where the torsion-free hypothesis is contradicted. So if the methods are to work in general they must also be extended (perhaps by extending the crash theorems) to provide a contradiction involving several regions.
We have not found an example of a strongly irreducible diagram over a torsionfree group.
Finally it should also be noted that there are t-shapes which are neither periodic nor amenable. The simplest example is t(tt −1 )t(tt −1 ) 2 and for such shapes we have no information at all about either the adjunction problem or the diagram theorem.
Further results
In [2] Cohen and Rourke proved that gt is never in the normal closure w of w in G * t . This result has an analogue for diagrams which generalises the Diagram Theorem. In [2; section 6] the Cohen-Rourke result is extended to prove that if w has amenable t-shape then no word of t-shape t n is in w . Implicit in the proof of this is a stronger result which we shall deduce from the Extended Diagram Theorem, see the corollary below.
Let G be a group and w ∈ G * t . A w-diagram with boundary means a finite collection of discs in the standard 2-disc D 2 labelled by w and w together with t-arcs which complete the legs compatibly with the orientations or which terminate at the boundary. The diagram cuts D 2 into a number of inside regions (which are disjoint from the boundary S 1 ) and a finite number of outside regions which meet the boundary. We require that the word in G obtained by reading anticlockwise around each inside region is the identity in G. Reading round the part of the boundary of an outside region disjoint from S 1 , we read a word in G which we use to label the arc of intersection with S 1 . We can now read a word z ∈ G * t from the labels on S 1 and the t-arcs arcs which terminate on S 1 . We call z the boundary word. Irreducibility has exactly the same meaning for diagrams with boundary as for ordinary diagrams.
Recall that the complexity of a t-shape is the number of Magnus differentiations required to reduce the shape to a power shape (ie t q for q ∈ Z). The complexity of a word in G * t is the complexity of its t-shape.
Extended Diagram Theorem
Suppose that w is a word in G * t with an amenable t-shape and that G is a torsion-free group. Then there are no irreducible w-diagrams with boundary a word of complexity strictly smaller than the complexity of w.
Corollary (Extension of Cohen-Rourke Extension [2; page 141]) Suppose that w is a word in G * t with an amenable t-shape and that G is a torsionfree group. Then no word of complexity strictly smaller than the complexity of w lies in the normal closure of w in G * t .
Notice that this result is sharp in the sense that there are obviously words of complexity the same as w which do lie in w (and obvious corresponding diagrams with boundary). Note also the analogy with small cancellation theory.
The proof of the Extended Diagram Theorem is a combination of the proof in [2; page 141] and the proof of the Diagram Theorem in this paper. We first prove an Extended Root Shape Theorem, which is a version for W-diagrams where W has the same meaning as in the Root Shape Theorem and the boundary is a word of t-shape t q for some q ∈ Z. To prove this we consider the cell subdivision of the 2-sphere obtained by putting a vertex in each region and joining by edges across t-arcs. There is one outside cell C which has q edges crossing the t-arcs terminating on S 1 . A traffic flow is defined as before with the car on the boundary of C dealt with as described in [2; page 141]: all the edges of C are oriented the same way (without loss let this be "uphill"). Notice that any other cell with an edge in common with C has its car traverse that edge in the "downhill" direction, since adjacent cells induce opposite orientations on a common edge. Choose any point ω ∈ ∂C not at a vertex. The flow constructed as before for cells other than C has the property that there are times when all cars are going uphill and hence are not on ∂C . This leaves time for car on ∂C to rush round from just after ω to just before and hence there are no complete crashes on ∂C except at ω . There must be another crash and this leads to the identical contradiction as in the proof of the Root Shape Theorem.
To prove the Extended Diagram Theorem we use the argument given in the proof of the ordinary Diagram Theorem to convert any w-diagram to a Wdiagram: we convert the w-discs to partial W-diagrams exactly as illustrated in figures 5 and 6 and we do the same for the boundary. Using the same notation as before, w has complexity m. A word of complexity less than m has root t q say and is obtained from t q by blowing up, ie, by inserting elements of J . Each such element can be converted to an element of G * s by using 2-leg discs. This converts the boundary into a word of shape t q . The final diagram contradicts the Extended Root Shape Theorem.
