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In MaxSat, we ask for an assignment to the variables which satisﬁes the maximum number
of clauses for a boolean formula in CNF. We present an algorithm yielding a run time upper
bound of O∗(2 K6.265 ) for Max-2-Sat (each clause contains at most 2 literals), where K is
the number of clauses. The run time has been achieved by using heuristic priorities on the
choice of the variable on which we branch. The implementation of these heuristic priorities
is rather simple, though they have a signiﬁcant effect on the run time. The analysis uses a
non-standard measure.1
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1. Introduction
1.1. Our problem
MaxSat is an optimization version of the well-known decision problem Satisﬁability, or SAT for short: given a Boolean
formula in conjunctive normal form (CNF), we ask for an assignment to the variables which satisﬁes the maximum number
of clauses. Applications for MaxSat range over such ﬁelds as combinatorial optimization, artiﬁcial intelligence and database-
systems as mentioned in [8]. We put our focus on Max-2-Sat, where every formula is constrained to have at most two
literals per clause, to which problems as Maximum Cut [4,17,20] and Maximum Independent Set [17,20] are reducible. Nu-
merous applications of this particular restricted problem can be found, as well, see [16] for some impressive list. Therefore,
Max-2-Sat is NP-complete.
1.2. Results so far
An upper bound of O∗(2 K6 ) has been achieved by A.S. Kulikov and K. Kutzkov in [10] consuming only polynomial space.2
This is the best upper bound for algorithms for Max-2-Sat so far published in a journal. They build their algorithm on the
one of A. Kojevnikov and A.S. Kulikov [8] who were the ﬁrst who used a non-standard measure yielding a run time of
O∗(2 K5.5 ).
If we measure the complexity in the number n of variables the currently fastest (and only) algorithm beating the trivial
upper bound of 2n is the one of R. Williams [19] having run time O∗(2 ω3 n), where ω < 2.376 is the matrix-multiplication
exponent. A drawback of this algorithm is its requirement of exponential space. Yet, this is a breakthrough result. A. Scott
and G.B. Sorkin [18] presented a O∗(2(1− 2(d+1) )n)-algorithm consuming polynomial space, where d is the average degree of
the variable graph.
* Corresponding author.
E-mail addresses: raible@informatik.uni-trier.de (D. Binkele-Raible), fernau@informatik.uni-trier.de (H. Fernau).
1 An extended abstract of this paper appeared at MFCS 2008.
2 The O∗()-notation suppresses polynomial factors, i.e., O∗(cn) refers to O(cn · nd) for some constant d.1570-8667/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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and parameterized algorithms (J. Gramm, E.A. Hirsch, R. Niedermeier, P. Rossmanith [4] and J. Gramm and R. Nieder-
meier [5]).
1.3. Our results and links to most recent conference publications
The major result we present is an algorithm solving Max-2-Sat in time O∗(2 K6.265 ). Basically, it is a reﬁnement of the
algorithms in [8] and [10], which also in turn builds upon the results of [4]. In the case where the maximum degree of
the variable graph is four, we choose a variable for branching according to some heuristic priorities. We like to point out
that these heuristic priorities can be implemented such that they only consume O(n) time. A.S. Kulikov and K. Kutzkov [10]
improve the algorithm of A. Kojevnikov and A.S. Kulikov [8] by having a new branching strategy when the variable graph has
maximum degree ﬁve. Now combining our improvements with the ones from [10] gives the claimed run time of O∗(2 K6.265 ).
Recently, another paper on (generalizations of) Max-2-Sat by S. Gaspers and G.B. Sorkin [3] was presented at a conference.
That paper gives a further slight improvement for Max-2-Sat, exhibiting an algorithm with run time O∗(2 K6.321 ). The main
idea of [3] extends the present paper by allowing for the creation of non-Max-2-Sat instances by certain reduction rules.
So, strictly speaking, it leaves the realm of Max-2-Sat. Otherwise, this new paper uses the same type of analysis as ours.
1.4. Basic deﬁnitions and terminology
Let V (F ) be the set of variables of a given Boolean formula F . For v ∈ V (F ) by v¯ we denote the negation of v . If v is
set, then we mean it will be assigned the values true or false. By the word literal, we refer to a variable or its negation. Let
L(V ) := {v, v¯ | v ∈ V } be the set of literals that can be formed with variables from V . A clause is a disjunction of literals.
We represent clauses by sets of literals (e.g., {x, y¯}). This implicitly means that a clause (l∧ l) would be viewed as the set {l}
and hence (by notation) simpliﬁed to the clause l. Since any set of literals A can be interpreted as a formula, we can write
V (A) to denote the set of variables of the literals from A. We abbreviate L(A) := L(V (A)).
We consider formulas in conjunctive normal form (CNF) only in this paper, that is a conjunction of clauses. They are the
valid Max-2-Sat instances. By C(F ), we refer to the multi-set of clauses that comprise formula F . Notice that we have to
adhere to multi-sets here, since the number of satisﬁed clauses is crucial to the problem at hand.
If l is a literal and C is a clause, then we say that l occurs in C if l ∈ C . Likewise, we say that l occurs in a formula F if
l ∈ C for a clause C ∈ F . A variable x occurs positively (or negatively) in F if x ∈ C for some C ∈ F (or x¯ ∈ C for some C ∈ F ).
The variable x occurs only positively in F if x occurs positively in F and x¯ does not occur in F . Accordingly, we may express
that x occurs only negatively in F . If (x ∈ C ∨ x¯ ∈ C), we also say that x appears in C ; we also write x ∈ V (C) for short. If
C = {l} for some literal l, then V (C) = {x} for some variable x, and we then simply write V (l) to denote x.
Slightly abusing notation, for any literal l, l¯ refers again to a literal, i.e., if V (l) = x, then if l = x, l¯ refers to the negation
of x, i.e., to x¯, and if l = x¯, then l¯ refers to x.
Within our problem, we allow only 1-clauses and 2-clauses, i.e., clauses with one or two literals, respectively, except
for two types of 0-clauses: the empty clause { } that always evaluates to false and can hence never be satisﬁed, and the
clause {T } that always evaluates to true and can therefore always be satisﬁed. As we are trying to maximize the number of
satisﬁable clauses, we keep 0-clauses {T } but delete empty clauses.
Let #lk(l) be the number of k-clauses which contain l. The weight of v , written #2(v), refers to the number of 2-clauses
in which v appears, i.e., in which v or v¯ occurs. For a set U ⊆ V (F ) we deﬁne #2(U ) :=∑u∈U #2(u).
A set A ⊆ L(V ) of literals is called an assignment (for V ) if for every l ∈ A it holds that l¯ /∈ A. Loosely speaking, if l ∈ A
for a literal l, then l receives the value true. An assignment A ⊆ L(V ) is a total assignment if V (A) = V . Let A and B be two
assignments and assume that B is additionally total. Then we deﬁne B A := (B \ L(A)) ∪ A. Observe that B A is also a total
assignment. If X ⊆ V , then any assignment A for X (i.e., A ⊆ L(X)) is also an assignment for V . A is a total assignment with
respect to X ⊆ V if V (A) = X .
A variable x ∈ V (F ) is a neighbor of v , written x ∈ Nc(v), if they appear in a common 2-clause c ∈ C(F ). Let Nc[v] :=
Nc(v)∪ {v}. The variable graph Gvar(V , E) is deﬁned as follows: V = V (F ) and E = {{u, v} | u, v ∈ V (F ),u ∈ Nc(v), c ∈ C(F )}.
Observe that Gvar is an undirected multigraph and that it neglects 1-clauses and 0-clauses. We suppress the subscript c
referring to clause c if clear or unimportant in the context. We can therefore employ graph-theoretic notions like Gvar[U ]
for U ⊆ V , referring to the multigraph induced by the vertex set U , or N(x) or N[x] referring to the open or closed
neighborhood of x. We can also speak of a component of a variable graph. Observe that #2(v) denotes the degree of v in
Gvar , and that #2(V ) is just twice the number of edges in Gvar . We will not distinguish between the words “variable” and
“vertex”. Every variable in a formula corresponds to a vertex in Gvar and vice versa. By writing F [l], we mean the formula
which emerges from F by setting the literal l to true in the following way: First, substitute all clauses containing l by {T },
then delete all occurrences of l¯ from any clause and ﬁnally delete all empty clauses from F . Notice that empty clauses
cannot be satisﬁed. F [l¯] is deﬁned analogously: we set l to false. Let us illustrate these deﬁnitions with a small example.
Let F = {x1, x¯3}, {x¯1, x2}, {x¯3, x¯2}, {x2, x¯4}, {x1, x4}, {x¯1} then
F [x1] = {T }, {x2}, {x¯3, x¯2}, {x2, x¯4}{T } and
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The expression F [l1, . . . , lk] where the li ’s are literals is deﬁned recursively:
F [l1, . . . , lk] = F [l1][l2, . . . , lk].
Let Fv := {C \ {v} | C ∈ F , v ∈ C} and F v¯ := {C \ {v¯} | C ∈ F , v¯ ∈ C}.
We will deliver a search tree algorithm together with a so-called measure (or potential function) that allows us to upper-
bound the number of leaves in the tree. To each inner node ν of the search tree, we may associate a so-called branching
vector b = (b1, . . . ,bk), so that bi determines by how much (at least) the measure drops when moving to the i-th child
of ν . To a branching vector b = (b1, . . . ,bk), one can also associate the branching number c such that T (n) = cn satisﬁes
the recurrence T (n) = T (n − b1) + · · · + T (n − bk). This number c can be computed by determining the largest positive root
of the characteristic polynomial associated to the mentioned recurrence. For example, the golden ratio number φ  1.6182
is the branching number of the branching vector (1,2). Usually, the analysis of search tree algorithms gives rise to several
such recurrences and hence to several branching numbers. To obtain a valid upper bound for all recurrences, the largest of
all branching numbers is selected. More details can be found in [1,14].
The deﬁnition of an appropriate measure is not completely straightforward, but the general strategy is that one aims at
balancing out different recurrences that arise in the algorithm analysis, so this is a rather systematic means of an amortized
analysis. For example, we will see that an instance with low-weight variables can be solved with quite a nice running time.
Since branching at high-weight variables will decrease the degrees in the neighborhood, we can balance these cases by
deﬁning an appropriate measure depending on the weights of the variables.
1.5. Problem statement
Finally, we formally deﬁne the problem which ﬁrms the basis of this article.
Max-2-Sat
Given: A formula in CNF with only 0-, 1- and 2-clauses
Task: Find an assignment satisfying the maximum number of clauses
2. Reduction rules & basic observations
We state (without proof) well-known reduction rules from previous works [4,8]; we also refer to the perspective of
integer programming raised in [13] in their discussion (and proofs) of such reduction rules.
RR-0 Delete empty clauses.
RR-1 Replace any 2-clause C with x, x¯ ∈ C , for a variable x, with {T }.
RR-2 If for two clauses C, D and a variable x we have C \ {x} = D \ {x¯}, then substitute C and D by C \ {x} and {T }.
RR-3 If a variable x occurs only positively (negatively, resp.) then consider F [x] (F [x¯], resp.) instead of F .
RR-4 Suppose that l is a literal and that it occurs in at least one 1-clause. If l¯ does not occur in more 2-clauses than l
in 1-clauses, then consider F [l] instead of F .
RR-5 Let x1 and x2 be two variables, such that x1 appears at most once in another clause without x2. In this case, we
call x2 the companion of x1. RR-3 or RR-4 will set x1 in F [x2] to α and in F [x¯2] to β , where α,β ∈ {true, false}.
Depending on α and β , the following actions will be carried out:
If α = false, β = false, then consider F [x¯1] instead of F .
If α = true, β = true, then consider F [x1] instead of F .
If α = true, β = false, substitute every occurrence of x1 by x2.
If α = false, β = true, substitute every occurrence of x1 by x¯2.
For example, if F = {{x}, {x¯}}, then RR-2 would produce the new formula F ′ = {{}, {T }}, which would be further reduced
to F ′′ = {{T }} by RR-0. Obviously, we can consider an instance as solved if all clauses that the formula contains are of the
form {T }.
We introduce a new reduction rule:
RR-6 Let e := {u, v} ∈ E(Gvar) such that Gvar[V \ {u, v}] contains a component Co ⊆ V of at most eight vertices. If Ce is
the clause corresponding to e with literal u ∈ Ce such that u ∈ Co, do the following:
1. Let S1 be a total assignment with respect to V (Co) such that the maximum number a of clauses is satisﬁed
under the restriction that u becomes true.
2. Let S2 be a total assignment with respect to V (Co) such that the maximum number b of clauses is satisﬁed
under the restriction that u becomes false.
If b  a + 1, then consider F [S2] instead of F . Otherwise, consider F [S1] instead of F .
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Proof. Let S be an assignment for F such that the maximum number z of clauses is satisﬁed. If u is false under S , w.l.o.g,
we can assume that S restricted to V (Co) is S2 (as S2 satisﬁes the maximum number of clauses in Co). Analogously, if u is
true under S then S restricted to V (Co) is S1. Note that if u becomes true then Ce is satisﬁed.
1. Case b  a + 1: If u becomes true under S then set the variables in V (Co) according to S2. This yields an assignment
S ′ which satisﬁes at least z − (a + 1) + b z clauses.
2. Case b < a+1: If u becomes false under S then set the variables in V (Co) according to S1. This yields an assignment S ′′
which satisﬁes at least z − b + a z clauses. 
From now on we will only consider reduced formulas F . This means that to a given formula F we apply the following
procedure: RR-i is always applied before RR-(i+1), each reduction rule is carried out exhaustively and after RR-6 we restart
again with RR-0 if the formula changed. For example, before we ever apply Rule RR-4, we know that whenever we ﬁnd a
literal l that occurs in a 1-clause, then there is no 1-clause that equals {l¯} due to RR-2. A formula for which this procedure
does not restart will be called reduced. In a reduced formula F , we know that #2(v) = #l2(v) + #l2(v¯) for any v ∈ V (F ) due
to RR-1.
Concerning the reduction rules we have the following properties:
Lemma 2. (See [8] Lemma 3.1.)
1. If #2(v) = 1, then v will be set.
2. For any u ∈ V (F ) in a reduced formula F we have #2(u) 3.
3. If the variables a and x are neighbors and #2(a) = 3, then in at least one of the formulas F [x] and F [x¯], the reduction rules set a.
We need some auxiliary notions: A sequence of distinct vertices a1, v1, . . . , v j,a2 ( j  0) is called a lasso if #2(vi) = 2
for 1 i  j, a1 = a2, #2(a1) 3 and Gvar[{a1, v1, . . . , v j,a2}] is a cycle.
A quasi-lasso is a lasso with the difference that #2(v j) = 3. A lasso is called 3-lasso (resp. 4-lasso) if #2(a1) = 3 (#2(a1) =
4, resp.). A 3-quasi-lasso (4-quasi-lasso, resp.) is a quasi-lasso with #2(a1) = 3 (#2(a1) = 4, resp.).
Lemma 3.
1. Let v,u, z ∈ V (F ) be pairwise distinct with #2(v) = 3 such that there are clauses C1,C2,C3 with u, v ∈ V (C1) ∩ V (C2) and
v, z ∈ V (C3). Then either v is set or the two common edges of u and v will be contracted in Gvar by the reduction rules.
2. The reduction rules delete the variables v1, . . . , v j of a lasso (quasi-lasso, resp.) and the weight of a1 drops by at least two (one,
resp.).
Proof. 1. If v is not set it will be substituted by u or u¯ due to RR-5. The emerging clauses C1,C2 will be reduced either by
RR-1 or become 1-clauses. We will also have an edge between u and z in Gvar as now the variables u, z ∈ V (C3).
2. We give the proof by induction on j. In the lasso case for j = 0, there must be a 2-clause C = {a1, a¯1}, which will be
deleted by RR-1, so that the initial step is shown. So now j > 0. Then on any vi , 1  i  j, we can apply RR-5 with any
neighbor as companion, so, w.l.o.g., it is applied to v1 with a1 as companion. RR-5 either sets v1, then we are done with
Lemma 2.1 (namely, since the neighbor v1 of a1 is set, the weight of a1 drops by one; moreover, Lemma 2.1 sets v2, . . . , v j
one after the other, so that ﬁnally the weight of a1 drops again by one), or v1 will be substituted by a1. By applying RR-1,
this leads to the lasso a1, v2, . . . , v j,a2 in Gvar and the claim follows by induction. In the quasi-lasso case for j = 0, the
arguments from above hold. For j = 1, item 1. yields the claim. For j > 1, the inductive argument from the lasso case can
be transferred to the quasi-lasso situation. 
3. The algorithm
The measure. We set di(F ) := |{x ∈ V (F ) | #2(x) = i}|. To measure the run time, we choose the measure γ deﬁned as follows:
γ (F ) =
n∑
i=3
ωi · di(F ) with ω3 = 0.9354, ω4 = 1.8230, ω5 = 2.4779, ωi = i2 (i  5).
The number of clauses K in a formula upper bounds the number of edges in the variable graph, which in turn equals half
of the sum of all i ·di(F ). Hence, γ (F ) never exceeds the number of clauses K in the corresponding formula. So, by showing
an upper bound of cγ (F ) we can infer an upper bound cK . We set 3 := ω3, i := ωi − ωi−1 for i  4. Concerning the
coeﬃcients ωi , we have i i+1 for i  3 and ω4  2 · 4. These are the key properties of the coeﬃcients that we use
in our run time analysis. The exact values of the ωi (and hence, of the i) are given above. They are chosen in order to
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For a more detailed view on this approach, we refer to [2]. Note that our measure only differs in the choice of coeﬃcients
from the one used in [8]. We will see later that graphs with maximum degree three can be handled quite more eﬃciently
than the general case. This fact is represented in the measure as the i increase with decreasing index i. We point out that
no reduction rule and no branching step will ever increase γ .
Proposition 1. Let F be aMax-2-Sat-instance. Then γ (F ) > γ (F [x]) (γ (F ) > γ (F [x¯]), resp.) and no reduction rule increases γ .
Proof. Note that in RR-0, RR-1, and RR-2 no 2-clause is added and thus, γ cannot increase due to applying this rules.
W.l.o.g., we examine only F [x]. Note the number of 2-clauses in F [x] is strictly less than in F if x appears in at least one
2-clause. Thus, the measure cannot increase. With this observation it follows immediately that RR-3, RR-4 and RR-6 do not
increase γ . The same is also true for the ﬁrst to cases of RR-5. In the last two cases we actually are identifying x1 and x2 (x1
and x¯2, resp.) to a new vertex d in Gvar and remove the resulting loops immediately afterwards (either a loop is a 1-clause
or RR-1 applies). Note that #2(d) #2(x2) and the resulting formula F ′ has one variable less occurring in 2-clauses. Thus,
γ (F ′) < γ (F ). 
The basic strategy. The algorithm presented in this paper proceeds as follows: After applying the above-mentioned reduction
rules exhaustively, it will branch on a variable v . That is, we will reduce the problem to the two formulas F [v] and F [v¯].
In each of the two branches, we must determine by how much the original formula F will be reduced in terms of γ (F ).
A reduction in γ (F ) can be due to branching on a variable or to the subsequent application of reduction rules.
By an (a1, . . . ,a	)-branch, we mean that in the i-th branching case of the algorithm γ (F ) is reduced by an amount of at
least ai , i.e., the branching vector of the recurrence implied by the algorithm is (a1, . . . ,a	). The i-th component of a branch
refers to the search tree evolving from the i-th branching case (i.e., ai). By writing ({a1}i1 , . . . , {a	}i	 )-branch we mean a
(a11, . . . ,a
i1
1 , . . . ,a
1
	, . . . ,a
i	
	 )-branch where a
s
j = a j with 1  s  i j . A (a1, . . . ,a	)-branch dominates a (b1, . . . ,b	)-branch if
ai  bi for 1 i  	, which implies that the branching number of (a1, . . . ,a	) is no greater than the one of (b1, . . . ,b	).
3.1. Heuristic priorities
Heuristic priorities guide the choice of variables to branch on by either setting them true or false. One possible priority
is to prefer branching at variables of high degree (weight) in Gvar; further reﬁnements of this strategy are presented below.
If the maximum degree of Gvar is four, variables v with #2(v) = 4 will be called limited if there is another variable u
appearing with v in two 2-clauses (i.e., we have two edges between v and u in Gvar). We call such u, v a limited pair.
Note that also u is limited and that at this point by RR-5 no two weight 4 variables can appear in more than two clauses
together. Any vertex which is not limited is called unlimited. We call u1, . . . ,u	 a limited sequence if 	 3 and ui,ui+1 with
1 i  	 − 1 are limited pairs. A limited cycle is a limited sequence with u1 = u	 .
To obtain an asymptotically fast algorithmic behavior we introduce heuristic priorities, concerning the choice of the
variable used for branching:
Heuristic Priorities (HP):
1. Choose any v with #2(v) 7.
2. Choose any v with #2(v) = 6, preferrably with #2(N(v)) < 36.
3. Choose any v with #2(v) = 5 and apply an appropriate branch as described by A.S. Kulikov and K. Kutzkov [10]; the
branching can be also read off from the new run time analysis given below.
4. Choose any unlimited v with #2(v) = 4 and a limited neighbor.
5. Choose the vertex u1 in a limited sequence or cycle u1, . . . ,u	 .
6. Pick a limited pair u1,u2. Let c ∈ N(u1) \ {u2} with s(c) := |N(c)∩ N(u1)| maximum. If s(c) > 1, then choose a vertex in
N(u1) \ {u2, c}, else choose u1.
7. From Y := {v ∈ V (F ) | #2(v) = 4,∃z ∈ N(v): #2(z) = 3 ∧ N[z]  N[v]} choose v , preferrably such that #2(N(v)) is
maximum.
8. Choose any v , with #2(v) = 4, with #2(N(v)) minimum.
9. Use the algorithm of A.S. Kulikov and K. Kutzkov in [10] for instances with a cubic variable graph.
From now on v denotes the variable picked according to HP. Some further comments on Priorities 6 and 7 may be in
order here. By deﬁnition of an open neighborhood, s(c) does not count c, nor u1. Since at this stage, all variables neighbored
to a weight 4 variable have weight 3, s(c) 2. The two cases that are considered are either s(c) = 2 or s(c) < 2. In the ﬁrst
case, the chosen vertex (from N(u1) \ {u2, c}) is unique as u1 has exactly three neighbors due to being limited. The set Y
deﬁned in Priority 7 contains weight 4 variables u with a weight 3 neighbor z such that z has a private neighbor with
respect to u.
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The main idea is to have some priorities on the choice of a weight 4 variable such that the branching behavior is
beneﬁcial. For example, limited variables tend to be unstable in the following sense: If their weight is decreased due to
branching, they will be reduced due to Lemma 3.1. This means we can get an amount of ω4 instead of 4. In a graph
lacking limited vertices we want a variable v with a weight 3 neighbor u such that N[u] N[v]. This means that u should
have a private neighbor with respect to v . In the branch on v where u is set (Lemma 2.3) we can gain some extra reduction
(at least 4) from N[u] \ N[v]. If we fail to ﬁnd a variable according to Priorities 5–7 we show that either v as four
weight 4 variables and that the graph is 4-regular, or otherwise we have two distinct situations which can be handled quite
eﬃciently. Further, the most critical branches are when we have to choose v such that all variables in N[v] have weight ωi .
Then the reduction in γ (F ) is minimal (i.e., ωi + i ·i). We analyze this regular case together with its immediate preceding
branch. Thereby we prove a better branching behavior compared to a separate analysis. In [18] similar ideas were used for
Max-2-CSP.
We are now ready to present our algorithm, see Algorithm 1. Reaching step 7 we can rely on the fact that Gvar has at
least 10 vertices. We call this the small component property (scp) which is crucial for some cases of the analysis. Namely,
small components can be solved with an arbitrary algorithm, affecting only multiplicative constants that do not matter in
the O∗-notation.
Algorithm 1 An algorithm for solving Max-2-Sat.
Procedure: SolMax2SAT(F )
1: Apply SolMax2SAT on every component of Gvar separately.
2: Apply the reduction rules exhaustively to F .
3: Search exhaustively on any sub-formula being a component of at most 9 variables.
4: if F = {T } . . . {T } then
5: return |F |
6: else
7: Choose a variable v according to HP.
8: if Priorities 3 or 9 applied then
9: Proceed as described in the corresponding priority.
10: else
11: return max{SolMax2SAT(F [v]),SolMax2SAT(F [v¯])}.
12: end if
13: end if
4. The analysis
In this section, we investigate the cases when we branch according to items 1–9 of HP. For each item we will derive a
branching vector which upper bounds this case in terms of K . In the rest of Section 4 we show:
Theorem 1. Algorithm 1 has a run time of O∗(2 K6.265 ).
We call a branch h-regular if we branch on a variable v such that for all u ∈ N[v] we have #2(u) = h. In a non-regular
branch we can ﬁnd a u ∈ N(v) with #2(u) < #2(v). Apart from Priorities 1 and 3, the non-regular and regular branches will
be separately analyzed.
Priority 1. If #2(v) 7, we ﬁrst obtain a reduction of ω7 because v will be deleted. Secondly, we get an amount of at least
7 · 7 as the weights of v ’s neighbors each drops by at least one and we have i i+1. Thus, γ is reduced by at least 7
in either of the two branches (i.e., we have a ({7}2)-branch).
Priority 3. Let A1 and A2 be two assignments. We call A1 stronger than A2 (and we write A1 F A2) if for any total
assignment B we have: If BA2 satisﬁes m clauses, then BA1 satisﬁes at least m clauses.
For a literal l, deﬁne w(l) := #l2(l) + #l2(l¯) + #l1(l) + #l1(l¯). Then we call l weak if #l2(l) + #l1(l) − #l1(l¯) w(l)/2. Note that
in a reduced formula either x or x¯ is weak and #l2(l) + #l1(l) − #l1(l¯) < w(l) by RR-3.
Inspecting Lemma 2 of [10] a slightly more algorithmic version can be deduced quite easily.
Lemma 4 (Clause Learning Lemma). (See [10].) Let F be a reduced formula and l be a weak literal. Deﬁne D :=  w(l)2  and {b1, . . . ,bd}
be a set of literals appearing with V (l). Let τi count the number of clauses in which bi appears together with V (l). Assume that
D =∑di=1 τi . Then we can ﬁnd an assignment c1, . . . , cd to the variables V ({b1, . . . ,bd}) in polynomial time such that
{l, c1, . . . , cd} F {l¯, c1, . . . , cd}
where ci ∈ {bi, b¯i} and the values of the ci are obtained the following way:
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What is the consequence of the quoted lemma? If we detect a weak literal and a set of literals satisfying the assumptions
of the lemma, we can branch in the following way: Either, l is set to true, or l is set to false; in the latter case, we further
reﬁne the branch, using the fact that the assignment c1, . . . , cd computed by the lemma need not be considered. In particular
for small values of d, i.e., d = 1 or d = 2, this considerably improves the branching. The whole process is also referred to as
Clause Learning.
Let kij denote the number of weight j variables occurring i times in a 2-clause with some v ∈ V (F ) chosen for branching.
Observe that it is impossible that | j − i| 1 due to RR-5. Depending on the values of the kij and by using Lemma 4 special
branchings involving v can be derived which are now reconsidering:
k13 = 1 and k15 = 4: Thus, there is some b ∈ N(v) such that #2(b) = 3. By Lemma 2.2 and RR-5 we have |N(b)| = 3. By
Lemma 2.3, w.l.o.g., b is set in F [v¯]. Thus by a simple binary branching (i.e., we consider F [v] and F [v¯]) we get a branching
vector of (55 +ω5 + (ω3 − 5),55 +ω5 + (ω3 − 5) + 25).
k25 = 1 and k15 = 3: The variable v appears with a variable b in two 2-clauses. By Lemma 4 we can ﬁnd a literal lv of v and
a literal lb of b such that {lv , lb} F {l¯v , lb}. Thus, in one of the branches F [v] and F [v¯] the variable b can be set additionally.
The least amount that we additionally get is ω3. This reveals a (55 +ω5 + (4 −5),55 +ω5 + (4 −5)+ω3)-branch.
k25 = 2 and k15 = 1; k25 = 1, k14 = 1 and k15 = 2: In these cases, the same reasoning as in the previous case can be done.
Thus, a (35 +ω5 + 24,35 +ω5 + 24 +ω3)-branch for both cases is entailed.
k14 = 1 and k15 = 4: W.l.o.g., the literal v is weak, i.e., #l2(v)+#l1(v)−#l1(v¯) 3 (otherwise, consider v¯). Let l1,1, l1,2, . . . , l1,i1
be all literals appearing with the variable v and l2,1, . . . , l2,i2 be all literals appearing with the literal v¯ . W.l.o.g., i1  3.
Otherwise, we must have i2  3. Then simply substitute any l j,i by l j,i in the rest of the following argument.
By Lemma 4, we deduce that {v, l¯1,1, l¯1,q} F {v¯, l¯1,1, l¯1,q} and {v, l¯1,1, l2,h} F {v¯, l¯1,1, l2,h}, where 2  q  i1 and 2 
h i2.
Thus, by considering the three formulas
F [v], F [v¯, l1,1] and F [v¯, l¯1,1, l1,2, . . . , l1,i1 , l¯2,1, . . . , l¯2,i2 ],
an optimal solution will be found. By renaming the literals, we consider F [v], F [v¯, l1] and F [v¯, l¯1, l2, l3, l4, l5] where V (l5)
has weight four. Note that by i2  3, l1 can be chosen such that #2(V (l1)) = 5 (which is a crucial fact for the next case
k14 = 2 and k15 = 3). If V (l1) has 0  k  4 neighbors with weight less than ﬁve in F [v¯] then we have at least a (45 +
ω5 +4,2ω5 + 35 +4 + k ·4 + (4− k) ·5,5ω5 +ω4 +max((4− k)5, β))-branch where β = min(25,ω3 +5). The
worst case appears when k = 2. Note that v, l1, . . . , l5 must be attached to the rest of Gvar by at least two edges due to
RR-6 and scp. This justiﬁes an additional amount of β in the last branch. Observe that if we have exactly two edges these
cannot be attached to the same vertex by RR-6. In this case it easily can be seen that the least amount we get is 2. If
there are at least three edges we receive 5 +ω3 (note again that these edges cannot share all the same vertex by scp).
k14 = 2 and k15 = 3: In analogy to the previous case, we can deduce a branching F [v], F [v¯, l1] and F [v¯, l¯1, l2, l3, l4, l5] where
the variables in V (l4) ∪ V (l5) have weight four: Thus, we have a (35 + ω5 + 24,2ω5 + 25 + 24 + k · 4 + (4 − k) ·
5,4ω5 + 2ω4 +max((4− k)5, β))-branch. In case k = 2, the worst case occurs.
k15 = 5: We can deduce a branching F [v], F [v¯, l1] and F [v¯, l¯1, l2, l3, l4, l5] as in case k14 = 1 and k15 = 5. First suppose
that every variable in
⋃
1i5 V (li) has at most two neighbors of weight less than ﬁve in F [v¯]. Then there are at least ten
clauses in F [v¯] of the form {a,b} where a ∈ {l1, . . . , l5} and b /∈ {l1, . . . , l5}. Thus, we have a (55 + ω5,ω5 + 55 + ω4 +
45,6ω5 + 103 ω3)-branch. The amount of 103 ω3 has been found using a linear program, see Appendix A.
If some vi has exactly three neighbors of weight less than ﬁve in F [v¯], w.l.o.g., i = 1, this entails a (55 + ω5,ω5 +
55 +ω4 + 34 + 5,6ω5 + β)-branch.
In the last case exactly on vi has four neighbors of weight less than ﬁve in F [v¯], a (55+ω5,ω5+55+ω4+44,6ω5+
β)-branch follows.
We now examine the remaining branching cases. We must have:
k13 + k14 + k15 + 2k24 + 2k25 + 3k35 = 5 = #2(v).
If F ′ is the formula obtained by assigning a value to v and by applying the reduction rules afterwards we have:
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(
ω4
2
− 5
)
2k24
+ (4 − 5)k25 +
(
ω5
2
− 3
2
5
)
2k35
= 5.7661+ 0.2805k13 + 0.2327(k14 + k25) + 0.2566 · (2k24 + 2k35).
Basically we reduce γ (F ) by at least ω5 + 55. Now the coeﬃcients of the kij in the above equation express how the
reduction grows if kij > 0.
If k24  1, k35  1 or k13  2 then the reduction is at least 6.265. Thus, in the following we assume k24 = k35 = 0 and
k13  1. If k13 = 1 then we must have k14 + k25  1 as k15 = 4 has been already considered. The reduction is 6.265 and
further on we assume k13 = 0.
If k25 = 2, then for the same reason k14 = 1 and therefore the reduction is at least 6.45. If k25 = 1, then k14  2 and the
same amount follows due to previously considered cases. Hence. in the following k25 = 0.
If k14  3, the run time bound holds. If k14 = 2 or k14 = 1, then k13 = 1 which is not possible at this point.
The following priorities are analyzed in a way that we assume that they are non-regular branches. We dedicate an extra
section to regular branches. Note that we already handled h-regular branches for h 7 and h = 5 above.
4.1. Non-regular branches
Priority 2. Choosing v ∈ V (F ) with #2(v) = 6, there is a u ∈ N(v) with #2(u) 5 due to non-regularity. Then by deletion
of v , there is a reduction by ω6 and another of at least 56 + 5, resulting from the dropping weights of the neighbors.
Especially, the weight of u must drop by at least 5. This leads to a ({ω6 + 56 + 5}2)-branch.
We will often stress the fact that in a reduced formula for every v ∈ V (F ) we have #2(v)  3 due to Lemma 2.2. Any
variable violating this property will be set or replaced by another variable (see RR-5).
Priority 4. Let u1 ∈ N(v) be the limited variable. The vertex u1 forms a limited pair with some u2, see Fig. 1(a).
After branching on v , the variable u1 has weight at most 3. At this point, u1 appears only with one other variable z in
a 2-clause. Then, RR-5 is applicable to u1 with u2 as its companion. According to Lemma 3.1, either u1 is set or the two
edges of u1 and u2 will be contracted. In the ﬁrst case, we receive a total reduction of at least 3ω4 + 24, in the second of
at least 2ω4 + 44 (even if di = h, for some i ∈ {1,2,3}, since ω4  24). A proper estimate is a ({2ω4 + 44}2)-branch.
Priority 5. If u1, . . . ,u	 is a limited cycle, then 	 10 due to scp. By RR-5 this yields a (10ω4,10ω4)-branch. If u1, . . . ,u	
is a limited sequence, then due to Priority 4 the neighbors of u1 lying outside the sequence have weight 3. By RR-5, the
branch on u1 is a ({3ω4 + 2ω3}2)-branch.
Priority 6. At this point every limited variable u1 has two neighboring variables y, z with weight 3 and a limited neighbor u2
with the same properties (due to Priorities 4 and 5). We now examine the local structures arising from this fact and by the
values of |N[y] \ N[u1]| and |N[z] \ N[u1]|. W.l.o.g., we only discuss the cases when |N[y] \ N[u1]| |N[z] \ N[u1]|.
1. We rule out |N[y] \ N[u1]| = |N[z] \ N[u1]| = 0 (see Fig. 1(b)) due to scp.
2. |N[y] \ N[u1]| = 0, |N[z] \ N[u1]| = 1: Then, N(y) = {u2, z,u1},N(u2) = {u1, y, s1} and N(z) = {u1, y, s2}, see Fig. 1(c). In
this case we branch on z, as z is the only vertex that is neighbor of u1 but not of u2. Thus, s(y) = 2 > s(z) = 1. Then
due to RR-5, y and u1 disappear, either by being set or replaced. Thereafter due to RR-1 and Lemma 2.1, u2 will be set.
Additionally we get an amount of min{24,ω4,ω3 + 4} from s1, s2. This depends on whether s1 = s2 or s1 = s2 and
in the second case on the weight of s1. If #2(s1) = 3 we get a reduction of ω3 + 4 due to setting s1 and scp. In total
we have at least a ({2ω4 + 2ω3 + 24}2)-branch.
3. |N[y] \ N[u1]| = 1, |N[z] \ N[u1]| = 1: Here two possibilities occur, depending on the neighbor of u1 present in N(y):
(a) N(y) = {u1,u2, s1}, N(z) = {u1,u2, s2}, N(u2) = {u1, y, z}, see Fig. 1(e): Then, w.l.o.g., we branch on z. After setting
z the vertices u1,u2 and y will disappear either by being set or replaced by another variable due to RR-5 or
Lemma 2.2. Similarly to item 2. we obtain a ({2ω4 + 2ω3 + 24}2)-branch.
(b) N(y) = {u1, z, s1}, N(z) = {u1, y, s2}, see Fig. 1(e): W.l.o.g., we branch on z. Basically we get a total reduction of
ω4 + 2ω3 + 24, namely, we get 2ω3 from y and z, ω4 from u1 and 24 from s2 and u2. In the branch where
y is set (Lemma 2.3), we additionally get 4 from s1 and ω4 from u2 as it will disappear (Lemma 2.2). This is a
(2ω4 + 2ω3 + 24,ω4 + 2ω3 + 24)-branch.
4. |N[y] \ N[u1]| = 1, |N[z] \ N[u1]| = 2, see Fig. 1(f): We branch on z and due to RR-5 the variables u1,u2 and y will
disappear. This yields a ({2ω4 + 2ω3 + 24}2)-branch.
5. |N[y] \ N[u1]| = 2, |N[z] \ N[u1]| = 2, see Fig. 1(g): In this case we choose u1 for branching. Essentially, we get a
reduction of 2ω4 + 2ω3. In the branch setting z we receive an extra amount of 24 from z’s two neighbors outside
N(u1). Hence, we have a (2ω4 + 2ω3 + 24,2ω4 + 2ω3)-branch.
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We have at worst a (2ω4 + 2ω3 + 24,ω4 + 2ω3 + 24)-branch.
Priority 7. We need further auxiliary notions: A 3-path for an unlimited weight 4 vertex v is a sequence of vertices
u0u1 . . .ulul+1 forming a path, such that 1  l  4, ui ∈ N(v) for 1  i  l, #2(ui) = 3 for 1  i  l and u0,ul+1 /∈ N(v),
see Fig. 1(h) for the case l = 3. A 4-path for an unlimited weight 4 vertex v is a sequence of vertices u0u1 . . .ul forming a
path, such that 2 l 4, #2(ui) = 3 for 1 i  l − 1,#2(ul) = 4 and u0 /∈ N(v), see Fig. 1(i) for the case l = 3.
Due to the absence of limited vertices, every vertex v chosen due to Priority 7 must have a 3- or a 4-path.
3-path u0 = u	+1 If u0 = ul+1 we basically get a reduction of ω4 + lω3 + (4− l)4. In the branch where u1 is set, u2 . . .ul
will be also set due to Lemma 2.1. Therefore, we gain an extra amount of at least 24 from u0 and ul+1,
leading to a (ω4 + lω3 + (6− l)4,ω4 + lω3 + (4− l)4)-branch.
u0 = u	+1 In F [v] and in F [v¯], u0u1 . . .ulul+1 is a lasso such that l  2 (RR-5). So by Lemma 3.2, u1, . . . ,ul are
deleted and the weight of u0 drops by 2. If #2(u0) = 4, this yields a reduction of lω3 +ω4. If #2(u0) = 3,
the reduction is (l + 1)ω3 but then u0 is set. If N[u0] \ N[v] is not empty then we obtain a reduction
of 4 in addition due to setting u0. Otherwise, there is a unique r ∈ N(u0) \ {u1, . . . ,ul} with r ∈ N(v) \
{u1, . . . ,ul}. If #2(r) = 4 we get a ({2ω4 + (l + 1)ω3 + (3− l)4}2)-branch. If #2(r) = 3, then r is set. As
(4 − l)  2 and by applying the same arguments to r which previously where applied to u0 we get at
least a ({ω4 + (l + 1)ω3 + (5− l)4}2)-branch. Observe that we used the fact that ω4  24.
4-path We get an amount of ω4 + (l−1)ω3 + (5− l)4 by deleting v . In the branch where u1 is set we get a bonus of 4
from u0 due to the decrease of the degree of u0 in Gvar . Further, ul will be deleted completely. Hence, we have a
(2ω4 + (l − 1)ω3 + (5− l)4,ω4 + (l − 1)ω3 + (5− l)4)-branch.
The ﬁrst case is worst for l = 1, the second and third for l = 2 (as l = 1 is impossible by deﬁnition). Thus, we have a
({ω4 + 3ω3 + 34}2)-branch for the second, a (2ω4 + ω3 + 34,ω4 + ω3 + 34)-branch for the third and a (ω4 + ω3 +
54,ω4 +ω3 + 34)-branch for the ﬁrst case which is sharp, i.e., the branching number for the branching vector is 2 K6.265 .
Priority 8.
Lemma 5. If we have chosen a variable v with #2(v) = 4 according to Priority 8, such that #2(N(v)) < 16, then we have two distinct
situations, see Figs. 2(a) and 2(b).
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Proof. Note that when we are forced to pick a variable v according to Priority 8, then either v has four neighbors of
weight 4 or, for every weight 3 neighbor z, we have N[z] ⊆ N[v]. Namely, if #2(N(v)) < 16, then v has a neighbor of
weight 3, since neighbors of lower weight would have been set or replaced: notice that the set Y deﬁned in HP 7 must be
empty. It follows that, for every weight 3 neighbor z, we have N[z] ⊆ N[v] due to the choice of v according to HP.
Let N4 (resp. N3) be the set of weight 4 (3, resp.) neighbors of v . We analyze different cases induced by the cardinal-
ity |N3|.
– If N3 = {b}, then there are vertices a, c ∈ N4, such that b ∈ N(a) and b ∈ N(c). We must have a ∈ N(c), or else a would
violate our assumption: it would be a variable with #2(a) = 4 and it would have a neighbor, namely b, with #2(b) = 3
and N(b) N(a). Thus, we get the situation of Fig. 2(a).
– Consider N3 = {b, c}. Case (1): b and c are neighbors. If b, c ∈ N(a) for a ∈ N4, we have a situation as depicted in
Fig. 2(b). Otherwise, b ∈ N(a) and c ∈ N(d) for a,d ∈ N4. But then, Priority 7 applies to both a and d, which is a
contradiction to the fact that Algorithm 1 is already in Priority 8. Case (2): b and c are not neighbors, it can be easily
observed that we must have the situation in Fig. 2(c), where Priority 7 applies to a and d, also a contradiction.
– a) If |N3| = 3 and no vertex from N3 is neighbored to the weight 4 vertex a ∈ N(v) \ N3 then the situation in Fig. 2(d)
emerges. It is easily seen that RR-6 applies to this case, a contradiction.
– b) If there is a vertex from N3 neighboring a then it is easy to verify that we must have situation 2(e) in Fig. 1. But
then Priority 7 as well as RR-6 applies to a.
– If |N3| = 4, then clearly N[v] forms a component of ﬁve vertices which cannot appear after step 3 of Algorithm 1. 
In Fig. 2(a) in either branch F [v] or F [v¯], the variables a,b, c form a 3-quasi-lasso, so by Lemma 3.2 we get a reduction
of ω3 + 3ω4 + 4 = 4ω4.
In Fig. 2(b) in both branches the variables a,b, c form a 3-lasso, so by Lemma 3.2 b, c are deleted and a is set due to
Lemma 2.1. We get a reduction of ω4 + 2ω3 from this. If d /∈ N(a) we additionally get 24, otherwise ω4. Altogether, we
reduce γ (F ) by at least 2ω4 + 2ω3 + 24.
4.2. The 4- and 6-regular case
The part of the algorithm when we branch on variables of weight h = 4 will be called h-phase. Branching according to
Priorities 4–8 is the 4-phase. In the following we have h = 4 or h = 6. The cases h 7 and h = 5 have been already covered
by Priorities 1 and 3. Later on also a special section is devoted to the case h = 3. Any h-regular branch which was preceded
by a branch from the (h + 1)-phase can be neglected. This situation can only occur once on each path from the root to a
leaf in the search tree. Hence, the run time is only affected by a constant multiple. We now classify h-regular branches: An
internal h-regular branch is a h-regular branch such that another h-regular branch immediately follows in the search tree in
at least one component. A ﬁnal h-regular branch is a h-regular branch such that no h-regular branch immediately succeeds
in either of the components. When we are forced to do an h-regular branch, then according to HP the whole graph must
be h-regular at this point.
Observation 2. If a branch is followed by a h-regular branch in one component, say in F [v], then in F [v] any u ∈ V (F ) with
#2(u) < h will be reduced.
Due to Observation 2, every vertex in N(v) is completely deleted by the reduction rules in F [v].
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Proposition 2. O∗(1.098K ) upper bounds any internal h-regular branch.
Proof. If we face a 4-regular branch we must have been ended up in Priority 8. Thus, v has four different neighbors. By
Observation 2 this yields at least a (5ω4,ω4 + 44)-branch if in exactly one component a h-regular branch follows. If
both components are followed by an h-regular branch we get a total reduction of 5ω4 in both cases. The same way we
can analyze internal 6-regular branches. This yields (3ω6,ω6 + 66)- and ({3ω6}2)-branches as for any v ∈ V (F ) we have
|N(v)| 2. Note that we can have multiple edges as v is chosen due to HP. 
Final h-regular branches We will consider branches which are immediately followed by a h-regular branch in at least one
component. In this component of the branch we can delete any variable in N(v) additionally due to Observation 2. Propo-
sition 3 will explore by how much we additionally can decrement γ (F ) in the corresponding component in the case h = 6.
Let kij denote the number of weight j variables occurring i times in a 2-clause with some v ∈ V (F ) chosen for branching.
Observe that it is impossible that | j − i| 1 due to RR-5.
Proposition 3. Let v ∈ V (F ) be the variable chosen due to HP such that #2(v) = 6. If this branch is followed by a 6-regular branch in
one component, then we can decrement γ (F ) by at least ω6 +ω4 in addition to the weight of v in that component.
Proof. In this case the following relation holds:
k13 + k14 + k15 + k16 + 2k24 + 2k25 + 2k26 + 3k35 + 3k36 + 4k46 = 6 = #2(v). (1)
We now have to determine an integer solution to (1) such that ω3k13 + ω4k14 +ω5k15 + ω6k16 + ω4k24 +ω5k25 + ω6k26 +
ω5k35 +ω6k36 +ω6k46 is minimal. As ω3 < ω4 < ω5 < ω6 we conclude that k1	 = 0 for 4 	 6, k2	′ = 0 for 5 	′  6 and
k36 = 0. We also must have k13  1. Otherwise, let k′13 = k13 − 2 and k′24 + 1, resulting in a smaller solution by 2ω3 > ω4.
By 2ω4 > ω6 and the same arguments we must have k24  1. By (1) we also have k35  2 and k46  1.
If k13 = 0, then the only integer solutions under the given restrictions are k35 = 2 and k24 = 1,k46 = 1. If k13 = 1, the
only integer solution is k35 = 1,k24 = 1. Thus, the minimal amount we get by reduction from N(v) is ω6 + ω4 due to
ω6 +ω4 < 2ω5 and ω6 +ω4 < ω3 +ω5 +ω4. 
We now analyze a ﬁnal h-regular ({b}2)-branch with its preceding (a1,a2)-branch. The ﬁnal h-regular branch might
follow in the ﬁrst, the second or both components of the (a1,a2)-branch. So, the combined analysis would be a ({a1+b}2,a2),
a (a1, {a2 + b}2) and a ({a1 + b}2, {a2 + b}2)-branch. For any ﬁnal h-regular we will apply a combined analysis with its
preceding branch.
Proposition 4. Any ﬁnal 6-regular branch considered together with its preceding branch can be upper bounded by O∗(1.1094K ).
Proof. We will apply a combined analysis for both branches. Due to Observation 2, N(v) will be deleted in the correspond-
ing component of the preceding branch. The least amount we can get by deleting N(v) is ω6 + ω4 (due to Proposition 3).
Hence, we get two different branches: a ({3ω6+ω4+66}2,ω6+66)- and a ({3ω6+ω4+66}4)-branch, respectively. 
Proposition 5. Any ﬁnal 4-regular branch considered with its preceding branch can be upper bounded by
O∗(2 K6.265 )≈ O∗(1.116991K ).
Proof. We must analyze a ﬁnal 4-regular branch together with any possible predecessor. These are all branches derived
from Priorities 4–8.
Internal 4-regular branch The two corresponding branches are a ({6ω4 + 44}2,ω4 + 44)-branch and a ({6ω4 + 44}4)-
branch.
Priorities 4, 5 and 8 are all dominated by a ({2ω4 + 44}2)-branch. Analyzing these cases together with a succeeding ﬁnal
4-regular branch gives a ({3ω4 + 84}2,2ω4 + 44)-branch and a ({3ω4 + 84}4)-branch.
Priority 6. We follow the same subcase analysis as in the non-regular analysis. Subcases 2, 3(a) and 4 of our non-regular
Priority-6 analysis can be analyzed similarly to Priorities 4, 5 and 8 as they have branching vectors which dominate ({2ω4 +
44}). We now analyze the remaining subcases.
Subcase 1. Here we deal with small components which are directly solved without any branching, yielding a ({3ω4 +
2ω3 + 44}2)-branch in the combined analysis.
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Table 1
#2(u0), #2(ul+1) Left component Right component Both components
#2(u0) = 3
#2(ul+1) = 3
({2ω4 + 6ω3 + 44}2,
ω4 + 4ω3)
(ω4 + 6ω3,
{2ω4 +6ω3 +44}2)
({2ω4 + 6ω3 + 44}2,
{2ω4 + 6ω3 + 44}2)
#2(u0) = 3
#2(ul+1) = 4
({3ω4 + 5ω3 + 44}2,
ω4 + 4ω3)
(ω4 + 5ω3 + 4,
{2ω4 +5ω3 +44}2)
({3ω4 + 5ω3 + 44}2,
{2ω4 + 5ω3 + 44}2)
#2(u0) = 4
#2(ul+1) = 4
({4ω4 + 4ω3 + 44}2,
ω4 + 4ω3)
(ω4 + 4ω3 + 24,
{2ω4 +4ω3 +44}2)
({4ω4 + 4ω3 + 44}2,
{2ω4 + 4ω3 + 44}2)
Consider now subcases 3(b) and 5. Let u1,u2 be the chosen limited pair. Due to HP, the variable u2 has two weight 3
neighbors p1 and p2. Thus, if a ﬁnal 4-regular branch is following in these cases, then we get an additional reduction of
2ω3 (with respect to the component of the branch). This means that N[{u1,u2}] will be reduced. For both cases we derived
a non-symmetric branch, e.g., an (a,b)-branch with a = b. Depending on whether the ﬁnal 4-regular branch follows in the
ﬁrst, the second or both components we derive three combined branches: a) ({3ω4 + 4ω3 + 44}2,2ω3 + ω4 + 24), b)
(2ω3 +2ω4 +24, {3ω4 +4ω3 +44}2) and c) ({3ω4 +4ω3 +44}2, {3ω4 +4ω3 +44}2). As O∗(2 K6.265 ) does not properly
upper bound a) we need a further discussion for this branching situation. Thus we will consider two subcases. Remember
that in the ﬁrst component of a) some weight 3 neighbor t ∈ {z, y} of v is set where v ∈ {z, y} \ {t}.
Subcase 3(b).1. First suppose that N(z) \ (N(u1) ∪ N(u2)) = ∅ and N(y) \ (N(u1) ∪ N(u2)) = ∅, see Fig. 3(a). Then by
either branching on y or z we get a ({2ω4 + 4ω3}2)-branch. Note that all the vertices in Fig. 3(a) will disappear due to the
reduction rules. In this case the combined analysis is similar to Priorities 4, 5 and 8.
Subcase 3(b).2. Secondly, w.l.o.g., we have N(z) \ (N(u1) ∪ N(u2)) = ∅, see Fig. 3(b) and 3(c). In Fig. 3(b) we might have
picked y = v or z = v for branching. But observe that in both cases in the branch where the particular weight 3 neighbor t
is set (t = s if v = z and t = z if v = y) such that in this component a 4-regular branch follows we have at least a reduction
of 2ω4 + 5ω3. This entails a ({3ω4 + 5ω3 + 44}2,ω4 + 2ω3 + 24)-branch (called a′)) in the combined analysis instead of
a). If the case in Fig. 3(c) applies, then, w.l.o.g., we branch on z and we have t = s. Then in the branch where s is set, s,
y and u1 will be reduced due to RR-5 and N[u2] \ {u1} due to the fact that a 4-regular branch follows. Thus, the derived
branch is the same as for the case of Fig. 3(b).
Subcase 5. As the vertices in N(u1)∪N(u2) cannot form a component, w.l.o.g., we ﬁnd a variable q ∈ N(z)\N(u1)∪N(u2).
In this case we branch on u1. Now in the branch where we set z (i.e., z = t) such that a 4-regular branch follows in that
component we get at least ω3 from q in addition to 2ω4 +4ω3 from N(u1)∪ N(u2). We have a ({3ω4 +5ω3 +44}2,2ω4 +
2ω3)-branch (called a′′)) in the combined analysis instead of a).
Both branches replacing a) have an upper bound of O∗(2 K6.265 ).
Priority 7. Let o be the number of weight 4 vertices from N(v). If in one component a ﬁnal 4-regular branch follows, then
the worst case is when o = 0 as any weight 4 vertex would be deleted and ω4 > ω3. On the other hand, if there is a
component without an immediate 4-regular branch succeeding, then the worst case appears when o is maximal (i.e., o = 4)
as ω3  4. So in the analysis we will consider for each case the particular worst case even though both together never
appear.
3-path with u0 = ul+1: First if there is a weight 4 variable in N(v) we have at worst the following branches: a) ({3ω4 +
5ω3+44}2,ω4+ω3+34), b) (ω4+ω3+54, {3ω4+3ω3+44}2) and c) ({3ω4+5ω3+44}2, {3ω4+3ω3+44}2). Any
of those is upper-bounded by O∗(2 K6.265 ). Now suppose for all y ∈ N(v) we have #2(y) = 3. Table 1 captures the derived
branches for certain combinations. Here we will also consider the weights of u0 and ul . Any entry is upper bounded by
O∗(2 K6.265 ) except α) ({2ω4 + 6ω3 + 44}2,ω4 + 4ω3), the left upper entry, and β) (ω4 + 4ω3 + 24, {2ω4 + 4ω3 + 44}2),
the middle entry of the last row.
For U ⊆ V (F ) we deﬁne E3(U ) := {{u, z} | u ∈ U ,#2(u) = 3, z /∈ U }. The set E3(U ) contains the edges with one endpoint
in U , such that this endpoint has weight 3, and the other endpoint is outside U . The next claim shows that we can do
better in cases α and β .
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1. Suppose for all y ∈ Q := N(v) ∪ {u0,ul+1} we have #2(y) = 3. Then there must be some y′ ∈ V \ (N(v) ∪ {u0,ul+1}) with
#2(y′) = 3.
2. Suppose for all y ∈ N(v) we have #2(y) = 3 and #2(u0) = #2(ul+1) = 4. Then there must be some y′ ∈ V \ (N(v) ∪ {u0,ul+1})
with #2(y′) = 3.
Proof. 1. Assume the contrary. For any 1 l  4 (the length of the 3-path), we have |E3(Q ∪ {v})| 10 which is sharp for
l = 1. Due to scp, there is a weight 4 vertex r adjacent to some vertex in Q . Observe that we must have r ∈ Y (where Y is
deﬁned in HP 7) as either there is u ∈ N(v) with u ∈ N(r) (and clearly v /∈ N(r) as N(v) consists of weight 3 variables) or,
w.l.o.g., u0 ∈ N(r) but u1 /∈ N(r). Furthermore, r has 4 weight 3 neighbors from Q due to the choice of v according to HP
and our assumption. Hence we must have |E3(Q ∪ {v, r})| 6 due to r being incident to four vertices from Q . Using the
same arguments again, we ﬁnd some r′ ∈ Y with |E3(Q ∪ {v, r, r′})| 2. Again, due to scp, we ﬁnd an r′′ ∈ Y with 4 weight
3 neighbors where at most two are from Q , a contradiction.
2. Assume the contrary. Observe that u0,ul+1 ∈ Y (u1 and ul have v as private neighbor and u1 ∈ N(u0), ul ∈ N(ul+1))
and due to the choice of v both have 4 weight 3 neighbors which must be from N(v). From |E3(N[v])| 8, it follows that
|E3(N[v] ∪ {u0,ul+1})| = 0 which contradicts scp. 
Due to the last claim and Observation 2 we have a ({2ω4 + 7ω3 + 44}2,ω4 + 4ω3)-branch (α′)) instead of case α) and
a (ω4 + 4ω3 + 24, {2ω4 + 5ω3 + 44}2)-branch (β ′)) instead of case β). Both are upper-bounded by O∗(2 K6.265 ).
3-path with u0 = ul+1: In the case of a 3-path such that u0 = ul+1, the branch with l = 2 is dominated by all other
choices. Since this is a ({7.21}2)-branch we refer to Priorities 4, 5 and 8 from above.
4-path: In this case, we have the following worst-case branches for l = 2: a) ({3ω4 + 4ω3 + 44}2,ω4 + ω3 + 34), b)
(2ω4 + ω3 + 34, {3ω4 + 3ω3 + 44}2), and c) ({3ω4 + 4ω3 + 44}2, {3ω4 + 3ω3 + 44}2). The cases a) and c) are not
upper bounded by O∗(2 K6.265 ) and hence need further discussion.
Suppose there is a vertex y ∈ D := N(v) ∪ {u0, . . . ,ul−1} with weight 4. Then by Observation 2 we have branches a′)
({4ω4 + 3ω3 + 44}2,ω4 + ω3 + 34) and c′) ({4ω4 + 3ω3 + 44}2, {3ω4 + 3ω3 + 44}2) instead of a) and c) which are
both upper-bounded by O∗(2 K6.265 ). For the remaining case we need the next proposition.
Claim. Suppose for all y ∈ D we have #2(y) = 3. Then there must be some y′ ∈ V \ (D ∪ {v,ul}) with #2(y′) = 3.
Proof. Assume the contrary. Observe that if l 3, then ul ∈ Y due to ul−2 /∈ N(ul). If l = 2 and u0 /∈ N(u2), then also ul ∈ Y
holds. Let us assume that l 2 and ul ∈ Y as the remaining case, l = 2 and ul /∈ Y , will be treated separately.
Now due to the choice of v we have that ul must be adjacent to v,ul−1 and to two further weight 3 vertices in D . Thus,
for any 2 l 4 we always have |E3(D ∪ {v,ul})| 8− (2(l − 1) + 2) = 8− 2l (). Therefore and as D ∪ {v,ul} cannot be a
component, we have l < 4. There must some weight 4 vertex r /∈ D ∪ {v,ul} adjacent to some weight 3 vertex b ∈ D as we
have no small components and ul only has v as weight 4 neighbor. Note that r ∈ Y , as either b = u0 and v /∈ N(r), or b = u0
but u1 /∈ N(r). Due to the choice of v , r must have at least three weight 3 neighbors. Hence l = 2 due to (). If r has 4
weight 3 neighbors then (D ∪{v,ul, r}) forms a component, which is a contradiction. Hence, we have |E3(D ∪{v,ul, r})| = 1
and therefore we ﬁnd again some r′ ∈ Y \ (D ∪{v,ul, r}) which is adjacent to at least 3 weight 3 vertices where at most one
is from D . Thus, there must be some weight 3 vertex in V \ (D ∪ {v,ul}), a contradiction.
Now suppose l = 2 and u0 ∈ N(u2) and let N(u0) = {z,u1,u2}. If z /∈ N(u2), then u2 ∈ Y and the ﬁrst part of the proof
applies. Now suppose z ∈ N(u2). Then #2(z) = 3 and it follows that z ∈ N(v) and |E3({D ∪{v,u2}})| 2. Now due to scp, we
can ﬁnd an r ∈ Y \ (D ∪{v,ul}) which is adjacent to at least three weight 3 vertices where only two can be from D ∪{v,ul},
a contradiction. 
If for all y ∈ D we have #2(y) = 3 from the last claim and Observation 2 we can derive two branches a′′) ({3ω4 + 5ω3 +
44}2,ω4 +ω3 + 34) and c′′) ({3ω4 + 5ω3 + 44}2, {3ω4 + 5ω3 + 44}2) which are upper-bounded by O∗(2 K6.265 ). 
4.3. The cubic case
Observe that when we have arrived at this point, the graph Gvar must be 3-regular and each variable has three different
neighbors, due to Gvar being reduced and due to Lemma 2.2.
A.S. Kulikov and K. Kutzkov [10] could prove a run time of O∗(2 n6.7 ) for the case of a 3-regular variable graph Gvar where
n is the number of variables. We use this algorithm once we arrived at the point of a cubic variable graph. In terms of γ (F )
the branching number for this step is 2
1
ω3 ·6.7 = O∗(2 K6.265 ).
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We presented an algorithm solving Max-2-Sat in O∗(2 K6.265 ), with K the number of clauses of the input formula. This
is currently the end of a sequence of polynomial-space algorithms each improving on the run time, strictly staying within
the realm of Max-2-Sat: beginning with O∗(2 K2.88 ) which was achieved by [15], it was subsequently improved to O∗(2 K3.742 )
by [5], to O∗(2 K5 ) by [4], to O∗(2 K5.217 ) by [7], to O∗(2 K5.5 ) by [8], to O∗(2 K5.88 ) by [9] and ﬁnally to the hitherto fastest
upper bound of O∗(2 K6 ) by [10]. Our improvement has been achieved due to heuristic priorities concerning the choice of
the variable for branching in case of a maximum degree four variable graph. As [9] and [10] improved the case where the
variable graph has maximum degree ﬁve, it seems that the only way to speed up the generic branching algorithm is to
improve the maximum degree six case. Our analysis also implies that the situation when the variable graph is regular is
not that harmful. The reason for this that the preceding branch must have reduced the problem size more than expected.
Thus considered together, these two branches balance each other. Though the analysis is to some extent sophisticated and
quite detailed the algorithm has a clear structure. The implementation of the heuristic priorities for the weight 4 variables
should be a straightforward task.
Further notice that the importance of detecting cyclic structures in the variable graph, as undertaken in the analysis of
(quasi-)lassos and limited cycles in this paper, is also underlined by recent practical evidence, see [12].
Appendix A. A linear program for Priority 3
Let v ∈ V (F ) and N(v) = {v1, . . . , v5} and Gvar be of maximum degree ﬁve. Assume that there are exactly z clauses of
the form {a,b}, where a ∈ {l1, . . . , l5} and b /∈ {l1, . . . , l5} where li ∈ {vi, v¯ i}.
Let k˜i j be the number of weight j variables different from v, v1, . . . , v5 occurring i times with some variable from N[v].
Then the following linear program will calculate a lower bound of the minimum amount of reduction in γ (F ) due to setting
v, v1, . . . , v5.
minimize (k˜13 + k˜23 + k˜33)ω3 + k˜144 + (k˜24 + k˜34 + k˜44)ω4 + k˜155 + k˜25(5 + 4) + (k˜35 + k˜45 + k˜55)ω5
such that: k˜13 + k˜23 + k˜33 + k˜14 + k˜24 + k˜34 + k˜44 + k˜15 + k˜25 + k˜35 + k˜45 + k˜55 = z
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