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A new formalism in the theory of linear boundary value problems involving 
causal functional differential equations is presented. The approach depends 
on the construction of a differentiable family of boundary problems into which 
the original boundary value problem is imbedded. The formalism then generates 
an initial value problem which is equivalent to the family of imbedded problems. 
An important aspect of the method is that the equations in the initial value 
algorithm are ordinary differential equations rather than functional differential 
equations, although nonlinear and of higher dimension. Applications of the 
theory to differential-delay and difference equations are given. 
In this paper we present a new formalism in the theory of linear boundary 
value problems involving causal functional differential equations. The 
method was initiated in [2] and [3] w h ere it was applied to ordinary linear 
boundary value problems. 
We are concerned with a general linear functional boundary value problem 
of the form 
Y’W = 4t)Y + PW, BY = CT (O-1) 
where y and p are required to belong to the space S of regulated mappings of 
an interval [a, b] into a Banach space E; B is a bounded linear mapping of S 
into E; 5 E E; and A is a regulated mapping of [a, b] into the space L(S, E) 
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of bounded linear mappings of S into E. We assume that A(t) is causal in 
the sense that it acts only on the past and present values of y. (A precise 
definition is given in Section 1). On the other hand B is general and this 
aspect appears to be new in the theory of functional differential equations. 
The formal structure of our approach depends on the construction of a 
differentiable family of boundary operators B(T) defined on [a, b] which 
imbed the original boundary operator B in such a way that B(a) is a special 
boundary operator for which the solution of (0.1) is accessible and B(b) = B. 
The formalism then generates an initial value problem which is equivalent 
to the family of imbedded boundary value problems. An important aspect 
of this method is that the equations in the initial value algorithm are ordinary 
differential equations although at the expense of being nonlinear and of a 
higher dimension. The possibility of formulating causal functional differential 
equations as ordinary differential equations of a higher dimension was 
demonstrated by Imaz and Vorel in [4]. They considered nonlinear equations 
but only problems of initial value type. Although our approach is different 
there is an intriguing similarity in the final structure of the ordinary differential 
equations. 
A summary of the paper follows. 
The first section describes the setting and notation for the theory, defines 
the concepts of causal operator, nonsingular boundary condition and solution 
of a linear functional differential equation and states the basic assumption 
concerning the existence of solutions to initial value problems. 
In Section 2 it is assumed that a given boundary operator B can be 
imbedded in a one parameter family of operators B(T) with the properties; 
B(b) = B; B(a) is an initial value condition; and B(T), restricted to the 
space S, of solutions of the homogeneous problem derived from (0.1) when 
p = 0, has a derivative G(T). It then follows that the solution of this homo- 
geneous problem for the boundary condition B(T) y = 5 is y = F(T) 5 where 
F satisfies the ordinary differential equation 
F’ = -FGF, F(u) = {B(u) 1 AT,}-1. 
If BO(t) is the point evalution map so that y(t) = BO(t)y, we define F’(t, T) 
and R(T) as follows, 
v(t, 7) = BO(t)F(T), R(T) = v(T, T). 
In Section 3 it is shown that an alternative initial value formalism in terms 
of V and R exists for the homogeneous problem and only requires finding 
v(t, T) for t, 7 VdUeS SatiSfying a < t < 7 < 6. The nonhomogeneous 
problem is treated in Section 4 by recasting it in a homogeneous setting. 
s0s/r5/2-8 
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The remaining sections examine the theory for special imbeddings and 
particular types of causal operators. Section 5 describes a basic form of 
projection imbedding which generates a family of operators B(T) with the 
special properties described in Section 2 if all B(T) are nonsingular. This 
imbedding is generalized in Section 7 along lines of an extended imbedding 
for ordinary differential equations given by the authors in [3]. Section 6 
considers application of the theory to differential-delay equations and 
Section 8 applies it to difference equations. 
1. CAUSAL FUNCTIONAL DIFFERENTIAL EQUATIONS IN THE 
SPACE OF REGULATED MAPS 
Following Dieudonne [I], we say a mapping f from an interval [a, b] of 
reals into a Banach space E is regulated if f has one-sided limits at every 
point of [a, b]. Let S([u, b], E) be the vector space of all such maps. Endowed 
with the norm llfll = ~up~~l~,~l IIf(t)l/, .!?([a, 61, E) is a Banach space. The 
interval [a, b] will be fixed throughout this paper (unless otherwise stated), 
and we abbreviate S([u, b], E) to S(E), or even to S, in which case E is 
implied. The basic properties of regulated mappings concerning their definite 
and indefinite integrals, as derived in [I], will be assumed. 
If E, F are two Banach spaces let L(E, F) denote, as usual, the Banach 
space of all bounded linear mapping of E into F. We write L(E) for L(E, E). 
We now define a linear functional differential equation in the space of 
regulated maps to be an equation of the form: 
r’(t) = AMY + PM (l-1) 
where p E S and A E S(L(S, E)), i.e., for each t, A(t) is a bounded linear 
mapping of S into E and the correspondence t + A(t) is regulated. We say 
that A is causal if for every x E S, 
A(T) F7x = A(T)X, 
where for any 7 E [a, b], the projection pT is defined by 
The assumption that A is causal will be made throughout. 
With this assumption, the class of equations included under (1 .l) contain: 
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6) ordinary matrix differential equations, 
(ii) linear differential-delay equations and more generally equations 
of retarded type (cf., Section 6), 
(iii) linear differential-Volterra integral equations, 
(iv) linear difference equations (cf., Section 8). 
We say that y E S is a solution of (1.1) if and only if 
r(t) = Y(4 + jt @WY +Nw de, t E [a, b]. (1.2) 
a 
This definition implies that a solution to (1.1) is automatically continuous. 
Our basic assumption concerning existence and uniqueness is as follows. 
ASSUMPTION 1.1. Given arbitrary a: E E there exists a unique solution y 
of (1.1) sutisfring y(u) = a. 
Remarks. (i) We do not assume that there exists a unique solution 
satisfying y(7) = 01 when r > a, as is the case for ordinary differential 
equations. In fact, this assumption would be false in our generality as the 
following simple example shows: 
y’(t) = -y(t - I>, tE [I, 4, 
ZZ 0, t E [O, 11. 
The general solution to (1.2) is given by 
r(t) = a’, t E co, 11, 
= a(2 - t), t E [l, 21. 
Thus no solution of the above equation satisfies y(2) # 0. 
(ii) In the case E = R” (n-dimension euclidean space), the standard 
examples of linear functional differential equations of retarded type satisfy 
Assumption 1.1 (cf., [4]). 
Let S, be the linear space of all elements y E S which satisfy the equation 
y’ = Ay. (1.3) 
An element B EL(S, E) is said to be nonsingular for A if B ( S, , the 
restriction of B to S, , is a bijection. It is an elementary exercise (cf., [l, 10.5; 
21) to show that S, is a closed subspace of S. Hence, if B is nonsingular for 
A then FA , the inverse of B j S, , is an element of L(E, S,). 
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Of special importance will be the point evaluation map P(T) EL(S, E) 
defined by BOX = X(T), x E S, 7 E [u, b]. 
Assumption 1.1 requires that P(a) is nonsingular for A. Let F,O(a) denote 
the inverse of Be(a) / S, . 
An element B EL(S, E) will be called a boundary operator. A typical 
example of such an operator is given by: 
B = f &BO(Q) + jb d8 A(O) BO(B) 
i=l n 
where hi EL(E), h E S&(E)) and XT=, /I hi I/ < co. 
(1.4) 
2. IMBEDDING 
Our main interest is in solving the boundary value problem 
y’(t) = WY + p(t), BY = SF (2.1) 
where p E S, B EL(S, E), A E S(L(S, E)) and is a causal operator. 
Following the ideas presented in [2], we assume the boundary operator B 
can be imbedded in a family of operators B(T) EL(S, E) satisfying: 
ASSUMPTION 2.1. (a) B(b) = B, B(u) = ABO(a), where A is an invertible 
element of L(E). 
(b) B(T) 1 S, has a causal derivative G for 7 in [a, b] in the sense that there 
exsist a regulated causal map G E S(L(S, , E)) such that 
B(T) = B(t) + jr G(0) do. 
t 
The following example is a simple illustration of a boundary operator with 
an imbedding satisfying Assumption 2.1. More important examples are 
given in Section 5. 
Suppose B = BO(b). Set B(T) equal to the point evaluation map P(T), 
7 E [a, b], as defined in Section 1. Clearly B(b) = B. B(u) = IBO(a), so that 
/I = I in (2.la). Any element y E S, satisfies 
B0(7)y = BO(t)y + j’ A(O)y d6’ (2.2) 
t 
so that the causal derivative G of B”(T) is just G(T) = A(7). 
We now return to the case of general B EL(S, E). The next result, although 
elementary, is fundamental in all that follows. 
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PROPOSITION 2.2. B(T) 1 S, is inwertible for all T E [a, /I], ,8 ,< b, if and 
only if there exists a mapping FE S(L(E, S,)) satisfying 
F(T) = FO(a) (1-l - s’F(B) G(B) F(0) de, ~~[a,Pl, (2.3) 
a 
i.e., F’ = -FGF, F(a) = FO(a) A-l. In this case F(T) = (B(T) 1 S,}-l. 
A version of integration by parts for regulated mappings is needed in the 
proof of this proposition and in later parts of the paper. 
LEMMA 2.3. ([2, Sect. 8.71) If U, V E S(L(E, S)), X, Y E S(L(E)) and 
U(S) = U(a) + Is v(e) de 
a 
X(S) = X(a) + js y(e) de 
a 
then 
j‘* u(e) Y(e) de = U(S) X(S) - U(a) X(U) - 1’ v(e) x(e) de. 
a a 
Proof of Proposition 2.2. (a) A ssume B(T) is nonsingdar for A, 7 E [a, ,@I. 
Assumption 2.1 implies that B(T) 1 S,., is continuous in 7; thus so is 
F(T) = {B(T) 1 S,}-l. Define 
x(T) = F(a) - j’F(e) G(e)F(e) de, TE [a, 81. 
a 
Using Eq. (2.2) and Lemma 2.3, we have 
B(T) x(T) - B(a) x(a) = 1’ G(e) x(e) de - jT B(e)F(@ G(e) F(6) de. 
a a 
(2.4) 
=s 
’ G(e){x(e) - F(e)) de. 
a 
But X(a) = F(a), so that B(a) X(a) = I = B(T)F(T) and (2.4) can be 
written as 
mT) - F(7)) = F(T) ST G(wx(e) - F(e)} de, 
a 
where we have used the fact that X(T) EL(E, S,). By the uniqueness of 
solutions to linear Volterra integral equations (cf. [l, 11.61) it follows that 
X(T) - F(T) = 0. Consequently (2.3) is established. 
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(b) Now assume (2.3) holds. B(a) 1 S, is invertible by Assumption 2.1. 
From the continuity of B(T) 1 S, as a function of T, we have that B(T) 1 S, 
is invertible for 7 E [a, S) for some 6 > 0. Let .CJ be the set of singular points 
of B(T) / S, for 7 E [a, p]. If a is not empty let j$, = inf Qn. Clearly fl,, > 6. 
By a standard argument /1(&T) 1 S,}-l // + co as T + &, , T E [a, pa). But 
F(T) = {B(T) 1 s,}-’ f or 7 E [a, ,I$,) by part (a) of this argument and the 
fundamental uniqueness property of nonlinear initial-value problems in the 
space of regulated maps (cf. [l, Sect. 10.4.61). This contradicts the 
assumption that FE S([a, ,8], L(E, S,)). Thus JJ is empty. Q.E.D. 
Remark. Equation (2.3) provides an ordinary initial value method for 
solving problem (2.1) in the homogeneous case ( p E 0). Starting from the 
initial condition F(a) = FO(a) k1 integrate (2.3) from a to 6. The solution to 
(2.1) is then given byy(t) = BO(t) F(b). Th’ IS method may have computational 
shortcomings due the necessity of computing FO(u) and the fact that, y(t, T) 
is computed for all t, 7; whereas only the values of y(t, T) for a < t < 7 < b 
are needed to provide a solution to (2.1). An initial value method avoiding 
these problems is presented in the next section. 
3. IMBEDDING AND INITIAL VALUE ALGORITHM (HOMOGENEOUS CASE) 
We consider in this section the homogeneous boundary value problem 
r’(t) = 4)YY By = 5. (3.1) 
We assume the existence of a differentiable imbedding B(T) satisfying 
Assumption 2.1. Now imbed problem (3.1) into the family of problems 
(%‘/~t)(t, 7  = A(t) Y(‘, T)r B(T)y(‘, 7)= 6, TE [a, 61. (3.2) 
Since B(b) = B, we have the solution of (3.1) is given by 
THEOREM 3.1. B(T) 1 S, is invertible for all T E [a, b] if and only if there 
exist maps V(t, T) and R(T) satisfying the initial value problems: 
(av/&-)(t, T) = -V(t, T) G(T) V(., T), u<t<r<b, 
(3.3) 
V(t, t) = R(t); 
R'(T) = A(T) V(., T) - R(T) G(T) V(., T), a<T<b, 
(3.4) 
R(u) = A-l. 
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In this case, the solution to (3.2) is given by 
Y@, 4 = v, T)E, a<t<r<b. 
Proof. (a) If B(r) 1 S, is invertible for all r E [a, b] then the solution of 
(3.2) is given by y(t, T) = BO(t)F(T)f where F(T) = {B(T) j S,}-1. We write 
v(t, T) = B’(t)F(T), t < 7. Thus, for t < 7, using Eq. (2.3) 
v(t, T) - v(t, t) = B’(t)F(T) - B’(t)F(t) 
= do(t) j%(B) G(B)F(B) A9 
t 
or equivalently 
(av/h)(t, T) = -B’(t) F(T) G(T) F(T) 
= - V(t, T) G(T) V(., T). 
Further if R(t) = V(t, t), then, using Lemma 2.2, 
R(T) - R(U) = B’(T)F(T) - B”(U)qu) = -1’ B’(e)F(e) G(e)F(e) de 
a 
+ 1’ 40) F(e) de, 
a 
or equivalently, 
R’(T) = A(T) F'(., T) - R(T) G(T) V(-, T). 
The assumption of invertibility of (P(a) [ S,) and A implies 
R(a) = BO(a)F(u) = BO(u)(B(u) 1 S,}-l = B”(a){ABo(u) 1 S,}-I 
= B”(u)Fo(a) A-l = A-l. 
(b) Conversely, assume (3.3), (3.4) have solutions on a < t < T < b. 
Now define the mapping p(t, T) for all t, 7 E [a, b] by 
P(t, T) = v(t, T) a<t<T,<b 
and 
(ap/&)(t, T) = -p((t, T) G(T) 8(*, T), u,(r<t,(b. (3.5a) 
Since G(T) v(., T) involves values of P(s, T) only for s < T, we can rewrite 
(3.5a) as 
(aV/&)(t, T) = -T(t, T) G(T) V(., T), a<T<t<b. (3.5b) 
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As an equation in T, T E [a, t], (3.5b) along with the initial condition 
v(‘(t, t) = R(t) is an ordinary linear initial value problem and consequently 
uniquely defines r(f(t, T) for a < 7 < t < b. Thus from Eqs. (3.3) and (3.5a), 
P(t, T) satisfies 
(aF/ja~)(t, T) = - V(t, T) G(T) V( ‘, T), t, TE[U,b]. 
Now define E(T) = r(., T). Clearly P satisfies 
P’(T) = -P(T) G(T)Z’(T) (3.6a) 
and 
J+(a) = F(., a). (3.6b) 
If r(~, a) = FO(a) /1-l th en by Equations (3.6ab) and Proposition 2.2, it 
follows that P = F and B(T) 1 S, is invertible for all 7 E [a, b]. 
Consider the map R(t) $(t, T), where E(T) = G(T) V(., T) and where 
QE(t, T) is defined by 
(%/at>(t, 7) = E(t) %(t, T), 
or equivalently 
@&, T) = 6 (3.7a) 
(%/a+, 7) = -%(t, T> ‘f+), qt, t) = I (3.7b) 
(i.e., GE is the fundamental matrix solution for E). Equations (3.5b), (3.7b) 
show that 
P(t, T) = R(t) a&, T) a<T<t<b; (3.8a) 
similarly, equations (3.3), (3.7b) show that 
v(t, T) = R(t) @&, T), a<t<r<b. (3.8b) 
Define Y(u(t) = P(t, a). 
From Lemma 2.3, we obtain 
Y’(t) = A(t) V(., t) @&, u) 
Y(a) = R(a) = d-1. (3.9) 
However, using Eq. (3.8b) and the basic group property (@s(t, S) JpE(s, T) = 
QE(2, T)) of a fundamental matrix, (3.9) can be rewritten as follows: 
Y’(t) = A(t){R(.) @E(., t)} CD&, a) = A(t)(R(.) a&(., a)} = A(t)Y. 
Thus, by definition of p(a) we have 
Y(e) = P(u) A-‘. Q.E.D. 
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4. IMBEDDING AND INITIAL VALUE ALGORITHM (NONHOMOGENEOUS CASE) 
In the last section we considered the homogeneous problem: 
r’(t) = W)y, By = 4. 
We now add a forcing term p E S and consider 
Y’W = WY + P(t)> By = .$. (4-l) 
This nonhomogeneous problem (4.1) can be recast in an homogeneous 
setting, thereby allowing us to apply the theory of the previous section. 
This is accomplished in the following way: 
Let 
B = E x RI, 
and 
jj = (c), { = (f) where y, 5 E E and z E Rl 
where 8(t) is the point evaluation map for functions defined on the real line. 
Then problem (4.1) is equivalent to the homogeneous problem: 
y’(t) = /q(t) y, By = $. (4.2) 
Following Section 3, the imbedding of (4.2) becomes: 
Gww~, 4 = 4q Y(.> 4 WT(., 4 = f, 
where 
(4.3) 
B(T) = (“tf’ &pn,) 
We now check the requirements of Assumption 2.1. 
B(b) = (Bf’ 8,,) = B; 
m4 = (yy) 8;)) = (f i)(“Y’ 8;)) 
Clearly ii is invertible since /f is so; thus condition (2.la) is satisfied. In order 
to satisfy condition (2.lb) we must require 
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ASSUMPTION 4.1. B(T) 1 SJ has a causal derivative G E SA(L(S , E)) 
given by 
G(T) = (G!) ‘y) (4.4) 
where GE S(L(S, E)), g E S(L(S(Rl), E)). 
Remark. The special form of the matrix e in (4.4) is implied by the 
partioning of B. 
Proposition 2.2 now gives 
PROPOSITION 4.2. B(r) 1 S, is invertible for T E [a, /?I, /3 < b, if and only ;f 
there exists a solution to the initial value problem: 
p’(T) = --F(7) G(T)F(T) (4Sa) 
F(a) = PA-l. (4.5b) 
In this case F(T) = {B(T) / S,}-l. 
It is important to know the form of the equations satisfied by the 
components of F. Thus writing 
Eq. (4.5a) gives: 
Fz’ = -F,(GF, + gF,) 
F; = ---F&G& + gF,) 
(4.6) 
F; = --F,(GF, -k $‘A 
The initial condition (4Sb), shows that the function q(t) = BO(t)F(a) = 
BO(t) P(a) J-l. We write 
Then ~(a) = (‘;I t) and q’(t) = g(t) v-(.), so that 
n’(t) = 4) 971(.) + PM 9)3(t) 
?%v) = 4) A.) + p(t) V*(t) 
9J3Yt) = 0 
RP) = 0 
(4.7) 
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Hence 9)s = 0 and q~~ = I, and (4.7) becomes 
9)1’(t) = 4t) %t-), p&z) = A-1 (4.8a) 
9%‘(t) = 4) 94.) + P(t), 944 = 0. (4.8b) 
Note that (4.8a) implies pi(.) = F(a) (1-l. 
Now Eqs. (4.7) implyF,(a) = 0, F,(a) = 1; Eqs. (4.6) then imply F3 = 0, 
F4 = 1. Thus (4.6) is equivalent to 
F,’ = -F,GF, , 
F,’ = -FltGFz + g), 
F3 E 0 
F4 = 1 
F,(u) = FO(a) A-l. (4.9a) 
F&4 = %J(.) (4.9b) 
The above constructions lead to 
PROPOSITION 4.3. The invertibility of B(T) 1 S, is equivalent to the 
invertibility of I?(T) 1 S, . 
Proof. (a) If B(T) 1 S, is invertible for 7 E [u, /I] then Proposition 2.2 
shows that Eq. (4.9a) has a solution on [a, /3]. A solution to (4.8b) exists by 
virtue of our basic Assumption 1.1. Equation (4.9b) is then just an ordinary 
linear initial value problem and the existence of a solution is guaranteed by 
[I, 10.6.31. Thus by the above constructionsP(u) exists andP(7) satisfies (4.5). 
Proposition 4.2 then implies that B(T) 1 SJ is invertible for 7 E [a, ,!3]. 
(b) Conversely, if B(T) I SA is invertible for 7 E [a, /3] then equations (4.8a), 
(4.9a) and Proposition 2.2 gives the desired result. Q.E.D. 
Remark. Proposition 4.3 could also have been proved by a standard 
argument used in ordinary differential equations; however, this standard 
argument does not reveal the role played by the components of F which will 
be needed later. 
Let v(t, 7) = B”(t)p(~), a(t) = BO(t)p(t) be the natural extensions of 
the maps V(t, T), R(t) d fi d e ne in Theorem 3.1 with partioned components 
Vi , Ri (i = 1, 2, 3,4). Equations (4.9) imply R3 = 0, R, = 1 and Vs = 0, 
V4 = 1, and analogous to Eq. (3.3), we have 
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R;(T) = 47) V,(., T> - &G(T) V,(., 4 R,(a) = A-1, 
R,‘(T) = 47) V,(., 7) +P(T) - &[G(T) V4.v 4 +gWl, R,(a) = a 
R, = 0, 
(4.11) 
R,= 1. 
Collecting these facts together gives a nonhomogeneous version of 
Theorem 3.1. 
THEOREM 4.1. If B(T) 1 S, is invertible for all 7 E [a, b] then the solution 
to nonhomogeneous imbedded problems 
(a/at) Yk 4 = 4) YC.9 4 + p(t), Bb)Y(‘, 7) = t (4.12) 
is given by 
Y(t, T) = v(‘(t, +t + w(t, T>, a,<t<T<b 
where the mappings V, w are determined by the initial value problem: 
(av/aT)(t, T> = -v(t, T> G(T), v(*, T), W, t) = R(t), 
R'(T) = A(T) V(., T) - RG(T) V(*, T), R(a) = A-l, 
@da+, T) = -v(t, ~)[G(T) W(t, 7) + g(+], 44 4 = p(t), 
(4.13) 
/“k) = A(T) WC.7 T) + P(T) - W44 W(‘, T> + &+I, p(a) = 0. 
In particular, the solution to (4.1) is 
r(t) = W, b)t + w(t, 4. 
Proof. By Proposition 4.3, B(T) / 5’~ is invertible for all 7 E [a, b]. 
Theorem 3.1 then implies Eqs. (4.10) and (4.11) hold and yield the solution 
to (4.2) in the form 
r(t, T) = r(t, T)f. 
This implies that the solution to (4.12) is given by 
Y(t, T> = v&, T)t + vi&, ‘->I, 
where V1 and V, satisfy (4. IO), (4.1 I), and hence also (4.12), (4.13). Q.E.D. 
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5. PROJECTION IMBEDDING 
In the remaining sections we specialize the preceeding general theory. 
In this section we focus our attention on a specific imbedding of a general 
boundary operator B. 
The general theory of factorization of linear boundary value problems, 
as given in [3], leads to the following construction. 
Consider the homogeneous problem 
r’(t) = AWY, By = f. (5.1) 
Imbed (5.1) into a family of problems as follows: 
(W> Yk 4 = Gw) Y(., 4, BY(*, 4 = E, (5.2) 
where p, is the projection defined in Section 1. 
Our first result shows that the imbedding (5.2) is equivalent to a problem 
of the type (5.1) with a suitable imbedding of the boundary condition. For 
this latter imbedding we need the definition of the Heaviside step mapping 
h E S(L(E)) and a modified projection P, 
h(t)@ = 01, t > 0; =o, t < 0; olEE 
(P4(t) = 49 a<t<r; =o, 7<t<b. 
Thus for each 7 E [a, b] define Z(t, ) 7 as the solution to the problem 
@z/at)@, T> = A(t) z(‘, T), B(T) z(‘, T) = 5 (5.3) 
where 
B(T) = BP, + B{h(. - T)} BO(T). 
PROPOSITION 5.1. B is nonsingular for PTA if and only ;f B(T) is non- 
singular for A. In this case 
pry(‘, T) = p,,z(‘, T). 
Proof. If B is nonsingular for PTA, then for any f E E there exist an unique 
01 E E (LY = y(a, T)), such that the solution of (5.2) is given by 
y(t, T) = (1 - h(t - T)) BO(t)FO(a) OL + h(t - T) BO(~)Fo(a)~. (5.4) 
Thus the operator M(T) EL(E) defined by 
M(T) = WY”(a)) + D(T) fl(T)F’(a) 
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where D(T) = B{h(* -T)}, satisfies 
M(T)01 = [. (5.5) 
Conversely, suppose the Eq. (5.4) h as a unique solution 01 for every ,$ E E. 
Then y(t, 7) defined by (5.4) is a solution to (5.2) and by our assumption on 
the uniqueness of solutions to initial value problems, y is unique. Thus the 
nonsingularity of B for PTA is equivalent to the invertibility of M(7). 
Similarly, the nonsingularity of B(T) for A implies for given f E E there 
exists a unique fi(/3 = Z(a, T)) such that the solution to (5.3) is given by 
Z(t, T) = BO(t)FO(a)fi. (54 
Since B(7) Z(., T) = [, it again follows that the operator M(7) satisfies 
M(7)/3 = 6. Conversely if this last equation has a unique solution /3 for every 
6 E E, the representation (5.6) h s ows that B(T) is nonsingular for A. 
Thus the conditions for nonsingularity of B for PTA and B(T) for A are 
both equivalent to the invertibility of M(T). The representations (5.4) and 
(5.6) show that p7y(., T) = pTZ(*, T) since a: = p = (&f(T))-1 f. Q.E.D. 
We now study the imbedding 
B(T) = BP, + B{h(. -7)) B’(T), (5.7) 
in the light of our previous theory. In order to satisfy Assumption 2.1 we 
must consider the properties of mapping D(T) EL(E) defined by 
D(T) = B{h(. -T)}. 
PROPOSITION 5.2. If D E S(L(E)) and ;f D(a) is an invertible element of 
L(E) then the imbedding B(T) = BP, + D(T) BO(T) satisfies Assumption 2.2. 
with A = D(a) and G(T) = D(T) A(T). That is, 
B(b) = B, B(a) = D(a) BO(a) 
and B(T) 1 S, satisfies 
B(T) = B - s” D(e) A(8) de, 7 E [a, b]. 
7 
Proof. (a) We first verify condition (2.2a). If x E S, then 
B(b)x = BP,x + B{h(. -b)} BO(b)x 
= B(x(.) - h(. -b) x(.) + h(. -b) x(b)} 
= Bx, 
(5.8a) 
(5.8b) 
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and 
B(a)x = BP,x + D(a) BO(a)x = D(a) BO(u)x, 
so that B(u) = ABO(u), where A = D( a IS an invertible element of L(E). ) 
(b) We next verify condition (2.lb). From the definition of B(T) 
B(T) = BP, + B{h(--7)) BO(T) 
= B{(I - h(. -T)) BO(.)} + B{h(. -T) P(T)} 
= B + B{h(. -T)(fl(T) - B”(.))}. 
If y E S, then using Eq. (2.2) 
By = By + B@(* - ~)(B’(T)Y - B’(.)Y)) 
= By - B [h(* - T) j-’ A(e)y de/ 
7 
= By - B 1s” h(. - 0) A(t?)y &I 
7 
= By - J” ~{h(. - e)q A(e)y de 
7 
or B(T) 1 S, satisfies 
BtT) = B - I” o(e) A(e) de. 
7 
Therefore, on S, 
B(~) = B(t) + JT o(e) A(e) de 
t 
and the causal derivative G in (2.lb) is given by the regulated map 
G(T) = D(T) A(T). Q.E.D. 
Remarks. (a) It is proved in [3] that if B has a representation of the form 
(1.4) then D E S(L(E)). Further in this case 
D(U) = f hi + j” de x(e), 
i=l a 
and D(u) is invertible if and only if the boundary value problem 
y’ = 0, BY = 5 
has a unique solution for every f E E (i.e., B is nonsingular for A E 0). 
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(b) We will assume throughout the remainder of this paper that D satisJes 
the hypotheses of Proposition 5.2. 
Next we show that the extended imbedding B(7) of Section 4 satisfies 
Assumption 4.1. We have 
B(T) =(Bp BK,,. 
so that 
D(T) = B{h(* - T)} 
B ( 0 h(* -T) 0 = 0 B,O(a) I( 0 hd* - 4 1 
= D(T) ( 
0 
0 1 h,(a - T) ’ 
Since h,(O) = 1, D(a) is invertible and it is clear that D(T) is regulated. 
Thus Proposition 5.2 gives that B(T) h as a causal regulated derivative c(T) 
given by 
e(T) = D(T) g(T) 
0 
I( 
4) P(T) Bow 
h,(a - T) 0 0 
= 
( 
D(T) A(T) D(T) I’(T) B’(T) 
0 j 0 * 
The ingredients are now at hand to give an initial value algorithm for the 
solution of the nonhomogeneous boundary value problem. A direct application 
of Theorem (4.1) leads to the following result. 
THEOREM 5.3. If B(T) = BP, + D(T) BO(T) is nonsingular for A for all 
7 E [a, b] then the solution to the &bedded problem 
(a/at)Y(t, T) = 4) y(*, T) + P(t), Bk)Y(‘, 7) = 6 
is given by 
y(t, T> = v(t, T)t + w(t, T>, a<t,(T<b 
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where the mappings V, w are determined by the initial value problem: 
(av/aT)(t, T) = - V(t, T) D(T) A(T) V(*, T), V(t, t) = R(t) 
R’(T) = A(T) v(‘, T) - RD(T) A(T) v(., T), R(a) = (o(a))-’ 
@@T>(t, 7) = -v(t, 7) D(T)[&T) w(‘, T> + P(T)], W(t, t) = f(t) 
f’b) = A(T) Wt., 7) + P(T) - RD(T)[A(T) w(‘, T) + p(T)], f(a) = 0. 
In particular, the solution to (4.1) is 
r(t) = V(t, b)t + w(t, b). 
6. EXAMPLE: DIFFERENTIAL-DELAY EQUATIONS 
As an application of the foregoing theory, we consider the imbedding 
formalism for the linear differential-delay equation 
y’(t) = A,(t) r(t) + 4(t) r(t - 4 + q(t), t E [a, bl (6.la) 
where q E S(E) and h is a fixed positive number satisfying a + h < b. 
We assume there is given an initial segment condition: 
r(t) = &>Y t E [a - h, a), g E S([a - h, a], E); (6.lb) 
and a boundary condition 
By = 5. (6.1~) 
To put problem (6.1) into the setting of Section 5 we define 
4) = A,(t) B”(t) + A,(t) W - 4, t E [a + h, 4, 
= Ao(t) Wt), t E [a, a + b), 
At) = 4(t) dt - h) + q(t), t E [a, a + h), 
= Q(t), t E [a + h, b]. 
Thus (6.1) is equivalent to the problem 
r’(t) = &)Y + p(t), By = 5, t E [a, b]. (6.2) 
Let B(T) = BP, + D(T) BO(T) as in Section 5. Assuming B(T) 1 S, is invertible 
for all T E [a, b] we obtain from Theorem 4.1 that 
y(t) = V(t, b)t + w(t, b) 
505/15/2-9 
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where V and w satisfy the initial value problems: 
(av/aT)(t, T) = - V(t, T) D(T) A,(T) R(T) 7 E [a, a + h), t < 7, (6.3a) 
= - v(t, T) D(T){&(T) R(T) + A,(T) v(T - h, T)>, 
7 E [U + h, b], t < 7, v(t, t) = R(t) (6.3b) 
R’(T) = (1 - RD(T)) Ao(T T E [U, U + h) (6.4a) 
= (I- R~(T))&(+? + A,(T) v(T - h, T)), T E [U + h, b] (6.4b) 
R(u) = (D(a))-1 
@w/a+, T) = - v(t, T) D(T)&,(T) p(T) + f’(t)), T E [a, a + h), t < 7, 
(6Sa) 
= - v(t, T) D(T)&(T) p(T) + A,(T) w(T - ‘t 7) + p(T)), 
T E [a + k 61, t < 7, W(t, t) = f(t) (6.5b) 
f’(T) = (I- RD(T))(Ao(+ + !‘@)h T E [aa, a + A) (6.6a) 
= (1 - RD(T))(A,(T)P + A,(++ - k 6) + p(T)), T 6 [a + h, b] 
(6.6b) 
p(u) = 0. 
To illustrate the initial value algorithm implied by these equations, we 
show how to generate the V(t, T) mapping. The w(t, T) mapping is obtained 
in an analogous manner. Assume N is the smallest positive integer such that 
a + Nh > 6. Define 
R,(T) = v(T - nh, T), n = 1, 2 ,..., N - 1. 
It is readily seen that R, satisfies the initial value problem: 
R,‘(T) = 4~ - nh) R, - R,~(T)~~(T) 4, + A,(T) RI), 
TE[a+nha+(n+ l)h) (6.7a) 
= A,,(7 - nh) R, + A1(T - hn) Rnfl 
- &D(T){&(T) % + A,(T) 4) T E [a + (n + l)k b] 
R,(a + nh) = V(u, a + nh). 
Adjoin (6.7) to (6.3), (6.4). To determine V(t,, , b) for fixed t we must first 
compute the mappings R. , R, , RN-, , V(u, T), 7 E [u, /I]. This is done 
inductively in N cycles as follows: 
In the 0-th cycle, Eqs. (6.3a), (6.4a) produce V(u, T), R,(T)V on [a, a + h]. 
In the n-th cycle, assume V(u, T), RO(~)R,-l(~) have be determined for 
7 E [a, a + nh]. On the interval [a + nh, a + (n + 1)/z] adjoin (6.7a) with 
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the initial condition &(a + nh) = V(a, a + nh). Then V(a, T), R, , R, are 
calculated on [a + nh, a + (n + l)h]. To determine V(ts , b) assume 
t,, E [a + Kh, a + (k + 1)&z] and adjoin the Eq. (6.3) with initial condition 
V(ta , t,,) = R,(t,) during the k-th cycle. 
As an example of the above process we consider the specific problem 
r’(t) = y(t - 11, tE [O, 21 
r(t) = 1, tE[-1,0] (6.8) 
Y(O) -tY(2) = E* 
Here E = real line, [a, b] = [0, 21 and h = 1. 
Equation (6.2) becomes 
so that 
r’(t) = r(t - 11, t s [L 21, 
= 1 t E [O, 11, 
B = BO(O) + B0(2) 
D(T) = 1, 7 6 (0,21 
= 2, 7 = 0. 
Equations (6.3), (6.4), (6.6), (6.7), and their adjunctions are computed 
as follows. 
On [0, l] (6.3a), (6.4a), (6.5a), (6.6a) give 
R(T) SE l/2 
qt, T) = l/2 
I’(T) = 42 
W(t, T) = t - T/2, t < 7. 
on [l, 21 the eqUatiOns for R,(T) = v(T - 1, T), m(T) = W(T - 1, T) are 
then adjoined to (6.3)-(6.7) to give 
R(T) = T/l + T, 
R,(T) = l/(1 + T), 
qt, T) = l/(1 + T) t < 1 < 7, 
= t/(1 + T) 1 < t < 7, 
,0(T) = T/2 + 3/1 + 7 - 3/2, 
h(T) = (1 + 42 - 341 + T), 
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w(t, T) = 3/2 + t - 7/2 - 3/(1 + T), O,(t,<1<7, 
= P/2 + t/2 + 3/2 - t{~/2 + 3/(1 + T)}, 1 <t<7. 
Thus 
r(t) = v4 65 + w(t, b), 
= r - l/2 + 513, O<t<l, 
= t2/2 - 3t/2 + (t/3 + 312, l<t<2. 
It should be noted that the above procedure is not the simplest way of 
solving the specific problem (6.8). H owever, as an initial value algorithm 
this procedure has computational advantages for more complex problems. 
7. GENERALIZED PROJECTION IMBEDDING 
In this section we again consider the nonhomogeneous problem 
r’(t) = AWY + PW7 By = 5. (7.1) 
However, now we assume that the operator A is represented in the form 
A(t) = 4) + C(t) P(t) (7.2) 
where A E S(L(S, E)) is causal and C E S(L(E)). As is the case with ordinary 
boundary value problems (cf. [3]), when A has such a representation it is 
sometimes useful to separate the action of A and C. This is important in 
connection with the “critical length” problem (cf. [5, 61). Here we only 
consider the case where the decomposition involves a causal operator 2 and 
an operator CB” which acts on the current values of the solution. The more 
general case where both summands in (7.2) are arbitrary regulated causal 
operators can be considered, but the details are much more complicated. 
Our approach is along the lines of [3]. First consider the homogeneous 
problem 
r’(t) = my + WY(t), By = 5. (7.3) 
Following the pattern used in Section 5, we consider the preliminary 
imbedding of (7.3) 
(+/at)@, T) = &f(t)Y(‘, 7) i c(t)Y(t, T), BY(., 7) = f. (7.4) 
Our first result shows that the imbedding (7.4) is equivalent to a problem 
of the type (7.3) with a suitable imbedding of the boundary condition. 
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Thus for each 7 E [a, b], define Z(t, T) as the solution to the problem 
(a-VW4 4 = 44 Z(*, T) + C(t) Z(4 4, B(T) Z(*, T) = 5 (7.5) 
where 
B(T) = BP, + D,(T) p(T) 
D,(T) = B@(* -T) @c(*, T>> 
and where @c(t, s) is the fundamental matrix for C, i.e. 
(a@,/%@, 7) = c(t) @(t, T), @(T, T) = I. 
PROPOSITION 7.1. B is nonsingular for PTA + CB” if and only if B(T) 
is nonsingular for A + CBO. In this case 
pTy(‘, T) = pJ(*, T). 
Proof. The general solutions to (7.4) and (7.5) are given by 
y(t, T) = (1 - h(t - T)) BO(t)Fo(a) a! + h(t - T) Q&t, T) p(T)p(a)ol 
01 = Y(a, T) 
z(t, 7) = fl(t)p(a)p 
/3 = z(a, T). 
The argument then follows exactly the same lines as in Proposition 5.1. 
We now study the imbedding B(T) = BP, + D,-(T) B”(T). 
PROPOSITION 7.2. If D, E S(L(E)) and if DC(a) is an invertible element of 
L(E) then the imbedding B(T) = BP, + D,(T) P(T) satisfies Assumption 2.2 
with A = D&a) and G(T) = D,(T) A(T). 
Proof. (a) We first verify conditions (2.la). If x E S then 
B(b)x = BPax + B{h(. -b) &(., b)} BO(b)x 
= B{x(*) - h(* -b) x(v) + h(* -b) @J*, b) x(b)} 
= Bx, 
and 
B(a)x = BP,x + D&a) BO(a)x = DC(a) BO(a)x = AIY(a)x. 
(b) We next verify condition (2.lb). F rom the definition of B(T) we have 
B(T) = B((1 - h(. -T) BO(.)} + B(h(* -T) Qc(., T)} P(T) 
= B + B{h(. -T)[d$(-, T) B’(T) - p(.)]}. (7.6) 
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From the general properties of a fundamental matrix (cf., (3.7b)), DC 
satisfies 
&(s, T) = CD&, s) - j- CD&s, 8) C(8) de; 
s 
from Eq. (2.2), B,(7) 1 S, satisfies 
Thus by Lemma 2.2, B,(T) j S, satisfies 
= j-Q&, 8) a(8) dtI. 
s 
Thus if y E S, then (7.6) and (7.7) give 
By = Ey - B [h(. - T) I,’ @,(., 0) k@)y dH/ 
=By-B[jbh(. 
r 
- 8) @CC*, 0) &e>y de/ 
= By - j-” B{h(* - 4 @c(*> 41 @)Y de>, 
7 
or B(7) ( S, satisfies 
B(T) = B - j- bDC(8) A(8) de. 
7 
Therefore, on S, 
B(T) = B(t) + 1‘ DC(e) a(8) d8 
t 
and the causal derivative G in (2.lb) is given by the regulated map 
G(T) = D,(T) A”(T). Q.E.D. 
Remarks analogous to those made after Proposition 5.1 apply in this more 
general setting. Throughout the remainder of this section it is assumed 
that D, satisfies the hypotheses of Proposition 7.2. 
Next we show that the extended imbedding B(T) for the nonhomogeneous 
problem (7.1) satisfies Assumption 4.1. As in Section 4, Eq. (7.1) may be 
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written as a homogeneous problem in the extended space E = E x Rl in 
the form 
where now 
49 PW Bow 4) 9(t) Bow 
x(1)=(0 0 IO 0 1 
Further 
= /f(t) + C(t) D(t). 
and 
It is readily shown that 
@&, T) = (“$4 y,. 
Therefore, 
&(T) = (Bt’ Bl&)(“” - T;@C(*’ T, A,(.: T)) 
0 
h,(a - T) ’ 
so that DC(~) is invertible and D,( 7 is regulated. Proposition 7.2 then implies ) 
that B(T) has a causal regulated derivative e(T) given by 
G(T) = D,(T) j(T) 
0 
I( 
&> pcT> B0(T) 
h,(U - T) 0 0 
= &(T) A(T) Dc(T) $‘cT> B0(T) 
0 
The analog of Theorem 5.3 is again a direct application of Theorem 4.1. 
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THEOREM 7.3. If B(T) = BP, + D,(T) BO(T) is nonsingular for ii’ + CB” 
for all T E [a, b] then the solution to the imbedded problem 
WWY(4 4 = mY(*, 4 + C(t) y(t, 7) + p(t), WY(., 4 = 5 
is given by 
where the mappings V, w are determined by the initial value problems: 
(WW, 7) = -VP, 4 D,(T) &> V(*, 4, V(t, t) = I?(t) 
R’(T) = -&I V(-, 4 + C(T) R(T) - R(T) D,(T) &> V(*, 4, 
W = WW 
(WW(t, 4 = -VP, 4 D&)[&) M-,4 + ~(41, w(4 t) = p(t) 
P’k) = 44 4.9 4 + C(T) P(T) + P(T) 
- W DcWL% wt., 4 + ~(41, p(a) = 0. 
In particular the solution to (4.1) is 
r(t) = W, W + w(t, 4. 
8. DIFFERENCE EQUATIONS 
Using the formalism developed in Section 5 it is possible to include 
ordinary difference equations with accompanying boundary conditions in 
our framework. Here we give only a brief sketch of this connection. A more 
complete theory will be treated in a subsequent paper. For simplicity we 
consider the discrete boundary value problem: 
where 
r(n + 1) - r(n) = 4f9Yb4 il WY(i) = 5 (8.1) 
h, A are mappings of the set (1, 2,..., N} into L(E), and the solution 
y is a mapping of (1, 2 ,..., N} into E. We require 
ASUMPTION 8.1. XL, h(i) and I + A(n), n = 1,2,..., N are invertible 
elements of L(E). 
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Now extend the domain of y to the interval [I, IV] by linear interpolation: 
r(t) = r(n) + (t - 4(Yb + 1) - YW t E [n, n + 11. 
Observe that y now satisfies the functional differential boundary value 
problem 
r’(t) = 4)YP By = 5 (8.4 
where a is the causal operator on S( [ 1, IV]) defined by A(t)% = A( [t]) x( [t]), 
[t] = integer part of t and B is the boundary operator 
Bx = ; X(i) x(i). 
i-l 
Conversely, any solution y of (8.2) is piecewise linear and its sequence 
values (y(n)) at the integer points satisfies (8.1). 
We generate an initial value algorithm for Eq. (8.2) by a direct application 
of Theorem 5.3. Note that the hypotheses of Proposition 5.2 are satisfied 
since D(T) is the step function given by 
D(T) = B@(* - 7)) = f h(i) 
i=<r> 
where (T) is the smallest integer greater than or equal to T, and hence 
regulated and 
D(a) = 5 X(i) is invertible. 
i=l 
Thus if B(T) = Cili-’ h(i) S’(i) + D(T) BO(T) is nonsingular for A for all 
7 E [I, IV] then the solution to (8.2) is given by 
r(t) = w, w5 
where the mapping V is determined by the initial value problem: 
@v/a+, T> = -v(t, T> D(T) A@]) v([T], T), V(t, t) = R(t) (8.3) 
R’(T) = A&l) v([T], 7) - RD(T) A([+ v([T], T), R(a) = (WY. 
(8.4) 
It is seen that Eqs. (8.3) and (8.4) depend on the function 
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This function is piecewise differentiable and satisfies the equation 
z-y,) = 4-D(n) A(n)& TE[n,n+l). 
Z(n) = R(n). 
(8.5) 
Equations (8.4) and (8.5) then lead to the difference equation 
R(n + l)(I$- D(n) A(n) R(n)) = (I+ A(n)) Wn). (8-6) 
This is derived as follows. 
From the proof of Theorem 3.1, we have that 
Z(T) = V([T], T) = BO([T]){B(T) 1 s,-}-I. 
By virture of the hypotheses that I + A( m is invertible for all m. It is readily ) 
seen that BO([T]) is an invertible map from Sz to E. Thus Z(T) is an invertible 
element of L(E) and, in particular, the same is true for 2’@). From (8.5) it 
follows that 
(d/dT) z-l(T) = D(n) A(n), TE[%n+ I), 
or (8.7) 
z(T) = R(n)-’ + o(n) A(n)(T - n), 7 E [?t, ?Z + 1). 
Further, from (8.4) and (8.7) we have 
(d/d~)(R(7) Z-I(r)) = A(n) Z(n) Z-l(n) - RD(?Z) A(n) Z(n) Z-l(n) 
+ RW) 44 
= 44, TE[%fi+ 1) 
and consequently 
R(n + 1) Z-l((n + l)-) - R(n) Z-l(n) = A(n) 
or 
R(n + l)(R(n)-1 + D(n) A(n)] - I = A(n), 
which gives (8.6). 
Equation (8.6) is a discrete version of the matrix Riccati equation which 
plays an important role in the general theory of factorization and imbedding 
of boundary value problems for ordinary differential equations (cf. [3]). 
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