We consider a model predictive control (MPC) setting, where we use the alternating direction method of multipliers (ADMM) for exploiting problem structure. We take advantage of interacting components in the controlled system by decomposing its dynamics with virtual subsystems and virtual inputs. We introduce subsystem-individual penalty parameters together with optimal selection techniques. Further, we propose a novel measure of system structure, which we call separation tendency. For a sufficiently structured system, the resulting structure-exploiting method has the following characteristics: (i) its computational complexity scales favorably with the problem size; (ii) it is highly parallelizable; (iii) it is highly adaptable to the problem at hand; and (iv), even for a single-thread implementation, it improves the overall performance. We show a simulation study for cascade systems and compare the new method to conventional ADMM.
input constraints. When conventionally applying ADMM [8] , the algorithm mediates between the system dynamics and the additional constraints. Going beyond this conventional formulation, we exploit structure in the controlled system through a decomposition into virtual subsystems, connected through virtual inputs. The tailored algorithm then mediates between all subsystems, reassembling the full system dynamics only in convergence. Fig. 1 illustrates the setup, where we also define our measure of algorithm performance. Our numerical results show that the decomposition typically increases the required number of iterations compared to the conventional application of ADMM. However, the structure-exploiting method reduces the complexity of each iteration and has a large parallelization potential. Overall, if the controlled system is sufficiently structured, structure exploitation improves the performance.
Besides ADMM, Fast Gradient Methods (FGMs) [9] are a common choice for embedded optimization [10] . ADMM permits more design freedom and is efficiently applicable in a broader problem range, e.g., for state constraints or convex but not strongly convex objective functions [6] . Examples of problem-specific adaptation through ADMM are [11] for electric vehicle charging; [12] for scenario-based stochastic programs; and [13] for coordinated energy reserve bidding. In these publications, a common theme is the problem separation over a coupling constraint. We use a similar separation, however with a virtual decomposition that is not present in the original problem. In [14] [15] [16] [17] , general distributed ADMM formulations are discussed, which do not focus on MPC and do not exploit structure in the problem data. As opposed to potentially non-convergent multi-block extensions [14] , [15] , our method remains part of the standard ADMM family [6] , guaranteeing convergence. Being part of the standard ADMM family also makes our approach amenable to existing results, e.g., numerical stability [7] , infeasibility detection [18] , [19] , arXiv:1808.06879v3 [math.OC] 2 Nov 2018 prescaling [20] , [21] , and over-relaxation [6] , [22] .
Two ADMM formulations are widely used in MPC. To use the formulation in [20] , the problem needs to be condensed through constraint elimination, which also eliminates structure. With the method in [8] , no condensing is required. The formulations also differ in the addressed problem type. In [8] , state constraints are possible, and the formulation is particularly suited for easily-projectable constraint sets. We build on this formulation as it preserves the problem structure.
Our method is the result of ongoing research [23] , [24] . In [23] , we use the basic idea of system structure exploitation for optimization problems that arise from controlling power conversion systems. We generalize the approach to an MPC framework in [24] , adopting the name structure-exploiting ADMM. In the present work, besides advancing the overall framework, we present two central novelties: We introduce subsystem-individual penalty parameters with an optimal selection technique, and we propose a novel measure of system structure that we call separation tendency.
Notation: We denote dimensions with matching nonitalic symbols, e.g., x ∈ R x . The identity matrix is I n ∈ R n×n , and 0 n×m , 1 n×m are n × m matrices with all elements 0 or 1. We omit the subscripts if the dimension is clear from context. We write x 2 Q for x Qx. We use [A ij ] to concatenate matrices A ij along row i and column j, as well as vertical
.. , where we again may omit the range of i.
II. MPC FORMULATION AND SYSTEM STRUCTURE
We consider the MPC problem
with prediction horizon N , state x k ∈ R x , input u k ∈ R u , dynamics matrix A, and input matrix B. Further, we use known tracking references r k x , r k u , symmetric weights Q, R, and constraint sets X , U. We use the following assumption throughout the rest of the paper. Problem (1) is convex if Q, R are positive semidefinite and X , U are convex. The problem is feasible if there exist trajectories {x k+1 , u k } k=1,...,N that satisfy (1b), (1c), which can be guaranteed through recursive feasibility [25] . Our approach is particularly suited for problems where a projection onto X , U is computationally cheap, as these projections will be used repeatedly. If X , U are low-dimensional polyhedra, we can efficiently evaluate the projections by precomputing the piece-wise affine solutions as in [26] .
A. State and Input Partition
Our method exploits interacting components in the system (A, B). We formalize the presence of M components 
Illustration of a structured system, where × is a placeholder for any non-zero element. We choose the partition to best-resemble dense components, indicated by the matrix occupation pattern. A suitable partition leaves few non-zero external elements, while still decomposing the system.
with the state and input partition
We assume that states and inputs are ordered already, such that only consecutive elements are grouped. Hence, the dimensions {x i , u i } i=1,...,M define the partition. In Fig. 2 , we show a system with an exemplary component pattern and introduce the notion of internal and external elements. The partition decomposes A, B into submatrices
Our aim is to partition Problem (1) along the same lines as the system. Towards this, we require the following assumption. 
We say the partition is admissible for (1) if Assumption 2 is satisfied. Any partition is admissible if Q, R are diagonal and X , U are separable. Conversely, the trivial partition M = 1 is admissible for any problem. If the external part of the partition is sparse, our approach will lead to computational benefits. In such a case, we call the respective system structured. We present a better-quantified structure measure in Section IV. If a suitable partition cannot be determined by inspection, we can use spectral clustering methods [27] [28] [29] to obtain a partition. The method in [29] also provides a suitable ordering for states and inputs.
B. Virtual Inputs and Subsystems
By using an admissible partition {x i , u i }, we rewrite system (1b) as
which represents the external coupling. As A, B are blockdiagonal, we can make the decomposition more explicit by rewriting the system as a collection of virtual subsystems
where v k adopts the partition of x k . If A, B are sparse, then the virtual input v k i ∈ R xi may take values in a lower dimensional space than suggested by its dimension x i . To make this explicit, we write the components in (2) as
where j ∈ {1,..., M }\{i}. We pick a matrix W i ∈ R xi×wi with w i ≤ x i such that its columns form a range space basis for the concatenated matrix
which we obtain from vectorizing the sums in (4) . Hence, w i is the row rank of (5), and the range space of W i contains all values that v k i can attain. We then introduce the dimension-
C. Partitioned Problem
By using an admissible partition {x i , u i }, we write (1) as
where
(coupling) (7d)
We list the definitions of (7) is equivalent to Problem (1).
D. Conventional ADMM
Our approach builds on the conventional ADMM formulation in [8] , which considers the unpartitioned problem
For M = 1, Problem (8) is equivalent to Problem (7) . As in [8] , we rewrite (8c) with y = ζ, ζ ∈ Y, where ζ is a duplicate of y.
As shown in Algorithm 1, ADMM then addresses the parts depending on y and ζ alternatingly. We use an orthogonal projection Π as in [8] , [30] , a Lagrange multiplier λ which is associated to the constraint y = ζ, and a user-defined penalty parameter ρ that influences the convergence speed [6] . It is shown in [8] that Algorithm 1 with ρ > 0 converges to a fixed point that is optimal for (8) . Suitable initialization and termination techniques are discussed in [6] , and the behavior for infeasible problems is discussed in [19] , [31] .
III. STRUCTURE-EXPLOITING ADMM The structure-exploiting algorithm utilizes the problem partition and therefore takes advantage of the system structure.
A. Main Algorithm
To solve Problem (7) with M > 1, we add (additional to ζ) the second duplicate . Equivalent to (7) , we obtain
(variable duplication) (9e)
We show the resulting structure-exploiting ADMM formulation in Algorithm 2, and we show a detailed derivation in Appendix A-B. We use the Lagrange multipliers λ ζ , λ , which have the same size and partition as y. Further, we introduce subsystem-individual penalty parameters ρ i > 0, a balancing parameter β ∈ (0, 1], and the modified projection operation
where E = (1 − β) diag(ρ 1 I y1 ,..., ρ M I y M ). Proposition 1, proven in Appendix A-B, describes how Algorithm 2 is used in order to solver the original problem (1) .
If β ∈ (0, 1) and ρ i > 0 for all i, Algorithm 2 converges to a fixed point y = ζ = that is optimal for (9) and (1). (ii) If M = β = 1 and ρ 1 = ρ, Algorithm 2 reduces to Algorithm 1.
In Appendix A-B, we introduce β and ρ i through a metric selection technique [18] , [22] , which makes Algorithm 2 part of the standard ADMM family. The convergence statement in Proposition 1 leaves out the case of β = 1, M > 1, for which the algorithm is unsuited as it solves (7) without (7d). 
B. Efficient Implementation and Computational Complexity
Step 2.1 is an equality-constrained quadratic program. With the Schur complement method in [32, Sec. 16.2] , we obtain the closed-form solution
An efficient implementation of (11) exploits the MPC multistage structure [33] , i.e., it exploits the fact that C i is banded (see Appendix A-C for details). Similarly, the modified affine projection in 2.3 can be written as an equality-constrained quadratic program and solved by ← D(y − λ ) + Ed, where E = E −1 D (DE −1 D ) −1 and D = I − ED. Further, we consider a permutation matrix P that sorts y for time, i.e., P y =ȳ = [ȳ 1 ; . . . ;ȳ N +1 ] with y 1 = [u 1 ; w 1 ],ȳ k=2,...,N = [x k ; u k ; w k ], andȳ N +1 = x N +1 . In the permuted coordinates, we useD = P DP andĒ = P E, which are then block-diagonal. Hence, we can solve 2.3 with ∀k = 1,..., N +1:
whereλ = P λ ,¯ = P , and the partition in k matches y 1 ,...,ȳ N +1 . A special case is when each subsystem influences Table II for a growing system size. at most one other subsystem through a virtual input. In this case,D k andĒ k decompose further along w 1 ,..., w M , as the virtual inputs are independent of each other. Consequently, (12) can be executed with MN parallel threads. Table I shows the computational complexities of each algorithm step, justifications are shown in Appendix A-C. The Landau symbol O describes the order of required scalar multiplications and additions. We denote the computational costs for projecting onto X i , U i with c(Π Xi ), c(Π Ui ). We consider two special cases: 'box' denotes the case where X i , U i are easily-projectable box constraints; and 'out-1' denotes the case where each subsystem affects at most one virtual input. Aside from the structure in the algorithm steps, the composition of Algorithm 2 also offers parallelization potential:
• 2.1 and 2.2 are separate for each subsystem • 2.2 consists of MN separate projections onto X i , U i • 2.3 separates for each step along the prediction interval • 2.2 and 2.3 are independent from each other. We summarize the composition in Fig. 3 . Table II shows the complexity-per-iteration of Algorithm 2. The case M = 1, independent of β, has the same complexity as conventional ADMM. In Fig. 4 , we consider an exemplary system for illustrating the complexities. We use A ij ∈ R 2×2 for all i, j. We assume that each A i,i+1 has rank 1, i.e., w i = 1 for i = M . For the last component, we assume w M = 2. We use N = 10 and we consider systems with 1-15 diagonal components, i.e., x ∈ {2, 4, 6,..., 30}. In Fig. 4 on the right, we show the corresponding complexities. The cases #4,5 only apply if A i,i+1 = 0 or A M,i = 0, i.e., the case 'out-1' applies. We see that structure exploitation compares favorably to conventional ADMM, even for a single-thread implementation.
C. Parameter Choice
We denote the smallest and largest eigenvalues of a matrix with eig min , eig max . We consider an orthonormal null space basis for C i ∈ R N xi×yi , and use the basis vectors as columns in Z i ∈ R yi×N xi , which leads to C i Z i = 0 and Z i Z i = I N xi . Proposition 2. We assume that Z i Q i Z i is positive definite and β ∈ (0, 1). The optimal penalty parameters for improving the worst-case convergence rate of Algorithm 2 are
where i = 1,..., M .
We show a proof of Proposition 2 in Appendix A-D, and we provide additional details in the ancillary material. The proof also shows that β is canceled out when deriving ρ i , i.e., the parameters can be chosen independently. Proposition 2 suggests that individual penalty parameters are indeed useful, as their optimal choice is different from making them all the same. The optimal parameters (13) are valid for any quadratic program of type (7) . For MPC problems in particular, and similar as for comparable results [8] , [19] , [22] , we observe that we often can improve the practical performance further by increasing the penalties above ρ i , which places an additional weight on the regularization terms in 2.1 .
The parameter β ∈ (0, 1] adjusts the balance between the regularization terms in 2.1 , and therefore may affect the convergence speed. Both terms are equally weighted for β = 1 2 . By increasing β we emphasize the influence of (ζ i , λ ζi ) over ( i , λ i ), and vice versa. We can also adapt β during the algorithm iteration, similar to ρ in [6, Sec. 3.4.1]. However, our numerical results suggest that the effect of β is small for the cases considered below. For this reason, we restrict our attention to the nominal values β ∈ { 1 2 , 1} in the sequel. For β = 1 2 and M > 1, we speak of structure-exploiting ADMM. With β = M = 1, we refer to conventional ADMM.
IV. SEPARATION TENDENCY
We derive a quantitative measure of system structure, called the separation tendency, and we use it as a heuristic for indicating the algorithm performance.
A. System Flow and Link Usage
Our goal is to quantify the interaction between system components. We first consider the unpartitioned ∆-system
where ∆x k = x k −x k−1 , ∆u k = u k −u k−1 , k ≥ 0, and we use the convention (x −1 , u −1 ) = (0, 0). The ∆-system describes the changes in the original system (1b).
is composed of the state-to-state and input-to-state flow
We use the operation A diag(∆x) ∈ R x×x to analyze system-internal effects. With A diag(∆x)1 x×1 = A∆x, it becomes clear that we can understand A diag(∆x) as an intermediate step that leads to the matrix-vector product A∆x. By following this relation, we obtain
which clarifies that Φ k+1 describes the state transition. A central characteristic of the flow is that it details the transition contribution for each of the x 2 state-to-state links and x · u input-to-state links. The link usage, introduced in the following definition, measures the flow moving through each system link in response to a unit input impulse δ k with δ k=0 = 1 and δ k =0 = 0. 
where Φ k = Φ k ij , Γ = [Γ ij ], and the sequence {Φ k } results from u k = δ k and x 0 = 0.
The link usage analyzes the system flow over time by using an element-wise L 2 norm [34, Chapter 2]. If Γ ij is large, then the respective system link is used intensively.
B. Separation Tendency
The separation tendency compares the link usage for internal and external elements, which provides a relative measure for the concentration of flow inside and outside of virtual subsystems. In contrast to the previous concepts, the separation tendency depends on the system and its partition.
Definition 3. The separation tendency s ∈ R is defined by
where Γ = Γ + Γ = [ Γ A , Γ B ] + [ Γ A , Γ B ] is an internal-external decomposition, and #int i , #ext i are the numbers of internal and external elements in the i-th row of Γ.
If s is large, then internal links predominantly influence the states, which signals a clear subsystem separation. If s is small, then the system states are dominated by external flow, which signals that the chosen partition is unsuited.
Proposition 3.
(i) s exists if the system (A, B) is controllable, and A is semi-convergent, i.e., lim k→∞ A k exists. (ii) If s exists, then 0 ≤ s ≤ 1.
(iii) s is invariant to diagonal state and input transformations.
We show a proof of Proposition 3 in Appendix A-E. We use semi-convergence, which is a weaker condition than asymptotic stability, but stronger than marginal stability. The existence of s implies that Γ is finite and that it does not contain zero rows, which prevents the denominator in (18a) from becoming zero. Property (iii) certifies that s is unaffected by transformations [x; u] = T [x;ū] with T invertible and diagonal, which is important as it makes s invariant to simple state and input scaling. It is easy to show that s = 0 for blockhollow systems and s = 1 for block-diagonal systems. Full systems are placed in-between with s ≈ 0.5. Fig. 5 illustrates the range of s. We call a system structured if it can be partitioned with large s. An empirically reasonable threshold between structured and unstructured systems is s = 3 4 . Example 1. We consider the full system
and a partition with {x i } = {1, 1} and {u i } = {1, 0}. We observe that the system matrix is semi-convergent (it even is idempotent, i.e., (A) k = A). The system is not controllable, therefore s is not guaranteed to exist a-priori. For an input impulse δ k , the system flow and the link usage become
where we shade the link usage according to the partition. As all elements in Γ are non-zero and finite, the separation tendency exists. We obtain s = 1 2 , which suggests that the considered partitioned system is not suited for structure exploitation.
C. Algorithm Performance Indication
We show that s serves as an indicator for the performance of structure exploitation. More specifically, we collect empirical evidence that s is related to the growth in required algorithm iterations when we switch from conventional to structureexploiting ADMM. We consider systems in six categories: full, sparse, lower-triangular, banded, lower-banded, and startopology; as described in the ancillary material. Additionally, we consider the dimensions x ∈ {5, 10, 20, 40}, resulting in 24 combinations. For each combination, we generate twenty pairs of system matrices, which leads to a test set of 480 dynamical systems. For each system, we then generate twenty problems of type (1) . For simplicity, and as s only depends on the partitioned system, we set X = R x and U = R u . We solve the final 9600 problems with conventional and structure-exploiting ADMM. For the structure-exploiting case, we choose a partition that fits to the problem type and dimension as described in the ancillary material. For the penalty parameters, we set ρ = ρ i = 1. We measure the number of iterations that are necessary to converge within a certain accuracy of a precomputed solution. We then compute the iteration increase factor when we switch between algorithms, and we average this factor over each system's twenty initial conditions. Fig. 6 illustrates the result. We observe that a large separation tendency indicates a low iteration increase. Combined with the complexity results in Table II , this allows us to assess the algorithm performance as defined in Fig. 1 , particularly without having to implement and benchmark the algorithm first.
D. Related Concepts and System Properties
Several quantities that are used in the literature are related to Φ, Γ, and s. Spectral clustering methods [27] [28] [29] Fig. 6 . Iteration increase over the separation tendency. Each of the 480 dots represents an example system. For each system, we generate twenty problem instances, run both algorithms, and depict the average increase. determine a system partition by cutting possibly low-weighted edges. In contrast to the static weights [A, B], we use impulseresponse-based dynamical links for Γ. We can assess the value of this dynamical concept by redrawing Fig. 6 while we use [A, B] instead of Γ to obtain s. We then observe that this static version of s is significantly less indicative for the algorithm iteration growth. Furthermore, clustering methods are sensitive to diagonal state and input transformations.
The similarity of A, B to block-diagonal matrices can be an intuitive structure measure as it directly relates to the sparsity of A, B. In [35] , a range of diagonality measures is discussed; generalizations to block-diagonality are straightforward. Same as before, these measures ignore dynamic interaction, are less indicative for the iteration growth, and are sensitive to diagonal state and input transformations.
The computation of Γ is similar to the computation of the H 2 system norm, where the L 2 norm is applied to the system's impulse response [36, Eq. (2.37) ], [37, Eq. (2.167)]. Two main differences separate the concepts. First, Γ is based on the ∆-system, which makes it finite for a wider range of cases. Second, Γ is matrix-valued, which underlines the focus on the system-internal state-to-state and input-to-state links. In contrast, the H 2 norm is scalar-valued, even if we use the full state vector as system output [36, Eq. (2.37) ].
Another related concept is the balanced realization [38, Sec. 4.2] , which is a state space system representation with identical and diagonal controllability and observability Gramians. The diagonal elements then quantify the influence of each state on the input-output behavior. The concept resembles s in its quantitative description of system-internal relations. However, s is based on Φ with x 2 + xu elements, while the Gramians only have x diagonal elements. Hence, Φ analyzes the system with a higher resolution. Aside from that, another distinction is that Φ (and therefore s) focuses on the state transition, while the Gramians relate to the input-output behavior.
V. SIMULATION STUDY
We apply structure-exploiting ADMM to a cascade system, where our method leads to a substantial benefit. We also show a negative example of an unstructured system. More positive examples can be found in [23] , [24] . 
A. Cascade System
A cascade system [39] is characterized by a lower blockbanded dynamics matrix and a block-diagonal input matrix
. . . . . .
where we use the stages i = 1,..., S, each with a dynamics matrix A ii , input matrix B ii , and coupling matrix A i(i−1) . Cascade systems are used for irrigation and drainage networks [40] , [41] , hydro-power systems [42] , and vehicle platoon control [43] . In [39] , an interior point method is developed we switch such systems, where the iteration complexity scales linearly in S and cubically in N . For structureexploiting ADMM, we associate each stage to a virtual subsystem, i.e., M = S. Due to the simple subsystem topology, the complexity results #4, 5 in Table II apply. Hence, for a single-thread implementation, the iteration complexity scales linearly in S and N . Further, when using parallel computation, the complexity becomes constant in S. We consider S = 20 stages, each with x i = 6 states and u i = 1 input, resulting in a cascade system with x = 120 states and u = 20 inputs. The system matrices are randomly generated as described in the ancillary material. The stage coupling A i(i−1) has a rank equal to 1. We use (1) with N = 5 and box constraints. Table III shows estimates for the cost-periteration of Algorithm 2 in different situations. In contrast to the analytical bounds in Table II , we obtain the computational costs by counting the scalar additions and multiplications in an actual implementation. This counting strategy is more precise than complexity bounds and takes the remaining matrix sparsity into account. For the parallel implementation (iii), we count the operations in the longest thread. We do not account for memory access or data exchange operations, which may be justified for FPGA-type implementations where such operations can be hard-coded. We see that structure exploitation significantly reduces the computational cost.
By using the methods in Section IV, we obtain s = 0.975 for the cascade system. We assess the required number of algorithm iterations by applying (i) -(iii) in a range of control situations. More precisely, we generate 200 feasible instances of (1) as described in the ancillary material. We compute ρ i for each subsystem, and we increase the penalty parameters with a factor of 90 for improving the MPC performance as discussed in Section III-C. We then analyze the convergence to a precomputed nonzero solution (x , u ) with where (x, u) is the current estimate, extracted after each iteration. we switch the solution, we rely on free licenses for Yalmip [44] and Gurobi [45] . In Fig. 7 , we show the growing solution accuracy with the number of performed iterations as a statistic over the 200 problem instances. We compare the overall performance of (i) -(iii) by using three different horizontal axes, scaled with the computational costs in Table III . For a given point along these axes, we see how many iterations each method can perform while they use the same number of scalar operations. We observe that for the cascade system, the exploitation of system structure results in faster convergence, even for a single-thread implementation. When using the full parallelization potential, high performance is possible. By sequentially combining previously parallel threads, it is also possible to obtain implementations that perform between (ii) and (iii) with less than 2MN threads.
B. Unstructured System
We consider the system from Example 1 with {x i } = {1, 1} and {u i } = {1, 0}, i.e.,
The partition is unsuited as it does not align with any visible system structure. This observation is reflected in s = 1 2 . We embed (22) in an MPC setting with diagonal objectives and box constraints, which makes the partition admissible. Table IV shows the numerical cost analysis. We see that when we switch from (i) to (ii), the computational cost increases. For a parallel implementation (iii), the cost reduces again. However, further simulations show that the overall performance remains worse than for conventional ADMM. Hence, structure exploitation only performs well if the controlled system has structure.
VI. CONCLUSIONS AND FUTURE WORK
We adapt ADMM to exploit structure in MPC. If the controlled system is sufficiently structured, the resulting algorithm scales well, can be specialized with multiple penalty parameters, is highly parallelizable, and shows improved overall performance. Our algorithm reduces the cost-per-iteration, especially for large and structured systems. The cost reduction comes with an increase in necessary algorithm iterations due to the virtual decomposition of the system. We introduce the separation tendency, a measure of subsystem independence, to relate the iteration increase to the level of structure in the controlled system. Finally, we show a cascade system example, where our structure-exploiting method significantly outperforms conventional ADMM. In future work, the separation tendency can be utilized to determine a partition in the first place. Also, a procedure can be developed that finds a state and input transformation for maximizing exploitable structure, while maintaining the partition admissibility. Furthermore, the concepts of system flow and link usage may be used in other areas of system analysis.
APPENDIX A DETAILS AND PROOFS A. Stacked Problem Formulation
For the objective in (7), we use Q i = I N ⊗diag(R i , 0 wi , Q i ), r yi = r 1 ui ; 0 wi×1 ; r 2 xi ;...; r N ui ; 0 wi×1 ; r N +1 xi , q i = −Q i r yi , and K i = 1 2 r yi Q i r yi , where ⊗ is the Kronecker product. We use
where we understand C i ∈ R N xi×yi such that A ii is always below −I. For the individual constraints, we choose Y i such that (u k i , w k i , x k+1 i ) ∈ U i ×R wi ×X i for all k. For the coupling, we recognize that [ A, B, W ] has a row rank defect of x − w, and we obtain the reduced form [ A r , B r , W r ] ∈ R w×(x+u+w) by removing linearly dependent rows. We use the reordered variablesȳ = P y as in (12) and write (6d) asDȳ = d with
where F is the block-diagonal matrix I N −1 ⊗ [ A r , B r , −W r ].
We obtain the final form Dy = d in (7d) with D =DP .
B. Justification of Algorithm 2 and Proposition 1
We rewrite the consensus constraint in (9) as
where E = diag(E ζ , E ), E ζ = diag(E ζ1 ,..., E ζ M ), and E = diag(E 1 ,..., E M ). The individual scaling matrices are E ζi = βρ i I yi and E i = (1 − β)ρ i I yi . We require E to be positive definite, which ensures that (23) is equivalent to (9e).
Positive definiteness of E is given if and only if ρ i > 0 and β ∈ (0, 1). With the scaled consensus constraint, when using an augmented Lagrangian as in [8] , we obtain 
whereλ = √ ρE − 1 /2 λ, x E = E 1 /2 x 2 = √ x Ex, and I denotes an indicator function. By abusing the notation, we replaceλ with λ. We obtain Algorithm 2 by applying standard ADMM [6, Eqn. (3)] with (24) . ForΠ D =d (·), we obtain
which results in (10) through substituting¯ = E 1 /2 . Proposition 1-(i) follows as we have reduced Algorithm 2 to an application of standard ADMM [6] . The algorithm converges to a single fixed point according to [8, Thm. 2] , which applies to our formulation as shown in Appendix A-D. Statement (ii) follows from inserting the parameters. We provide additional details on the algorithm formulation in the ancillary material.
C. Justification of Table I
We denote the cost of an operation with c(·). Based on (11), the largest subsystem in 2.1 has O(max i c(M i )) as N i c i can be precomputed and we neglect sum operations. We use c(M i ) = O(c(P i ) + c(C i ) + c(C i P i C i −1 )). The cost for multiplying P i relates to N -times applying the inverse of Q i + I and R i + I, where the first part dominates due to x≥u. We precompute an LDL factorization and perform a forward-backward substitution as in [46, Sec. 3.1] in O(N x 2 i ). The cost for multiplying C i is dominated by N multiplications with A ii , resulting in O(N x 2 i ). For c(C i P i C i −1 ), we again use LDL , where L becomes 2x i -banded due to the bandedness of C i . By following [46, Sec. 4.3] , we get O(N x 2 i ). The result for 2.2 follows from the composition of Y of MN times X i , U i . In the case of box constraints, the projection reduces to an element-wise clipping in O(2x i + 2u i ) = O(x i ) for each subsystem and time instance. With 2M N x i parallel threads, 2.2 can also be executed in O(1).
By following (12), we use O(c(D)) for 2.3 as we precomputeĒd and neglect permutations and sums. We Our result extends the convergence analysis in [8] by including a scaled consensus constraint. Instead of y, w, Q, q, A, b, Y as used in [8] , we use the notationŷ,ŵ,Q,q,Â, b,Ŷ, where (9) 
In [8] , it is required that {ŷ |Âŷ =b}∩Ŷ = ∅,Â full row rank, andẐ QẐ positive definite, whereẐ contains an orthonormal null space basis forÂ. With (25) ,Ẑ = 1 √ 2 [Z; Z], and the assumptions made for the initial problem and Proposition 2, these conditions are satisfied. By using a scaling as in (23) and following [8] , we obtain Algorithm 3 and the definitions below. 
In (26), we use M i and N i as in (11) . To be consistent with [8] , we require (i) thatM is a contraction, and (ii) that T (·) is firmly nonexpansive [47] , which is equivalent to the properties noted in [ 
It can be shown that (i) is satisfied ifẐ iQ iẐi is positive definite. Requirement (ii) is true by [47, Proposition 4.8] as T (·) is an orthogonal projection onto a convex set in a Hilbert space with inner product x, y E = x Ey. As (i), (ii) are satisfied, the convergence analysis in [8] applies. In [8, Sec. V], the worst-case convergence rate is optimized with ρ = arg min ρ M Z 2 , whereM Z =Ẑ MẐ − 1 2 I N x , which becomesM Z = diag(Z i M i Z i − 1 2 I N xi ) in our case. AsM Z is block-diagonal, we choose separate ρ i in the same way as ρ is chosen in [8] , which results in Proposition 2. We provide a detailed version of this proof in the ancillary material.
E. Proof of Proposition 3
For (i), we show 0 < j Γ ij < ∞ for all i. First, we consider (1b) with u k = δ k , x 0 = 0. We obtain x k = (A) k−1 B1 u×1 for k ≥ 1. Given that A is semi-convergent, x k asymptotically converges to x eq = Ax eq , implying that ∆x k asymptotically converges to zero. Hence, ∞ k=0 |∆x k | 2 is a sum over a squared-exponential tail, which is finite [48, Eq. (2151), p.1132]. Hence, each Γ ij is finite and j Γ ij < ∞ for all i. To show j Γ ij > 0, we use that controllability implies that [B, AB, A 2 B,..., A x−1 B] has full rank, which means that the sequence {x k } = {A k−1 B1 u×1 } spans R x . The same is true for {∆x k }. Also, controllability implies that A, B do not have a common zero row. Hence, no row in Φ k is filled with zeros for all times, and we obtain j Γ ij > 0 for all i.
Statement (ii) is clear from 0 < j Γ ij < ∞ and (18a). For (iii), we use the diagonal state and input transformation T = diag(t 1 , t 2 , . . . , t x+u ) with t i = 0. More specifically, we use [x k ,ū k ] = T −1 [x k , u k ]. For the transformed system, we obtainΦ k = T −1 Φ k andΓ ij = |t i |Γ ij . The factors |t i | then cancel out in (18a), which makes s invariant to T .
