Introduction
The notion of mixin, rstly introduced in the context of object-oriented programming (Bracha and Cook 1990) , has recently become the subject of increasing interest in many respects and with many slight variations in the intended meaning (Bracha 1992; Bracha and Lindstrom 1992; Banavar and Lindstrom 1996; Duggan and Sourelis 1996; Van Limberghen and Mens 1996; Duggan and Sourelis 1998; Findler and Flatt 1998) . This paper continues the work in (Ancona and Zucca 1998 (2) ), where we have provided a rigorous formulation of the mixin notion, covering and making precise the various ways in which the word is used in the literature; we refer to this formulation in the following. Mixins (or mixin modules) are a generalization of usual modules in programming languages, which are collections of de nitions of heterogeneous components, e.g. types, functions, procedures, exceptions and so on (typical examples are Modula-2 or Standard ML). The generalization consists in two main features. First, some of the components can be only declared in the module, without having an y Partially supported by Murst -Tecniche formali per la speci ca, l'analisi, la veri ca, la sintesi e la trasformazione di sistemi software and CNR -Formalismi per la speci ca e la descrizione di sistemi ad oggetti.
M 1 M 2 , except that there can be con icting de nitions and in this case the de nitions in M 2 take the precedence. Overriding can be seen as the composition of two di erent operations: a restrict operation whose e ect is to \cancel" some de nitions in a module, and the merge operation (this view of overriding is originally due to (Bracha 1992) ). Since de nitions of components can refer to each other, rede ning a component, say m, can actually change the behavior of other components, e.g. a component m 0 de ned by m 0 = : : : m : : : . This is not always the case: some languages allows the user to explicitly specify whether, in case of rede nition of m, m 0 should refer to the new or to the old version. We will say that m is virtual in the rst case, frozen in the second (cfr. virtual and non virtual methods in C++, while the term frozen has been introduced in (Bracha 1992) ).
In (Ancona and Zucca 1998 (2) ) we have proposed a formal model for mixin modules. The basic idea was to see a mixin as a function from input to output components, where output components are those de ned in the module, while input components are those which de nitions in the module can depend on (hence deferred and virtual components). Moreover, we have de ned a kernel language of mixin modules, i.e. a set of operators for composing mixins corresponding to a variety of constructs existing in programming languages (including merge, restrict, inheritance/overriding, hiding, functional composition). An important point is that we have not xed an underlying core language (following the ML terminology), but provided a language of modules which can be instantiated on top of a variety of di erent languages. This point of view (the module language is a small language of its own, with its typing rules, as much independent as possible from the core language) was a design goal of the Standard ML module system (Milner et al. 1990 ) and has been recently recognized as fundamental both from the type theoretic (Leroy 1994;  1. Mixins and their composition operators
In this section, we provide a brief informal introduction to mixin modules and their composition operators. While the paper is self-contained on the technical side, for more examples and discussions about the mixin notion we refer to the preceding paper (Ancona and Zucca 1998 (2) ). Consider the following example de nition of a mixin M, de ned on top of a very simple functional language, supporting only basic types.
mixin M = deferred leq:int*int!bool frozen eq(i1,i2:int):bool=leq(i1,i2) and leq(i2,i1) frozen lth(i1,i2:int):bool=not leq(i2,i1) lleq(i1,i2,j1,j2:int):bool=lth(i1,j1) or (eq(i1,j1) and leq(i2,j2)) frozen llth(i1,i2,j1,j2:int):bool=not lleq(j1,j2,i1,i2) end
As shown by the example, components of a mixin module (functions in this case) are of three kinds: deferred, virtual (default case with no label) and frozen. Deferred components have no associated de nition, but are intended to be provided by some other module (indeed a mixin with deferred components cannot be used in isolation). For instance, D. Ancona and E. Zucca 4 the semantics of all the functions de ned in M depends on the deferred component leq; M could be merged with another module de ning the leq component, thus obtaining a concrete module (a mixin with no deferred components) which can be e ectively used. On the contrary, both virtual and frozen components are de ned in the module: the di erence concerns the e ect obtained by overriding them. Indeed, rede ning a virtual component can change the behaviour of other components, while rede ning a frozen component has no e ect on the others. In the example, it is obvious that rede ning llth would have no e ect on other components since it is not used in de nitions; anyway, the same holds for eq and lth, even if the de nition of lleq refers to them, since they are declared frozen. On the contrary, the function lleq is virtual, hence any rede nition of it is propagated also to llth. An equivalent de nition of M which explicitly shows the independence of the module from rede nitions of eq and lth is the following, where any call to these functions has been replaced by the corresponding de nition:
mixin M = deferred leq:int*int!bool frozen eq(i1,i2:int):bool=leq(i1,i2) and leq(i2,i1) frozen lth(i1,i2:int):bool=not leq(i2,i1) lleq(i1,i2,j1,j2:int):bool= not leq(i1,j1) or ((leq(i1,j1) and leq(i1,j1)) and leq(i2,j2)) frozen llth(i1,i2,j1,j2:int):bool=not lleq(j1,j2,i1,i2) end
We call input components all those which de nitions in the module may depend on, i.e. the deferred and virtual components; output components all those which are de ned in the module, i.e. the virtual and frozen components. Hence, virtual components are those which are both input and output. An intuitive view of a mixin module based on the above classi cation is as a function F which, for any given assignment of values to the input components, gives values to the output components. In the example, for each possible pair of functions leq and lleq we obtain a corresponding interpretation of the de nitions for eq, lth, lleq and llth. This model of overriding, which keeps track of the dependency from virtual components, is originally due to W. Cook (Cook 1989 ) and U. S. Reddy (Reddy 1988 ). Since we want to abstract w.r.t. the nature of components in a speci c language, we take the approach of institutions (Goguen and Burstall 1992) and model a collection of (names and types of) components by a signature. Hence, the syntactic interface of a mixin module will be abstractly modeled by a pair of signatures < in ; out >, called the input and output signature, respectively. Signatures are required to form a category Sig, whose concrete de nition will depend on the underlying core language. In the example, signatures are just sets of function symbols with their types; the input signature in is fleq: int int ! bool; lleq: int int int int ! boolg, whereas the output signature out is f eq: int int ! bool; lth: int int ! bool; lleq: int int int int ! bool; llth: int int int int ! boolg; hence, omitting types for simplicity, in n out = fleqg (deferred components) (virtual component) and out n in = feq; lth; llthg (frozen components). We de ne now a set of operators for composing mixin modules, i.e. a kernel language of mixins. In this language, any expression M has a type, modeling the interface of the module, which is a pair of signatures; we write M: in ! out and the intended meaning is that in n out , in out and out n in are the deferred, virtual and frozen components, respectively. For each operator, we give a typing rule (Fig.1 ) specifying compatibility conditions between the types of the arguments, and the resulting type of the result. In these typing rules, we assume that signatures form a boolean signature category, i.e. that there are inclusions between signatures with related operations of union, intersection and di erence which are the generalization of the corresponding operations on sets (the formal de nition is given at the beginning of Sect.4).
Merge This operator allows to combine two mixin modules, say M 1 and M 2 , obtaining a new module where the deferred components of M 1 are concreted by the de nitions given in M 2 , if any, and conversely. Two mixin modules can be merged together only if no components are de ned in both ( rst side condition). The de ned (output) components of M 1 M 2 are the (disjoint) union of those of M 1 and M 2 . The input components are the union of those of M 1 and M 2 , where components which were frozen in either M 1 or M 2 are canceled (second side condition): that eliminates components which were deferred in one argument and have been bound to a frozen component in the other. The informal semantics is that M 1 M 2 corresponds to take the union (with possible sharing) of the deferred components and the (disjoint) union of the de nitions of M 1 and M 2 .
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Consider the following schematic example, where we omit types for simplicity and denote by G(h,f) a generic expression depending on h and f, and analogously for F(h,g,f) .
Then, the mixin M 1 M 2 is equivalent to the following:
Freeze This operator allows to make a module independent from the rede nition of some components ( fr in the typing rule); hence these components, if they were virtual, become frozen, i.e. disappear from the input signature. For instance, we can transform the function lleq of the previously de ned mixin M into a frozen function, obtaining a new mixin freeze lleq in M where the de nition of llth is now equivalent to not (lth(j1,i1) or (eq(j1,i1) and leq(j2,i2))). Intuitively we have replaced the invocation of lleq in the body of llth with its current de nition; in the general case, all the components will refer from now on to the values of the frcomponents as they are determined by the current de nitions.
Restrict This operation allows to \throw away" some de nitions ( rs in the typing rule) in a module, i.e. to cancel the corresponding components from the output signature. Restrict is di erent from hiding, since a virtual component whose de nition is thrown away remains in the interface of the module as deferred and can be rede ned later, while an hidden component becomes not visible from the outside; for frozen components instead the e ect is the same of hiding. For instance, the module restrict lth,lleq in M is equivalent to the following: mixin deferred leq:int*int!bool deferred lleq:int*int*int*int!bool frozen eq(i1,i2:int):bool=leq(i1,i2) and leq(i2,i1) frozen llth(i1,i2,j1,j2:int):bool=not lleq(j1,j2,i1,i2) end Hiding This operation allows to hide some de ned components ( hd in the typing rule) from the outside: these components are canceled from the output signature and (those 7 virtual) from the input signature too. Hiding deferred components makes no sense since de nitions of other components could depend on them. Consider the following schematic example.
Then, the mixin hide f,g in M is equivalent to the following, where the keyword local indicates that f is not visible from the outside:
Overriding This operator allows to combine two mixins with con icting de ned components, by overriding the de nitions of M 1 by the corresponding de nitions of M 2 . Hence, the overriding operator coincides with the merge operator when there are no components de ned in both the mixins. The typing rule is similar to that of the merge operator; however, there is no side condition requiring no con ict of de nitions. As for merge, the de ned (output) components of M 1 ( M 2 are the (possibly not disjoint) union of those of M 1 and M 2 , and the input components are the union of those of M 1 and M 2 where components which were frozen in either M 1 or M 2 are canceled. Note that, however, frozen components in M 1 are considered only if they are not de ned in M 2 ( rst side condition), since in this case the de nition in M 2 would take the precedence. The informal semantics is that M 1 ( M 2 corresponds to take the union (with possible sharing) of the deferred components and the union of the de nitions of M 1 and M 2 , choosing the de nition in M 2 in case of con ict. Consider the two mixins M1 and M2 schematically de ned as follows.
Then, the mixin M 1 ( M 2 is equivalent to the following: Functional Composition This operator is a generalization of the application of parameterized modules, like ML functors; here the formal parameters are the deferred components in 2 n out 2 of M 2 , whereas the actual parameters are the de ned components out 1 of M 1 . Hence these components must coincide ( rst side condition). The second side condition is needed to avoid confusion between deferred components of M 1 and dened components of M 2 : these components must be distinct, since otherwise they would result virtual in M 2 M 1 . Input components of M 2 M 1 are deferred components of M 1 and virtual components of M 2 ; output components of M 2 M 1 are those of M 2 . As an example, consider the two mixins M1 and M2 schematically de ned as follows.
Then, the mixin M 2 M 1 is equivalent to the following:
A Loose Speci cation for Mixin Modules
In this section we de ne the theory of mixin modules by means of a speci cation SP 1 in many-sorted (positive) conditional logic. The speci cation is loose in the sense that axioms are given independently from the standard model presented in (Ancona and Zucca 1998 (2) ); indeed, in Sect.3 we will show that there exist models of SP 1 which are signi cantly di erent from the standard one. Even though the speci cation is loose, many equational laws that we expect to hold for mixin modules can be proved in SP 1 . Furthermore, a normal form theorem ensures that all terms can be reasonably simpli ed; this suggests that a reduction semantics for mixin modules can be obtained by deriving a term rewriting system from SP 1 . Some of the operation symbols of the signature are indexed over morphisms in Sig, therefore, as happens for sorts, they may be in nite. However, the operation symbols are partitioned in four classes, each one corresponding to a speci c meta-operation. The situation is illustrated by the typing rules in Fig.3 .
| Sum. Sum operators have the form j1 + j2 for all coproducts <j 1 ; j 2 > in Sig. By means of these operators it is possible to combine pairs of mixin modules having the same input signature, but di erent output signatures. The coproducts specify how output 10 signatures are combined together. Note that we use the same symbol + also at the level of signatures for denoting the coproduct object, even though in this case we do not decorate it by the injections j 1 and j 2 (as it would be more correct) in order to avoid a too heavy notation. Finally, note that each symbol j1 + j2 is (possibly) overloaded, since its functionality contains the signature in which does not depend on the choice of the coproduct <j 1 ; j 2 >; however, this is a safe form of overloading since terms can be uniquely decomposed. are needed for getting rid of input components in mixin modules; this can be achieved by associating with each input component to be eliminated a de ned component in the same mixin module. The morphism fr speci es this association, the coproduct <j 1 ; j 2 > how the input components are decomposed into those to be frozen and the remaining.
| Composition. There is a unique overloaded symbol for composition operators; again, as happens for the sum, this a safe form of overloading. As suggested by the name, these operations correspond to functional composition.
Axioms
Like sorts and operations symbols, axioms in Fig.2 are indexed over signatures and morphisms in Sig; hence we will more appropriately call them axiom schemas.
In favor of a better comprehension of the axioms, we adopt the following precedence rules: reduct operations have an higher priority than sum operations and sum operations are left associative. Finally, in the axioms and also in the sequel, we use the following abbreviations: if M:mix( in ; out ), out : 0 out ! out and in : in ! 0 in , then in j M stands for in j M jid out and M j out stands for id in j M j out . Axiom schemas (1), (2) and (3) ensure that the sum operators enjoy the amalgamation property (Ehrig and Mahr 1985) ; each schema produces a single axiom for each signature in and coproduct <j 1 ; j 2 > of out 1 and out 2 . Axiom schemas (4) and (5) express the functoriality of the reduct operators; schema (4) has to be instantiated over each pair of identity morphisms id in , id out ; (5) , h m 2 = fr 1 ; we will keep using this notation in the sequel y . Analogously, l 1 ; l 2 m 1 ; l 2 m 2 ] denotes the unique morphism h s.t. h (j 1 k 1 ) = l 1 , h (j 1 k 2 ) = l 2 m 1 and h j 2 = l 2 m 2 ; indeed, the triple <j 1 k 1 ; j 1 k 2 ; j 2 > is a coproduct of in , fr 2 and fr 1 . Axiom schema (7) states that freeze is the identity whenever we consider the unique morphism ; out from any initial object ; to out . It holds for any morphism ; out and coproduct <j 1 ; j 2 > of in and ;; the morphism id in ; ; in ] is determined by the coproduct <j 1 ; j 2 >, whereas ; in denotes the unique morphism from ; to in .
Axiom schemas (8) and (9) 
Derived Laws
From axioms of speci cation SP 1 several useful laws can be deduced (see Fig.4 ): distributivity of the reduct w.r.t. the sum (laws (12), (13) and (14)), commutativity (law (15)), associativity (law (16)) and existence and uniqueness (w.r.t. a xed input signature) of the neutral element of sum (laws (17) and (18)). Finally, laws (19) and (20) formalize the intuition that we can always choose a canonical representative for sum and freeze operators as will be explained in Sect.2.5.
Proof of (12) Proof of (14): the axiom schema holds for each morphism in : in ! 0 in and coproduct <j 1 ; j 2 > of out 1 and out 2 . By (5), id 0 in j in j (M 1 j1 + j2 M 2 ) jid out jji = in jid in j (M 1 j1 + j2 M 2 ) jjijid out i , i = 1; 2; by (1) and (2), in jid in j (M 1 j1 + j2 M 2 ) jjijid out i = in j M i , i = 1; 2; by (1) and (2), ( in j M 1 j1 + j2 in j M 2 ) jji = in j M i , i = 1; 2; therefore we can conclude the proof by (3).
Proof of (15): the axiom schema holds for each coproduct <j 1 ; j 2 > of out 1 and out 2 . By (1) and (2), (M 1 j1 + j2 M 2 ) jji = M i = (M 2 j2 + j1 M 1 ) jji , therefore we can conclude the proof by (3).
Proof of (16): the axiom schema holds for each coproduct <j 1 ; j 2 > of out 1 and out 2 , <l 1 ; l 2 > of out 1 + out 2 and out 3 , <m 1 ; m 2 > of out 1 and out 2 + out 3 and <p 1 ; p 2 > of out 2 and out 3 s.t. l 1 j 1 = m 1 , l 1 j 2 = m 2 p 1 and l 2 = m 2 p 2 . By (1) and (2), (2), (5) and hypothesis on the coproducts, (2) and (3), ((M 1 j1 + j2 M 2 ) l1 + l2 M 3 ) jl1 = (M 1 m1 + m2 (M 2 p1 + p2 M 3 )) jl1 . By (2), (5) and hypothesis on the coproducts, (M 1 m1 + m2 (M 2 p1 + p2 M 3 )) jl2 = (M 1 m1 + m2 (M 2 p1 + p2 M 3 )) jm2jp2 = M 3 , therefore we can conclude the proof by (3). Note that <l 1 j 1 ; l 1 j 2 ; l 2 > (or, equivalently, <m 1 ; m 2 p 1 ; m 2 p 2 >) is a coproduct of out 1 , out 2 and out 3 ; hence, by virtue of law (16) we can adopt the following consistent notation.
Let J = <j 1 ; ::; j n >, n 1, denote a nite coproduct with j i : out i ! out , i = 1; ::; n, and let fM i :mix( in ; out i )g i=1;::;n be an indexed set of mixin expressions (for n = 1 the coproduct reduces to the unique morphism ; out for some initial object ; in Sig). Then Finally, the laws (12), (13), (14) and (15) can be easily generalized to this notation.
Proof of (17): the axiom schema holds for each morphism; out 1 : ; ! out 1 , ; out 2 : ; ! out 2 , and any initial object ; in Sig.
By (1) and (4) (8) or (9), by choosing out = id out (in (8)) or by choosing in = id in (in (9)) and by applying (4).
Normal Form Theorem
In this subsection we show that each mixin expression is provably equal to another mixin expression having a standard and rather simple structure. Note that, since our approach is parametric in the core language, mixin expressions are not built on top of constants (which depend on the core language), but only on top of variables. For sake of simplicity, we omit the coproducts over which sum and freeze operators are indexed.
Def. 2.2. Let X be a familyof non-empty sets of variables indexed over fmix( in ; out ) j in ; out in Sigg. Then ME X denotes the set of all terms inductively de ned over the signature of SP 1 and X.
Theorem 2.3. Let M be a term in ME X . Then there exist a coproduct J = <j 1 ; ::; j n >, variables x i in X and morphisms in i , out and fr , i = 1; ::; n, s.t. M = (freeze fr ( P J in i j x i )) j out . Proof. By induction over the structure of terms.
Basis: let M x, where denotes syntactic equality, with x in X mix( in ; out ) . Then it is immediate to prove, by ax. (4) and (7), that x = (freeze ; out ( P <; out > id in ;; in ]j x)) jid out , with ; any initial object in Sig. 
A Term Rewriting System for Mixin Modules
From the speci cation SP 1 we can derive a complete (i.e., strongly normalizing and con uent) term rewriting system T where normal forms have the shape speci ed in Theorem 2.3 (see Fig.5 ). Since the operators of composition are derivable from the other three kinds of operators (see axiom (11) of Fig.2) , we avoid to consider them in the rewriting rules. The rewriting rules correspond to all axioms used for proving the induction step of Theorem 2.3, including the derived laws (12) and (14). In order to keep the set of rewriting rules as simple as possible, the reduct operators have been split into two di erent classes, the input reduct operators in j and the output reduct operators j out for any morphism in and out , respectively. The right direction of the rewriting rules is driven by Theorem 2.3, so that multiple applications of the reduct and freeze operators can reduce to a unique application (rules (4), (5) and (7)) and applications of the reduct operators over input and output signatures can migrate inside and outside the terms, respectively (all the other rules).
Note that axiom (10) and law (12) have been slightly changed in T in order to get a con uent system. Rules (1) and (2) correspond to law (12), whereas rules (10) and (11) correspond to axiom (10). In rule (10) the coproduct <m 1 ; m 2 > (see Fig.2 ) is de ned by m 1 = id in and m 2 = ; in , with ; any initial object in Sig; analogously, in rule (11), l 1 = id in and l 2 = ; in .
The proof of strong normalization is driven by Theorem 2.3, too; indeed, it su ces to de ne a reduction ordering which counts all the operations that are in the \wrong" position inside a given term.
Theorem 2.4. The term rewriting system of T is strongly normalizing.
Proof. Let us de ne a map j j from the set of terms of T into the set of natural numbers s. sym(x) = ; sym( in j M) = f in j g sym(M) sym(M 1 j1 + j2 M 2 ) = f j1 + j2 g sym(M 1 ) sym(M 2 ) sym(freeze j1;j2 fr (M)) = ffreeze j1;j2 in g sym(M) sym(M j out ) = f j out g sym(M) Now it is trivial to prove that for any reduction rule l ! r in T and any substitution , j lj > j rj. For instance, in rule (1) we have: j lj = 1 + j M 1 j + j M 2 j < j M 1 j + j M 2 j = j rj. Furthermore, it is easy to show that for any context C ] and terms M 1 , M 2 of T , if jM 1 j < jM 2 j then jC M 1 ]j < jC M 2 ]j, hence we can conclude the proof.
Let us consider now con uency. Formally, the term rewriting system de ned in Fig coproduct of fo 0 g and fog and the problem can be solved once a unique coproduct is xed. In this way, for each pair of output signatures out 1 , out 2 we can restrict ourselves to consider only the canonical representative of the class of operators f j1 + j2 j <j 1 ; j 2 > coproduct of out 1 and out 2 g. Note that this is the class of equivalence determined by the relation over sum operators de ned by j1 + j2 k1 + k2 i <j 1 ; j 2 > and <k 1 ; k 2 > are coproducts of out 1 and out 2 . An analogous problem arises with the freeze operators; by a careful analysis of the rewriting rules from (7) to (11) (20)). By laws (19) and (20), for every term M there always exists a canonical term M (i.e., a term built on top of canonical sum and freeze operators) s.t. M = M. This allows us to consider only canonical reduction sequences, i.e., reductions sequences containing only canonical terms.
Finally, we can prove that T is con uent whenever we restrict ourselves to consider only canonical reduction sequences.
Theorem 2.5. The term rewriting system T is con uent for canonical reduction sequences.
Proof. It is su cient to show that each canonical critical pair (M 1 ; M 2 ) of T is convergent, i.e., there exists a canonical term M s.t. M 1 ! M, M 2 ! M, with ! the re exive and transitive closure of ! (restricted to canonical terms); therefore, T is weakly conuent, and by Theorem 2.4 we can conclude that T is con uent. For reasons of space, we show only the two most signi cant cases; the other ones can routinely proved in an analogous way.
| the left hand side of rule (7) (M))); then, applying rule (7) to the outer and inner-most redex, respectively, we obtain the canonical critical pair <M 1 ; M 2 >, with M 1 = freeze l1;l2 (7) and (4) (9), (11) and (4) 2 ] (p1+ 0 in )j M 2 )), by rules (7), (4) and (3) (9), (10) and (4) (7), (4) and (3) 
A Standard Speci cation for Mixin Modules
In this section we de ne a re nement SP 2 of the speci cation SP 1 presented in Sect.2. This re nement formalizes the intuition that the intended semantics of a mixin module is a function from input into output components, as formalized in a categorical setting in our previous paper (2))). We brie y illustrate the idea. Mixin modules with no input components, i.e. of sort mix(;; ) (with ; a xed initial object in Sig), correspond to modules which can be directly used, concrete modules following our terminology. We introduce the more direct notation mod( ) for these sorts. Let us denote, for each signature , by Mod( ) the class of the semantic values of concrete modules of sort mod( ) (intuitively, collections of values for the components speci ed by ). (The name Mod can be understood as an abbreviation for both (concrete) modules and models, since in the categorical setting of (Ancona and Zucca 1998 (2) ) Mod is assumed to be a model functor in the sense of institutions (Goguen and Burstall 1992) ). Now, mixin modules of sort, say, mix( in ; out ), can be seen as functions which, given a collection of de nitions for input components, return a collection of de nitions for output D. Ancona and E. Zucca 20 components; formally, values of sort mix( in ; out ) are (a subset of) the functions in Mod( out ) Mod( in ) (a subset on which a xed-point operator can be correctly de ned, see below). With this intuition in mind, the families of all the sum and reduct operators can be easily de ned in a derived way from the families of sum and reduct operators for only concrete modules, as follows:
Analogously, the family of all the freeze operators can be de ned in a derived way from the family of the freeze operators of form The speci cation SP 2 formalizes this intuition; however, for what concerns the freeze operators the direct de nition (c) above (which would require a general -abstraction operator in the signature in order to be expressed) is replaced by an equivalent de nition in two steps. The rst step de nes, in terms of the x operators, the family of all the freeze operators of form freeze j1;j2 id out : mix( in + out ; out ) ! mix( in ; out ) which will be abbreviated by x j1j2 in the following; the second step de nes, in terms of these operators, the family of all the freeze operators. From the technical point of view, we prove that SP 2 is an implementation of SP 1 via the reduct operator; furthermore this implementation turns out to be proper, in the sense that there exists a model of SP 1 which cannot be obtained as reduct of a model of SP 2 .
3.1. Signature The signature SP2 of SP 2 (see Fig.6 ) includes the signature SP1 of SP 1 and, obviously, is parametric in the signature category Sig, too.
The set of sorts is the same as in SP1 , apart that we use the abbreviation mod( ) for mix(;; ) mentioned above. The set of operations consists of the three families of basic operators over mixin modules, as before, plus two families of basic operators we assume for constructing functions: Recall moreover that we use the abbreviation x for freeze ; ;id id . Finally, since our intention is to interpret the sorts mix( in ; out ) as functions spaces, the signature SP2 should also contain a family of application operations having functionality ( ): mix( in ; out ); mod( in ) ! mod( out ); note however that application can be considered as a convenient notation for composition, hence we simply write M(A) instead of M A whenever A is a concrete module (i.e. a term of sort mod( ), for some signature ). For sake of simplicity, in the sequel, the reduct has a higher priority than application which, in turn, has a higher priority than the sum.
Axioms
Axiom schemas (1), (2) and (3) ensure that sum operations j1 + j2 on concrete modules, i.e. having functionality mod( 1 ); mod( 2 ) ! mod( 1 + 2 ), satisfy the expected properties.
Axiom schema (4) provides the de nition of the (general) sum operators in terms of the sum over concrete modules. This axiom corresponds, by extensionality, to the de nition (a) in lambda-notation given above. Axiom schema (5) and (6) ensure that reduct operations on concrete modules, i.e. having functionality mod( ) ! mod ( 0 ), satisfy the expected properties.
Axiom schema (7) provides the de nition of the (general) reduct operators in terms of the reduct over concrete modules.This axiom corresponds, by extensionality, to the de nition in lambda-notation given above. Axiom schema (8), (9) and (10) state that the operators x actually correspond to least xed point operators (see also (1))); axiom (8) ensures that x(M) is a xed point of M, axiom (9) that x is uniform w.r.t. the reduct operator, axiom (10) that x well-behaves w.r.t. currying. More formally, axiom (9) (12) and (13) Proof. We show that each axiom in SP 1 can be formally deduced from the axioms of SP 2 .
(1) (M 1 j1 + j2 M 2 ) jj1 (A) = ((M 1 j1 + j2 M 2 )(A)) jj1 , by ax. (7) and (5) ( ( (14) and (11) x(C ( id+ ), by ax. (7) and (5) and by law (12) x ( (12) and (13) (see Fig.4 
Derived Operations
In this section we provide a formal de nition of the operators for combining mixin modules introduced in Sect.1 in terms of the three primitive operators of sum, reduct and freeze. We recall that in order to de ne these derived operators (see also typing rules in Fig.1 In Fig.7 we give a set of axioms which state that each high-level operator can be derived from the primitive operations. We use the abbreviation freeze fr for freeze j1;j2 fr when fr is the inclusion from fr into out , j 1 and j 2 are the inclusions from fr and in , respectively, into out . Note indeed that, by our assumptions on boolean signature categories, if 1 \ 2 = ;, then 1 , ! 1 2 -2 is a coproduct. In particular, this holds when 2 = n 1 .
Analogously, if in 0 in and 0 out out , then 0 in j M j 0 out stands for in j M j out , where in = i in ; 0 in and out = i 0 out ; out . In Fig.8 we state some (intuitively expected) properties of the high-level operators. They all can be derived from ax. (1) 
Conclusion
We have given an axiomatic characterization of the notion of mixin module, following the spirit of the seminal paper (Bergstra et al. 1990 ). Intepreting axioms as rewriting rules, we have obtained a reduction semantics for the language and proved the existence of normal forms. Moreover, we have shown that the given axiomatization is sound w.r.t. the a model previously de ned (Ancona and Zucca 1998 (2) ) where mixins are interpreted as functions form input to output components. Finally, many other expected properties of the mixin operators can be deduced from the axioms. This paper is meant to be a continuation of (Ancona and Zucca 1998 (2) ); a preliminary version has been presented in (Ancona and Zucca 1998 (1) ). Other papers of the authors concerning mixins are (Ancona 1996) and (Ancona and Zucca 1997) , both concerned with instantiation of the formal framework presented in (Ancona and Zucca 1998 (2) ) and here in concrete cases. In (Ancona 1996) , a concrete mixin language is obtained by xing as core language a simple functional language. In (Ancona and Zucca 1997) we give the translation in terms of our operators of various overriding features present in programming languages (including the super mechanism), and are able, in this way, to formalize the relation between these di erent versions. Finally, a comprehensive survey of large part of our work on mixins is given in (Ancona 1998) . Even though inspired by (Bergstra et al. 1990 ), the work presented here is di erent w.r.t. the well-established algebraic treatment of module composition. Here we address the problem of combining together programmingrather than speci cation modules; therefore, we have to consider, together with classical operators (like export and renaming), new operators (like freeze) related with the notions of module modi cation and extension which hardly make sense in the context of speci cations. Several recent papers (Cardelli 1997; Harper and Lillibridge 1994; Jones 1996; Leroy 1994; Leroy 1996) have pointed out the importance of modularity mechanisms independent of the underlying core language and supporting the notions of separate compilation and linking. At our knowledge, our proposal of axiomatization for mixins is the rst which supports these principles. What is missing up in this paper is, on the one hand, a true calculus for mixins and, on the other, a more strict integration of our framework with the notions of type system and type checking. For what concerns the rst point, the work presented here already provides a language of mixin expressions with a reduction semantics. However, this language is, more appropriately, a language schema, for at least two reasons: rst, it needs to be instantiated over a core language providing, e.g., mixin constants corresponding to basic mixin de nitions, as those in the examples we have shown; second, due to its abstractness it lacks some features needed for practical use, like e.g. some form of dot notation for accessing mixin components. A rst proposal of true calculus is given instead in (Ancona and Zucca 1999), where we de ne an analogous of -calculus where basic combinators, instead of application and -abstraction, are the mixin primitives (sum, reduct and freeze). We also show that -calculus can be e ectively encoded in this mixin calculus, as the result about functional composition proved in this paper already suggests. On the side of type checking, an important point to be investigated is how to integrate the mixin-based approach with the possibility of specifying various kinds of type constraints in signatures: for instance, subtyping constraints, type sharing and manifest types (Leroy 1994) . A promising direction seems that of using some formal notion of signature parameterized by a type system as de ned in (Ancona 1999) .
