Let J(t) be the the integrated flux of particles in the symmetric simple exclusion process starting with the product invariant measure ν ρ with density ρ. We compute its rescaled asymptotic variance:
The nearest neighbors symmetric simple exclusion process describes the evolution of particles sitting at the sites of Z evolving as follows. At most one particle is allowed at each site. If there is a particle at a given site, at rate one the particle chooses one of its nearest neighbor sites with probability 1/2 and attempts to jump to this site. The jump is effectively realized if the destination site is empty; if not, the jump is suppressed. A formal definition using Poisson processes is given below. The generator of the process is given by
where η x,x+1 (x) = η(x + 1), η x,x+1 (x + 1) = η(x) and η x,x+1 (y) = η(y) for y = x, x + 1.
For each ρ ∈ [0, 1] the product measure ν ρ with density ρ is invariant for the process.
For an initial configuration η let the integrated flux of particles J(t) = J η (t) be the number of particles to the left of the origin at time zero and to the right of it at time t minus the number of particles to the right of the origin at time 0 and to the left of it at time t.
Fix ρ ∈ (0, 1) and let the initial configuration have law ν ρ . Let
(Notice that E νρ J(t) = 0.) We prove the following asymptotics for the variance:
We then prove the following central limit theorem for the integrated flux:
where N (0, σ 2 ) is a centered normal random variable with variance σ 2 . Finally, let X(t) be the position of a tagged particle interacting by exclusion. We show that if the initial configuration is chosen with the product measure ν ρ , then
An immediate consequence of (2), (3) and (4) is that, defining VX(t) = E νρ (X(t)) 2 , the asymptotic variance of the tagged particle is
and the tagged particle satisfies a central limit theorem:
The limits (5) and (6) were proven by Arratia (1983) . To prove the above results we use the stirring motion representation of the symmetric exclusion process introduced by Harris (1972) and used by Arratia to prove (5) and (6) .
The stirring process The stirring process z(i, t) ∈ Z, i ∈ Z, is defined as follows. At time t = 0 put a (labeled) particle at each site and define z(i, 0) = i for all i ∈ Z. With each bond (x, x + 1), x ∈ Z associate a Poisson process (clock) with parameter 1/2. When the clock rings at the bond (x, x + 1) the particles at those sites interchange their positions. z(i, t) is the position at time t of the particle sitting at i at time 0. Given an initial configuration η ∈ X , it is possible to define the simple exclusion process η t in terms of the stirring process by setting
First proof of (2) In terms of the stirring process, we define the following random variables.
where 1{·} is the characteristic function of the set {·}. The variable K + (t) is the number of stirring particles starting at the left of the point 1/2 and sitting at time t at the right of 1/2. The variable K − (t) is the number of stirring particles starting at the right of the point 1/2 and sitting at time t at the left of 1/2. Since at all times all sites are occupied by one stirring particle, each crossing of the point 1/2 from left to right involves a simultaneous crossing in the opposite direction and viceversa. So K + (t) − K − (t) is constant in t and since K + (0) = K − (0) = 0, K + (t) = K − (t) := K(t), for all t ≥ 0. In the stirring process the representation of J(t) is given by
Let i 1 < i 2 < . . . < i K(t) ≤ 0 be the random sites for which z(i k , t) > 0 and 0 < j 1 < j 2 < . . . < j K(t) be the random sites for which z(j k , t) ≤ 0. Define B + (k) = η(i k ) and 
Thus EA(k) = 0, EA(k) 2 = 2ρ(1 − ρ) and by independence, using (10) we have
To compute EK(t) write
But z(0, t) is a symmetric random walk, thus, since t −1 Ez(0, t) 2 is uniformly integrable,
Thus, using (12) we obtain (2) .
Second proof of (2) From the definition we have
where M(t) is a martingale with variance
As in De Masi et al (1985, 1989) , from the time invariance of ν ρ and the fact that J(t) is an anti-symmetric random variable, it follows that
where η η s is the exclusion process with initial configuration η. From the reversibility and the translation invariance of ν ρ ,
Calling L the generator of the process we have that
Therefore, using once more translation invariance
We use (17) and (19) in the second term on the right hand side of (16) then, integrating by parts, we get 
where R t (0) is the expected amount of time spent at the origin up to time t for a continuous time symmetric random walk starting at zero. Finally,
Proof of (3) To show (3) from (10) it is enough to show that
in measure. Using Chebishev inequality we have, for any c > 0,
The limit goes to zero because K(t) is the sum of negatively correlated 0-1 random variables and so VK(t) ≤ EK(t) ∼ √ t (Arratia (1983)) and by Schwarz inequality.
Proof of (4) We use a lattice version of a result of Dürr, Goldstein and Lebowitz (1985) for an infinite ideal gas of point particles on R. Suppose that the initial configuration η is distributed according to the invariant measure ν ρ . Fix t ≥ 0. For k ≥ 0 let Y k (t) be the position of the kth particle of η t to the right of 1/2, with Y 0 (t) ≤ 0. For k < 0 let Y k (t) be the position of the −(k + 1)th particle of η t to the left of 1/2. (When time goes on the particles change these labels.) It is easy to see that at time t th e tagged particle (which at time t = 0 is labeled 0) is the J(t)th particle, that is:
By the ergodicity (under translations) and stationarity of ν ρ we have that lim n→∞ n −1 Y n (t) = ρ −1 , P νρ − almost surely.
One can then prove (as in Lemma 2.8 of Dürr, Goldstein and Lebowitz (1985)) that lim t→∞ t 1/2 E νρ (Y J(t) (t) − ρ −1 J(t)) 2 = 0 (28)
