ABSTRACT: We study the large N expansion of winding Wilson loops in the off-critical regime of the Gross-Witten-Wadia (GWW) unitary matrix model. These have been recently considered in arXiv:1705.06542 and computed by numerical methods. We present various analytical algorithms for the precise computation of both the perturbative and instanton corrections to the Wilson loops. In the gapped phase of the GWW model we present the genus five expansion of the one-cut resolvent that captures all winding loops. Then, as a complementary tool, we apply the Periwal-Shevitz orthogonal polynomial recursion to the GWW model coupled to suitable sources and show how it generates all higher genus corrections to any specific loop with given winding. The method is extended to the treatment of instanton effects including higher order 1/N corrections. Several explicit examples are fully worked out and a general formula for the next-to-leading correction at general winding is provided. For the simplest cases, our calculation checks exact results from the Schwinger-Dyson equations, but the presented tools have a wider range of applicability.
Introduction
The study of the 1/N expansion of matrix models is a topic of clear broad relevance [1] [2] [3] [4] . Matrix models started as elementary building blocks in the large N analysis of "vector" models with O(N) flavour symmetry [5] . Their 1/N expansion appeared originally as an alternative perturbative approach to the determination of critical exponents [6] or the starting point for a planar 't Hooft expansion [7] . In some specific applications, the spacetime dimensionality does not play a role and calculations are effectively reduced to matrix models, i.e. "single-link" group integrals. A well-known old example is 2d Yang-Mills theory on a lattice where, in the temporal gauge for the Wilson action, the partition function factorizes over the lattice links [8] . In a more recent setting, reduction to matrix models may be due to superconformal symmetry, as in the case of supersymmetric circular Wilson loop operators in the N = 4 SYM theory that may be reduced to a Gaussian matrix model, see e.g. [9, 10] and the N = 2 extension in [11] . In general, for theories admitting an AdS dual, the matrix model formulation allows for non-trivial tests of AdS/CFT, as in the case of BPS Wilson loops in higher representations in N = 4 SYM that have a dual description in terms of D-branes [12] [13] [14] [15] [16] [17] [18] [19] [20] . Other modern applications exploit matrix models as quantum gauge theories in zero dimension capturing some aspects of more realistic (or complicated) theories, like random surface models of quantum gravity or non critical and topological string on specific backgrounds [21] .
In this paper we reconsider the large N expansion of the Gross-Witten-Wadia (GWW) model [8, 22] . This is the simplest unitary matrix model with Wilson action S GWW (U) = N g tr(U + U † ), (1.1) where g is the large N planar 't Hooft coupling. The GWW model has a large N third order phase transition at g c = 1. 1 The critical point is captured by a double scaling limit [25, 26] and is associated with type 0B theory in d = 0 dimension, i.e. pure 2-d supergravity [27] . It also plays an important role in the description of the adjoint unitary model which is used to discuss the non-perturbative aspects of the Hagedorn transition for tensionless IIB string theory in AdS [28, 29] . The transition in this context is holographically dual to the Hawking-Page transition on the bulk gravity side [30] . The analysis of the GWW model away from the critical point is particularly interesting in the study of its non-perturbative multi-instanton corrections. These have been discussed in [31] from the point of view of resurgence and trans-series analysis. Multiinstanton configurations in the GWW model may have an interpretation in terms of eigenvalue tunneling [32, 33] , and admit a more general characterization as complex saddles of the partition function where the U eigenvalues real phases are continued to the complex plane and allowed to accumulate on non-trivial cuts off the unit circle [34, 35] .
The GWW model has a gapless phase for g < g c where the unitary matrix eigenvalue density is supported on the whole circle. In this phase, the (perturbative) higher genus corrections to the free energy vanish beyond genus zero, while non-perturbative corrections remains non trivial. Beyond the third order transition point, for g > g c , the GWW model is in a different phase where a gap opens in the the eigenvalue density which is non zero on a coupling dependent interval. In this phase, the free energy has both perturbative and non-perturbative corrections and these are linked by resurgence [31] .
Recently, the winding Wilson loops
have been analyzed in [36] in both phases of the model. Series expansions in 1/N have been proposed for both the purely perturbative genus expansion as well as for the instanton parts of W k . 2 Technically, these expansions have been obtained by a careful analysis of the numerical exact expressions of W k at finite N and coupling. A numerical fitting procedure provided the coefficients of the 1/N expansion as rational functions of the coupling at genus three accuracy. In this paper, we discuss the analytical calculation of these expansions for the winding Wilson loops. We first recall some exact results that are consequences of the loop equations of the model. These are an important benchmark for the proposed methods whose range of applicability goes beyond the Wilson action. We then focus on the (perturbative) genus expansion in the gapped phase. To this aim, we follow three different approaches. First, we compute the higher genus one-cut resolvent according to the methods developed in [37] for the hermitian matrix models and exploiting the results of [38] to map the resolvent to the GWW model. A systematic calculation provides explicit results at genus five. This allows to write down the genus expansion of all W k at order 1/N 10 . The calculation is somewhat straightforward and can be used to provide useful checks of other approaches.
As a second technique, we compute W k by coupling the GWW model to auxiliary sources ρ
Derivatives of the free energy with respect to the sources ρ k compute W k . The free energy associated with the extended action (1.3) is computed by the orthogonal polynomial methods developed for hermitian matrix models in [39] [40] [41] and extended to unitary matrix models in [42, 26, 25] . Each source ρ k is associated with an increasingly involved recursion relation for the orthogonal polynomial coefficients. This can be solved perturbatively at large N. We clarify some technical aspect of the procedure and perfectly reproduce the results for W k obtained by the resolvent approach. These calculations extend the results of [36] and confirm them up to some discrepancies that are important for reconciliation with old exact results relating W 1 and W 2 at finite coupling and N. Finally, we discuss a third (practical) approach that is based on some peculiarities of the large coupling expansion of the finite N expressions of W k . Guided by an educated guess for the structure of the genus expansion we can provide, with very modest effort, quite long genus expansions for the winding Wilson loops. This is somewhat interesting because it is cumbersome to extend the resolvent method at high orders in 1/N. This is not a difficulty for the orthogonal polynomial method, but in that case one has to deal with a recursion relation whose complexity increases with k. Instead, the proposed analytic bootstrap of finite N data can treat with minor effort with higher k and even for more complicated observables like Wilson loops in general small representations.
As a final result, according to the ideas of [31] , we also discuss the use of the orthogonal polynomial method for the GWW model coupled to sources to compute the non perturbative instanton corrections to the winding Wilson loop. In particular, we clarify various technical issues and provide explicit examples in the gapless phase.
The plan of the paper is the following. In Sec. (2), we briefly recall some basic facts about the GWW model and its large N expansion. Sec. (3) is devoted to the analysis of the high genus expansion in the gapless phase. In more details, in Sec. (3.1) we present the one-cut resolvent at genus five. In Sec. (3.2), we discuss how to apply the Periwal-Shevitz recursion method to the GWW model coupled to suitable sources in order to compute W k . In Sec. (3.3), we reproduce and extend the previous results by an analytic bootstrap procedure that exploits a simple combination of educated insight and (small) finite N data. Finally, in Sec. (4), the methods presented in Sec. (3.2) are used for the precise calculation of large N effects in the instanton contribution to W k in the gapless phase.
The Gross-Witten-Wadia model
The partition function of the GWW model, at finite matrix dimension N and coupling g, admits the following exact expression [22, 43] 
where I ν (x) is the modified Bessel function of the first kind. The observables we are going to study are the winding Wilson loops whose definition and exact expression read
We remark that the (standard) Wilson loop W 1 can be computed directly from the free energy (2.1) according to the obvious relation
In particular, from the known expansion of the free energy, this implies that
(2.4)
At fixed g and large N, the winding Wilson loops can be computed in terms of the asymptotic distribution ρ(θ) of the eigenvalues e iθ of the U(N) matrix [8] . This gives the result
where P (a,b) n (z) are Jacobi polynomials. Notice that the second derivative of W k has a finite jump at the transition point g = 1. The point g = 1 separates an ungapped phase (g < 1) where the large N eigenvalue distribution ρ(θ) is supported on the whole circle, and a gapped phase (g > 1) where a gap opens in the distribution ρ(θ).
Loop equations for winding Wilson loops
An alternative approach to the large N limit is based on the relation between the GWW model and Yang-Mills theory in two dimensions in the lattice Wilson formulation. One can show that the higher winding Wilson loops obey an algebraic equation at fixed g and large N. This follows from the Migdal-Makeenko loop equation [44, 45] that, after using large N factorization, leads to the following generating function for w n ≡ W n (N → ∞)
Starting with (2.4), the relations (2.6) are equivalent to (2.5). However, it is useful to remark that the relation linking w 2 to w 1 is special being exact even at finite N [47, 48] 4
and is thus an important constraint on the computations. Actually, the exact relation (2.7) may be generalized to higher winding loops by inspecting the loop equations at specific low windings. Using, for instance, the results of [49] it is easy to prove the next two exact 
Structure of 1/N and non-perturbative corrections
The free energy of the GWW model admits the large N genus expansion
where F inst (N, g) are instanton contributions exponentially suppressed at large N. The genus expansion coefficients F (g) are trivial in the ungapped phase
Instead, in the gapped phase, all coefficients F (g) are non zero. They start with 11) and, for ≥ 2, may be written in the general form 12) where the coefficients c ( ) n may be systematically computed at higher genus by solving the pre-string equation governing the partition function [42, 26, 25] as discussed in details in [31] . The non perturbative part F inst (g) in (2.9) is non trivial in both phases. Its detailed structure as well as the relation with resummation of the genus expansions have been fully elucidated in [31] .
In the case of winding Wilson loops, the recent results of [36] suggest that we can write again a decomposition similar to (2.9)
where the genus expansion correcting (2.4) and (2.5) is non trivial in the gapped phase. The instanton contribution is present in both phases and takes the general form
where the instanton action is 15) and the exponential prefactor comes together with an infinite perturbative tail factor associated with the coefficients W ( ) k,n . In the following sections, we shall first focus on the gapped phase and discuss how to derive analytically the perturbative contributions W k, (g) in (2.13) at high genus. Later, we shall address the computation of the coefficients W ( ) k,n in the non-perturbative contribution focusing on the ungapped case where this is the only non trivial correction to the winding Wilson loops at large N.
High genus expansion in the gapped phase
In order to clarify the motivations of our analysis, let us start by remarking that from the relation (2.3) and the known expansion of the free energy, we obtain the exact expansion of W pert 1 in the gapped phase
For the winding loops, the results of [36] -denoted below by a tilde -are based on a numerical fitting procedure and in the case of W 2 and W 3 they read
Similar expansions at genus two are also provided for the higher winding Wilson loops. The expression W 2 is not compatible with the exact relation (2.7). Indeed, that relation implies, using the expansion (3.1), the result
that differs from the first of (3.2) at the N −6 level. For this reason, it seems important to compute analytically the expansions of W pert k in order to test the numerical fitting in [36] . An analysis of the instanton corrections in the gapped phase will be addressed later in Sec. (4).
Genus expansion of the one-cut resolvent
The solution of the loop equations for all winding loops W k at a given genus order may be achieved by resolvent techniques. The GWW model can be mapped to a non-polynomial hermitian matrix model according to the results of [38] . In particular, the gapped phase of the GWW model is associated with a (symmetric) one-cut resolvent. For a general hermitian matrix model, there exists a systematic iterative scheme for the resolvent calculation with explicit results up to genus two [37] . 5 We briefly discuss the method and then apply to the GWW model at genus five. The resolvent of the GWW model is defined by the expectation value 4) and the values of W k can be read from its large t expansion. We shall exploit the relation
where ω(z) is the resolvent of a hermitian matrix model in terms of
The relation between the GWW partition function and that of the hermitian matrix model is simply
5 Further discussion and details can be found in [50, 51] .
According to [37] , we also introduce the 2-point (connected) resolvent
Both ω(z) and ω(z, z ) admit a genus expansion
The first Makeenko loop equation for the hermitian matrix model reads [52] dζ
where the integral is along a simple positive curve enclosing all singularities of ω(ζ). The genus expansion of (3.10) reads
where K is a suitable integral linear operator and the loop insertion derivative δ/δV has a complicated but explicit expression that can be found in [37] . The iterative solution of (3.11) starts by expressing the resolvent as 12) where the functions χ ±(n) (z) are explicit eigenfunctions of K that can be given explicitly and depend on the potential V through the so-called moments (k ≥ 1)
where x, y are the real endpoints of the resolvent cut [y, x] ⊂ R. Plugging (3.12) in (3.11), we can determine the constants A ±(n) g and thus the resolvent. The lowest order results are the genus expansion of the resolvent, see (3.9) , and expanding at large t, one obtains the genus expansion of all winding Wilson loops. We pushed the calculation extending the list in (3.14) up to genus 5. 6 The standard Wilson loop W 1 reads 
The rather unwieldy expressions of the coefficients in (3.12) and of the resolvent are available under request. 7 It is instructive to insert this expansion into the large N relation (2.6). As expected, the 1/N 2 terms do not cancel due to non-factorization corrections to the loop equations. 8 Notice that the 1/N 4 contribution in W 5 is different from [36] . Notice that the expansions for W 3 and W 4 are in full agreement with (2.8).
The advantage of the resolvent method is that the fixed genus corrections to all W k are obtained altogether in one shot. However, pushing the calculation at higher genus becomes more and more cumbersome. Besides, in the ungapped phase, the use of this approach to compute the non-perturbative instanton corrections is quite involved, see for instance [51] . In the next section, we discuss a different complementary strategy. Its complexity increases with k, but -at fixed k -it easily generates the full 1/N expansion with minor effort. It will be later extended to capture instanton corrections following the ideas put forward in [31] .
As a final comment about the methods presented in this section, we remark that the 2-point generating function (3.8) is a byproduct of the resolvent calculation. This may be exploited to get expansions for other observables involving product of traces of powers of U, like those appearing in the study of Wilson loops in small representations.
The Periwal-Shevitz recursion for the GWW model coupled to sources
Let us change variables and introduce the (string) coupling g s = 1/(N g) to trade the matrix dimension N. We can consider the partition function
for a generic potential V(z). The idea is simply to couple the GWW model to suitable sources in order to generalize the relation (2.3) to higher winding. To this aim we consider 20) and extract the winding Wilson loop W k from
The point is that (3.19) may be treated in full generality by using the method of orthogonal polynomials developed in [39, 40] and extended to unitary models in [25] . To remind the basic facts, one introduces monic polynomials p n (z) = z n + · · · that are orthogonal with respect to the circle measure dµ
Quite generally, it can be shown that the polynomials p n (z) obey the functional recursion
The normalizations h n , cf. (3.22), and their ratios r n = h n /h n−1 , determine the exact partition function in (3.19)
It is convenient to introduce t = 1/g = N g s and write the free energy as 9
We remark that the quantity h 0 = dµ is a non-trivial function of ρ. The other relevant quantities r n obey a recursion that depends on V. Defining for convenience s 2 n = 1 − f 2 n = r n+1 , one can show that the following identity holds
As shown in [26] , the r.h.s. of (3.26) may be evaluated in explicit form by means of the Migdal-Gross operatorial formalism [53, 54] . The result is the remarkable formula 27) where, in the square bracket, we replace the non-commutative formal expansions 28) and the S operation brings the powers u k to the left using the commutation relations
After this procedure, we simply pick the residue in u and make commutative theproduct. For the potentials V(z) = z k /2 with k = 1, 2 we obtain the known recursions, see [25] ,
Higher k may be worked out algorithmically according to the above rules. For instance, for k = 3, relevant to the computation of W 3 , we get the 26-term recursion
The longer k = 4 case is reported in App. (B).
Continuum limit and large N expansion
According to [31] , whose notation we adopt, we can make the following replacements at large N g s n → z, r n−1 → R(z, g s ). 
Higher k recursion as in (3.30) and (3.31) are treated in the same way and lead to structurally similar equations. An important remark is that in the potential (3.20) the additional ρ-dependent source term comes with an explicit g s factor making a perturbative treatment (in both g s and ρ) feasible. The large N expansion of the free energy is achieved by standard methods, see the clean exposition in [31] . We can rewrite (3.26) in the form
A consequence of (3.34) is (3.35) which is equivalent to
Notice that (3.35) and (3.36) are weaker than (3.34) since they determine essentially F and miss a linear contribution in t. In our context this is bad since the coefficients of this linear part may and do depend on ρ forcing us to use (3.34) with the non-trivial ρ dependent contribution from h 0 . 10 In the gapped phase we are considering, the function R has a regular expansion in powers of g s plus non perturbative contributions. The perturbative part 11 is thus
The coefficients R may be expanded and computed at first order in ρ
The ρ independent part R ,0 (z) is well-known, see again [31] , and is non zero only for even . The first terms read
and so on. For the k = 2 and k = 3 Wilson loops we get respectively 10 In the later study of non-perturbative corrections this will not be an issue since an algebraic contribution to F cannot mix with a non-perturbative one. 11 For ease of notation we do not emphasize that we are dealing with the perturbative part of R and use
The part of log h 0 that is linear in ρ is 12 ∂ ρ log h 0 ρ=0 = 1 2 42) and may be easily expanded at small g s . Replacing in the general formula (3.34) the explicit coefficients R (z) appearing in (3.37), we fully reproduce the genus 5 expansion obtained with the resolvent method. 13 The advantage of this procedure is that the functional equation (3.33) -or similar for higher k -may be easily and systematically expanded in g s at any desired order by minor effort thus generating the full 1/N genus expansion.
Analytical bootstrap from finite N data
To conclude our discussion of the perturbative genus expansion in the gapped phase, we present an analytical bootstrap method that quite efficiently exploits finite N data to general long 1/N series for the winding Wilson loops W k . This is a sort of educated trick whose great advantage is computational simplicity and flexibility. Indeed, it can be applied to more general observables like generic Wilson loops in higher "small" representations.
The long genus expansions that we have provided in, e.g. (3.17) and (3.18) , allow to identify strong regularities in how the coefficients W k, (g) in (2.13) depend on g. These regularities were first postulated in [40] for the hermitian matrix models and may be observed in the GWW model as well. As a warm-up, consider for instance the expansion of W pert 1 in (3.15). It apparently takes the form
Since we are in the gapped phase, it makes sense to expand at large g, and this gives the re-organized expansion
The simple observation is that each power of 1/g receives contributions from a finite number of terms coming from the 1/N expansion. This implies that it is possible to match them with the large g expansion of the exact Wilson loop at finite N. This is easily obtained by replacing in (2.1) or (2.2) the modified Bessel function by its asymptotic expansion at large argument
(3.45) 12 We normalize h 0 by its value at g s = 0. 13 We recall the small g s expansion reconstruct the large N expansion. Besides, t = 1/g in (3.34).
After this replacement, all exponential factors cancel and we get an (asymptotic) series in 1/g whose coefficients depend on N. Some explicit examples are and so on. Of course, the calculation leading to (3.46) is easy and fully straightforward using any computer algebra system. Any of the above expansions may be compared with (3.44) and this gives immediately c 2,0 = −9/128. In a similar way, the coefficient of 1/g 6 gives c 3,1 = −225/1024 and so on. It goes without saying that these values agree with the previous expansions. If needed, one may add the information from different N to obtain further constraints. To see a less trivial example, consider the expansion of W pert 3 . From inspection of (3.17), our Ansatz is now
Expansion of (3.47) at large g reads
Explicit expansion of W 3 at (small !) N = 2, 3 gives and so on for higher k. As a check, this long expansions respect the exact constraints (2.8).
The flexibility of the method can be appreciated by considering different observables related to winding Wilson loops and possessing a regular large N expansion like, for instance, the multi-trace expectation values
Just to give an example, let us consider
The first term in the r.h.s. may be expressed as a difference of Wilson loops in definite representations labeled as usual by their Young tableau
The Wilson loop for the representation λ is given by
As before, we compare this Ansatz with the N = 3, 4, 5, 6 large g expansion of the exact W 1,2 (N, g) and we quickly find Unfortunately, there is no such a trick available for the study of the instanton corrections in any of the two phases. So, the moral of this section is that the genus expansion in the gapped phase is somewhat an easy piece. Nevertheless, we have to keep in mind that the starting point is an educated guess for the g dependence of the coefficients in (2.13), see (3.43,3.47, 3.57) . Such expressions should be proved rigorously or, at least, formulated from a large set of data points like those provided by the analytical algorithms discussed in Sec. 
Instanton corrections in the gapless phase
In this section, we discuss how the method proposed in Sec. (3.2) may be applied to compute the instanton contribution W inst k in (2.14). The basic idea has been put forward in [31] . We study the gapless phase as an explicit example. This is particularly interesting because the perturbative corrections are trivial. 14 
Instanton corrections from the Perival-Shevitz recursion: Free energy
As a warm-up and to recall the basic ideas, let us begin with the free energy without sources coupled to U k terms. In the gapless phase, the Wilson loops W k>1 have zero perturbative part and a non trivial sum of instanton contributions. Let us consider the continuum limit of the Periwal-Shevitz recursion for k = 1, see (3.33) , and write
where the -instanton contribution R ( ) (z, g s ) is written as a trans-series Ansatz
The leading order provides (twice) the instanton action
For the leading contribution = 1, we readily compute the expansion functions in (4.2)
Plugging these in (4.2) and using (3.36) we obtain the free energy. Finally, using the relation (2.3) with the constant C fixed in [36] , 15 we get the leading instanton contribution to W inst 1 that may be written as
4 14 This implies that we shall be able to test numerically the derived expansions in a rather clean way. 15 This is clearly an important issue. In general, the trans-series Ansatz (4.1) contains the free parameter C, cf. (4.1) This may be fixed by a careful comparison with the double scaling limit of the matrix model, see for instance the nice computation in App. C of [36] . We shall adopt the choice of C in that reference for all W k . We have checked numerically at high precision its correctness in all considered cases. Notice that this is rigorous for the cases in (2.8 where the 1-instanton action S(g) has been defined in (2.15).
Instanton corrections to winding Wilson loops
For a winding loop the procedure is completely similar. We start with the k-th PeriwalShevitz recursion and work out the R n coefficients at first order in the source ρ. loop reads The fact that (4.1) starts with R = 1 + . . . has an important consequence. At the leading instanton level, the only terms in the k-th Periwal-Shevitz recursion that play a role are those linear in f , i.e. the pair f n+k + f n−k , see (3.30), (3.31) and (B.1). This means that we can work out the procedure illustrated in Sec. (4.2) parametrically in k. This is a major simplification given the growing complexity of the recursion with increasing k At leading order in the g s expansion, we obtain
From this expression, a straightforward calculation gives the generalization of the leading term in (4.5,A.3,4.8) to all k. It reads
where U n (x) are Chebyshev polynomials of the second kind. 16 The compact relation (4.10) can be checked against (2.6). Indeed, at the leading instanton level we can simply replace
and we get 12) which is indeed equivalent to (4.10) using the generating function of Chebyshev polynomials. The reason why we can use (2.6) is once again that subleading corrections to large N factorization do not affect the leading term in (4.10).
Further corrections in 1/N to (4.10) can also be worked out starting the perturbative machinery from the initial seed (4.9). Remarkably, this may be done for a generic even k and continued to odd k. After some tedious manipulation, the general expression for the first two corrections to (4.10) is in full generality 17
16 Useful relations for the Chebyshev polynomials that can be used for 0 < g < 1 are
. 17 The drastic simplification of the Periwal-Shevitz recursion at leading instanton order also means that it can be solved in closed form in terms of the Debye expansion of Bessel functions, as illustrated in App. C of [36] for the k = 1 recursion relevant for the GWW free energy. We do not pursue this remark because the observable Wilson loops still require the inversion of (3.36) . This gives terms like those in (4.13) but not in explicit closed form. The 1/N correction automatically agrees with the result derived in App. (A) where we fixed the ρ part of the Stokes factor C by a numerical calculation. Here, it is given automatically from the (trivial) continuation of (4.13) from even k to odd k. Once again, the expansion (4.14) is in full agreement with (2. that we checked numerically agains the exact value of W 5 with the expected numerical accuracy ( the difference goes to zero as N −3 for a generic fixed g).
Conclusions
In this paper, we reconsidered the large N expansion of the Gross-Witten-Wadia matrix model and, in particular, of the winding Wilson loops W k = 1 N trU k . The motivation of our analysis was to test recent numerical results about these expansions. We have presented various analytical algorithms that are able to accurately compute both the perturbative and instanton corrections in the gapless and gapped phases of the GWW model. All the derived expansions are in full agreement with the Schwinger-Dyson prediction when available.
These tools also apply to the treatment of Wilson loops in small representation where the number of boxes of the associated Young tableau is small compared to N. In principle, they may be useful to discuss the more interesting cases of large representations where the number of boxes grows ∼ N, such those relevant for the study of k-strings, see for instance [55] , or giant Wilson loops [56] . This seems particularly feasible for the instanton corrections. Indeed, the complexity of the Periwal-Shevitz recursion increases with k, but most of its terms simply do not enter such calculation, as we explained in the text. For instance, one of our main results is the accurate expansion (4.13) that is fully parametrical in k and may be the starting point for such investigations. Finally, it could be interesting to study the double scaling limit of the winding Wilson loops starting from their computation in terms of the modified Periwal-Shevitz recursion. on 0 < g < 1 as a consistency check. We show this procedure in Fig. (2) . We computed the exact W 3 (N, g) at high precision (400 digits) for N = 50, . . . , 250 at the three values g = 0.2 (black), 0.3 (blue), 0.6 (red). Extrapolation to N → ∞ is fully consistent with ξ = −6 with high precision (the relative error is ∼ 10 −6 ). As explained in Sec. (4.3), these difficulties and cumbersome procedure can be automatically overcome starting from expressions valid for generic even k and continuing to odd k thus providing a fully analytic result that can be extended to higher 1/N accuracy in algorithmic way. Of course, in the specific case of W 3 , the exact result (2.8) is fully reproduced.
B Periwal-Shevitz recursion relation for W 4
The k = 4 case of the recursion (3.27) is k = 4, g s (n + 1) f n = −2(1 − f 
