Medical journals now require point estimates and confidence intervals in addition to p values.' Statistics with Confidence provides advice on calculating confidence intervals for many types of data2 but not for ordered categorical data. Nevertheless, as much as 20% of reported medical research produces data in ordered categories.3 The Apgar score, the Glasgow coma scale, quality of life and severity of illness indexes, and several methods for staging tumours and grading the severity of disorders such as congestive heart failure are some of the many methods used in clinical medicine which produce data in ordered categories.4 Moreover, current interest in quality assurance in hospitals is likely to result in an increase in the use of methods which produce data in ordered categories.5 Finally, it is often useful to place continuous data in ordered categories as the resulting tabulations aid in their interpretation.
proportions.'2 Thus one could use the scores -3, -2, -1, 0, 1, and 2 for the categories "death" to "considerable improvement" and test whether the proportion of subjects in the treatment group increases in successively better outcome categories. By this method x2= with one degree of freedom, close to that calculated from the rank sum test, and so the conclusion is the same. With an appropriate choice of scores the rank and score methods are in fact equivalent. 12 These are appropriate methods for testing the hypothesis that there are no differences in the response patterns between the two groups, but they do not provide estimates of the magnitude of the differences. This problem has been the subject of several recent studies."'"6 A rank sum estimator (b) and a generalisation of the odds ratio (a) can be used to obtain point estimates and confidence intervals for the extent to which the responses in one group are better than the other.
POINT ESTIMATORS
The rank sum estimator (5) The raAk sum estimator (6)I7 is calculated as follows:
8=(average rank for treatment group-average rank for control group)/(average number ofobservations per group). The calculation of ranks proceeds as follows. Suppose that all observations from both groups are numbered from 1 to 107 so that observations in category 1 have the numbers from 1 to 18, those in category 2 from 19 to 30 and so on. The median of the numbers for category 1 is 9 5 and this is the rank for category 1 (more simply, the rank is the average of the smallest and largest numbers for the category). Similarly, the rank for category 2 is 24 5. Table II shows the ranks for each category. All observations in each category have the same rank.
The rank total for the treatment group is (4x9 x 5) + (6 x 24 5)+(5 x 39)+(2 x 50)+(10x64)+(28 x91 -5)= 3682 and its average is 3682/55=66 945. The rank total for the control group is (14x9-5)+(6x24 5)+ (12x39)+(3x50)+(13x64)+(4x915)=2096 and its average is 2096/52=40 308. The average number in the. groups is (55+52)/2=53-5. Therefore b=(66-945-40 308)/53 5 =0498. This estimator is a measure of the difference between the two groups. If all the observations in the treatment group are larger than any in the control group, 6 has a value of 1; and if all the control group observations are larger than the treatment group observations its value is -1; if they have similar rankings its value is 0. If the data are ranked from the largest to smallest instead of having the smallest first 6 has the same value but its sign is reversed. In these respects it behaves like a correlation coefficient. It can, however, also be interpreted in terms of probabilities.
If the treatment group contains Na observations and the control group has Nb observations, there are NaxNb ways in which a treatment group observation can be compared with a control group observation. Thus there are (28x 13)+(28x 3)+ ... +(6x 14)= 1942 comparisons where a treatment group result is better than a control group result and there are (4x1O)+ (4x 2)+ ... +(6x4)=5 18 comparisons where a control group result is better than a treatment group result. In (28 x 4) + (l0 x 13) + . . . + (4 x 14) =400 comparisons the treatment and control group results are in the same categories. The total number of comparisons is 2860 or 55x52 as expected. The probability of a treatment group result being better than a control group result is 1942/2860=0-679 and of a control group result being better than a treatment group result 518/2860=0-181. The difference in these probabilities is 0-498. This is the same result as that obtained using the rank formula for 6. Thus it is also a generalisation of the familiar difference in proportions for two outcome data to data in ordered categories. This estimator was originally described by Somers, who applied it to ordered data in contingency tables. 18 When there are two study groups 6 and Somers's estimator are equivalent.
The generalised odds ratio (a)
Calculation of the generalised odds ratio (a) proceeds as follows.
Let P be the probability that a patient in the treatment group has a better outcome than a patient in the control group and Q be the probability that a patient in the treatment group has a worse outcome than a control. Then P=0-679 and Q=0-181. The generalised odds ratio (a), which has been described by Agresti,'9 is the ratio of these probabilities (P/Q). Thus a=0 679/0 181-3-75.
CONFIDENCE INTERVALS
The usual method for calculating 95% confidence intervals, which involves adding to and subtracting from the value of the point estimate 
natural to use the data values in the study sample for this purpose and this is essentially how bootstrapping works. It provides a general way for calculating approximate confidence intervals in many situations where the sampling distribution of the estimator is not normal or formulas for calculating standard errors are either complicated or unavailable. Efron and Tibshirani6 and Noreen7 have described the process in detail, and Morton and Dobson20 have applied the method to measures of agreement which have non-normal sampling distributions.
The method can be illustrated using the data given in table I. To obtain a bootstrap sample random numbers are used to allocate the sample of 55 observations from the treatment group randomly to the various outcome categories. Similarly, the 52 observations in the control group are randomly allocated to the outcome categories. This sampling is done "with replacement" so that only the totals for each group are fixed and the numbers in the categories vary. The sampling is done independently for each group. It produces samples such as those shown in tables III-V.
Samples produced by bootstrapping-using random numbers to allocate the 55 observations in the treatment group and 52 in the control group to each category As well as providing a measure of the difference in the mean ranks of the two groups on a scale ranging from -1 to 1, 6 describes the probability that an observation in the treatment group will be larger than an observation in the control group minus the probability that an observation in the control group will be larger than an observation in the treatment group. It thus generalises the difference in two independent proportions to data which are in ordered categories. In addition, a is a measure of the ratio of these probabilities and it thus generalises the odds ratio to data which are in ordered categories. Finally, these estimators correspond to the rank sum test and their confidence intervals agree well with that test-that is, when the significance level of the test is less than 0-05 the confidence interval for b usually does not include 0 and the confidence interval for a usually does not include 1. Halperin et al describe 6 in a slightly different manner which is closely related to the Mann-Whitney test.'6 Their estimator (MW) is P+T/2 where P is the probability that a treatment group result will be greater than a control group result and T is the probability that the two group results will be tied. Since the total number ofways that the observations in the two groups can be compared is P+Q+T (where Q is the probability that a control group result will be greater than a treatment group result), MW and 8 are related by MW=(6+ 1)/2. Thus when there is no difference between the two groups b will be 0 and MW will be 0* 5. Although the two estimators are equivalent, MW may be useful-for example, in a clinical trial to give the probability that a patient would do better on the new treatment.
There may be concern that a computer intensive method such as bootstrapping could deter many potential users. Clinicians now use computers freely, however, and many are prepared to submit their data to analysis by one of the large statistical packages that are readily available. In some cases these data may be analysed by methods which may not be the most appropriate. The bootstrap method has some advantages in that it simulates the idea ofconfidence intervals (making inferences from repeated samples from population) while using the observed data values to perform this process. Moreover, it does not depend on the data having a particular distribution or structure, thus making it relatively safe to use. A possible disadvantage is that repeating the analysis may produce a slightly different result each time; in most cases, however, the difference will be negligible. Finally, the use of two correction factors will usually improve the bootstrap approximation.6 These are mathematically complex but can be incorporated into a computer program without difficulty.
Brittle nails at any age in a person in excellent health are usually due to external causes. Excessive exposure to solvents, detergents, and soaps may weaken the nails, especially the ends, producing splitting and softening of the whole nail but particularly the ends, and a condition known as lamellar onycholysis may develop. Ridging of the fingernails may be transverse or longitudinal. Transverse ridging is known as Beau's lines and develops as a result of a systemic upset, either a severe infection or an operation, in which nail growth is temporarily impaired, so that a groove and ridge develop, often across all the fingernails. Multiple longitudinal ridging is due to an irregularity of growth of the nail under the nailfold and is constitutional and often more pronounced in the elderly, but a single groove running the length of one nail may be produced by a tumour under the nailfold.
Brittle nails will regain their normal strength if the causative external agents are avoided, so this means less wet work, less detergent in the washing up -water, and avoiding contact with solvents. If the brittleness persists lotions containing formalin applied to the nail daily for a few weeks will harden the nails, but care should be taken to stop such lotions getting on to the skin to avoid an irritant and even an allergic contact eczema.
Beau's lines will grow out with the normal growth of the nail, though if the groove is deep enough the nail may break off. Longitudinal ridging is not amenable to treatment, though its severity will vary spontaneously from time to time. -ALAN B SHRANK, consultant dermatologist, Shrewsbury
