This article presents a meta-analysis of studies investigating the effectiveness of the Mantel-Haenszel (MH) procedure when used to detect differential item functioning (DIF). Studies were located electronically in the main databases, representing the codification of 3,774 different simulation conditions, 1,865 related to Type I error and 1,909 to statistical power. The homogeneity of effect-size distributions was assessed by the Q statistic. The extremely high heterogeneity in both error rates (I 2 ϭ 94.70) and power (I 2 ϭ 99.29), due to the fact that numerous studies test the procedure in extreme conditions, means that the main interest of the results lies in explaining the variability in detection rates. One-way analysis of variance was used to determine the effects of each variable on detection rates, showing that the MH test was more effective when purification procedures were used, when the data fitted the Rasch model, when test contamination was below 20%, and with sample sizes above 500. The results imply a series of recommendations for practitioners who wish to study DIF with the MH test. A limitation, one inherent to all meta-analyses, is that not all the possible moderator variables, or the levels of variables, have been explored. This serves to remind us of certain gaps in the scientific literature (i.e., regarding the direction of DIF or variances in ability distribution) and is an aspect that methodologists should consider in future simulation studies.
Standardized measurement instruments or tests have become an indispensable tool in psychological and educational assessment. In addition to being used to operationalize constructs such as attitudes, skills, or aptitudes and to facilitate diagnostic decision making, they also offer a framework for conducting cross-cultural studies. Therefore, it is essential that the professionals who employ such tests ensure that they provide objective measurements, that is, that they guarantee identical results in subjects with the same level of the measured attribute and that they are not affected by variables of no relevance as regards what the test seeks to measure (e.g., race, sex, socioeconomic level, cultural background, or linguistic level). If an item's statistical properties vary according to the groups under study, when these are matched on the attribute measured by the test, then the item in question is said to show differential item functioning (DIF).
In DIF detection, the objective is to show the measurement invariance of the item over populations defined by group variables that are assumed to be statistically independent of the observable random variable that is intended to be a measure of a latent random variable. Millsap and Meredith (1992) defined measurement invariance if and only if P(Y|W ϭ w, V ϭ v) ϭ P(Y|W ϭ w), where P(.) denotes probability; Y is an observable random variable that is intended to be a measure of, or systematically related to, an unobserved or latent random variable W; and V is an observable random variable that defines multiple populations of persons according to their values. In general terms, measurement invariance refers to the equivalent measurement of a construct or set of constructs in two or more groups or over time when the same instrument is applied (Bauer, 2005) , it being possible to use factor analysis to assess measurement equivalence (Meredith, 1993; Widaman & Reise, 1997; Wu, Li, & Zumbo, 2007) . In the DIF field, the term focal group (F) is used to define the set of individuals, generally a minority, that represents the focus of interest of the study. By contrast, the term reference group (R), generally a majority, refers to a group of subjects with respect to which the focal group is compared. Various statistical procedures have been proposed for detecting DIF (Camilli, 2006; Millsap & Everson, 1993; Osterlind & Everson, 2009; Potenza & Dorans, 1995; Roussos & Stout, 2004; Zumbo, 2007a Zumbo, , 2007b , and the relative efficacy of each one has been analyzed under different conditions by means of simulation studies. One of the most widely studied procedures is the Mantel-Haenszel (MH) statistic (Mantel & Haenszel, 1959 ) and its various extensions and variants, as they are relatively easy to calculate and do not require overly large sample sizes. Furthermore, there are tests of statistical significance and measures of effect size that can be applied to these procedures. As a result, they have been extensively used as a method for detecting DIF (Monahan & Ankenmann, 2005; Teresi, 2006b; Wang & Su, 2004) and have been adopted as the technique of choice by the Educational Testing Service (ETS), a reference organization in this area of knowledge.
Detection of DIF by Means of MH
Although the MH statistic was developed toward the end of the 1950s, almost three decades were to pass before Holland and Thayer (1988) adapted the procedure as a technique for detecting DIF in dichotomous items. This technique compares the performance of an item in both Group R and Group F through the different trait or ability levels of the matching variable. It is assumed that on each one of these levels, the individuals of both groups are comparable, and thus, if an item shows no DIF, their performance on it would be equivalent, that is, they would have the same probability of a correct response for all trait levels. When applying this DIF technique, the observed score on the test is usually established as the matching variable. When test items fit the Rasch model, then the total test score is a sufficient statistic for an ability measure, and in these cases, DIF detection under item response theory is equivalent to DIF detection using the MH procedure. However, the fact that the data fit a two-parameter or three-parameter item response model does not necessarily imply that examinees ordered by total observed score will also be ordered on the expected value of the latent trait (OEL). Thus, when the matching criterion is an observed total score, OEL violation produces an increase in Type I error rates when detecting DIF (DeMars, 2008) . On the other hand, if the test contains any item with DIF, the total test score will be contaminated (unless some favor the R group and some the F group, and they balance out), and it will probably be adequate in terms of establishing the different levels for subject comparison. Consequently, DIF detection techniques have applied purification procedures that, in two stages or iteratively, remove from the matching criterion those items that have been identified as functioning differentially. For the MH specifically, Holland and Thayer (1988) proposed a two-stage variant of its statistic, whereby, after identifying the items with DIF, the MH procedure is applied again but this time excluding from the matching variable those items identified as showing DIF in the first estimation.
To analyze differential functioning in an item by means of the MH, examinees are divided into j ability levels, typically based on their test scores. The standard MH procedure then requires the construction of as many 2 ϫ 2 contingency tables-that is, (groups to be compared, R and F) ϫ (item response levels, 0 and 1)-as the number of j levels into which the matching variable has been divided. The 2 ϫ 2 contingency table for an item at ability level j is shown in Table 1 , where n R1j and n R0j denote the number of examinees at the jth ability level who belong to the R group and who answered the item correctly (1) and incorrectly (0), respectively. Similarly, n F1j and n F0j refer to the same information but in the F group. N ..j is the total number of subjects at the jth level of the matching variable, and N R.j and N F.j indicate the total number of subjects at the jth level for the R and F groups, respectively. Finally, N .1j and N .0j refer to the proportion of subjects who answered correctly and incorrectly at the jth level of the matching variable.
The null hypothesis of no DIF postulates that the probability of responding correctly to a given item at ability level j is the same for both the reference and focal groups, whereas the alternative hypothesis (DIF present) states that this probability is different. These hypotheses are normally operationalized in terms of the odds ratio (␣ MH ), which is defined as
and which may take values from 0 to infinity.
In terms of the odds ratio, the null hypothesis would be represented by an ␣ MH value of 1, whereas the alternative hypothesis would yield an ␣ MH different from 1. If ␣ MH is greater than 1, this would indicate that the R group is more likely to respond correctly to the item than is the F group; by contrast, a value below 1 indicates that the F group has an advantage over the R group.
The statistic used to test this hypothesis is given by
, where E(n R1j ), the expected value of n R1j , is given by
N ..j , and its corresponding variance by
This statistic follows a chi-square distribution with one degree of freedom.
The Integration of Findings From Simulation Studies
According to standards for the use of tests (American Psychological Association, American Educational Research Association, & National Center for Measurement in Education, 1999), there is a need to ensure that psychometric properties remain invariant each time a test is used in a new way. Consequently, the identification of items with DIF is an important part of the process by which tests are adapted or applied to groups of subjects from different cultures or to special populations. It is therefore essential to determine, on the basis of data simulation, how DIF detection procedures function and the conditions under which they offer This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
both an effective control of the Type I error rate (i.e., rejecting the null hypothesis when it is true) and adequate statistical power (i.e., rejecting the null hypothesis when it is false). 1 As regards the MH procedure, numerous studies have analyzed its Type I error and correct identification rates under different application conditions. These studies have evaluated the effect of different variables (e.g., a parameter value or number of test items) on the rate of false positives and correct identifications by manipulating various levels of the variable of interest and then analyzing the changes produced in these detection rates. Since different levels and variables, representing various simulation conditions, are used in each study, it can be difficult to integrate the results and draw general conclusions regarding the functioning of this technique.
Some theoretical studies (Dorans & Holland, 1993; Millsap & Everson, 1993; Teresi, 2006a) have taken a narrative approach to these results, thus adding valuable information about the performance of the MH across a sample of simulation studies. As a complement to narrative reviews, meta-analytic procedures offer a new perspective and may provide more objective and differentiated conclusions with respect to the variables that moderate the functioning of this method. These procedures have already been applied in studies using simulated data in order to synthesize research on different statistical tests (e.g., Harwell, 1992 Harwell, , 2003 Harwell, Rubinstein, Hayes, & Olds, 1992; Hoogland & Boomsma, 1998; Keselman, Lix, & Keselman, 1996; Powell & Schafer, 2001 ), but they have yet to be applied to techniques for detecting DIF.
Goals of the Present Study
In line with Harwell's (1992) arguments regarding simulation studies in general, the main contributions of meta-analysis to the study of DIF procedures are (a) to assist researchers in deciding whether particular tests are appropriate for their data, (b) to enable the validity of published results involving those procedures to be evaluated, and (c) to point out gaps in the methodological literature and suggest future simulation studies. To the best of our knowledge, no studies have yet provided an in-depth quantitative summary of simulation studies that use the MH procedure to detect DIF. Consequently, this article presents a meta-analysis of the Type I error rate and statistical power shown by the MH procedure when used to detect DIF, the aim being to obtain more extensive knowledge about this technique and to identify the variables that contribute to variation in Type I error rates and statistical power. This quantitative synthesis of simulation studies involving the MH, coupled with an examination of the test's variability, will provide useful information at both the methodological and applied levels by informing future simulation studies and helping to optimize the technique.
Method

Identification of Documents
Studies were located electronically in February 2012 in the following databases: Medline, Eric, PsycINFO, Sciences Citation Index Expanded, Social Sciences Citation Index, and Arts and Humanities Citation Index. The search strategy used was based on the following terms: ("differential item functioning" or DIF) and (" Mantel-Haenszel" or MH) .
Given the purpose of the present research, the search was limited to studies that (a) used simulated data, (b) used the standard MH procedure with dichotomous items for detecting DIF, (c) were focused on the Type I error rate and/or statistical power, (d) used a significance test to determine the detection rate, and (e) presented enough data to obtain the results as frequencies, percentages, or detection rates. Only technical reports or articles published in journals up until 2011 were included. Any documents that did not meet all the criteria were excluded from the study (i.e., theoretical contributions, software proposals, simulated studies concerned with the distribution of the statistic, empirical applications, and, obviously, articles about other detection techniques). In this first phase, 52 documents were retained. However, in addition to documents identified through the electronic search and in order not to omit any research papers, the references of each one of the located papers were also reviewed. In this second phase, three journal articles were added, thus giving a total of 55 original studies that fulfilled the inclusion criteria (40 regarding both Type I error and statistical power, nine solely related to error, and six only related to power).
Moderator Variables
The moderator variables taken into account were those commonly associated with simulation studies of this kind, which consider those variables that may be influencing the error rate or the statistical power of the MH procedure. As regards the study of Type I error, the variables considered can be grouped into three broad categories (see Appendix A). The first category includes all those variables that the investigator knows or sets when designing an empirical study for DIF detection: (a) test length (l), (b) total sample size (s), (c) ratio between reference and focal group sample size (r), (d) purification procedure (p), and (e) alpha level (␣). The second category refers to those variables that the investigator can know by performing certain simple calculations prior to conducting a DIF detection study: (f) model used to simulate data (m); (g) studied item parameters, discrimination (a) and difficulty (b); and (h) amount of impact (i), that is, the mean differences between R and F group ability distributions in terms of standard deviations. Finally, the third category contains those variables that are unknown when designing an empirical study and that can only be known in a simulation study: (i) percentage of items with DIF in the matching criterion, that is, the contamination of the matching variable (y).
In the study of statistical power, we took into account these same moderator variables but also added some specific features to the coding process, as well as other variables that, according to the literature, may moderate the statistical power of the MH (see Appendix A for details); these are located in the category of unknown variables when designing an empirical study. First, it should be noted that the standard MH procedure is designed to detect uniform DIF (i.e., the statistical relationship between item response and group is constant for all levels of a matching variable), and hence, it may lack power when detecting nonuniform DIF (i.e., this relationship is not the same for all levels of the matching variable; Hidalgo & López Pina, 2004; . Nevertheless, some articles do explore its statistical power in detecting both types of DIF, and hence, this variable (labeled t) was also taken into account. Furthermore, some simulation studies (Narayanan & Swaminathan, 1996; Parshall & Miller, 1995) have shown that the amount of DIF may moderate the statistical power of this technique, concluding that with greater amounts of DIF, the proportion of correct identifications is higher. Consequently, the quantity of DIF (q) for the item under study was quantified by determining the area between the item characteristic curves of the item in both groups, using the formulas proposed by Raju (1988) . In those studies that explored the rate of Type I error and the statistical power using the same matching test (taking into account, obviously, that the study of error works with non-DIF items, while that of power assesses items with DIF), the corresponding rate of Type I error was coded.
The possibility of incorporating other moderating variables, such as model fit, variance in ability distributions, or DIF balance between groups (see Appendix B), was also taken into account, but it was decided to include in the analysis only those variables that were directly or indirectly considered in 10 or more articles.
A coding manual was drawn up in which we specified the variables to be coded, as well as their corresponding categories; where necessary, the manual also included complementary information to ensure an adequate coding process (e.g., instructions to maintain independence of effect sizes). To determine the coding accuracy, 10 documents (18.2%) were randomly selected and coded by two investigators. The percentage of agreement was 96.4%, and the data for the remaining documents were extracted by just one coder.
Possible methodological flaws in simulations were analyzed by examining the Type I error rates under those conditions that fulfilled all the assumptions of the MH procedure, that is, the data fitted the Rasch model, equal distributions of group ability, and the matching criterion free of DIF. We checked that, under these conditions, the error rate did not exceed the value of the nominal rate.
Independence of Detection Rates
When using meta-analytic procedures, it is important to maintain independence among the results that one is aiming to integrate. Consequently, for all those studies that analyzed exactly the same data under different conditions (e.g., changing the level of statistical significance and the presence or absence of purification procedures), one of these conditions was selected at random. Additionally, before proceeding, it is important to highlight a number of particular features of the process by which variables were coded: (a) In the event that an original article took into account variables that were not considered by the present research, without altering the assumption of independence, these were coded separately: for example, several focal groups in Penfield (2001) or differences in the standard deviations of ability between Groups R and F in Bolt and Gierl (2006); (b) when an original article presented results combining different variables-for example, Tables 2 and 3 in H. H. Li and Stout (1996) or Tables 3, 4 , 5, and 6 in Monahan and Ankenmann (2005)-and representing duplicated information, the most complete combination was taken into account; and (c) when an original article presented results separately, variable by variable, then one variable was randomly selected: for example, Fidalgo, Mellenbergh, and Muñiz (1999) or Narayanan and Swaminathan (1994) . In addition to these considerations, it should be borne in mind that a study may yield a Type I error rate for a given set of conditions, along with certain power values, corresponding to different characteristics, for the same conditions. In these cases, the whole power values were coded and were assumed to be associated with the same Type I error rate. For example, Fidalgo, Hashimoto, Bartram, and Muñiz (2007) classified the values corresponding to the statistical power in detecting items as A, B, or C, whereas they only presented one error rate associated with these three values.
Data Analysis
In the study of DIF, the Type I error rate is defined as the proportion of items identified as having DIF when they are actually free of DIF, while the statistical power indicates the proportion of items correctly identified as showing DIF.
Meta-analytic procedures (see Cooper, Hedges, & Valentine, 2009 ) were used to integrate the MH literature by quantitatively modeling the variation in the empirical Type I error rate and statistical power as a function of study simulation conditions. Detection rates from the original studies were converted to logits and their corresponding variances were obtained to assign different weights to different simulation conditions. In a second step, after meta-analyzing the data, logits were back-transformed into proportions so as to aid comprehension and interpretation of the results. Mean Type I error rate and statistical power were computed under the fixed-effects model by weighting each effect size by the inverse of its variance. The homogeneity of effect-size distributions was assessed by means of the Q statistic (Hedges & Olkin, 1985) , which approximates to a chi-square distribution with k Ϫ 1 degrees of freedom, where k is the number of Type I error rates or statistical power values. The null hypothesis is that the dispersion of effect sizes around their mean is no greater than that expected from sampling error alone. The rejection of the null hypothesis of homogeneity indicates that there are differences among the effect sizes that have some source other than sampling error, for example, differences associated with different simulation conditions. As a complement to this analysis we also calculated the I 2 statistic, which indicates the proportion of total variation in study estimates that is due to heterogeneity (Higgins & Thompson, 2002) .
Since the original simulation studies used one-way analysis of variance (ANOVA) to determine the effects of each variable on detection rates, the present study used the meta-analytic analogue to ANOVA (Hedges, 1982) in order to analyze differences between moderator categories (e.g., short, moderate, and long tests). This technique provides the between-study homogeneity statistic (Q B ), which reflects the amount of heterogeneity that can be attributed to the moderator variable (e.g., test length), and the within-study homogeneity statistic (Q W ), which indicates the degree of heterogeneity that remains within the category. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
However, although it may well be interesting to test solely the individual effects of the moderator variables, this only provides us with a partial view of what may be happening to detection rates, especially when the variable in question is not able to fully explain the heterogeneity among detection rates. Therefore, in order to explore the combined contribution of the moderators on the variation of Type I error rates and statistical power, a weighted least squares general linear model approach was employed, once again using as a weight the inverse of effect-size variance (Hedges, 1994; Hedges & Olkin, 1985) under the fixed-effects model. This approach provides information about the strength of the relationship between the moderator variables and the Type I error or positive correct detection rates, and it yields the Q R and Q E statistics, where Q R indicates the proportion of variability associated with the model and Q E represents the variability unaccounted for by the model. Despite model misspecification, the squared multiple correlation R 2 , adjusted for the number of predictors, appeared to be a useful index of the explanatory power of a model.
The choice of models to be tested was based on the characteristics that should generally be taken into account in an empirical study designed to detect DIF. Of all the moderator variables considered in the present article, those which are known to the investigator when carrying out an empirical DIF detection study are the number of test items, the sample size, the ratio between the size of R and F, the presence or absence of purification procedures, and the level of significance used (Model 1). Through some additional calculations, the investigator can also determine the model that best fits the data, estimate the discrimination and item difficulty parameters, and quantify the amount of impact. These variables were incorporated into Model 1 in order to obtain Model 2. Finally, the percentage of items with DIF, the type and amount of DIF, and the Type I error rate are variables that remain completely unknown to the investigator in an empirical study, whose purpose is precisely to determine them. These variables were incorporated into Model 2 in order to obtain Model 3, which, in the case of Type I error, only included the percentage of items with DIF, while, in the case of the statistical power, the other three variables were added (i.e., type of DIF, amount of DIF, and Type I error rate). The three models were compared by calculating the change in R 2 (R Change 2 ) by means of an F ratio. All analyses were carried out by means of SPSS Version 15 (SPSS, 1989 (SPSS, -2006 , MeanES, MetaF, and MetaReg macros for SPSS (Lipsey & Wilson, 2001) , and using a 95% confidence interval (95% CI).
Results
In the reference list, those documents related to Type I error are marked with an asterisk, while those focused on statistical power are marked with two asterisks. In total, these studies represented the codification of 3,774 different simulation conditions, 1,865 related to Type I error and 1,909 to statistical power.
Type I Error Rate of the MH
Descriptive data. A total of 49 original studies examined the Type I error rate, representing 1,865 simulation conditions. Complete data were presented for 1,805 of these conditions, which were those included in the following analyses. Most studies used the three-parameter logistic model (74.3%) and mixed values for both the discrimination (54.4%) and difficulty (67.5%) parameters of the items under study. Test lengths ranged between four and 180 items, although most of them (56.2%) were fixed at values between 20 and 40. In 56.7% of the conditions, the percentage of items with DIF in the matching criterion was established at 0, since the main objective was to study the rate of false positives. Furthermore, in 73.1% of the conditions, the ratio between the size of the reference and focal groups was 1. In relation to total sample size, most (44.2%) were between 500 and 1,000, generally 500 for R and 500 for F. Impact was present in slightly more than 50% of the simulation conditions, and in most cases, the mean of the F group was one unit above or below the mean of the R group. Finally, purification procedures were utilized in 31.4% of the simulation conditions, with the alpha level being almost always set (93.8%) at .05.
The Type I error rate met Bradley's (1978) stringent criterion (error Ͻ .055, logit Ͻ Ϫ2.844) in 1,056 simulation conditions and the moderate criterion (.055 Յ error Ͻ .060, Ϫ2.844 Յ logit Ͻ Ϫ2.751) in 57 conditions. However, in 204 simulation conditions, the rate violated the moderate but met the liberal criterion (.060 Յ error Ͻ .075, Ϫ2.751 Յ logit Ͻ Ϫ2.512). Overall, therefore, the Type I error rate was controlled in 1,317 (73.0%) simulation conditions and inflated in 488 (27.0%) conditions. The mean Type I error rate was .083 (95% CI [.082, .084]), and the homogeneity test was statistically significant, Q(1804) ϭ 34,047.35, p Ͻ .05, I 2 ϭ 94.70. This high heterogeneity in error rates is due to the characteristics of simulation conditions; generally speaking, a simulation study should replicate conditions that are as close as possible to those found in real data, but many of the studies that examine the efficacy of DIF detection techniques do so under extreme conditions in order to establish the limits beyond which the test ceases to function adequately. Consequently, the present study is interested less in the mean error rate than in explaining the variability in detection rates.
Effect of the moderator variables. As stated earlier, individual effects of moderator variables were analyzed by means of the analogue to one-way ANOVA for meta-analysis. Mean detection rates for different levels of each moderator variable are shown in Table 2 , along with the statistical comparisons between them (Q B and Q W statistics). All the variables had a statistically significant individual effect on error rates, but in all cases, there continued to be heterogeneity in detection rates within each category (all Q w s with p Ͻ .001).
As mentioned in the Method section, we tested three possible models that were produced by grouping the variables considered in the present study according to whether or not they are known to the investigator prior to applying the MH procedure. Model 1 included those variables known to the investigator when carrying out a DIF study (i.e., test length, sample size, ratio between group sizes, presence/absence of purification, and level of significance). Table 2 shows the standardized beta coefficients for each of the variables in Model 3 (see the reference categories in Appendix A), indicating the degree to which each variable contributes to the variation in the error rate. The highest weightings correspond to three moderator variables: first, a high degree of test contamination, such as when more than 20% of items show DIF, which produces a considerable increase in the Type I error rate; second, the application of purification procedures, which notably reduce the error rate of the MH; and third, moderate values of the difficulty parameter, which also help to contain the error rate.
Statistical Power of the MH
Descriptive data. Forty-six original studies were included in the study of statistical power, representing a total of 1,909 simulation conditions. Analyses were focused on conditions that had complete data, representing 940 simulation conditions. Most studies used the three-parameter logistic model (57.9%), moderate values of the discrimination parameter (59.7% and 57.6%, respectively, for the R and F groups), and mixed values of the difficulty parameter (53.2% for both the R and F groups). Test lengths ranged between four and 180 items, although most of them (53.1%) were fixed at moderate values (20 Ͻ test length Յ 40). Contamination of the matching criterion ranged between 0% and 50%, but in 33.4% of the simulations, the percentage of items with DIF was in a range between 10% and 20%. Furthermore, in more than 650 simulation conditions (70.5%), the ratio between reference and focal groups was 1. In relation to total sample size, most were between 500 and 1,000 (62.7%), generally 500 for both the R and F groups. Impact was present in almost 50% of the simulation conditions, and in most cases, it was fixed at 1, without any value higher than one standard deviation of difference between R and F group ability distributions. In relation to DIF characteristics, nearly 95% of the conditions evaluated uniform DIF, and in most of the studies (55.4%), the amount of DIF was low. Purification procedures were utilized in 53.2% of simulation conditions, with the alpha level being mostly set (94.0%) at .05. Finally, the mean Type I error rate was .058 (SD ϭ .054), ranging from null error to .606.
The statistical power of the MH in detecting DIF was at least .80 in 440 (46.8%) simulation conditions and lower in the remaining 500 (53.2%). The MH was powerful (or not) under very diverse simulation conditions. The weighted mean power rate was .651 (95% CI [.649, .652]) , and the homogeneity test of power rates was statistically significant, Q(939) ϭ 133,083.951, p Ͻ .05, I 2 ϭ 99.29. As with error, this high heterogeneity in statistical power rates is due to the characteristics of simulation conditions, for the same reasons as already mentioned above.
Effect of the moderator variables. Individual effects of moderator variables were analyzed by means of the analogue to the one-way ANOVA for meta-analysis. Mean detection rates for different levels of each moderator variable are shown in Table 3 , along with the statistical comparisons between them (Q B and Q W statistics). As occurred in relation to Type I error, all the variables had a statistically significant individual effect on the statistical power of the MH, but in all cases, the residual variance was heterogeneous (all Q w s with p Ͻ .001).
We tested again the three models established in the Method section. Model 1 explained 33% of the variance, R 2 ϭ .333, Q R (11) ϭ 44,293.035, p Ͻ .001, and all its coefficients were statistically significant (p Ͻ .001). However, the homogeneity test for the error was also statistically significant, Q E (928) ϭ 88,790.916, p Ͻ .001, signifying that the model is misspecified and that other moderators may contribute to the variation in power rates. By adding to this model those variables that the investigator can calculate, that is, the type of model, the item parameters, 2 and the amount of impact, the explained variance was increased to 42%, R 2 ϭ .417, Q R (17) ϭ 55,511.111, p Ͻ .001, suggesting a strong relationship between the predictors and the statistical power of the MH and indicating a model with high explanatory power. All the regression coefficients of this second model were statistically significant, but once again, the model was misspecified, Q E (922) ϭ 77,527.840, p Ͻ .001. Table 3 shows the standardized-beta coefficients of the model, all of which were statistically significant for all the variables. It can be seen that the variables that made the greatest contribution to the variation in the statistical power of the MH were sample sizes larger than 500 (which increased power), moderate or mixed values of the item parameters (which improved power over what was achieved with low values), use of purification procedures (which improved power), and test contamination above 20% (which produced a considerable reduction in the detection rate).
Discussion
Meta-analysis can provide information that complements narrative reviews about the functioning of different techniques for detecting DIF. The present meta-analytic study examined Type I error rates and statistical power of the MH statistic for dichotomous items.
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It should be noted that using simulated data to study the Type I error rate of techniques for detecting DIF as a prior step to analyzing their statistical power is particularly relevant when it comes to creating, adapting, and using tests, since any decisions about which items show DIF have repercussions for the validity of these tests. Two other aspects that should be taken into account are (a) creating or drawing up items is a complex and costly task, and since committing a false positive can result in an item being discarded when, in fact, it functions adequately, all attempts should be made to avoid making this type of incorrect identification, and (b) in cross-cultural studies, where, for example, two versions of the same test in different languages are compared, discarding an item that should actually be included may mean that the equivalence of the construct being evaluated is not maintained. The study of how well DIF detection procedures function is completed by the analysis of statistical power, an indicator of the correct detection rate.
Characteristics of the Studies and Possible Gaps
By describing the simulation studies carried out to date and indicating certain gaps in the literature that need to be addressed, the results of this meta-analysis (especially those in Appendix B) highlight several points of interest for researchers who use simulation studies to analyze the MH technique. Appendix B was drawn up since not all the studies published on this topic are included in the meta-analysis (see the section entitled Independence of Detection Rates); hence, the meta-analytic results are complemented by a descriptive count of the variables analyzed in each of the studies.
The first point to make is that the detection rates achieved by the MH procedure have been widely studied in relation to Type I error and statistical power. The literature search identified 49 studies that examined the Type I error rate of the MH and 46 that analyzed its statistical power, a sizeable body of work on the functioning of a specific technique for detecting DIF by means of simulation studies. Nonetheless, a number of gaps remain in the literature. The variables that have been most widely studied are sample size (error: 79.6%, power: 82.6%) and impact (error: 63.6%, power: 67.4%), followed by test contamination and length (both with error: 28.6%, power: 34.8%) and by the amount of DIF in the case of statistical power (45.6%). By contrast, very few studies have (a) explored the consequences of missing data, (b) manipulated the variances in ability distribution, (c) explored the direction of DIF in the set of test items as a whole (e.g., reference all, reference most, or balanced), or (d) taken into account the number of levels into which the ability level of subjects is divided, among other aspects.
To date, simulation studies of the Type I error rate associated with the MH procedure have typically analyzed the influence of four variables, this being the case in 28.6% of the error studies examined here. Conversely, simulation studies of statistical power have tended to manipulate three (32.6%) or four variables (30.4%). Some studies have very precise objectives, and they therefore explore the effect of one or two variables at most, whereas others with much broader aims examine a large number of variables in a single simulation study. As regards error, the articles by Monahan and Anckenman (2005), Narayanan and Swaminathan (1994) , and Wang and Su (2004) are the most complete in terms of the number of variables manipulated, since each of them analyzed seven variables in the same simulation study. With respect to statistical power, the most complete study is that by Rogers and Swaminathan (1993) , who examined nine variables.
Finally, the results also indicate that the effect of variables is generally studied descriptively, and only occasionally are inferential techniques (e.g., ANOVA) used to analyze statistically the potential effect of moderator variables on the detection rates achieved by the MH.
Relevance of Moderator Variables
In relation to this aspect, it is important to remember that the focus of the present study is on the contribution of moderator variables to the variation in detection rates; in other words, the goal is to explain the high heterogeneity in error rates and power.
With respect to the variables included in the first category, one would expect short tests to show higher Type I error rates. The theory states that with short tests, both the reliability of the matching variable and the variability in total test scores will be lower. Both these circumstances can increase the Type I error rate, especially if the test includes items with DIF. However, the results of the present study indicate that test length has a minimal effect on the error rate and power when detecting DIF. More specifically, there is a tendency for better results to be obtained when tests have between 20 and 40 items, with results being worse with fewer than 20 items. This is an important finding since it confirms a suggestion made by other authors, namely, that the accuracy of the matching criterion is influenced less by the test length than by other aspects such as the percentage of items with DIF (Narayanan & Swaminathan, 1994) or the averaged signed area (ASA; Wang & Su, 2004) . With respect to sample size and in the context of hypothesis testing, it is expected that any statistical test will increase its power with larger sample sizes, so this trend should also be found among tests for detecting DIF. The results show that, in general, both error rates and correct detection rates increase in line with sample size. This effect is greater in the case of power. It would not be advisable to use fewer than 500 subjects, while the influence of sample size is drastically reduced with between 1,000 and 2,000 and becomes nonsignificant above 2,000 subjects. Working with around 1,000 subjects would therefore be the most effective in cost-benefit terms. The effect of the R/F sample-size ratio seems to indicate that error is increased and statistical power is lost as one moves away from using equal sample sizes for both groups, although this effect is not especially marked. The results also show that the use of purification procedures is an important moderator variable, with their inclusion when detecting DIF leading to considerably less error and greater power. It is therefore noteworthy that purification procedures were not used in 68.6% of the studies that examined Type I error and in 46.8% of studies on power, despite the fact that their application forms part of the standard MH technique proposed by Holland and Thayer (1988) for the detection of DIF. Finally, the alpha level used was found to have no particular relevance, although, generally speaking, a higher alpha level was associated with both greater error and power.
Regarding the variables in the second category and with respect to the simulation model used, Type I error increased and power decreased the more the model differed from the Rasch model. This This document is copyrighted by the American Psychological Association or one of its allied publishers.
effect was especially dramatic when using the three-parameter logistic model and was more notable in relation to power than error; in the case of error, there was little difference between the use of one or two parameters. These results are consistent with the characteristics of the one-parameter logistic model (Fischer, 2007) , under which the test score is a sufficient statistic of, and is monotonically related to, the item response theory score; under the two-parameter logistic model, although no longer monotonically related, the test and item response theory scores are highly related, while under the three-parameter logistic model, the relationship between the two scores is even more complex (DeMars, 2008) . The a and b item parameters also showed a moderator effect, with error increasing as the values of these parameters ceased to be moderate. This was particularly the case for parameter b. It is difficult to present conclusive data in relation to power, since most levels of both parameters a and b were not present in the simulation conditions included in the present analysis. Finally, unequal ability distributions between the F and R groups had a moderator effect on the Type I error rate, with the rate increasing as the level of impact increased. The effect of this same variable on statistical power was of little relevance. However, the studies of power included in this meta-analysis did not consider impact levels (standard mean differences between groups) greater than 1, whereas the error studies did, and these impact levels made a considerable contribution to the variation in detection rates. Differences in ability may, in general, lead to the overdetection of items, such that error is more affected than power. Finally, in relation to the third category of variables, test contamination by DIF items was one of the most important variables for determining correct and incorrect detection rates, particularly as regards Type I error. In general, the higher the proportion of items with DIF, the greater the error and the lower the power, with the effect being especially marked when DIF items accounted for more than 20% of the test. One possible explanation for this, which has been discussed by Fidalgo, Mellenbergh, and Muñiz (2000) among others, is that detection rates are affected by contamination of the matching criterion, in that the greater the number of items with DIF, the less accurate the total test score would be and, consequently, the greater the likelihood of erroneous detection rates. When it comes to detecting nonuniform DIF, the efficacy of the MH technique is reduced considerably. One would expect that items with greater amounts of DIF are easier to detect, and the results show that the greatest increase in statistical power was observed when the amount of DIF increased from low to moderate. Finally, the statistical power of the MH was found to decrease if the Type I error rate simultaneously increased.
The models fitted in this study to determine the combined effect of these moderator variables also show that the variance they explain differs according to whether the focus of study is the Type I error rate or statistical power. Model 1 only explained 14% of the variation in Type I error rate but 33% of the variation in power. Notably, Model 3 explained 45% of the variation in Type I error rate and 65% of the variation in statistical power.
It is important to highlight that in relation to false positives, all three models were misspecified, indicating that the Type I error rate could also be affected by other variables not taken into account by the present study due to a lack of articles. For example, Uttaro and Millsap (1994) manipulated the value of parameter c (0.0 and 0.2) and found an effect on the error rate due to the interaction between this variable and the discrimination parameter and the amount of impact, this in the context of a test with 20 items. manipulated the number of score groups in the matching criterion and, in the presence of impact, found that the error rate increased as the number of score groups went down, especially with large sample sizes. Monahan and Ankenmann (2010) developed eight alternative matching score strategies based on sufficient statistics, reliability, and corrections for measurement error. They found that some scores controlled the Type I error rate as well as or better than the summed-item score strategy. Bolt and Gierl (2006) took into account the difference in R and F group ability standard deviation (0 and 1), concluding that error rates are higher when the standard deviations are different. Similarly, Monahan and Ankenmann (2005) and Pei and Li (2010) reported that Type I error was greater on average for ratios between R and F ability variance differences larger than 1. In relation to power, the three models considered in the present study were again misspecified, suggesting as before the contribution of other variables. As mentioned earlier, Su (2004), following Raju, van der Linden, and Fleer (1995) , manipulated the direction of DIF (reference-all, reference-most and balanced-DIF conditions) and concluded that the ASA, rather than the percentage of test items with DIF, influences the power of the MH. Other types of variable could also be intervening here, such as those presented for Type I error rates (e.g., the value of the pseudorandom parameter, the number of score groups in the matching criterion, the difference in the standard deviation of R and F group ability). However, these variables have yet to be studied to an extent that would enable them to be integrated within a meta-analysis.
Implications for Practice
The present analysis offers a detailed description of the variables that have been taken into account in simulation studies and also examines the contribution of moderators to the variation in error rates and power of the MH procedure. The information it provides may therefore be of great use not only to researchers with an interest in the functioning of this procedure but also to those who wish to apply it to detect DIF. Although the results are far from being completely conclusive, they are useful for making a number of recommendations regarding the MH procedure.
When a researcher wishes to use the MH procedure to detect DIF in real data, there is a set of variables whose value will be known in advance, namely, the length of the test to be analyzed, the sample size for which data are available, and the ratio between the R and F group sizes. The decision about whether to apply a purification procedure and what level of significance will be used will also be made prior to conducting the study. The present results indicate that these variables produce a relevant effect of different kinds, on both error and correct detection rates. In terms of sample size, the researcher should aim to work with more than 500 subjects, even though this is to the detriment of the Type I error rate. In fact, it would be best to work with sample sizes of between 500 and 2,000. In the event of having larger samples, it would be possible to use a cross-validation strategy, resampling more moderate group sizes extracted randomly from the original sample, but this approach should be further studied. Obviously, it is often not feasible or too costly to obtain data from 500 participants, and in This document is copyrighted by the American Psychological Association or one of its allied publishers.
such cases, the practitioner could, as Woods (2009) suggested, use one of the Quade-family measures (Quade, 1974) . A further point to note is that one should attempt to ensure that the sample sizes of the two groups being compared are not too disproportionate, so that when the presence of DIF is evaluated in minority focal groups of small relative population size, random samples of size equal to the reference group can be drawn with the aim of having comparable group sizes. If an empirical study has to work with small sample sizes and unequal group sizes, then it would be advisable to use another technique that is less sensitive to these two variables, for example, graphical procedures to stand out the magnitude and the location of the group differences (see, e.g., Magis & Facon, 2012) ; that said, it needs to be acknowledged that the efficacy of these procedures has not been widely studied.
Application of purification procedures appears to improve detection rates in relation to both Type I error and power, and their routine use is therefore recommended in empirical studies for DIF detection, just as was proposed by the authors who first described the use of the MH technique for this purpose (Holland & Thayer, 1988) .
There is another set of variables that are not directly known by the researcher who wishes to carry out an empirical DIF detection study but that can nonetheless be calculated. This is the case of the fit of the data to a logistic model of item response theory, the estimated values of the discrimination and difficulty item parameters, and the real differences between scores in the R and F groups. As seen earlier, these variables have a notable effect, and it is therefore extremely important that they are calculated and taken into account as regards the degree of suitability/appropriateness of the DIF detection technique. There are three key points here. First, when the data fit a three-parameter item response theory model, the efficacy of the MH is challenged, and it would therefore be advisable not to use this technique. Second, special attention should be paid to the MH statistical test results for items whose discrimination index is low (a Յ 0.5) or high (a Ն 1.5), as well as for items that are very easy (b Յ Ϫ1) or very difficult (b Ն 1); statistically significant DIF results for these items should be interpreted with caution as they may imply a Type I error. Third, prior to applying the MH procedure, practitioners should check for the possible existence of real differences in the ability distributions of the R and F groups by means of a standardized mean difference measure of effect size (Cohen's d or Hedges's g). The MH test has been shown to be capable of differentiating between DIF and impact, except in adverse conditions involving extreme item difficulty (very easy or very difficult) and high degrees of test contamination; these conditions may produce sparse contingency tables with structural zeros, and this has an important effect on the power and Type I error rate of the technique. Therefore, in the event that the difference between ability distributions is more than one standard deviation, one should either combine ability levels, with the subsequent loss in precision, or use another technique such as logistic regression, whose matching criterion is continuous.
Finally, there is a third set of variables that can only be manipulated when working with simulated data and that remain unknown in an empirical DIF detection study. The aim of all such studies is precisely to determine the scope of these variables, namely, the percentage of items with DIF, the type and amount of DIF, and the rate of false positives. The present analysis has shown that these variables have an important effect, particularly as regards the power of the MH procedure. This highlights the importance of dedicating sufficient time and effort to the creation of new tests that avoid the presence of DIF items, a goal that is being actively sought by numerous researchers. Although possible in theory, it is highly unlikely that a measurement instrument would contain more than 20% of items with DIF, and the risks associated with applying the MH test in an empirical study are therefore acceptable. As regards the type of DIF, there are two options if a practitioner suspects that the DIF is nonuniform: One is to use the variation of the MH method proposed by , which involves dividing the subjects into low and high performers according to their ability level (mean score) and applying the MH test separately to each group, while the other is to use another detection technique that is sensitive to the interaction between group (R/F) and ability level, for example, binary logistic regression (Swaminathan & Rogers, 1990) or the crossing-SIBTEST (H. H. Li & Stout, 1996) .
It should be acknowledged that the MH does not behave optimally in all situations and that this can lead to detection errors, both false positives and false negatives. Thus, when an item with DIF is detected in an empirical study, we cannot be certain whether this item really functions differentially or is actually a false positive, and hence, our decisions must inevitably be accompanied by a detailed analysis of any items that appear to show DIF. In this regard, special emphasis should be given to the work of experts in the area addressed by the test, as it is they who are best placed to shed light on why an item or items are detected as showing DIF. However, there is an inherent problem with this approach, namely, that the explanations are offered a posteriori, and therefore, in most cases, suitable explanations are found precisely because they have been generated for this purpose (Ferne & Rupp, 2007) .
At the end of the day, what matters is to accumulate evidence about how the items of the test under study function, the aim being to reach a final decision as to which of them should be eliminated so as to improve the test's validity. Moreover, there are complementary solutions that improve the efficiency and effectiveness of the MH when used as a statistical technique to detect DIF. Thus, whenever possible, detection rates should be accompanied by measures of effect size, such as MH D-DIF (Dorans & Holland, 1993) , in order to quantify the amount of DIF and render it meaningful, not just statistically significant. This is what is achieved, for example, by the DIF classification system (A, B, and C categories) used by the ETS. Alternatively, several DIF detection methods could be combined in order to compare the results obtained with each technique, with subsequent decision making being based on the agreement between them, while taking into account their particularities and specific functioning.
Contributions, Limitations, and Future Research
This meta-analysis makes three main contributions. First, although a large number of simulation studies have examined the performance of the MH procedure, the analysis reveals that there are some variables or levels of variables that have yet to attract the same level of interest among the scientific community, and these could form the basis of future studies using simulated data. Second, the results obtained show that regardless of whether their This document is copyrighted by the American Psychological Association or one of its allied publishers.
value is known, the moderator variables included in this metaanalysis have complementary effects on the Type I error rate and power of the MH. The direction of these effects is described in detail in the present article, thereby providing useful information for those researchers who wish to explore the technique in greater detail. Finally, a number of specific recommendations are made that should be of benefit to any practitioner who decides to use the MH as a technique for detecting DIF. Given that these three aspects help to advance our knowledge regarding the MH procedure and are useful both to methodologists and practitioners, the same approach could be extended to other DIF detection techniques for which sufficient literature is available, provided that one bears in mind some of the limitations that are inherent to this type of study.
As with any meta-analysis, the fact that the present report is based on the accumulation and combination of results from original articles means that the results and conclusions are limited to the simulation conditions included in these articles. Consequently, not all the possible values or levels of variables have been explored, and therefore, their corresponding contribution to the Type I error rate and statistical power of the MH cannot be reflected in the results. Furthermore, given that, in some analyses, there were missing studies in certain levels or categories, the meta-analytic procedures used in the present study may have low statistical power under certain conditions, especially when there are few data (Harwell, 1997; Hedges & Pigott, 2001 Huedo-Medina, Sánchez-Meca, Marín-Martínez, & Botella, 2006; Sánchez-Meca & Marín-Martínez, 1997) .
Another limitation is the fact that only some moderators were included in the analysis. Several other variables could have been taken into account, and the results might also lead us to consider the possibility of first-or high-order interactions (see, e.g., Monahan & Ankenmann, 2005) . A partial solution to this limitation would be to conduct a response surface analysis of the functioning of different DIF techniques (Zumbo & Harwell, 1999) . Another option would be to carry out simulation studies from an experimental perspective, with the levels of the variables being determined randomly (Z. Li & Zumbo, 2009) . Although this might imply somewhat implausible values in the context of psychological or educational assessment, it would offer a way of knowing the functioning of procedures for detecting DIF as a whole, considering other possible values of the variables involved. However, it has to be borne in mind that a meta-analysis requires an appropriate body of literature, and as more variables are added, the likelihood of there being collinearity between them increases considerably. As a result, the analyses and their corresponding interpretation become increasingly complex.
Finally, although it is a matter of less importance in data simulation studies, one should take into account what is known in the meta-analysis field as publication bias. This notion states that those studies that report favorable or statistically significant results tend to have a higher probability of being published in scientific journals. Although efforts were made to locate unpublished studies, the search has most likely overlooked some research on the topic. At all events, the fact that simulation studies generate data pseudorandomly means that publication bias is unlikely to be of great relevance. Mathematical and Statistical Psychology, 65, 302-321. doi:10.1111 /j.2044 -8317.2011 .x This document is copyrighted by the American Psychological Association or one of its allied publishers.
