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Abstract
Given a positive function F on Sn which satisfies a convexity condition, we
introduce the r-th anisotropic mean curvatureMr for hypersurfaces in R
n+1 which
is a generalization of the usual r-th mean curvature Hr. We get integral formulas
of Minkowski type for compact hypersurfaces in Rn+1. We give some new charac-
terizations of the Wulff shape by use of our integral formulas of Minkowski type,
in case F = 1 which reduces to some well-known results.
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§1 Introduction
Let F : Sn → R+ be a smooth function which satisfies the following convexity
condition:
(D2F + F1)x > 0, ∀x ∈ S
n, (1)
where D2F denotes the intrinsic Hessian of F on Sn and 1 denotes the identity on
TxS
n, > 0 means that the matrix is positive definite. We consider the map
φ : Sn → Rn+1,
x→ F (x)x+ (gradSn F )x,
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†Partially supported by the grant No. 10531090 of the NSFC and by Doctoral Program Foundation
of the Ministry of Education of China (2006).
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its image WF = φ(S
n) is a smooth, convex hypersurface in Rn+1 called the Wulff shape
of F (see [3], [6], [10], [13], [14]).
Now let X : M → Rn+1 ba a smooth immersion of a compact, orientable hyper-
surface without boundary. Let ν : M → Sn denotes its Gauss map, that is, ν is an unit
inner normal vector of M .
Let AF = D
2F + F1, SF = −AF ◦ dν. SF is called the F -Weingarten operator,
and the eigenvalues of SF are called anisotropic principal curvatures. Let σr be the
elementary symmetric functions of the anisotropic principal curvatures λ1, λ2, · · · , λn:
σr =
∑
i1<···<ir
λi1 · · ·λir (1 ≤ r ≤ n).
We set σ0 = 1. The r-anisotropic mean curvature Mr is defined by Mr = σr/C
r
n.
In this paper we first give the following integral formulas of Minkowski type for
compact hypersurfaces in Rn+1.
Theorem 1.1. LetX : M → Rn+1 be an n-dimensional compact hypersurface, F : Sn →
R
+ be a smooth function which satisfies (1), then we have the following integral for-
mulas of Minkowski type hold:∫
M
(FMr +Mr+1〈X, ν〉)dAX = 0, r = 0, 1, · · · , n− 1. (2)
By use of above integral formulas of Minkowski type, we prove the following new
characterizations of the Wulff shape:
Theorem 1.2. LetX : M → Rn+1 be an n-dimensional compact hypersurface, F : Sn →
R
+ be a smooth function which satisfies (1), and M1 = const and 〈X, ν〉 has fixed sign,
then up to translations and homotheties, X(M) is the Wulff shape.
Theorem 1.3. LetX : M → Rn+1 be an n-dimensional compact hypersurface, F : Sn →
R
+ be a smooth function which satisfies (1). If M1 = const and Mr = const for some
r, 2 ≤ r ≤ n, then up to translations and homotheties, X(M) is the Wulff shape.
Theorem 1.4. Let X : M → Rn+1 be an n-dimensional compact convex hypersurface,
F : Sn → R+ be a smooth function which satisfies (1). If MrMk = const for some k and r,
with 0 ≤ k < r ≤ n, then then up to translations and homotheties, X(M) is the Wulff
shape.
Theorem 1.5. LetX : M → Rn+1 be an n-dimensional compact hypersurface, F : Sn →
R
+ be a smooth function which satisfies (1). If MkMn = const for some k, with 0 ≤ k ≤
n− 1, then then up to translations and homotheties, X(M) is the Wulff shape.
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Choosing k = 0 in Theorem 1.4, we get
Corollary 1.1 Let X : M → Rn+1 be an n-dimensional compact convex hypersurface,
F : Sn → R+ be a smooth function which satisfies (1), and for a fixed r with 1 ≤ r ≤ n,
Mr = const, then up to translations and homotheties, X(M) is the Wulff shape.
Remark 1.1When F = 1, Wulff shape is just the round sphere andMr = Hr, formula
(2) reduces to the classical Minkowski integral formula (see [5] or [11]), Theorem 1.2
reduces to the classical Theorem given by Su¨ss [12], Corollary 1.1 reduces to Theorem
of Yano [15], Theorem 1.3 reduces to Theorem of Choe [2].
§2 Preliminaries
Let {E1, · · · , En} is a local orthogonal frame on S
n, let ei = Ei ◦ ν, where i =
1, · · · , n, then {e1, · · · , en} is a local orthogonal frame of X : M → R
n+1.
The structure equation of Sn is:

dx =
∑
i θiEi
dEi =
∑
j θijEj − θix
dθi =
∑
j θij ∧ θj
dθij −
∑
k θik ∧ θkj = −
1
2
∑
kl R˜ijklθk ∧ θl = −θi ∧ θj
(3)
where θij + θji = 0 and
R˜ijkl = δikδjl − δilδjk. (4)
The structure equation of X is (see [7], [8]):

dX =
∑
i ωiei
dν = −
∑
ij hijωjei
dei =
∑
j ωijej +
∑
j hijωjν
dωi =
∑
j ωij ∧ ωj
dωij −
∑
k ωik ∧ ωkj = −
1
2
∑
klRijklθk ∧ θl
(5)
where ωij+ωji = 0, Rijkl+Rijlk = 0, and Rijkl are the components of the Riemannian
curvature tensor of M with respect to the induced metric dX · dX.
From dei = d(Ei ◦ ν) = ν
∗dEi =
∑
j ν
∗θijej − ν
∗θiν, we get{
ωij = ν
∗θij
ν∗θi = −
∑
j hijωj,
(6)
where ωij + ωji = 0, hij = hji.
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Let F : Sn → R+ be a smooth function, we denote the coefficients of covariant
differential of F , gradSn F , D
2F with respect to {Ei}i=1,··· ,n by Fi, Fij , Fijk respectively.
From Ricci identity and (4), we have
Fijk − Fikj =
∑
m
R˜mijk = δikFj − δijFk, (7)
where Fijk denote the coefficients of the covariant differential of Fij on S
n.
So, if we denote the coefficients of AF by Aij , then we have from (7)
Aijk = Ajik = Aikj, (8)
where Aijk denotes coefficient of the covariant differential of AF on S
n.
Let sij =
∑
k(Aik ◦ν)hkj , SF = −AF ◦dν, then we have SF (ej) =
∑
i sijei. We call
SF to be F -Weingarten operator. From the positive definite of (Aij) and the symmetry
of (hij), we know the eigenvalues of (sij) are all real (in fact, because A = (Aij)
is positive definite, there exists a non-singular matrix C such that A = CtC, we have
S = (sij) = AB has the same eigenvalues with the real symmetric matrix CBC
T , which
follows from |λI − S| = |λI − AB| = |λI − CtCB| = |λI − CBCt|, where B = (hij)).
we call them anisotropic principal curvatures, and denote them by λ1, · · · , λn.
We have n invariants, the elementary symmetric function σr of the anisotropic
principal curvatures:
σr =
∑
i1<···ir
λi1 · · ·λin (1 ≤ r ≤ n). (9)
For convenience, we set σ0 = 1. The r-anisotropic mean curvature Mr is defined by
Mr = σr/C
r
n, C
r
n =
n!
r!(n− r)!
. (10)
Using the characteristic polynomial of SF , σr is defined by
det(tI − SF ) =
n∑
r=0
(−1)rσrt
n−r. (11)
So, we have
σr =
1
r!
∑
i1,··· ,ir ;j1,··· ,jr
δj1···jri1···ir si1j1 · · · sirjr , (12)
where δj1···jri1···ir is the usual generalized Kronecker symbol, i.e., δ
j1···jr
i1···ir
equals +1 (resp.
-1) if i1 · · · ir are distinct and (j1 · · · jr) is an even (resp. odd) permutation of (i1 · · · ir)
and in other cases it equals zero.
We define (F ◦ ν)i, (Fi ◦ ν)j , (Aij ◦ ν)k by
d(F ◦ ν) =
∑
i
(F ◦ ν)iωi, (13)
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d(Fi ◦ ν) +
∑
j
(Fj ◦ ν)ωji =
∑
j
(Fi ◦ ν)jωj, (14)
d(Aij ◦ ν) +
∑
(Akj ◦ ν)ωki +
∑
k
(Aik ◦ ν)ωkj =
∑
k
(Aij ◦ ν)kωk. (15)
By use of (3), (5) and (6), we have by a direct calculation

(F ◦ ν)i = −
∑
j hijFj ◦ ν,
(Fi ◦ ν)j = −
∑
k hjkFik ◦ ν,
(Aij ◦ ν)k = −
∑
l hklAijl ◦ ν.
(16)
§3 Some Lemmas
We introduce an important operator Pr by
Pr = σrI − σr−1SF + · · ·+ (−1)
rSrF , r = 0, 1, · · · , n. (17)
We have the following lemmas:
Lemma 3.1. (SFAF )
t = SFAF , (dν◦SF )
t = dν◦SF , sijk = sikj,
∑
l hilslk =
∑
l hklsli,∑
l hkl(Pr)lj =
∑
l hjl(Pr)lk, where sijk are the components of the covariant derivarive
of sij.
Proof. Since SF = −AF ◦ dν, and AF , dν are symmetric operators, the first two
identities are obvious. From the symmetry property (8) of Aijk, hij = hji and Codazzi
equation hijk = hikj , we have by use of (16)
sijk = (
∑
lAilhlj)k =
∑
l(Ail ◦ ν)khlj +
∑
lAilhljk
= −
∑
l,m(Ailm ◦ ν)hljhkm +
∑
lAilhljk
=
∑
m(Aim ◦ ν)jhmk +
∑
lAilhlkj = (
∑
l Ailhlk)j = sikj.
(18)
∑
l
hilslk =
∑
l,m
hilAlmhmk =
∑
l,m
hkmAmlhli =
∑
l
hklsli.
By use of the above formula and the definition of Pr, we get the last identity in
Lemma 3.1.
Lemma 3.2. The matrix of Pr is given by:
(Pr)ij =
1
r!
∑
i1,··· ,ir;j1,··· ,jr
δj1···jrii1···irjsi1j1 · · · sirjr (19)
5
Proof. We prove Lemma 3.2 inductively. For r = 0, it is easy to check that (19) is true.
We can check directly
δ
j1···jq
i1···iq
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
δj1i1 δ
j2
i1
· · · δ
jq−1
i1
δ
jq
i1
δj1i2 δ
j2
i2
· · · δ
jq−1
i2
δ
jq
i2
...
...
. . .
...
...
δj1iq−1 δ
j2
iq−1
· · · δ
jq−1
iq−1
δ
jq
iq−1
δj1iq δ
j2
iq
· · · δ
jq−1
iq
δ
jq
iq
∣∣∣∣∣∣∣∣∣∣∣∣∣
(20)
Assume that (19) is true for r = k, we only need to show that it is also true for r = k+1.
For r = k + 1, Using (12) and (20), we have
RHS of (19) =
1
(k + 1)!
∑
i1,··· ,ik+1;j1,··· ,jk+1
δ
j1···jk+1i
i1···ik+1j
si1j1 · · · sik+1jk+1
=
1
(k + 1)!
∑
∣∣∣∣∣∣∣∣∣∣∣∣∣
δj1i1 δ
j2
i1
· · · δ
jk+1
i1
δii1
δj1i2 δ
j2
i2
· · · δ
jk+1
i2
δii2
...
...
. . .
...
...
δj1ik+1 δ
j2
ik+1
· · · δ
jk+1
ik+1
δiik+1
δj1j δ
j2
j · · · δ
jk+1
j δ
i
j
∣∣∣∣∣∣∣∣∣∣∣∣∣
si1j1 · · · sik+1jk+1
=
1
(k + 1)!
∑
(δijδ
j1···jk+1
i1···ik+1
− δ
jk+1
j δ
j1···jki
i1···ikik+1
+ · · · )si1j1 · · · sik+1jk+1
= σk+1δij −
1
(k + 1)!
∑
δ
jk+1
j δ
j1···jki
i1···ikik+1
si1j1 · · · sik+1jk+1 + · · ·
= σk+1δij −
∑
(Pk)iik+1sik+1j
= (Pk+1)ij.
Lemma 3.3. For each r, we have
(i).
∑
j(Pr)jij = 0,
(ii). tr(PrSF ) = (r + 1)σr+1,
(iii). tr(Pr) = (n− r)σr.
Proof. (i). Noting (j, jr) is skew symmetric in δ
j1···jrj
i1···iri
and (j, jr) is symmetric in
si1j1 · · · sirjrj (from Lemma 3.1), we have
∑
j
(Pr)jij =
1
(r − 1)!
∑
i1,··· ,ir;j1,··· ,jr;j
δj1···jrji1···iri si1j1 · · · sirjrj = 0.
(ii). Using (19) and (12), we have
tr(PrSF ) =
∑
ij(Pr)ijsji
= 1r!
∑
i1,··· ,ir;j1,··· ,jr;i,j
δj1···jrii1···irjsi1j1 · · · sirjrsji
= (r + 1)σr+1.
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(iii). Using (ii) and the definition of Pr, we have
tr(Pr) = tr(σrI)− tr(Pr−1SF ) = nσr − rσr = (n− r)σr.
Remark 3.1 When F = 1, Lemma 3.3 was a well-known result (for example, see
Barbosa-Colares [1]).
Lemma 3.4. If λ1 = λ2 = · · · = λn = const 6= 0, then up to translations and
homotheties, X(M) is the Wulff shape.
Proof. Choose a local orthogonal frame e1, e2, · · · , en such that AF is diagonalized:
AF = diag(µ1, · · · , µn), (21)
where µi > 0 for i = 1, · · · , n by the convexity condition. Then we have Sij = µihij .
From (10) and (12), we get
0 =M21 −M2 = (
1
n
∑
i µihii)
2 − 2n(n−1)
∑
i<j µiµj(hiihjj − h
2
ij)
= 1
n2(n−1)
{(n − 1)(
∑
i µihii)
2 − 2n
∑
i<j µiµj(hiihjj − h
2
ij)}
= 1
n2(n−1)
∑
i<j{(µihii − µjhjj)
2 + 2nµiµjh
2
ij},
so, µ1h11 = µ2h22 = · · · = µnhnn and hij = 0 when i 6= j. Then, from [10] or [3], [14],
up to translations and homotheties, X(M) is the Wulff shape.
§4 Proofs of Theorem 1.1-Theorem 1.5
Proof of Theorem 1.1 By use of (5), we have
〈X, ν〉i = −
∑
j
hij〈X, ej〉, 〈X, ej〉i = δij + hij〈X, ν〉, (22)
so, from (16), Lemma 3.1 and (i), (ii), (iii) of Lemma 3.3, we have the following calcu-
lation
div{Pr(〈X, ν〉 gradSn F − F grad |X|
2/2)}
=
∑
ij{(Pr)ij(〈X, ν〉Fj − F 〈X, ej〉)}i
=
∑
ij(Pr)ij{−
∑
k hik(〈X, ek〉Fj + 〈X, ν〉Fjk − Fk〈X, ej〉)− Fδij − Fhij〈X, ν〉}
= −
∑
ijk hki(Pr)ij〈X, ek〉Fj +
∑
ijk hki(Pr)ij〈X, ej〉Fk
−〈X, ν〉
∑
ijk(Pr)ij(Fjk + Fδjk)hki − F
∑
i(Pr)ii
= −
∑
ijk hki(Pr)ij〈X, ek〉Fj +
∑
ijk hji(Pr)ik〈X, ek〉Fj
−〈X, ν〉
∑
ijk(Pr)ijAjkhki − F
∑
i(Pr)ii
= −〈X, ν〉
∑
ij(Pr)ijsji − F
∑
i(Pr)ii
= −〈X, ν〉 tr(PrSF )− F tr(Pr)
= −〈X, ν〉(r + 1)σr+1 − F (n − r)σr
= −(n− r)Crn(FMr +Mr+1〈X, ν〉).
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Integrating the above formula over M , we get (2) by use of Stokes Theorem.
Proof of Theorem 1.2: From (2), we have∫
M
(F +M1〈X, ν〉)dAX = 0, (23)∫
M
(FM1 +M2〈X, ν〉)dAX = 0. (24)
By the assumption M1 = constant, we get from (23) and (24)∫
M
〈X, ν〉(M21 −M2)dAX = 0. (25)
On the other hand,
M21 −M2 =
1
n2(n− 1)
∑
j<i
(λi − λj)
2 ≥ 0. (26)
Thus, if 〈X, ν〉 has fixed sign, then M21 −M2 = 0, so
λ1 = λ2 = · · · = λn.
Thus, from Lemma 3.4, up to translations and homotheties, X(M) is the Wulff shape.
Proof of Theorem 1.3: We have the fact that if M is compact and Mr > 0 then
Mr−1 ≥M
(r−1)/r
r , 2 ≤ r ≤ n (27)
with equality holds if and only if λ1 = λ2 = · · · = λn on M (cf. [9], [2]). Indeed
(27) holds if Mr ≡ const, since M is compact, there exists a point p0 on M such that
all principal curvatures are positive at p0, so all anisotropic principal curvatures are
positive at p0. Applying (27) inductively, one sees that if Mr ≡ const, then
Mr ≤M
r
1 , (28)
here again equality holds if and only if λ1 = λ2 = · · · = λn .
Integrating FM
(r−1)/r
r ≤ FMr−1 over M , using (2) and Mr = constant, we get
M (r−1)/rr
∫
M
FdAX ≤
∫
M
FMr−1dAX = −Mr
∫
M
〈X, ν〉dAX . (29)
On the other hand, our assumption M1 = constant (thus M1 > 0) and (23) implies∫
M
〈X, ν〉dAX = −
1
M1
∫
M
FdAX . (30)
Putting (30) into (29), we get
M r1 ≤Mr. (31)
Therefore equality holds in (28) and λ1 = λ2 = · · · = λn on M . Thus, from Lemma
3.4, up to translations and homotheties, X(M) is the Wulff shape.
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Proof of Theorem 1.4: From (2), we have
∫
M
(FMk +Mk+1〈X, ν〉)dAX = 0. (32)∫
M
(FMr +Mr+1〈X, ν〉)dAX = 0. (33)
From the assumptions MrMk = constant,
Mr
Mk
× (32) − (33) implies∫
M
〈X, ν〉(Mr+1 −
Mr
Mk
Mk+1)dAX = 0. (34)
From the convexity of M , all the principal curvatures of M are positive, so all the
anisotropic principal curvature are positive, we have Ml > 0, 0 ≤ l ≤ n on M . From
Mk ·Mk+2 ≤M
2
k+1, · · · , Mr−1Mr+1 ≤M
2
r , (35)
where equality holds in one of (35) if and only if λ1 = λ2 = · · · = λn, we can check
MkMr+1 ≤Mk+1Mr,
that is
Mr+1 −
Mr
Mk
Mk+1 ≤ 0. (36)
On the other hand, we can choose the position of origin O such that 〈X, ν〉 has fixed
sign. Thus, from (34) and (36), MkMr+1 = Mk+1Mr, so λ1 = λ2 = · · · = λn. Thus,
from Lemma 3.4, up to translations and homotheties, X(M) is the Wulff shape.
Proof of Theorem 1.5: From proof of Theorem 1.3, we know that there exists a
point p0 ∈M such that the anisotropic principal curvature λi(p0) > 0, 1 ≤ i ≤ n. From
Mk
Mn
= constant, we have MkMn =
Mk
Mn
(p0) > 0. Thus Mn 6= 0 on M , by the continuity
of λi, we have λi > 0, 1 ≤ i ≤ n, on M . Therefore all principal curvatures of M are
positive on M and M is convex. Theorem 1.5 follows from Theorem 1.4.
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