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Abstract
This paper is concerned with the incompressible limit of the compressible hydrodynamic flow
of liquid crystals with periodic boundary conditions in RN (N = 2, 3). The local and global
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1. Introduction
Liquid crystals exist in an intermediate state between solid and isotropic liquid which
flow like fluid or viscous fluid and also have properties of solid crystals such as certain op-
tical properties. For the nematic liquid crystals, the axes of constituent molecules tend to
align parallel to each other along some preferred direction n, which is called the anisotropic
axis. The hydrodynamic theory of liquid crystals was first proposed by Ericksen [6, 7] and
Leslie [19] in 1960s, see also the book by de Gennes [9]. However, its rigorous mathematical
analysis did not appear until 1990s when Lin [22] and Lin and Liu [23, 24, 25] made some
important progress with the existence of global weak solutions and the partial regularity of
the incompressible hydrodynamic flow equations of liquid crystals. The Ericksen-Leslie sys-
tem is a macroscopic continuum description for the time evolution of the materials under the
influence of both the flow velocity field u and the direction field n of rod-like liquid crystals.
It can also be viewed as a multi-scales coupling system which describes the interaction be-
tween microstructure (kinetic theory) and macrostructure (fluid), where the direction field n
is molecule-scale and the density, the fluid velocity field u and the pressure are macroscopic.
Now we introduce a formal physical derivation of the compressible models for nematic
liquid crystal flow through an appropriate energetic variational approach, in which the least
action principle gives the Hamiltonian parts (conservative force) of the hydrodynamic sys-
tems while the maximum/minimum dissipation principle, namely, Onsager’s principle, gives
the dissipative parts (dissipative force) of the systems. We refer the readers to [38, 42] for
the derivation of the incompressible nematic liquid crystal model (a proper penalty approxi-
mation).
In the content of hydrodynamics, the basic variable is the flow map (particle trajectory)
x(X, t), which is defined by the following ordinary differential equation:
xt(X, t) = u(x(X, t), t), x(X, 0) = X, (1.1)
where X is the Lagrangian coordinate and x is the Eulerian coordinate.
The deformation tensor F (X, t) is defined as
F (X, t) =
∂x
∂X
. (1.2)
Applying the chain rule, we see that F (x, t) satisfies the following transport equation:
Ft + u · ∇F =
d
dt
F =
∂xt
∂X
=
∂u
∂X
=
∂u
∂x
·
∂x
∂X
= ∇uF, (1.3)
which stands for Fij,t + uk∇kFij = ∇kuiFkj .
Define the density as
ρ(x, t) =
ρ0(X)
detF
. (1.4)
By the identity of the variation for the determinant of a tensor
δ detF = detF tr(F−1δF ), (1.5)
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we have
ρt + u · ∇ρ =
d
dt
(
ρ0(X)
detF
)
= −
ρ0(X)
(detF )2
detF tr
(
F−1
d
dt
F
)
= −ρ∇ · u, (1.6)
and then we get the transport equation
ρt + u · ∇ρ+ ρ∇ · u = 0, (1.7)
which can also be derived by the conservation law of mass.
The kinematic assumption (without dissipations) about the case of small molecules implies
that n is just transported by the flow trajectory, i.e.,
D
Dt
n = nt + u · ∇n = 0, (1.8)
and then we have
n(x(X, t), t) = n0(X), (1.9)
which also implies that the center of gravity of the molecules moves along the streamline of
the velocity. This is due to the fact that if the size of the molecules is small enough, then the
directors are not affected by the stretching of the fluid (see [43]).
We remark that for the case of big molecule (nematic), the transport of the orientation
vector n is governed by
D
Dt
n = nt + (u · ∇)n+Dβ(u)n, (1.10)
where Dβ(u) = −
∇u−(∇u)T
2 − (−2β − 1)
∇u+(∇u)T
2 , which is the stretching of the fluid on n
with β depending only on the shape of the molecules (see [27]).
The momentum equation of motion for hydrodynamic flow of liquid crystals can be derived
from the least action principle (Hamiltonian principle). The action functional takes the form:
A(x) =
∫ t
0
∫
Ω0
(
1
2
ρ0(X)|xt|
2 −W λ(F )
)
dXdt, λ > 0, (1.11)
where Ω0 is the original domain occupied by the material. The first part of A(x) denotes the
kinetic energy and the second one denotes the elastic energy.
By the definition of the density in (1.4), we have∫ t
0
∫
Ω0
ρ0(X)|xt|
2dXdt =
∫ t
0
∫
Ω0
ρ0(X)
detF
|xt|
2 detFdXdt =
∫ t
0
∫
Ω
ρ(x, t)|u(x, t)|2dxdt.(1.12)
In this paper, we consider the isotropic energy function W λ(F ) of the form
W λ(F ) =
(
λ2ω
(
ρ0(X)
detF
)
+
ν
2
∣∣F−1∇Xn0(X)∣∣2)detF, (1.13)
where ω is a C∞ function and denotes the energy density, n0(X) : Ω0 → S
2 is a unit-vector
field which represents the molecular orientation of the liquid crystal material. The first term
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on the R.H.S. of (1.13) should be regarded as a penalization term which drives the motion
toward incompressibility in the limit as the parameter λ becomes large. And the second
term on the R.H.S. of (1.13) ν2
∣∣F−1∇Xn0(X)∣∣2 is equal to ν2 |∇n|2 in Eulerian coordinate by
the kinematic assumption, where ν > 0 is viscosity of the fluid and denotes the microscopic
elastic relaxation time.
For any y = (y1, y2, . . . , yN ) ∈ C
1
c (Ω × [0,+∞);R
N ), let xǫ = x + ǫy(x), F ǫ = ∂x
ǫ
∂X
and
ρǫ = ρ(xǫ(X, t), t). Then applying δ = ddǫ
∣∣
ǫ=0
to (1.11), we get
0 = δA(xǫ) =
∫ t
0
∫
Ω0
(
ρ0(X)(xt, yt)− δW
λ(F )
)
dXdt, (1.14)
where (f, g) is the inner product f · g for some f, g : Ω→ RN .
Using the definition of ρ(x, t), we have∫ t
0
∫
Ω0
ρ0(X)(xt, yt)dXdt = −
∫ t
0
∫
Ω0
ρ0(X)(xtt, y)dXdt = −
∫ t
0
∫
Ω0
ρ0(X)
detF
(xtt, y)dxdt
= −
∫ t
0
∫
Ω
ρ(x, t)(ut + u · ∇u, y)dxdt. (1.15)
Now we turn to show the calculation of the second term on the R.H.S of (1.14). On one
hand, noting the facts that
δρǫ = δ
(
ρ0(X)
detF ǫ
)
= −
ρ0(X)
(detF )2
detF tr
(
F−1δF ǫ
)
= −
ρ0(X)
detF
tr
(
∂X
∂x
∂y
∂X
)
= −
ρ0(X)
detF
∇ · y, (1.16)
and
δ (detF ǫ) = detF tr
(
F−1∇Xy
)
= detF∇ · y, (1.17)
and then we use the definition of ρ to give
−λ2
∫ t
0
∫
Ω0
δ
(
ω
(
ρ0(X)
detF ǫ
)
detF ǫ
)
dXdt
= −λ2
∫ t
0
∫
Ω0
(
−ω′
(
ρ0(X)
detF
)
ρ0(X)∇ · y + ω
(
ρ0(X)
detF
)
detF∇ · y
)
dXdt
= −λ2
∫ t
0
∫
Ω
(
−ω′
(
ρ0(X)
detF
)
ρ0(X)∇ · y + ω
(
ρ0(X)
detF
)
detF∇ · y
)
1
detF
dxdt
= −λ2
∫ t
0
∫
Ω
(
ω(ρ)− ρω′(ρ)
)
∇ · ydxdt
= −λ2
∫ t
0
∫
Ω
(∇P (ρ), y)dxdt, (1.18)
where P (ρ) is the pressure function given by
P (ρ) = −ω(ρ) + ρω′(ρ), (1.19)
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which can also be obtained by the first law of thermodynamics. Here we show the proof
briefly for completeness.
According to the first law of thermodynamics, we obtain
dW = −PdV − SdT, (1.20)
where W , V , S and T denote the energy, volume, entropy and temperature, respectively.
Moreover,
W = ωV, V =
m
ρ
, ω = ω(ρ), (1.21)
where m is the total mass.
From (1.20), we have
− P =
∂W
∂V
=
∂(ωV )
∂V
= ω + V
∂ω
∂V
= ω + V
∂ω
(
m
V
)
∂V
= ω − ω′
m
V
= ω − ρω′, (1.22)
and then we get (1.19).
On the other hand, by the Leibniz’s formula, we have
−
ν
2
∫ t
0
∫
Ω0
δ
(∣∣(F ǫ)−1∇Xn0(X)∣∣2 detF ǫ) dXdt
= −
ν
2
∫ t
0
∫
Ω0
|F−1∇Xn0(X)|
2δ (detF ǫ) dXdt
−ν
∫ t
0
∫
Ω0
(
F−1∇Xn0(X), δ(F
ǫ)−1∇Xn0(X)
)
detFdXdt,
= V1 + V2, (1.23)
where
V1 = −
ν
2
∫ t
0
∫
Ω0
∣∣F−1∇Xn0(X)∣∣2 detF∇ · ydXdt
= −
ν
2
∫ t
0
∫
Ω
|∇n|2∇ · ydxdt =
ν
2
∫ t
0
∫
Ω
(
∇
(
|∇n|2
)
, y
)
dxdt, (1.24)
and
V2 = −ν
∫ t
0
∫
Ω0
(
∂Xjn0(X)
∂Xj
∂xi
, ∂Xrn0(X)δ
(
∂Xr
∂xǫi
))
detFdXdt
= −ν
∫ t
0
∫
Ω0
(
∂Xjn0(X)
∂Xj
∂xi
, ∂Xrn0(X)
(
−
∂Xr
∂xǫk
d
dǫ
∂xǫk
∂Xl
∂Xl
∂xǫi
) ∣∣∣∣
ǫ=0
)
detFdXdt
= ν
∫ t
0
∫
Ω0
(
∂Xjn0(X)
∂Xj
∂xi
, ∂Xrn0(X)
∂Xr
∂xk
∂yk
∂Xl
∂Xl
∂xi
)
detFdXdt
= ν
∫ t
0
∫
Ω
(
∂xin, ∂xkn
∂yk
∂xi
)
dxdt
= −ν
∫ t
0
∫
Ω
(∇ · (∇n⊗∇n) , y) dxdt, (1.25)
5
where we have taken the differential to F ǫ(F ǫ)−1 = IN with respect to ǫ and then obtained
δ
(
∂Xr
∂xǫi
)
=
(
−
∂Xr
∂xǫk
d
dǫ
∂xǫk
∂Xl
∂Xl
∂xǫi
) ∣∣∣∣
ǫ=0
. (1.26)
Particularly, in the case of the incompressible system, the calculation above can be sim-
plified by the incompressibility, i.e., detF = 1.
In summary, we have derived from δA(xǫ) = 0 that
ρut + ρu · ∇u+ λ
2∇P (ρ)− ν
(
∇n⊗∇n−
|∇n|2
2
IN
)
= 0. (1.27)
Finally, we are to deal with the dissipation. Firstly, take the internal dissipation into
account together with the transport equation (1.8). For any C1 map n : Ω× [0,+∞)→ S2,
let I(n) =
θ
2
∫
Ω
|∇n|2dx be the energy of n, where θ > 0 is the viscosity constant. The
critical points of the energy I(n) are called the harmonic maps. The motion of n satisfies the
gradient flow (subject to the restraint |n| = 1) that
D
Dt
n = −
δI(n)
δn
, (1.28)
where δI(n)
δn
is the Frechet derivative.
Applying δ˜ = ddτ
∣∣
τ=0
to I(m(τ)), where
m(τ) =
n+ τϕ
|n+ τϕ|
, (1.29)
we have
δI(n)
δn
= −θ(∆n+ |∇n|2n), (1.30)
which, combined with (1.28) (for the case of small molecule), yields the equation for the
orientation field
nt + (u · ∇)n = θ(∆n+ |∇n|
2n). (1.31)
Secondly, for the nematic liquid crystals with small rod-like molecules, we have the fol-
lowing energy law (see [13, 27, 33, 34, 35, 42] for more details)
d
dt
Etotal = −△, (1.32)
where Etotal is the summation of kinetic energy and the elastic energy shown as follows
Etotal =
∫
Ω
(
1
2
ρ|u|2 + λ2ω(ρ) +
ν
2
|∇n|2
)
dx, (1.33)
and △ denotes dissipation being a linear combination of the squares of various rate functions
such as velocity, rate of strain or the material derivative of internal variables, i.e.,
△ =
∫
Ω
(
2µ|Du|2 + κ|∇ · u|2 +
ν
θ
|nt + u · ∇n|
2
)
dx, (1.34)
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where Du = ∇u+∇
Tu
2 =
(
∇iuj+∇jui
2
)
N×N
is called the deformation tensor, µ and κ are the
shear viscosity and the bulk viscosity coefficients satisfying µ > 0 and 2µ+Nκ ≥ 0. The last
term on the R.H.S. of (1.34) represents for the molecule-level microscopic dissipation.
Let uτ = u + τv, where v ∈ C1c (Ω × [0,+∞);R
N ). Applying δ˜ = ddτ
∣∣
τ=0
to △, and
integrating by parts, we have from (1.31) and the fact |n| = 1 that
δ˜△ = µ
∫
Ω
(
∇u+∇Tu,∇v +∇T v
)
dx+ 2κ
∫
Ω
(∇ · u,∇ · v)dx
+
2ν
θ
∫
Ω
(nt + u · ∇n, v · ∇n)dx
= µ
∫
Ω
(
(∇u,∇v) +
(
∇Tu,∇T v
))
dx+ µ
∫
Ω
((
∇u,∇T v
)
+
(
∇Tu,∇v
))
dx
+2κ
∫
Ω
(∇ · u,∇ · v)dx+ 2ν
∫
Ω
(∆n+ |∇n|2n, v · ∇n)dx
= 2
∫
Ω
(−µ∆u− (κ+ µ)∇(∇ · u) + ν∆n · ∇n, v) dx = 0, (1.35)
where ∆n · ∇n =
∑N
i=1∆ni∇ni, implying that
µ∆u+ (κ+ µ)∇(∇ · u)− ν∆n · ∇n = 0. (1.36)
The interesting fact from the above derivation is that the induced stress term ν∆n ·∇n =
ν∇ ·
(
∇n⊗∇n− |∇n|
2
2 IN
)
can be derived either by the least action principle (contained in
(1.27)) or by the maximum dissipation principle (contained in (1.36)). Therefore, they can
either be recognized as conservative or dissipative (see also [13, 42]). Clearly, if the system
is incompressible, the term (κ+ µ)∇(∇ · u) in (1.36) should be zero.
Putting (1.27) and (1.36) together, we have the momentum equation
ρut + ρ(u · ∇)u+ λ
2∇ (P (ρ))
= µ∆u+ (κ+ µ)∇(∇ · u)− ν∇ ·
(
∇n⊗∇n−
|∇n|2
2
IN
)
. (1.37)
In conclusion, the compressible hydrodynamic flow equations of liquid crystals can be
written as follows (the functions and the viscosity constants should depend on the value of
the parameter λ):
ρλt +∇ · (ρ
λuλ) = 0,
(ρλuλ)t +∇ · (ρ
λuλ ⊗ uλ) + λ2∇(P (ρλ))
= µλ∆uλ + (κλ + µλ)∇(∇ · uλ)− νλ∇ ·
(
∇nλ ⊙∇nλ − |∇n
λ|2
2 IN
)
,
nλt + (u
λ · ∇)nλ = θλ(∆nλ + |∇nλ|2nλ).
(1.38)
Here we consider x ∈ TN , a torus in RN , N = 2 or 3 and t > 0. The coefficients satisfy that
µλ, νλ, θλ > 0, and 2µλ +Nκλ ≥ 0. The unknowns are the density ρλ : TN × [0,+∞)→ R1,
the velocity field uλ : TN × [0,+∞) → RN , and the molecular orientation field of the liquid
crystal material nλ : TN× [0,+∞)→ S2, which is a unit vector. P (ρ) is the smooth pressure-
density function with P ′(ρ) > 0 for ρ > 0. The symbol ⊗ represents the usual Kronecker
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multiplication, e.g., u⊗u = (uiuj)1≤i,j≤N , and ∇n⊙∇n represents the N ×N matrix whose
(i, j)-th entry is given by ∇in · ∇jn for 1 ≤ i, j ≤ N .
From mathematical point of view, it is reasonable to expect that, as ρλ → 1, the first
equation in (1.38) yields the incompressible condition ∇ · u = 0. Suppose that the limits
uλ → u and nλ → n exist as λ→∞, and the viscosity coefficients satisfy that
µλ → µ > 0, κλ → κ, νλ → ν > 0, θλ → θ > 0, as λ→∞. (1.39)
Then (at least formally) we obtain the following incompressible model by taking λ→∞ that
∇ · u = 0,
ut + (u · ∇)u+∇p = µ∆u− ν∇ · (∇n⊙∇n),
nt + (u · ∇)n = θ(∆n+ |∇n|
2n),
(1.40)
where ∇p is the limit of the term λ
2
ρλ
∇
(
P (ρλ)
)
− ν
λ
ρλ
∇
(
|∇nλ|2
2
)
. For simplicity, we assume in
the following that κλ ≡ κ, µλ ≡ µ, µλ ≡ µ and θλ ≡ θ are constants independent of λ, which
satisfy that µ, ν, θ > 0 and 2µ+Nκ ≥ 0.
In a series of papers, Lin [22] and Lin and Liu [23, 24, 25] addressed the existence and
partial regularity theory of suitable weak solution to the incompressible hydrodynamic flow
of liquid crystals (1.40) of variable length. More precisely, they considered the approxi-
mate equation of incompressible hydrodynamic flow of liquid crystals
(
|∇n|2n is replaced by
(1−|n|2)n
ǫ2
)
, and proved [23], the local existence of classical solutions and the global existence
of weak solutions in dimension two and three. For any fixed ǫ > 0, they also showed the exis-
tence and uniqueness of global classical solutions either in dimension two or dimension three
when the fluid viscosity µ is sufficiently large; Lin and Liu [24] extended the classical theo-
rem by Caffarelli et al. [2] on the Navier-Stokes equations that asserts the one dimensional
parabolic Hausdorff measure of the singular set of any suitable weak solution is zero. See also
[1, 28, 37] for relevant results. For the system (1.40), Lin et al. [26] proved that there exists a
global weak solution which is regular with the exception of at most finitely many time-slices
in dimension two. For the density-dependent incompressible flow of incompressible liquid
crystals, on one hand, Liu and Zhang [32] obtained the global weak solutions in dimension
three with the initial density ρ0 ∈ L
2 for the model of variable length. Jiang and Tan [14]
improved the condition of ρ0 to ρ0 ∈ L
γ , γ > 32 . However, the estimates depend on ǫ, and
thus they can not take the limit ǫ → 0. On the other hand, considering the original term
|∇n|2n, Wen and Ding [41] proved the local existence and uniqueness of the strong solutions
to the model in a bounded domain in RN (N = 2 or 3), provided that the initial density
ρ0 ≥ 0. Furthermore, they got the global existence and uniqueness of the strong solutions
with small initial data and inf
x∈Ω
ρ0 > 0 in dimension two. Very recently, Li and Wang [21]
proved the existence and uniqueness of the local strong solutions with large initial data and
the global strong solutions with small data in Besov space for the initial density away from
vacuum in dimension three. For an incompressible non-isothermal model, we refer to [8].
The study for the compressible hydrodynamic flow (1.38) began in recent years. Con-
cerning the Dirichlet and Neumann boundary condition for (u, n) in dimension one, Ding
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et al. [3] obtained the existence and uniqueness of global classical solutions with the initial
data (ρ0, u0, n0) ∈ C
1,α(I)× C2,α(I) × C2,α(I) and ρ0 ≥ c0 > 0, where I = [0, 1]. They also
addressed both the existence and the uniqueness of global strong solutions for 0 ≤ ρ0 ∈ H
1(I)
and (u0, n0) ∈ H
1(I)×H2(I). Furthermore, Ding et al. [5] established the existence of weak
solution (ρ, u, n) in dimension one with 0 ≤ ρ0 ∈ L
γ(I) for γ > 1, u0 ∈ L
2(I) and n0 ∈ H
1(I).
Huang et al. [11] studied the three dimensional Cauchy problem and other boundary prob-
lems. They obtained the local existence of unique strong solution provided that the initial
data ρ0, u0, n0 are sufficiently regular and satisfy a natural compatibility condition, and then
they proved a criterion for possible breakdown of such a local strong solution at finite time in
terms of the blow up of the quantities ‖ρ‖L∞t L∞x and ‖∇n‖L3tL∞x . They obtained in [12] a blow
up criterion in terms of ‖Du‖L1tL∞x and ‖∇n‖L2tL∞x . Recently, Li et al. [20] established the
global existence of classical solutions to the Cauchy problem with smooth initial data which
are of small energy but possibly large oscillations with constant state as farfield condition
which could be either vacuum or non-vacuum in dimension three. For the hydrodynamic flow
of liquid crystals of variable length, we refer to [29, 30, 40].
It is interesting to ask whether the solutions for the compressible flow of liquid crystals
can converge to the solutions for the incompressible system. For the flow of liquid crystals of
variable length, this problem has been answered by recent papers [31, 39]. The present paper
focuses on the system (1.38) and (1.40) and intends to answer such a problem.
This paper is organized as follows. In Section 2, we state the main results. In Section 3,
we prove that the local strong solutions of (1.38) exist for sufficiently small disturbances from
the general incompressible initial data, meanwhile, we get the uniform stability of the local
solution family which yields a lifespan of the system (1.38). In view of this fact, we show
that the local solutions for (1.38) converge to a local solution for the limiting incompressible
system (1.40) by means of compactness arguments. In Section 4, the global existence of the
strong solutions to the incompressible system (1.40) is derived provided that the initial data
of the incompressible model are sufficiently small. In Section 5, we obtain the convergence
rates about (ρλ, uλ, nλ)→ (1, u, n) in some sense when λ→∞. These results depend on the
techniques modified from [15, 16, 17, 18, 36].
2. Notations and Statements of Main Results
First of all, we can rewrite (1.38) when the density is away from vacuum as follows:
ρλt +∇ · (ρ
λuλ) = 0,
uλt + (u
λ · ∇)uλ + λ
2
ρλ
∇P (ρλ) = µ
ρλ
∆uλ + (κ+µ)
ρλ
∇(∇ · uλ)− ν
ρλ
∆nλ · ∇nλ,
nλt + (u
λ · ∇)nλ = θ(∆nλ + |∇nλ|2nλ).
(2.1)
Throughout this paper, for convenience, let
∫
TN
f(x) =
∫
TN
f(x)dx and
∫ t
0 g(s) =
∫ t
0 g(s)ds,
denote by ‖ · ‖, ‖ · ‖s and ‖ · ‖∞ the norms in L
2(TN ), Hs(TN ) and L∞(TN ) respectively,
and especially denote by ‖ · ‖L4 the norm in L
4(TN ).
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Define
Es(U(t)) =
1
2
∑
|α|≤s
∫
TN
(
λ2|∇α(ρ− 1)|2 + |∇αu|2 + |∇∇αn|2
)
,
E˜s(U(t)) =
1
2
∑
|α|≤s
∫
TN
(
λ2
P ′(ρ)
ρ
|∇α(ρ− 1)|2 + ρ|∇αu|2 + |∇∇αn|2
)
,
(2.2)
where U = (ρ, u, n).
It is easily seen that
Es(U(t)) ∼ E˜s(U(t)), (2.3)
provided that |ρ− 1| is sufficiently small (see [17, 18, 36]).
Now we state the main results of this paper.
Theorem 2.1. Consider the compressible model (1.38) with the following initial data
ρλ(x, 0) = 1 + ρλ0(x), u
λ(x, 0) = u0(x) + u
λ
0(x), n
λ(x, 0) =
n0(x) + n
λ
0 (x)∣∣n0(x) + nλ0 (x)∣∣ , (2.4)
where u0, n0 satisfy
u0(x) ∈ H
s+1(TN ), ∇ · u0 = 0, n0 ∈ H
s+2(TN , S2) (2.5)
for any s ≥
[
N
2
]
+ 2. Moreover, for small positive constant δ0, the functions ρ
λ
0(x), u
λ
0(x),
nλ0(x) are assumed to satisfy
‖ρλ0‖s ≤ λ
−2δ0, ‖u
λ
0(x)‖s+1 ≤ λ
−1δ0, ‖∇n
λ(x, 0) −∇n0(x)‖s+1 ≤ λ
−1δ0. (2.6)
Then the following statements hold.
Uniform stability: There exist constants T0 and C independent of λ such that the unique
strong solution (ρλ, uλ, nλ) of system (1.38) exists for all large λ on the time interval [0, T0]
with properties:
Es(U
λ(t)) +
∫ t
0
(
µ‖∇uλ‖2s + (κ+ µ)‖∇ · u
λ‖2s + θ‖∇n
λ‖2s+1
)
≤ C,
Es−1(∂tU
λ(t)) + ‖nλt ‖
2 +
∫ t
0
(
µ‖∇∂tu
λ‖2s−1 + (κ+ µ)‖∇ · ∂tu
λ‖2s−1 + θ‖∇∂tn
λ‖2s
)
≤ C,
|nλ| = 1 in QT0 = T
N × [0, T0],
(2.7)
where Es−1(∂tU(t)) =
1
2
∑
|β|≤s−1
∫
TN
(
λ2|∇β∂tρ|
2 + |∇β∂tu|
2 + |∇β∂t∇n|
2
)
.
Local existence of solutions for incompressible system: There exist functions u and n such
that 
ρλ → 1 in L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1),
uλ ⇀ u weakly∗ in L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1),
uλ → u in C([0, T0];H
s′),
nλ ⇀ n weakly∗ in L∞([0, T0];H
s+1) ∩ Lip([0, T0];H
s),
nλ → n in C([0, T0];H
s′+1)
(2.8)
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for any s′ ∈ [0, s), and the function pair (u, n) is the unique strong solution of the incom-
pressible system of liquid crystal (1.40) with the initial data
u(x, 0) = u0(x), n(x, 0) = n0(x), (2.9)
for some p ∈ L∞([0, T0];H
s−1) ∩ L2([0, T0];H
s).
Remark 2.1. By scaling we know that λ−1 is the Mach number. Note that as λ → 0, the
initial data may be very large. Theorem 2.1 states that although the initial data depends on
λ, the local existence time T0 is independent of λ.
Theorem 2.2. Consider the strong solutions (ρλ, uλ, nλ) of system (1.38) obtained in The-
orem 2.1. Suppose in addition that the initial data satisfies
‖u0‖
2
s + ‖∇n0‖
2
s ≤ ε0, (2.10)
where ε0 is a positive constant. If ε0 is sufficiently small, then for any fixed T > 0, the strong
solution (ρλ, uλ, nλ) satisfies the following estimates:
Es(U
λ(t)) +
∫ t
0
(
µ‖∇uλ‖2s + (κ+ µ)‖∇ · u
λ‖2s + θ‖∇
2nλ‖2s
)
≤ 4(ε0 + λ
−2δ20) (2.11)
for t ∈ [0, T λ), and
Es−1(∂tU
λ(t)) + ‖nλt ‖
2 +
∫ t
0
(
µ‖∇∂tu
λ‖2s−1 + (κ+ µ)‖∇ · ∂tu
λ‖2s−1 + θ‖∇∂tn
λ‖2s
)
≤ C expCt, (2.12)
for t ∈ [0, T ], where T λ > T and T λ → ∞ as λ →∞. Furthermore, as λ →∞, (ρλ, uλ, nλ)
converges to the unique global strong solution (1, u, n) of the incompressible system of liquid
crystals (1.40), and
‖u‖2s + ‖∇n‖
2
s +
∫ t
0
(
µ‖∇u‖2s + θ‖∇
2n‖2s
)
≤ C1ε0, (2.13)
for any t > 0, where C1 is a uniform constant independent of ε0 and t.
Remark 2.2. Since this paper is mainly concerned with the limit as λ→∞, we do not state
the global existence of the compressible model for fixed λ > 0 and small initial data. The
global existence of the solutions to the slightly compressible model is considered in [4].
Theorem 2.3. Under the assumptions of Theorem 2.1, the convergence rates of ρλ, uλ and
nλ (λ→∞) are deduced as
λ‖ρλ − 1‖2s + ‖u
λ − u‖2 + ‖nλ − n‖22 +
∫ t
0
(
‖uλ − u‖21 + ‖n
λ − n‖23
)
≤ Cλ−1, (2.14)
for t ∈ [0, T0]. Furthermore, we have
‖∇(ρλ − 1)‖2s−2 ≤ Cλ
−4, ∀ t ∈ [0, T0]. (2.15)
The statement also holds for the strong solution given in Theorem 2.2 for t ∈ [0, T λ).
Remark 2.3. In Theorem 2.3, we do not give the convergence rates for the higher order
derivatives of uλ and nλ since we know little about the convergence rate of the pressure.
11
3. Local Existence and Uniform Stability
In this section, we will give the uniform estimates for our results and then prove Theorem
2.1. Let U0 =
(
1 + ρλ0 , u0 + u
λ
0 ,
n0+nλ0
|n0+nλ0 |
)
. We consider a set of functions BλT0(U0) contained
in
{
(ρ, u, n) : (ρ, u,∇n) ∈ L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1)
}
with s ≥ 3 and defined by
|λ(ρ− 1)|+ |u− u0|+ |∇n−∇n0| < δ,
Es(U(t)) + ‖n‖
2 +
∫ t
0
(
µ‖∇u‖2s + (κ+ µ)‖∇ · u‖
2
s + θ‖∇n‖
2
s+1
)
≤ K1,
Es−1(∂tU(t)) + ‖nt‖
2 +
∫ t
0
(
µ‖∇∂tu‖
2
s−1 + (κ+ µ)‖∇ · ∂tu‖
2
s−1 + θ‖∇∂tn‖
2
s
)
≤ K2.
(3.1)
For any V = (ξλ, υλ,mλ) ∈ BλT0(U0), define U = (ρ
λ, uλ, nλ) = Λ(V ) as the unique
solution of the following “linearized” problem
ρλt + (v
λ · ∇)ρλ + ξλ∇ · uλ = 0,
uλt + (v
λ · ∇)uλ + λ2 P
′(ξλ)
ξλ
∇ρλ = µ
ξλ
∆uλ + (κ+µ)
ξλ
∇(∇ · uλ)− ν
ξλ
∆nλ · ∇nλ,
nλt − θ∆n
λ = −(vλ · ∇)mλ + θ|∇mλ|2mλ,
(3.2)
for which the existence and uniqueness of the solutions is guaranteed by the standard theory
of parabolic equations and Navier–Stokes equations. Now we are to show that for appropriate
choices of T0, δ, K1 andK2 independent of λ, Λ maps B
λ
T0
(U0) into itself and it is a contraction
in certain function spaces. We emphasize that the solutions will depend on the value of the
parameter λ, but for convenience, the dependence will not always be displayed in this section.
We need the following lemma for the proofs.
Lemma 3.1. [10, 16, 18] Let s > N2 . For any functions f , g (possibly vector-valued in R
n)
in Sobolev space Hs(TN ,Rn), Φ ∈ Cs(Rn), ‖∇jΦ‖∞ < +∞ (j = 1, 2, . . . , s), and multi-index
α satisfying |α| ≤ s, we have the Sobolev inequality:
‖f‖∞ ≤ ‖f‖s, (3.3)
the estimate based on the chain rule:
‖∇r(Φ ◦ f)‖ ≤ C(1 + ‖f‖s−1∞ )‖∇f‖s−1, for 1 ≤ r ≤ s, (3.4)
and the estimates based on Leibniz’ rule:
‖∇α(fg)‖ ≤ C(‖f‖∞‖∇
αg‖+ ‖g‖∞‖∇
αf‖), (3.5)
‖∇α(fg)− f∇αg‖ ≤ C(‖∇f‖∞‖g‖s−1 + ‖g‖∞‖∇f‖s−1), (3.6)
where the constants C are independent of f , g, but may depend on |α| and Φ.
Before proceeding any further, we apply Dα1 to the first and the second equations of (3.2)
and Dα2 to the third one respectively, and then we get
∂tD
α1ρ+ (v · ∇)Dα1ρ+ ξ∇ ·Dα1u = Π1,
∂tD
α1u+ (v · ∇)Dα1u+ λ2 P
′(ξ)
ξ
∇Dα1ρ = Π2,
∂tD
α2n− θ∆Dα2n = −Dα2 (v · ∇m) + θDα2(|∇m|2m),
(3.7)
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where
Π1 = −[D
α1(v · ∇ρ)− (v · ∇)Dα1ρ]− [Dα1(ξ∇ · u)− ξ∇ ·Dα1u],
Π2 =
µ
ξ
∆Dα1u+
κ+ µ
ξ
∇Dα1(∇ · u)−
ν
ξ
Dα1(∆n · ∇n)
−[Dα1(v · ∇u)− (v · ∇)Dα1u]− λ2
[
Dα1
(
P ′(ξ)
ξ
∇ρ
)
−
P ′(ξ)
ξ
∇Dα1ρ
]
+
[
Dα1
(
µ
ξ
∆u
)
−
µ
ξ
∆Dα1u
]
+
{
Dα1
[
κ+ µ
ξ
∇(∇ · u)
]
−
κ+ µ
ξ
∇Dα1(∇ · u)
}
−
{
Dα1
[
ν
ξ
(∆n · ∇n)
]
−
ν
ξ
Dα1(∆n · ∇n)
}
.
We will prove that Λ maps BλT0(U0) into itself by two steps and denote by C the constants
independent of λ, K1 and K2 in these two steps. Without loss of generality, we assume that
T−10 , λ, K1, K2 > 1.
Step One: Estimates of n.
Taking the L2 inner product of (3.7)3 with D
α2n, and then integrating by parts, we have
1
2
d
dt
∫
TN
|Dα2n|2 + θ
∫
TN
|Dα2∇n|2
= −
∫
TN
Dα2(v · ∇m) ·Dα2n+ θ
∫
TN
Dα2(|∇m|2m) ·Dα2n
= N1 +N2. (3.8)
Next, we will give the estimates of N1 and N2 in the following two cases respectively.
Case 1: Dα2 = ∇α2 with |α2| ≤ s+ 1.
It follows from Lemma 3.1, the Sobolev embedding H2(TN ) →֒ L∞(TN ) for N = 2, 3,
and the Cauchy inequality that
|N1| ≤ ‖∇
α2(v · ∇m)‖‖∇α2n‖
≤ C(‖v‖∞‖∇m‖s+1 + ‖∇m‖∞‖v‖s+1)‖∇
α2n‖
≤ (K
1
2
1 ‖∇m‖s+1 +K1 +K
1
2
1 ‖∇v‖s)‖∇
α2n‖
≤ K21‖∇
α2n‖2 + CK−11
(
‖∇m‖2s+1 + ‖∇v‖
2
s
)
+ C, (3.9)
|N2| ≤ ‖∇
α2(|∇m|2m)‖‖∇α2n‖
≤ C
(
‖∇m‖2∞‖m‖s+1 + ‖m‖∞‖∇m‖∞‖∇m‖s+1
)
‖∇α2n‖
≤ CK1‖∇m‖s+1‖∇
α2n‖
≤ K31‖∇
α2n‖2 + CK−11 ‖∇m‖
2
s+1. (3.10)
Case 2: Dα2 = ∂t∇
α1 with |α1| ≤ s.
Similarly, we have
|N1| ≤ (‖∇
α1(vt · ∇m)‖+ ‖∇
α1(v · ∇mt)‖) ‖∇
α1nt‖
≤ C (‖vt‖∞‖∇m‖s + ‖∇m‖∞‖vt‖s + ‖v‖∞‖∇mt‖s + ‖∇mt‖∞‖v‖s) ‖∇
α1nt‖
≤ C
(
K
1
2
1 K
1
2
2 +K
1
2
1 ‖∇vt‖s−1 +K
1
2
1 ‖∇mt‖s
)
‖∇α1nt‖
13
≤ K1K2‖∇
α1nt‖
2 + CK−12
(
‖∇vt‖
2
s−1 + ‖∇mt‖
2
s
)
. (3.11)
|N2| ≤
(
‖∇α1 ((∇m : ∇mt)m) ‖+ ‖∇
α1
(
|∇m|2mt
)
‖
)
‖∇α1nt‖
≤ C (‖∇m‖∞‖∇mt‖∞‖m‖s + ‖m‖∞ (‖∇m‖∞‖∇mt‖s + ‖∇mt‖∞‖∇m‖s)
+‖∇m‖2∞‖mt‖s + ‖mt‖∞‖∇m‖∞‖∇m‖s
)
‖∇α1nt‖
≤ C
(
K1K
1
2
2 +K1‖∇mt‖s
)
‖∇α1nt‖
≤ K21K2‖∇
α1nt‖
2 + CK−12 ‖∇mt‖
2
s. (3.12)
On one hand, substituting the estimates (3.9) and (3.10) into (3.8), and then summing
over α2, we obtain
d
dt
∑
|α2|≤s+1
‖∇α2n‖2 + θ
∑
|α2|≤s
‖∇α2∇n‖2
≤ CK31‖n‖
2
s+1 + CK
−1
1
(
‖∇m‖2s+1 + ‖∇v‖
2
s
)
+ C. (3.13)
Then integrating the above inequality over [0, t] ⊆ [0, T0], we find that
‖n‖2s+1(t) + θ
∫ t
0
‖∇n‖2s+1 ≤ CK
3
1
∫ t
0
‖n‖2s+1 + ‖n(x, 0)‖
2
s+1 + C (3.14)
which directly yields from the Gronwall inequality and (2.4)–(2.6) that
‖n‖2s+1(t) ≤ exp (CK
3
1T0)
(
‖n(x, 0)‖2s+1 + C
)
≤ exp (CK31T0)
(
‖n0‖
2
s+1 + λ
−2δ0 + C
)
≤ C (3.15)
for t ∈ [0, T0], provided that T0 < T1 = K
−3
1 . It follows from (3.14) that θ
∫ t
0 ‖∇n‖
2
s+1 ≤ C
for t ∈ [0, T0], provided that T0 < T1.
On the other hand, substituting the estimates (3.11) and (3.12) into (3.8), and then
summing over α1, we obtain
d
dt
∑
|α1|≤s
∫
TN
|∇α1nt|
2 + θ
∑
|α1|≤s
∫
TN
|∇α1∇nt|
2
≤ CK21K2‖nt‖
2
s + CK
−1
2
(
‖∇vt‖
2
s−1 + ‖∇mt‖
2
s
)
. (3.16)
Recalling the constraints of the initial data and (1.38)3, and then using Lemma 3.1, we
get
‖nt(x, 0)‖s ≤ C
(
‖(u(x, 0) · ∇)n(x, 0)‖s + ‖∆n(x, 0) + |∇n(x, 0)|
2n(x, 0)‖s
)
≤ C
(
‖u0‖s + λ
−1δ0
) (
‖∇n0‖s + λ
−1δ0
)
+ C
(
‖∆n0‖s + λ
−1δ0
)
+C
(
‖∇n0‖
2
s + λ
−2δ20
) (
‖n0‖s + λ
−1δ0
)
+ C
(
‖∇n0‖
2
s + λ
−2δ20
)
≤ C. (3.17)
Then integrating (3.16) over [0, t] ⊆ [0, T0] and using the Gronwall inequality, we have
‖nt‖
2
s + θ
∫ t
0
‖∇nt‖
2
sds ≤ C (3.18)
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for t ∈ [0, T0], provided that T2
.
= {T1,K
−2
1 K
−1
2 }.
Step Two: Estimates of ρ and u.
Taking the L2 inner product of (3.7)1 and (3.7)2 with λ
2 P
′(ξ)
ξ
Dα1(ρ − 1) and ξDα1u
respectively, and then integrating by parts, we arrive at
1
2
d
dt
∫
TN
(
P ′(ξ)
ξ
|λDα1(ρ− 1)|2 + ξ|Dα1u|2
)
+µ
∫
TN
|Dα1∇u|2 + (κ+ µ)
∫
TN
|Dα1(∇ · u)|2 =
9∑
k=1
Ik, (3.19)
where
I1 =
1
2
∫
TN
[
|λDα1(ρ− 1)|2∂t
(
P ′(ξ)
ξ
)
+ ξt|D
α1u|2
]
,
I2 =
1
2
∫
TN
[
|λDα1(ρ− 1)|2∇ ·
(
P ′(ξ)
ξ
v
)
+∇ · (ξv)|Dα1u|2
]
,
I3 = λ
2
∫
TN
P ′′(ξ)Dα1(ρ− 1)Dα1u · ∇ξ,
I4 = −λ
2
∫
TN
P ′(ξ)
ξ
Dα1(ρ− 1)
{
[Dα1(v · ∇ρ)− v · ∇Dα1ρ] + [Dα1(ξ∇ · u)− ξ∇ ·Dα1u]
}
,
I5 = −ν
∫
TN
Dα1(∆n · ∇n) ·Dα1u,
I6 = −
∫
TN
ξ [Dα1(v · ∇u)− v · ∇Dα1u] ·Dα1u,
I7 = −λ
2
∫
TN
ξ
[
Dα1
(
P ′(ξ)
ξ
∇ρ
)
−
P ′(ξ)
ξ
∇Dα1ρ
]
·Dα1u,
I8 =
∫
TN
ξ
[
Dα1
(
µ
ξ
∆u
)
−
µ
ξ
∆Dα1u
]
·Dα1u
+
∫
TN
ξ
{
Dα1
[
κ+ µ
ξ
∇(∇ · u)
]
−
κ+ µ
ξ
∇Dα1(∇ · u)
}
·Dα1u,
I9 = −
∫
TN
ξ
{
Dα1
[
ν
ξ
(∆n · ∇n)
]
−
ν
ξ
Dα1(∆n · ∇n)
}
·Dα1u.
First of all, we give the estimates of I1–I3. Choose δ small enough so that (2.3) and
|ξ − 1| ≤ 12 hold. Then by the smoothness of the pressure P (·), we have
|I1| ≤
∥∥∥∥ξP ′′(ξ)− P ′(ξ)ξ2
∥∥∥∥
∞
‖ξt‖∞‖λD
α1(ρ− 1)‖2 + ‖ξt‖∞‖D
α1u‖2
≤ C‖ξt‖2
(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
≤ Cλ−1K
1
2
2
(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
, (3.20)
|I2| ≤
(∥∥∥∥ξP ′′(ξ)− P ′(ξ)ξ2
∥∥∥∥
∞
‖∇ξ‖∞‖v‖∞ +
∥∥∥∥P ′(ξ)ξ
∥∥∥∥
∞
‖∇ · v‖∞
)
‖λDα1(ρ− 1)‖2
+(‖∇ξ‖∞‖v‖∞ + ‖ξ‖∞‖∇ · v‖∞) ‖D
α1u‖2
≤ C
(
λ−1‖λ∇ξ‖2‖v‖2 + ‖v‖3)(‖λD
α1(ρ− 1)‖2 + ‖Dα1u‖2
)
≤ C
(
λ−1K1 +K
1
2
1
)(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
, (3.21)
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|I3| ≤ λ‖P
′′(ξ)‖∞‖∇ξ‖∞
(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
≤ C‖λ∇ξ‖2
(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
≤ CK
1
2
1
(
‖λDα1(ρ− 1)‖2 + ‖Dα1u‖2
)
. (3.22)
Secondly, we give the estimates of I4–I9 in the following three cases.
Case 1: |α1| = 0 or D
α1 = ∂t.
If |α1| = 0, then the quantities Ij, 4 ≤ j ≤ 9, are all equal to zero except for I5. Thus it
suffices to estimate I5. Using (3.15), we have
|I5| ≤ C‖u‖‖∇n‖∞‖∆n‖ ≤ C‖u‖
2 + C. (3.23)
If Dα1 = ∂t, then by using (3.15), (3.18) and the Cauchy inequality, we have
|I4| ≤ C‖λρt‖ (‖vt‖∞‖λ∇ρ‖+ ‖λξt‖∞‖∇ · u‖)
≤ CK
1
2
2
(
‖λ∇ρ‖2 + ‖λρt‖
2 + ‖∇ · u‖2
)
, (3.24)
|I5| ≤ C (‖∆nt‖‖∇n‖∞ + ‖∆n‖∞‖∇nt‖) ‖ut‖ (3.25)
≤ C (‖∆nt‖‖∇n‖2 + ‖∆n‖2‖∇nt‖) ‖ut‖ ≤ C‖ut‖
2 + C, (3.26)
|I6| ≤ C‖vt‖∞‖∇u‖‖ut‖ ≤ CK
1
2
2 (‖∇u‖
2 + ‖ut‖
2), (3.27)
|I7| ≤ C‖λξt‖∞‖λ∇ρ‖‖ut‖ ≤ CK
1
2
2
(
‖λ∇ρ‖2 + ‖ut‖
2
)
, (3.28)
|I8| ≤ Cλ
−1‖λξt‖∞ (‖∆u‖+ ‖∇(∇ · u)‖) ‖ut‖ ≤ Cλ
−1K
1
2
2 (‖u‖
2
2 + ‖ut‖
2), (3.29)
|I9| ≤ Cλ
−1‖λξt‖∞‖∆n‖‖∇n‖∞‖ut‖ ≤ Cλ
−2K1‖ut‖
2 + C. (3.30)
Case 2: Dα1 = ∇α1 for 1 ≤ |α1| ≤ s, where s ≥ 3.
By Lemma 3.1, we have
|I4| ≤ C (‖∇v‖∞‖λ∇ρ‖s−1 + ‖λ∇ρ‖∞‖v‖s + ‖λ∇ξ‖∞‖∇ · u‖s−1 + ‖∇ · u‖∞‖λ∇ξ‖s−1)
×‖λ∇α1(ρ− 1)‖
≤ CK
1
2
1
(
‖λ(ρ− 1)‖2s + ‖u‖
2
s
)
, (3.31)
|I5| =
∣∣∣∣ν ∫
TN
∇α1
(
∇n⊙∇n−
|∇n|2
2
IN
)
· ∇∇α1u
∣∣∣∣
≤ C‖∇u‖s‖∇n‖∞‖∇n‖s ≤ τ‖∇u‖
2
s +C(τ), (3.32)
where we have used integration by parts and (3.15) in the estimate of I5.
Similarly as in (3.31), one obtains
|I6| ≤ C‖u‖s(‖∇v‖∞‖∇u‖s−1 + ‖∇u‖∞‖v‖s) ≤ CK
1
2
1 ‖u‖
2
s. (3.33)
On the other hand, by Lemma 3.1, we have
|I7| ≤ Cλ
2
(∥∥∥∥ξP ′′(ξ)− P ′(ξ)ξ2 ∇ξ
∥∥∥∥
∞
‖∇ρ‖s−1 + ‖∇ρ‖∞
∥∥∥∥∇(P ′(ξ)ξ
)∥∥∥∥
s−1
)
‖u‖s
≤ C (‖λ∇ξ‖2‖λ∇ρ‖s−1 + ‖λ∇ρ‖2‖λ∇ξ‖s−1) ‖u‖s
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≤ CK
1
2
1
(
‖λ(ρ− 1)‖2s + ‖u‖
2
s
)
, (3.34)
|I8| ≤ C‖u‖s
(∥∥∥∥∇(1ξ
)∥∥∥∥
∞
‖∆u‖s−1 + ‖∆u‖∞
∥∥∥∥∇(1ξ
)∥∥∥∥
s−1
+
∥∥∥∥∇(1ξ
)∥∥∥∥
∞
‖∇(∇ · u)‖s−1 + ‖∇(∇ · u)‖∞
∥∥∥∥∇(1ξ
)∥∥∥∥
s−1
)
≤ Cλ−1K
1
2
1 ‖u‖s(‖∇u‖s + ‖∇ · u‖s)
≤ τ‖∇u‖2s + τ‖∇ · u‖
2
s + C(τ)λ
−2K1‖u‖
2
s, (3.35)
|I9| ≤ C‖u‖s
(∥∥∥∥∇(1ξ
)∥∥∥∥
∞
‖∆n · ∇n‖s−1 + ‖∆n · ∇n‖∞
∥∥∥∥∇(1ξ
)∥∥∥∥
s−1
)
≤ Cλ−1‖u‖s (‖λ∇ξ‖∞(‖∆n‖∞‖∇n‖s−1 + ‖∇n‖∞‖∆n‖s−1) + ‖∆n‖2‖∇n‖2‖λ∇ξ‖s−1)
≤ Cλ−2K1‖u‖
2
s + C, (3.36)
where we have used (3.15) in the estimate of I9.
Putting the estimates (3.20)–(3.23) and (3.31)–(3.36) together, summing over α1, and
then choosing τ small enough, we get
d
dt
∑
|α1|≤s
∫
TN
(
P ′(ξ)
ξ
λ2|∇α1(ρ− 1)|2 + ξ|∇α1u|2
)
+
∑
|α1|≤s
µ
∫
TN
|∇α1∇u|2 +
∑
|α1|≤s
(κ+ µ)
∫
TN
|∇α1(∇ · u)|2
≤ C (K1 +K2)
(
‖λ(ρ− 1)‖2s + ‖u‖
2
s
)
+ C. (3.37)
Recalling the constraints of the initial data (2.5) and (2.6), we have
‖λρ0‖
2
s + ‖u0 + u0‖
2
s ≤
(
3λ−2δ20 + 2‖u0‖
2
s
)
. (3.38)
Then by (2.3), (3.37), (3.38) and the Gronwall inequality, we get
‖λ(ρ − 1)‖2s(t) + ‖u‖
2
s(t) ≤ exp (C (K1 +K2)T0)
(
3λ−2δ20 + 2‖u0‖
2
s + CT0
)
≤ C (3.39)
for t ∈ [0, T0], provided that T0 < T2. Furthermore, we integrate (3.37) over [0, t] ⊆ [0, T0]
and then get
µ
∫ t
0
‖∇u‖2s + (κ+ µ)
∫ t
0
‖∇ · u‖2s ≤ C for t ∈ [0, T0]. (3.40)
Case 3: Dα1 = ∇β∂t for 1 ≤ |β| ≤ s− 1, where s ≥ 3.
On one hand, for I5, I6 and I9, by (3.15), (3.18), (3.39) and the Cauchy inequality, we
are led to
|I5| ≤ C (‖∆nt‖∞‖∇n‖s−1 + ‖∇n‖∞‖∆nt‖s−1) ‖∇
βut‖
+C (‖∆n‖∞‖∇nt‖s−1 + ‖∇nt‖∞‖∆n‖s−1) ‖∇
βut‖
≤ C‖ut‖
2
s−1 + C(‖∆nt‖
2
s−1 + 1), (3.41)
|I6| ≤ C‖ut‖s−1 (‖∇v‖∞‖∇ut‖s−2 + ‖∇ut‖∞‖v‖s−1 + ‖vt‖∞‖∇u‖s−1 + ‖∇u‖∞‖vt‖s−1)
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≤ τ‖∇ut‖
2
2 + C(τ) (K1 +K2) ‖ut‖
2
s−1 + C, (3.42)
|I9| ≤ C‖∇
βut‖
(∥∥∥∥(1ξ
)
t
∥∥∥∥
∞
‖∆n · ∇n‖s−1 + ‖∆n · ∇n‖∞
∥∥∥∥(1ξ
)
t
∥∥∥∥
s−1
+
∥∥∥∥∇(1ξ
)∥∥∥∥
∞
‖(∆n · ∇n)t‖s−2 + ‖(∆n · ∇n)t‖∞
∥∥∥∥∇(1ξ
)∥∥∥∥
s−2
)
≤ C‖ut‖s−1
(
‖ξt‖∞ ‖∆n‖∞‖∇n‖s−1 + ‖ξt‖∞ ‖∇n‖∞‖∆n‖s−1
+‖∆n‖∞‖∇n‖∞‖ξt‖s−1(1 + ‖∇ξ‖s−2) + ‖∇ξ‖∞ ‖∆nt‖∞‖∇n‖s−2
+ ‖∇ξ‖∞ ‖∇n‖∞‖∆nt‖s−2 + ‖∇ξ‖∞ ‖∆n‖∞‖∇nt‖s−2 + ‖∇ξ‖∞ ‖∇nt‖∞‖∆n‖s−2
+‖∆n‖∞‖∇nt‖∞ ‖∇ξ‖s−2 + ‖∆nt‖∞‖∇n‖∞ ‖∇ξ‖s−2
)
≤ C
(
K21 +K
2
2
)
‖ut‖
2
s−1 + C(‖∆nt‖
2
2 + 1). (3.43)
where we have used in (3.43) the following fact∥∥∥∥(1ξ
)
t
∥∥∥∥
s−1
≤ C
∥∥∥∥ 1ξ2 ξt
∥∥∥∥
s−1
≤ C
∥∥∥∥ 1ξ2
∥∥∥∥
∞
‖ξt‖s−1 + C‖ξt‖∞
∥∥∥∥ 1ξ2
∥∥∥∥
s−1
≤ C‖ξt‖s−1(1 + ‖∇ξ‖s−2). (3.44)
On the other hand, for the terms I4, I7 and I8, some extra discussions have to be given
since the methods to estimate these three terms are different between the case s = 3 and
s ≥ 4. Indeed, if s ≥ 4, then we use Lemma 3.1, the Sobolev imbedding, the Cauchy
inequality, (3.15), (3.18), (3.39) and a similar calculation as in (3.44) to get
|I4| ≤ C‖λρt‖s−1 (‖∇v‖∞‖λ∇ρt‖s−2 + ‖λ∇ρt‖∞‖v‖s−1 + ‖vt‖∞‖λ∇ρ‖s−1
+‖λ∇ρ‖∞‖vt‖s−1 + ‖λ∇ξ‖∞‖∇ · ut‖s−2 + ‖∇ · ut‖∞‖λ∇ξ‖s−2
+‖λξt‖∞‖∇ · u‖s−1 + ‖∇ · u‖∞‖λξt‖s−1)
≤ C(K1 +K2)
(
‖λρt‖
2
s−1 + ‖ut‖
2
s−1
)
+ C, (3.45)
|I7| ≤ Cλ
2‖ut‖s−1
(
‖∇ξ‖∞ ‖∇ρt‖s−2 + ‖∇ρt‖∞ ‖∇ξ‖s−2 + ‖ξt‖∞ ‖∇ρ‖s−1
+‖∇ρ‖∞ ‖ξt‖s−1 (1 + ‖∇ξ‖s−2)
)
≤ C
(
K21 +K
2
2
) (
‖λρt‖
2
s−1 + ‖ut‖
2
s−1
)
+ C, (3.46)
|I8| ≤ C‖ut‖s−1
(
‖∇ξ‖∞ ‖∆ut‖s−2 + ‖∆ut‖∞ ‖∇ξ‖s−2 + ‖ξt‖∞ ‖∆u‖s−1
+‖∆u‖∞‖ξt‖s−1(1 + ‖∇ξ‖s−2) + ‖∇ξ‖∞ ‖∇(∇ · ut)‖s−2 + ‖∇(∇ · ut)‖∞ ‖∇ξ‖s−2
+ ‖ξt‖∞ ‖∇(∇ · u)‖s−1 + ‖∇(∇ · u)‖∞‖ξt‖s−1(1 + ‖∇ξ‖s−2))
≤ τ‖∇ut‖
2
s−1 + τ‖∇ · ut‖
2
s−1 + C(τ)
(
K21 +K
2
2
)
‖ut‖
2
s−1 + C
(
‖∇u‖2s + ‖∇ · u‖
2
s
)
.(3.47)
When s = 3, more refined estimates for the terms I4, I7, and I8 are needed. Here we only
deal with the terms with |β| = s− 1 = 2 (Dα1 = ∇i∇j∂t) since for the case |β| = 1, one can
get the estimate in a similar manner (actually more easily), or one can estimate the term∫
TN
(
|λ∇βρt|
2 + |∇βut|
2
)
by the interpolation since we have dealt with the cases Dα1 = ∂t
and Dα1 = ∇i∇j∂t. We use Lemma 3.1, the Sobolev embedding H
1(TN ) →֒ L4(TN ) and
H2(TN ) →֒ L∞(TN ), (3.39) and the Cauchy inequality to give
|I4| ≤ λ‖λ∇i∇jρt‖ (‖∇i∇j(v · ∇ρt)− v · ∇∇i∇jρt‖+ ‖∇i∇j(vt · ∇ρ)‖
18
+‖∇i∇j(ξ∇ · ut)− ξ∇ · ∇i∇jut‖+ ‖∇i∇j(ξt∇ · u)‖)
≤ λ‖λρt‖2
(
‖∇i∇jv · ∇ρt +∇jv · ∇∇iρt +∇iv · ∇∇jρt‖+ ‖∇
2(vt · ∇ρ)‖
+‖∇i∇jξ(∇ · ut) +∇jξ∇i(∇ · ut) +∇iξ∇j(∇ · ut)‖+ ‖∇
2(ξt · ∇u)‖
)
≤ Cλ‖λρt‖2
(
‖∇2v‖L4‖∇ρt‖L4 + ‖∇v‖∞‖∇
2ρt‖+ ‖vt‖∞‖∇ρ‖2 + ‖∇ρ‖∞‖vt‖2
+‖∇2ξ‖L4‖∇ · ut‖L4 + ‖∇ξ‖∞‖∇(∇ · ut)‖+ ‖ξt‖∞‖∇u‖2 + ‖∇u‖∞‖ξt‖2
)
≤ Cλ‖λρt‖2
(
‖∇2v‖1‖∇ρt‖1 + ‖∇v‖2‖∇
2ρt‖+ ‖vt‖2‖∇ρ‖2 + ‖∇ρ‖2‖vt‖2
+‖∇2ξ‖1‖∇ · ut‖1 + ‖∇ξ‖2‖∇(∇ · ut)‖+ ‖ξt‖2‖∇u‖2 + ‖∇u‖2‖ξt‖2
)
≤ C(K1 +K2)
(
‖λρt‖
2
2 + ‖ut‖
2
2
)
+ C. (3.48)
Clearly, we have
I7 = −λ
2
∫
TN
ξ
{[
∇i∇j
(
P ′(ξ)
ξ
∇ρt
)
−
P ′(ξ)
ξ
∇∇i∇jρt
]
+∇i∇j
[(
P ′(ξ)
ξ
)
t
∇ρ
]}
· ∇i∇jut
= I7,1 + I7,2, (3.49)
and then we get
|I7,1| ≤ Cλ
2‖ut‖2
(
‖∇ξ‖2∞‖∇ρt‖+ ‖∇
2ξ‖L4‖∇ρt‖L4 + ‖∇ξ‖∞‖∇
2ρt‖
)
≤ C‖ut‖2
(
‖λ∇ξ‖22‖λ∇ρt‖+ ‖λ∇
2ξ‖1‖λ∇ρt‖1 + ‖λ∇ξ‖2‖λ∇
2ρt‖
)
≤ CK1
(
‖λρt‖
2
2 + ‖ut‖
2
2
)
, (3.50)
where we have used the fact that
∇i∇j
(
P ′(ξ)
ξ
∇ρt
)
−
P ′(ξ)
ξ
∇∇i∇jρt
=
(
P ′′′(ξ)
ξ
−
2P ′′(ξ)
ξ2
+
2P ′(ξ)
ξ3
)
∇iξ∇jξ∇ρt +
ξP ′′(ξ)− P ′(ξ)
ξ2
∇i∇jξ∇ρt
+
ξP ′′(ξ)− P ′(ξ)
ξ2
∇jξ∇∇iρt +
ξP ′′(ξ)− P ′(ξ)
ξ2
∇iξ∇∇jρt. (3.51)
Moreover, we have from Lemma 3.1, (3.44) and (3.49) that
|I7,2| ≤ C‖ut‖2 (‖λξt‖∞ ‖λ∇ρ‖2 + ‖λ∇ρ‖∞ ‖λξt‖2 (1 + ‖∇ξ‖1))
≤ C
(
K21 +K
2
2
)
‖ut‖
2
2 + C. (3.52)
By combining (3.49), (3.50) and (3.52), we have
|I7| ≤ C
(
K21 +K
2
2
) (
‖λρt‖
2
2 + ‖ut‖
2
2
)
+C. (3.53)
Finally, we turn to give the estimate of I8.
|I8| ≤ C‖ut‖2
(
‖∇ξ‖2∞‖∆ut‖+ ‖∇
2ξ‖L4‖∆ut‖L4 + ‖∇ξ‖∞‖∇∆ut‖+ ‖ξt‖∞ ‖∆u‖2
+‖∆u‖∞‖ξt‖2(1 + ‖∇ξ‖1) + ‖∇ξ‖
2
∞‖∇(∇ · ut)‖+ ‖∇
2ξ‖L4‖∇(∇ · ut)‖L4
+‖∇ξ‖∞‖∇
2(∇ · ut)‖+ ‖ξt‖∞ ‖∇(∇ · u)‖2 + ‖∇(∇ · u)‖∞‖ξt‖2(1 + ‖∇ξ‖1))
≤ C‖ut‖2
(
λ−2‖λ∇ξ‖22 (‖∇ut‖1 + ‖∇ · ut‖1) + λ
−1‖λ∇ξ‖2 (‖∇ut‖2 + ‖∇ · ut‖2)
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+λ−1‖λξt‖2(1 + λ
−1‖λ∇ξ‖1) (‖∇u‖3 + ‖∇ · u‖3)
)
≤ τ‖∇ut‖
2
2 + τ‖∇ · ut‖
2
2 + C(τ)
(
K21 +K
2
2
)
‖ut‖
2
2 + C
(
‖∇u‖23 + ‖∇ · u‖
2
3
)
, (3.54)
where we have used the fact that
∇i∇j
(
1
ξ
∆ut
)
−
1
ξ
∆∇i∇jut
=
2
ξ3
∇iξ∇jξ∆ut −
1
ξ2
∇i∇jξ∆ut −
1
ξ2
∇jξ∇i∆ut −
1
ξ2
∇iξ∇j∆ut, (3.55)
and similar calculations on the term ∇i∇j
(
1
ξ
∇ (∇ · ut)
)
− 1
ξ
∇i∇j∇(∇ · ut) as in (3.55).
Now putting the estimates (3.20)–(3.22), (3.24)–(3.30), (3.41)–(3.54) together, summing
over β, and then choosing τ small enough, we have
d
dt
∑
|β|≤s−1
∫
TN
(
P ′(ξ)
ξ
|λ∇βρt|
2 + ξ|∇βut|
2
)
+
∑
|β|≤s−1
µ
∫
TN
|∇β∇ut|
2 +
∑
|β|≤s−1
(κ+ µ)
∫
TN
|∇β(∇ · ut)|
2
≤ C
(
K21 +K
2
2
) (
‖λρt‖
2
s−1 + ‖ut‖
2
s−1
)
+ C
(
‖∇nt‖
2
s + ‖∇u‖
2
s + ‖∇ · u‖
2
s + 1
)
.(3.56)
Recalling the constraints of the initial data and (2.1), we have
‖λ∇βρt(x, 0)‖
2 + ‖∇βut(x, 0)‖
2
≤ C
(
‖λ((u0 + u
λ
0) · ∇)ρ
λ
0‖
2
s−1 + ‖λ(ρ
λ
0 + 1)∇ · u
λ
0‖
2
s−1 + ‖(1 + ρ
λ
0)
−1λ2∇ρλ0‖
2
s−1
+ ‖((u0 + u
λ
0) · ∇)(u0 + u
λ
0 )‖
2
s−1 + ‖(1 + ρ
λ
0)
−1(∆(u0 + u
λ
0) +∇(∇ · u
λ
0 ))‖
2
s−1
+ ‖(1 + ρλ0 )
−1∆(n0 + n
λ
0) · ∇(n0 + n
λ
0 )‖
2
s−1
)
≤ C. (3.57)
Then by the Gronwall inequality, (3.18) and (3.40), we get
‖λρt‖
2
s−1(t) + ‖ut‖
2
s−1(t) + µ
∫ t
0
‖∇ut‖
2
s−1 + (κ+ µ)
∫ t
0
‖∇ · ut‖
2
s−1 ≤ C (3.58)
for t ∈ [0, T0], provided that T0 is small enough such that T0 < T3
.
= min
{
T2, (K
2
1 +K
2
2 )
−1
}
.
It remains to show the first inequality of (3.1). It suffices to show ‖λ(ρ − 1)‖s + ‖u −
u0‖s+ ‖∇n−∇n0‖s < c
−1
0 δ by the Sobolev inequality, where c0 is the Sobolev constant. Let
ρ = ρ− 1, u = u− u0 and ∇n = ∇n−∇n0.
By the Cauchy inequality with parameter τ , we proceed as the proof of (3.8), (3.9) and
(3.10) for the case Dα2 = ∇i∇
α1 (|α1| ≤ s) to get
d
dt
∑
|α1|≤s
‖∇∇α1n‖2 + θ
∑
|α1|≤s
‖∇2∇α1n‖2
≤ C(τ)K31‖∇n‖
2
s + τK
−1
1
(
‖∇m‖2s+1 + ‖∇v‖
2
s
)
+ C‖∆n0‖
2
s. (3.59)
Since (2.6) implies that ‖∇n(x, 0)‖2s ≤ λ
−2δ20 , we conclude from the Gronwall inequality
that
‖∇n‖2s ≤ exp
(
C(τ)K31T0
) (
λ−2δ20 + Cτ + CT0
)
< c−10 δ, (3.60)
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where we have chosen λ−1, τ and T0(< T3) sufficiently small such that (3.60) holds.
Similarly as in the proof of (3.37) and (3.59), we have
d
dt
∑
|α1|≤s
∫
TN
(
P ′(ξ)
ξ
|λ∇α1ρ|2 + ξ|∇α1u|2
)
+
∑
|α1|≤s
µ
∫
TN
|∇∇α1u|2 +
∑
|α1|≤s
(κ+ µ)
∫
TN
|∇α1(∇ · u)|2
≤ C (K1 +K2)
(
‖λρ‖2s + ‖u‖
2
s
)
+ C + C‖(v · ∇)u0‖
2
s + C‖∇u0‖
2
s
+C
∑
|α1|≤s
∥∥∥∥∇α1 (1ξ∆u0
)
−
1
ξ
∇α1∆u0
∥∥∥∥2
≤ C (K1 +K2)
(
‖λρ‖2s + ‖u‖
2
s
)
+ CK1. (3.61)
Then it follows from the Gronwall inequality, (2.3) and (2.6) that
‖λρ‖2s + ‖u‖
2
s ≤ C exp (C(K1 +K2)T0)
(
λ−2δ20 +K1T0
)
< c−10 δ, (3.62)
where we have chosen T0(< T3) and λ
−1 small enough such that (3.60) and (3.62) hold.
As a conclusion, we have the following lemma.
Lemma 3.2. Suppose that BλT0(U0) is defined by (3.1) and Λ : V → U is defined by the
system (3.2). Then, under the assumptions in Theorem 2.1, there exist constants T0, δ, K1
and K2 independent of λ such that Λ maps B
λ
T0
(U0) into itself.
Now we plan to show that Λ is a contractive map. In the proof of this part and the
following lemmas in this section, denote by C the constant depending on the initial data, the
domain, N , s and the viscosity coefficients µ, κ, ν, and θ, but independent of λ.
Let U = Λ(V ) and Û = Λ(V̂ ), where V, V̂ ∈ BλT0(U0). Then by the definition, we have
(ρ− ρ̂)t + (v · ∇)(ρ− ρ̂) + ((v − v̂) · ∇) ρ̂+ ξ∇ · (u− û) + (ξ − ξ̂)∇ · û = 0,
(u− û)t + (v · ∇)(u− û) + ((v − v̂) · ∇) û+ λ
2 P
′(ξ)
ξ
∇(ρ− ρ̂) + λ2
(
P ′(ξ)
ξ
− P
′(ξ̂)
ξ̂
)
∇ρ̂
= µ
ξ
∆(u− û) +
(
µ
ξ
− µ
ξ̂
)
∆û+ κ+µ
ξ
∇ (∇ · (u− û)) +
(
κ+µ
ξ
− κ+µ
ξ̂
)
∇(∇ · û)
−ν
ξ
(∆(n− n̂) · ∇n+∆n̂ · ∇(n− n̂))−
(
ν
ξ
− ν
ξ̂
)
∆n̂ · ∇n̂,
(n− n̂)t − θ∆(n− n̂) = −(v · ∇)(m− m̂)− ((v − v̂) · ∇) m̂+ θ|∇m|
2(m− m̂)
+θ ((∇m−∇m̂) : (∇m+∇m̂)) m̂.
(3.63)
Firstly, multiplying (3.63)3 by (n− n̂) and ∆(n− n̂) respectively and then integrating by
parts, one obtains
1
2
d
dt
∫
TN
|n− n̂|2 + θ
∫
TN
|∇(n− n̂)|2
= −
∫
TN
(v · ∇)(m− m̂) · (n − n̂)−
∫
TN
((v − v̂) · ∇) m̂ · (n− n̂)
+θ
∫
TN
|∇m|2(m− m̂) · (n− n̂) + θ
∫
TN
((∇m+∇m̂) : (∇m−∇m̂)) m̂ · (n− n̂), (3.64)
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and
1
2
d
dt
∫
TN
|∇(n − n̂)|2 + θ
∫
TN
|∆(n− n̂)|2
=
∫
TN
(v · ∇)(m− m̂) ·∆(n− n̂) +
∫
TN
((v − v̂) · ∇) m̂ ·∆(n− n̂)
−θ
∫
TN
|∇m|2(m− m̂) ·∆(n− n̂)− θ
∫
TN
((∇m−∇m̂) : (∇m+∇m̂)) m̂ ·∆(n− n̂).
(3.65)
Secondly, multiplying (3.63)1 and (3.63)2 by λ
2 P
′(ξ)
ξ
(ρ− ρ̂) and ξ(u− û) respectively, we
have
λ2
2
d
dt
∫
TN
P ′(ξ)
ξ
|ρ− ρ̂|2 −
λ2
2
∫
TN
|ρ− ρ̂|2
(
P ′(ξ)
ξ
)
t
+λ2
∫
TN
P ′(ξ)
ξ
(ρ− ρ̂)(v · ∇)(ρ− ρ̂) + λ2
∫
TN
P ′(ξ)
ξ
(ρ− ρ̂) ((v − v̂) · ∇) ρ̂
+λ2
∫
TN
P ′(ξ)(ρ− ρ̂)∇ · (u− û) + λ2
∫
TN
P ′(ξ)
ξ
(ρ− ρ̂)(ξ − ξ̂)∇ · û = 0, (3.66)
and
1
2
d
dt
∫
TN
ξ|u− û|2 −
1
2
∫
TN
ξt|u− û|
2 +
∫
TN
ξ(v · ∇)(u− û) · (u− û)
+
∫
TN
ξ ((v − v̂) · ∇) û · (u− û) + λ2
∫
TN
P ′(ξ) ((u− û) · ∇) (ρ− ρ̂)
+λ2
∫
TN
ξ
(
P ′(ξ)
ξ
−
P ′(ξ̂)
ξ̂
)
((u− û) · ∇) ρ̂
= −µ
∫
TN
|∇(u− û)|2 +
∫
TN
ξ
(
µ
ξ
−
µ
ξ̂
)
∆û · (u− û)− (κ+ µ)
∫
TN
|∇ · (u− û)|2
+
∫
TN
ξ
(
κ+ µ
ξ
−
κ+ µ
ξ̂
)
((u− û) · ∇) (∇ · û)−
∫
TN
ξ
(
ν
ξ
−
ν
ξ̂
)
((u− û) · ∇) n̂ ·∆n̂
−ν
∫
TN
(∆(n− n̂) · ∇n+∆n̂ · ∇(n− n̂)) · (u− û). (3.67)
In conclusion, putting (3.64)–(3.67) together, processing as before and using the Cauchy
inequality, we obtain
1
2
d
dt
∫
TN
(
P ′(ξ)
ξ
|λ(ρ− ρ̂)|2 + ξ|u− û|2 + |n− n̂|2 + |∇(n − n̂)|2
)
+ µ
∫
TN
|∇(u− û)|2
+(κ+ µ)
∫
TN
|∇ · (u− û)|2 + θ
∫
TN
|∇(n − n̂)|2 + θ
∫
TN
|∆(n− n̂)|2
≤ C
(
‖λ(ρ− ρ̂)‖2 + ‖u− û‖2 + ‖n− n̂‖21 + ‖λ(ξ − ξ̂)‖
2 + ‖v − v̂‖2 + ‖m− m̂‖21
)
, (3.68)
where we have used the following estimate different from before∫
TN
ξ
(
µ
ξ
−
µ
ξ̂
)
∆û · (u− û) +
∫
TN
ξ
(
κ+ µ
ξ
−
κ+ µ
ξ̂
)
((u− û) · ∇) (∇ · û)
≤ C‖ξ − ξ̂‖ (‖∆û‖L4 + ‖∇(∇ · û)‖L4) ‖u− û‖L4
22
≤ C‖ξ − ξ̂‖‖û‖3(‖u − û‖+ ‖∇(u− û)‖)
≤
µ
2
‖∇(u− û)‖2 + C(λ−1‖λ(ξ − ξ̂)‖2 + ‖u− û‖2). (3.69)
Then noting that (U − Û)(0) = 0, the Gronwall inequality and (3.68), we obtain
sup
0≤t≤T0
(
‖λ(ρ− ρ̂)‖2 + ‖u− û‖2 + ‖n − n̂‖21
)
≤ CT0e
CT0 sup
0≤t≤T0
(
‖λ(ξ − ξ̂)‖2 + ‖v − v̂‖2 + ‖m− m̂‖21
)
. (3.70)
Moreover, we integrate (3.68) over [0, t] ⊆ [0, T0] to get∫ t
0
(
‖u− û‖21 + ‖n− n̂‖
2
2
)
≤ C
(
T 20 e
CT0 + T0
)
sup
0≤t≤T0
(
‖λ(ξ − ξ̂)‖2 + ‖v − v̂‖2 + ‖m− m̂‖21
)
. (3.71)
If we take T0(< T3) small enough such that (3.60), (3.62) and C
(
T 20 e
CT0 + T0e
CT0 + T0
)
<
1 are valid, where C is the uniform constants mentioned in (3.70)–(3.71), then we can prove
the contraction.
In conclusion, we have the following lemma.
Lemma 3.3. Under the assumptions in Theorem 2.1, the maps Λ : V → U is a contraction
in the sense that
sup
0≤t≤T0
(
‖λ(ρ− ρ̂)‖2 + ‖u− û‖2 + ‖n− n̂‖21
)
+
∫ t
0
(
‖u− û‖21 + ‖n− n̂‖
2
2
)
≤ η sup
0≤t≤T0
(
‖λ(ξ − ξ̂)‖2 + ‖v − v̂‖2 + ‖m− m̂‖21
)
(3.72)
for some 0 < η < 1, provided that T0 is small enough.
In order to prove Theorem 2.1, we also need the following lemma.
Lemma 3.4. Consider the incompressible system of liquid crystals (1.40) with the initial
condition (2.5) for s ≥ 2. Then there exists at most one strong solution (u, n) ∈ {(u, n) :
(u,∇n) ∈ L∞(0, T ;Hs)} for 0 < T ≤ ∞.
Proof. Assume that (u1, n1) and (u2, n2) are two strong solutions of (1.40) with the same
initial data (2.5). Then we have
∇ · (u1 − u2) = 0,
∂t(u1 − u2) + (u1 · ∇)(u1 − u2) + ((u1 − u2) · ∇) u2 +∇(p1 − p2)
= µ∆(u1 − u2)− ν∇ · (∇(n1 − n2)⊙∇n1)− ν∇ · (∇n2 ⊙∇(n1 − n2)) ,
∂t(n1 − n2) + (u1 · ∇)(n1 − n2) + ((u1 − u2) · ∇)n2
= θ∆(n1 − n2) + θ|∇n1|
2(n1 − n2) + θ ((∇n1 −∇n2) : (∇n1 +∇n2))n2.
(3.73)
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Multiplying (3.73)2 by (u1 − u2) and multiplying (3.73)3 by (n1 − n2) and ∆(n1 − n2)
respectively, and then using integration by parts and the Cauchy inequality, we have
1
2
d
dt
(
‖u1 − u2‖
2 + ‖(n1 − n2)‖
2
1
)
+µ‖∇(u1 − u2)‖
2 + θ‖∇(n1 − n2)‖
2 + θ‖∆(n1 − n2)‖
2
≤ M
(
‖u1 − u2‖
2 + ‖n1 − n2‖
2
1
)
+
µ
2
‖∇(u1 − u2)‖
2 +
θ
2
‖∆(n1 − n2)‖
2. (3.74)
where M ≥ supt∈[0,T ] (‖ui‖2(t) + ‖∇ni‖2(t)) for i = 1, 2.
Note that ‖u1(x, 0)− u2(x, 0)‖
2 + ‖n1(x, 0)− n2(x, 0)‖
2
1 = 0. By the Gronwall inequality,
we have
‖u1 − u2‖
2 + ‖n1 − n2‖
2
1 = 0, (3.75)
which completes the proof of Lemma 3.4. 
Before proving Theorem 2.1, we give the following lemma.
Lemma 3.5. ([37]) Assume that X ⊂ E ⊂ Y are Banach spaces and X →֒→֒ E. Then the
following embeddings are compact:
(i)
{
ϕ : ϕ ∈ Lq(0, T ;X),
∂ϕ
∂t
∈ L1(0, T ;Y )
}
→֒→֒ Lq(0, T ;E), if 1 ≤ q ≤ ∞;
(ii)
{
ϕ : ϕ ∈ L∞(0, T ;X),
∂ϕ
∂t
∈ Lr(0, T ;Y )
}
→֒→֒ C([0, T ];E), if 1 < r ≤ ∞.
Now we are in a position to prove Theorem 2.1.
Proof of Theorem 2.1. For any fixed λ, the standard procedure produces a sequence
{(ρi, ui, ni)}
∞
i=0 satisfying
∂tρ
λ
i+1 +
(
uλi · ∇
)
ρλi+1 + ρ
λ
i∇ · u
λ
i+1 = 0,
∂tu
λ
i+1 +
(
uλi · ∇
)
uλi+1 + λ
2 P
′(ρλi )
ρλi
∇ρλi+1 =
µ
ρλi
∆uλi+1 +
(κ+µ)
ρλi
∇(∇ · uλi+1)−
ν
ρλi
(
∆nλi+1 · ∇n
λ
i+1
)
,
∂tn
λ
i+1 − θ∆n
λ
i+1 = −
(
uλi · ∇
)
nλi + θ|∇n
λ
i |
2nλi ,
as well as the uniform estimates
Es
(
Uλi (t)
)
+ ‖nλi ‖
2 +
∫ t
0
(
µ‖∇uλi ‖
2
s + (κ+ µ)‖∇ · u
λ
i ‖
2
s + θ‖∇n
λ
i ‖
2
s+1
)
≤ C,
Es−1
(
∂tU
λ
i (t)
)
+ ‖∂tn
λ
i ‖
2 +
∫ t
0
(
µ‖∇∂tu
λ
i ‖
2
s−1 + (κ+ µ)‖∇ · ∂tu
λ
i ‖
2
s−1 + θ‖∇∂tn
λ
i ‖
2
s
)
≤ C.
(3.76)
Let ρ̂λi+1 = ρ
λ
i+1 − ρ
λ
i , û
λ
i+1 = u
λ
i+1 − u
λ
i and n̂
λ
i+1 = n
λ
i+1 − n
λ
i . In view of Lemma 3.3, we
have
∞∑
i=2
‖ρ̂λi ‖ <∞,
∞∑
i=2
(
‖ûλi ‖+
∫ T0
0
‖ûλi ‖
2
1
)
<∞,
∞∑
i=2
(
‖n̂λi ‖1 +
∫ T0
0
‖n̂λi ‖
2
2
)
<∞. (3.77)
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Let ρλ = ρλ1 +
∞∑
i=2
ρ̂λi , u
λ = uλ1 +
∞∑
i=2
ûλi and n
λ = nλ1 +
∞∑
i=2
n̂λi , then we have
ρλi → ρ
λ, in L∞([0, T0];L
2),
uλi → u
λ, in L∞([0, T0];L
2) ∩ L2([0, T0];H
1),
nλi → n
λ, in L∞([0, T0];H
1) ∩ L2([0, T0];H
2).
It follows obviously that
ρλ, uλ,∇nλ ∈ L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1)
satisfy the estimates (3.76) according to the lower semi-continuity.
For any s′ ∈ [0, s), by the Sobolev interpolation inequalities, we have
‖(ρλi , u
λ
i ,∇n
λ
i )− (ρ
λ, uλ,∇nλ)‖s′
≤ C‖(ρλi , u
λ
i ,∇n
λ
i )− (ρ
λ, uλ,∇nλ)‖θ(‖(ρλi , u
λ
i ,∇n
λ
i )‖s + ‖(ρ
λ, uλ,∇nλ)‖s)
1−θ → 0
as i→∞ for some θ ∈ (0, 1), where we have used lemma 3.3 to get
‖(ρλi , u
λ
i ,∇n
λ
i )− (ρ
λ, uλ,∇nλ)‖ ≤
∞∑
j=i+1
‖(ρλj , u
λ
j ,∇n
λ
j )− (ρ
λ
j−1, u
λ
j−1,∇n
λ
j−1)‖ ≤
Cτ i
1− τ
. (3.78)
Hence, (ρλ, uλ,∇nλ) ∈ C([0, T0];H
s′). In addition, by Lemma 3.5 and (3.76), one deduces
easily that (ρλ, uλ, nλ) is a strong solution of compressible liquid crystal model (1.38).
Finally, multiplying (1.38)3 by n
λ, we get an equation for
(
|nλ|2 − 1
)
as
1
2
(
|nλ|2 − 1
)
t
+
1
2
(
uλ · ∇
)(
|nλ|2 − 1
)
=
θ
2
∆
(
|nλ|2 − 1
)
+ θ|∇nλ|2
(
|nλ|2 − 1
)
. (3.79)
Multiplying (3.79) by
(
|nλ|2 − 1
)
, integrating over TN , and then using the Gronwall inequality
and the assumption that |nλ(x, 0)|2 = 1, we have∫
TN
∣∣∣|nλ|2 − 1∣∣∣2 = 0, t ∈ [0, T0], (3.80)
Then, from the regularity of nλ, we conclude that
|nλ| = 1, in QT0 . (3.81)
The uniqueness can be proved by a similar argument as Lemma 3.3, which completes the
proof of the uniform stability part of Theorem 2.1.
Next, we show that (ρλ, uλ, nλ) converges to the unique strong solution to the correspond-
ing incompressible system (1.40) as λ → ∞. To see this, note first that (2.7) implies that
ρλ → 1 in L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1), and there exists a subsequence {(uλj , nλj )}j
of {(uλ, nλ)}λ with a limit u and n such that
uλj ⇀ u weakly∗ in L∞([0, T0];H
s) ∩ Lip([0, T0];H
s−1),
nλj ⇀ n weakly∗ in L∞([0, T0];H
s+1) ∩ Lip([0, T0];H
s),
uλj → u in C([0, T0];H
s′),
nλj → n in C([0, T0];H
s′+1)
(3.82)
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for any 0 ≤ s′ < s, where we have used the fact that the embedding Hs →֒ Hs
′
is compact
and Lemma 3.5.
Now we are to let j →∞ (λj →∞) in (1.38).
First of all, multiplying (1.38)1 and (1.38)3 by two smooth test functions ψ1(x, t) and
ψ3(x, t) with compact supports in t ∈ [0, T0] respectively, we have∫ T0
0
∫
TN
∇ · uλjψ1 =
∫ T0
0
∫
TN
(
ρ
λj
t +
(
uλj · ∇
)
ρλj +
(
ρλj − 1
)
∇ · uλj
)
ψ1, (3.83)∫ T0
0
∫
TN
(
n
λj
t +
(
uλj · ∇
)
nλj − θ
(
∆nλj + |∇nλj |2nλj
))
ψ3 = 0. (3.84)
Then (u, n) satisfies (1.40)1 and (1.40)3 by sending j →∞.
Let ψ2(x, t) be a smooth test function of (1.38)2 with compact supports in t ∈ [0, T0] and
the divergence free condition ∇ · ψ2 = 0. Then we have∫ T0
0
∫
TN
(
u
λj
t +
(
uλj · ∇
)
uλj −
µ
ρλj
∆uλj −
κ+ µ
ρλj
∇
(
∇ · uλj
)
+
ν
ρλj
∇ ·
(
∇nλj ⊙∇nλj
)
−
ν
ρλj
∇
(
|∇nλj |2
2
))
ψ2
= −λ2j
∫ T0
0
∫
TN
ψ2∇
(∫ ρλj (x,t)
1
P ′(ξ)
ξ
dξ
)
= 0. (3.85)
Then, let j →∞ and get
P
(
ut + (u · ∇)u− µ∆u+ ν∇ · (∇n⊙∇n)− ν∇
(
|∇n|2
2
))
= 0, (3.86)
where P is the L2-projection on the divergence free vector fields.
If
ut + (u · ∇)u− µ∆u+ ν∇ · (∇n⊙∇n)− ν∇
(
|∇n|2
2
)
= −∇p̂ (3.87)
for some p̂ ∈ L∞([0, T0];H
s−1) ∩ L2([0, T0];H
s), then we have
λ2j
ρλj
∇
(
P (ρλj )
)
→ ∇p̂, weakly∗ in L∞([0, T0];H
s−2) ∩ L2([0, T0];H
s−1). (3.88)
Taking p = p̂−ν |∇n|
2
2 , one sees that (1.40)2 follows from (3.87) directly. Actually, Lemma
3.4 ensures that the convergence is in fact valid for the sequence (ρλ, uλ, nλ) themselves.
Moreover, similarly as in (3.79)–(3.81), we have |n| = 1 in QT0 , which completes the proof
of Theorem 2.1. 
Remark 3.1. It follows from (2.7) and (3.88) that
‖λ2∇ρλ‖s−2 +
∫ t
0
‖λ2∇ρλ‖2s−1 ≤ C, t ∈ [0, T0]. (3.89)
Remark 3.2. It follows from (1.38) and (2.7) that
‖λ∇ · uλ‖s−1 ≤ ‖λρ
λ
t ‖s−1 + ‖λ(u
λ · ∇)ρλ‖s−1 + ‖λ(ρ
λ − 1)∇ · uλ‖s−1 ≤ C, t ∈ [0, T0]. (3.90)
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4. Dispersive energy estimates and proof of Theorem 2.2
In this section, we devote ourselves to getting a priori energy estimates (2.11) and (2.12)
with small initial displacements and small initial data. Then, together with Theorem 2.1,
Theorem 2.2 can be proved by a standard procedure.
First of all, we assume that |n| = 1 for all (x, t) ∈ QTλ , and
Es(U(t)) +
∫ t
0
(
µ‖∇u‖2s + (κ+ µ)‖∇ · u‖
2
s + θ‖∇
2n‖2s
)
≤ 4
(
ε0 + λ
−2δ20
)
(4.1)
for t ∈ [0, T λ], and then what we need to do is to prove the following desired estimates
Es(U(t)) +
∫ t
0
(
µ‖∇u‖2s + (κ+ µ)‖∇ · u‖
2
s + θ‖∇
2n‖2s
)
≤ 3
(
ε0 + λ
−2δ20
)
(4.2)
for t ∈ [0, T λ]. Then (2.11) follows by the standard continuity argument and the fact
Es(U(0)) < 4(ε0 + λ
−2δ20) (see also [17, 18]).
Firstly, we plan to give (2.12) under the assumptions that |n| = 1 and (4.1). We go back
to (3.11)–(3.12), (3.20)–(3.22) (3.24)–(3.30) and (3.41)–(3.54), replace (ξ, v,m) by (ρ, u, n),
make use of (4.1) and the Cauchy inequality, and then make a similar (just a little different)
argument to give the following facts:
d
dt
∑
|β|≤s−1,|α1|≤s
∫
TN
(
P ′(ρ)
ρ
|λ∇βρt|
2 + ρ|∇βut|
2 + |∇α1nt|
2
)
+
∑
|β|≤s−1
µ
∫
TN
|∇β∇ut|
2 +
∑
|β|≤s−1
(κ+ µ)
∫
TN
|∇β(∇ · ut)|
2 +
∑
|α1|≤s
θ
∫
TN
|∇α1∇nt|
2
≤ C
(
‖∇u‖2s + ‖∇ · u‖
2
s + 1
) (
‖λρt‖
2
s−1 + ‖ut‖
2
s−1 + ‖nt‖
2
s
)
, (4.3)
provided that ε0 and λ
−1 are both small enough. Here we have used the fact ‖ρt‖∞ ≤
‖∇ · (ρu)‖∞ ≤ C inferred from (4.1) to estimate I1. Then by the Gronwall inequality, (2.3),
(3.57) and (4.1), we get
‖λρt‖
2
s−1 + ‖ut‖
2
s−1 + ‖nt‖
2
s +
∫ t
0
(
µ‖∇ut‖
2
s−1 + (κ+ µ)‖∇ · ut‖
2
s−1 + θ‖∇nt‖
2
s
)
≤ C(1 + t) expCt ≤ C expCt (4.4)
for t ∈ [0, T λ], and thus we conclude that Remark 3.1 and 3.2 hold for t ∈ [0, T λ] by the same
discussion in Section 3.
Secondly, we shall begin to prove (4.2). We go back to (3.8), (3.9) and (3.10), replace
(v,m) by (u, n), let Dα2 = ∇i∇
α1 with |α1| ≤ s, use integration by parts and then make a
different argument by noting the fact that n(x, t) ∈ S2 as follows:
1
2
∑
i
d
dt
∫
TN
|∇i∇
α1n|2 + θ
∑
i
∫
TN
|∇∇i∇
α1n|2
=
∫
TN
∇α1(u · ∇n) ·∆∇α1n− θ
∫
TN
∇α1
(
|∇n|2n
)
·∆∇α1n
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≤ C‖∆∇α1n‖
(
‖∇α1(u · ∇n)‖+ ‖∇α1
(
|∇n|2n
)
‖
)
≤ τ‖∆∇α1n‖2 + C(τ)
(
‖u‖2∞‖∇n‖
2
s + ‖∇n‖
2
∞‖u‖
2
s
)
+C
(
‖∇n‖4∞‖n‖
2
s + ‖n‖
2
∞‖∇n‖
2
∞‖∇n‖
2
s
)
≤ τ‖∆∇αn‖2 + C(τ)
(
ε0 + λ
−2δ20
)
‖∇s+2n‖2, (4.5)
where we have used the Poincare´ inequality in the last step since∫
TN
∇kn = 0, k ≥ 1. (4.6)
Summing over α1 and then choosing ε0 and λ
−1 small enough, we conclude from (4.5)
that ∑
|α1|≤s
d
dt
∫
TN
|∇∇α1n|2 + θ
∑
|α1|≤s
∫
TN
|∇2∇α1n|2 ≤ 0. (4.7)
Then by integrating (4.7) over [0, t], we have
‖∇n‖2s(t) + θ
∫ t
0
‖∇2n‖2s ≤ ‖∇n0‖
2
s + λ
−2δ20 ≤ ε0 + λ
−2δ20 (4.8)
for t ∈ [0, T λ].
On the other hand, recalling (3.19) and replacing (ξ, v) by (ρ, u), one has
1
2
d
dt
∫
TN
(
λ2
P ′(ρ)
ρ
|Dα1(ρ− 1)|2 + ρ|Dα1u|2
)
+µ
∫
TN
|∇Dα1u|2 + (κ+ µ)
∫
TN
|∇ ·Dα1u|2 =
8∑
k=1
Jk, (4.9)
where there are some slight changes from Ij as follows
J1 =
λ2
2
∫
TN
2P ′(ρ)− P ′′(ρ)ρ
ρ
∇ · u|Dα1(ρ− 1)|2,
J2 = λ
2
∫
TN
P ′′(ρ)Dα1(ρ− 1)Dα1u · ∇ρ,
J3 = −λ
2
∫
TN
P ′(ρ)
ρ
Dα1(ρ− 1){[Dα1(u · ∇ρ)− u · ∇Dα1ρ] + [Dα1(ρ∇ · u)− ρ∇ ·Dα1u]},
J4 = −ν
∫
TN
Dα1(∆n · ∇n) ·Dα1u,
J5 = −
∫
TN
ρ [Dα1(u · ∇u)− u · ∇Dα1u] ·Dα1u,
J6 = −λ
2
∫
TN
ρ
[
Dα1
(
P ′(ρ)
ρ
∇ρ
)
−
P ′(ρ)
ρ
∇Dα1ρ
]
·Dα1u,
J7 =
∫
TN
ρ
[
Dα1
(
µ
ρ
∆u
)
−
µ
ρ
∆Dα1u
]
·Dα1u
+
∫
TN
ρ
{
Dα1
[
κ+ µ
ρ
∇(∇ · u)
]
−
κ+ µ
ρ
∇Dα1(∇ · u)
}
·Dα1u,
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J8 = −
∫
TN
ρ
{
Dα1
[
ν
ρ
(∆n · ∇n)
]
−
ν
ρ
Dα1(∆n · ∇n)
}
·Dα1u,
since we have used (1.38)1 to give
λ2
2
∫
TN
|Dα1(ρ− 1)|2∂t
(
P ′(ρ)
ρ
)
+
λ2
2
∫
TN
|Dα1(ρ− 1)|2∇ ·
(
P ′(ρ)
ρ
u
)
=
λ2
2
∫
TN
((
P ′(ρ)
ρ
)′
ρt +∇ ·
(
P ′(ρ)
ρ
u
))
|Dα1(ρ− 1)|2
=
λ2
2
∫
TN
((
P ′(ρ)
ρ
)′
ρt +
(
P ′(ρ)
ρ
)′
∇ρ · u+
(
P ′(ρ)
ρ
)′
ρ∇ · u
)
|Dα1(ρ− 1)|2
+
λ2
2
∫
TN
(
P ′(ρ)
ρ
−
(
P ′(ρ)
ρ
)′
ρ
)
∇ · u|Dα1(ρ− 1)|2
=
λ2
2
∫
TN
(
P ′(ρ)
ρ
−
(
P ′(ρ)
ρ
)′
ρ
)
∇ · u|Dα1(ρ− 1)|2
=
λ2
2
∫
TN
2P ′(ρ)− P ′′(ρ)ρ
ρ
∇ · u|Dα1(ρ− 1)|2. (4.10)
Now we give the dispersive estimates about Jk for k = 1, 2, . . . , 8, when D
α1 = ∇α1 with
|α1| ≤ s, s ≥ 3.
Firstly, Remark 3.2 implies that
|J1| ≤ Cλ
−1‖λ∇ · u‖∞‖λ∇
α1(ρ− 1)‖2 ≤ Cλ−1‖λ∇α1(ρ− 1)‖2. (4.11)
Furthermore, it follows from the Ho¨lder inequality, the Sobolev embedding and Remark
3.1 that
|J2| ≤ Cλ‖∇ρ‖L4‖∇
α1u‖L4‖λ∇
α1(ρ− 1)‖
≤ Cλ−1‖λ2∇ρ‖s−2 (‖∇
α1u‖+ ‖∇∇α1u‖) ‖λ∇α1(ρ− 1)‖
≤ τ‖∇∇α1u‖2 + C(τ)λ−1(‖∇α1u‖2 + ‖λ∇α1(ρ− 1)‖2). (4.12)
Then we use the Ho¨lder inequality, Lemma 3.1, the Cauchy inequality and the Poincare´
inequality to give
|J3| ≤ Cλ‖λ∇
α1(ρ− 1)‖ (‖∇u‖∞‖∇ρ‖s−1 + ‖∇ρ‖∞‖u‖s + ‖∇ρ‖∞‖∇ · u‖s−1
+‖∇ · u‖∞‖∇ρ‖s−1)
≤ Cλ−1‖λ∇α1(ρ− 1)‖‖u‖s‖λ
2∇ρ‖s−1
≤ Cλ−1‖λ(ρ− 1)‖2s + Cλ
−1‖λ2∇ρ‖2s−1, (4.13)
|J4| =
∣∣∣∣∫
TN
∇α1
(
∇n⊙∇n−
|∇n|2
2
IN
)
· ∇∇α1u
∣∣∣∣
≤ τ‖∇∇α1u‖2 + C(τ)‖∇n‖2∞‖∇n‖
2
s
≤ τ‖∇∇α1u‖2 + C(τ)
(
ε20 + λ
−4δ20
)
‖∇2n‖2s, (4.14)
|J5| ≤ C‖∇
α1u‖‖∇u‖∞‖∇u‖s−1 ≤ C
(
ε
1
2
0 + λ
−1δ0
)
‖∇u‖2s, (4.15)
|J6| ≤ Cλ
2‖∇α1u‖
(
‖∇ρ‖∞ ‖∇ρ‖s−1 + ‖∇ρ‖∞ ‖∇ρ‖s−1
)
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≤ Cλ2‖∇α1u‖‖∇ρ‖2‖∇ρ‖s−1
≤ Cλ−1‖∇α1u‖‖λ2∇ρ‖s−1‖λ∇ρ‖s−1
≤ Cλ−1‖u‖2s + Cλ
−1‖λ2∇ρ‖2s−1, (4.16)
|J7| ≤ C‖∇
α1u‖ (‖∇ρ‖∞ ‖∆u‖s−1 + ‖∆u‖∞ ‖∇ρ‖s−1 + ‖∇ρ‖∞ ‖∇(∇ · u)‖s−1
+ ‖∇(∇ · u)‖∞‖∇ρ‖s−1
)
≤ Cλ−1‖u‖s‖λ∇ρ‖s−1‖∇u‖s
≤ Cλ−1
(
‖u‖2s + ‖∇u‖
2
s
)
, (4.17)
|J8| ≤ C‖∇
α1u‖
(
‖∇ρ‖∞ ‖∆n · ∇n‖s−1 + ‖∆n‖∞‖∇n‖∞ ‖∇ρ‖s−1
)
≤ C‖∇α1u‖ (‖∇ρ‖2(‖∆n‖∞‖∇n‖s−1 + ‖∇n‖∞‖∆n‖s−1) + ‖∆n‖2‖∇n‖2‖∇ρ‖s−1)
≤ Cλ−1(‖u‖2s + ‖λ∇ρ‖
2
s−1). (4.18)
In conclusion, we put (4.11)–(4.18) together, sum over α1, and then choose the parameter
τ , ε0 and λ
−1 small enough to give the following dispersive energy estimate
1
2
d
dt
∑
|α1|≤s
∫
TN
(
λ2
P ′(ρ)
ρ
|∇α1(ρ− 1)|2 + ρ|∇α1u|2
)
+µ
∑
|α1|≤s
∫
TN
|∇α1∇u|2 + (κ+ µ)
∑
|α1|≤s
∫
TN
|∇α1(∇ · u)|2
≤ Cλ−1
(
‖u‖2s + ‖λ(ρ− 1)‖
2
s
)
+ Cλ−1‖λ2∇ρ‖2s−1 + C
(
ε0 + λ
−2
)
‖∇2n‖2s. (4.19)
Then we can use the Gronwall inequality, Remark 3.1 and (4.8) to give (4.2) for 0 ≤ t ≤ T λ
with T λ = λ1−δ (δ < 1 is a small positive constant), provided that λ−1 and ε0 are both small
enough.
Moreover, |n| = 1 in QTλ can be proved by repeating the procedure shown in (3.79)–
(3.81).
Finally, by (2.11) and (2.12), we can proceed as in Section 3 by taking smooth test
functions to prove that the limiting function (1, u, n) and∇p satisfy the incompressible system
(1.40) in the time interval [0, T ] with the initial data (2.9) satisfying the constraints (2.5) and
(2.10). Since T is an arbitrary positive constant, we have in fact obtained a unique global
strong solution of (1.40) and proved Theorem 2.2.
5. The convergence rates about uλ and nλ when λ → ∞
In this section, we will prove Theorem 2.3 by the modulated energy method with the help
of uniform estimates (2.7).
Proof of Theorem 2.3. First of all, let us rewrite (1.38) as follows
ρλt + div(ρ
λuλ) = 0,
(ρλuλ)t +∇ · (ρ
λuλ ⊗ uλ) + λ2∇P (ρλ) = µ∆uλ + (κ+ µ)∇(∇ · uλ)− ν(∆nλ · ∇nλ),
nλt + (u
λ · ∇)nλ = θ(∆nλ + |∇nλ|2nλ).
(5.1)
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Multiplying (5.1)2 by u
λ, and then integrating over TN and using integration by parts,
we have
d
dt
∫
TN
(
1
2
ρλ|uλ|2 + λ2ω(ρλ)
)
+ µ
∫
TN
|∇uλ|2 + (κ+ µ)
∫
TN
|∇ · uλ|2
= −ν
∫
TN
(uλ · ∇)nλ ·∆nλ, (5.2)
where ω(ρ) = ρ
∫ ρ
1
P (z)
z2
dz.
Multiplying (5.1)3 by ν(∆n
λ + |∇nλ|2nλ), and then integrating over TN and noting that
|nλ| = 1, we have
d
dt
∫
TN
ν
2
|∇nλ|2 + νθ
∫
TN
|∆nλ + |∇nλ|2nλ|2 = ν
∫
TN
(uλ · ∇)nλ ·∆nλ. (5.3)
Putting (5.2) and (5.3) together, we obtain
d
dt
∫
TN
(
1
2
ρλ|uλ|2 +
ν
2
|∇nλ|2 + λ2ω(ρλ)
)
+ µ
∫
TN
|∇uλ|2
+(κ+ µ)
∫
TN
|∇ · uλ|2 + νθ
∫
TN
∣∣∆nλ + |∇nλ|2nλ∣∣2 = 0. (5.4)
Let
Πλ(x, t) = λ2
(
ω(ρλ)− P (1)(ρλ − 1)
)
, (5.5)
and then we have
∫
TN
Πλ(x, 0) ≤ Cλ−2 from the Taylor series and (2.6).
Integrating (5.4) over [0, t] and using the law of conservation of mass, we get the basic
energy estimate∫
TN
(
1
2
ρλ|uλ|2 +
ν
2
|∇nλ|2 +Πλ(x, t)
)
+ µ
∫ t
0
∫
TN
|∇uλ|2 + (κ+ µ)
∫ t
0
∫
TN
|∇ · uλ|2
+νθ
∫ t
0
∫
TN
|∆nλ + |∇nλ|2nλ|2 =
∫
TN
(
1
2
ρλ0 |u
λ
0 |
2 +
ν
2
|∇nλ0 |
2 +Πλ(x, 0)
)
. (5.6)
Similarly, from (1.40), we get the basic energy law (see [26] for example) for the incom-
pressible system as∫
TN
(
1
2
|u|2 +
ν
2
|∇n|2
)
+ µ
∫ t
0
∫
TN
|∇u|2 + νθ
∫ t
0
∫
TN
|∆n+ |∇n|2n|2
=
∫
TN
(
1
2
|u0|
2 +
ν
2
|∇n0|
2
)
. (5.7)
Secondly, multiplying (5.1)2 by u and then integrating over Qt, we have∫
TN
ρλuλ · u+
∫ t
0
∫
TN
ρλuλ · ((u · ∇)u+∇p− µ∆u+ ν∇ · (∇n⊙∇n))
−
∫ t
0
∫
TN
(ρλuλ ⊗ uλ) · ∇u+ µ
∫ t
0
∫
TN
∇uλ · ∇u+ ν
∫ t
0
∫
TN
(u · ∇)nλ ·∆nλ
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=∫
TN
ρλ0u
λ
0 · u0. (5.8)
On the other hand, multiplying (5.1)3 by νn and then integrating over Qt, we obtain
ν
∫
TN
nλ · n− ν
∫
TN
nλ0 · n0 + ν
∫ t
0
∫
TN
nλ ·
(
(u · ∇)n− θ(∆n+ |∇n|2n)
)
+ν
∫ t
0
∫
TN
(uλ · ∇)nλ · n = νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) · n. (5.9)
Similarly, multiplying (5.1)3 by ν∆n and then integrating over Qt, we have
−ν
∫
TN
∇nλ · ∇n+ ν
∫ t
0
∫
TN
∇nλ ·
(
−∇ ((u · ∇)n) + θ
(
∇∆n+∇
(
|∇n|2n
)))
+ν
∫ t
0
∫
TN
(uλ · ∇)nλ ·∆n− νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) ·∆n
= −ν
∫
TN
∇nλ0 · ∇n0. (5.10)
In conclusion, using (5.6)–(5.10), and noting the fact that |nλ| = |n| = 1, we have∫
TN
(
1
2
|
√
ρλuλ − u|2 +
ν
2
|nλ − n|2 +
ν
2
|∇nλ −∇n|2 +Πλ(x, t)
)
+µ
∫ t
0
∫
TN
|∇uλ −∇u|2 + (κ+ µ)
∫ t
0
∫
TN
|∇ · uλ|2
+νθ
∫ t
0
∫
TN
∣∣∣(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)∣∣∣2
=
∫
TN
(
1
2
∣∣∣∣√ρλ0uλ0 − u0∣∣∣∣2 + ν2 |nλ0 − n0|2 + ν2 |∇nλ0 −∇n0|2 +Πλ(x, 0)
)
+
∑
1≤i≤8
Rλ1 (t),
(5.11)
where
Rλ1 (t) =
∫
TN
√
ρλ(
√
ρλ − 1)uλ · u−
∫
TN
√
ρλ0
(√
ρλ0 − 1
)
uλ0 · u0,
Rλ2 (t) =
∫ t
0
∫
TN
ρλuλ · ((u · ∇)u)−
∫ t
0
∫
TN
(ρλuλ ⊗ uλ) · ∇u,
Rλ3 (t) =
∫ t
0
∫
TN
ρλuλ · ∇p,
Rλ4 (t) = −µ
∫ t
0
∫
TN
∇uλ · ∇u− µ
∫ t
0
∫
TN
ρλuλ ·∆u,
Rλ5 (t) = ν
∫ t
0
∫
TN
ρλuλ∇ · (∇n⊙∇n) + ν
∫ t
0
∫
TN
(u · ∇)nλ ·∆nλ
−ν
∫ t
0
∫
TN
(uλ · ∇)nλ ·∆n− ν
∫ t
0
∫
TN
(u · ∇)n ·∆nλ,
Rλ6 (t) = ν
∫ t
0
∫
TN
(uλ · ∇)nλ · n+ ν
∫ t
0
∫
TN
(u · ∇)n · nλ,
Rλ7 (t) = −νθ
∫ t
0
∫
TN
(∆n+ |∇n|2n) · nλ − νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) · n,
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Rλ8 (t) = −νθ
∫ t
0
∫
TN
(∆n+ |∇n|2n) · |∇nλ|2nλ − νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) · |∇n|2n.
Now we estimate every term above.
Firstly, it follows from the Ho¨lder inequality, Lemma 3.1, (2.6) and (2.7) that
|Rλ1 (t)| ≤ ‖u‖∞
(∫
TN
ρλ|uλ|2
) 1
2
(∫
TN
∣∣∣√ρλ − 1∣∣∣2) 12
+‖u0‖∞
(∫
TN
ρλ|uλ0 |
2
) 1
2
(∫
TN
∣∣∣∣√ρλ0 − 1∣∣∣∣2
) 1
2
≤ C
∥∥∥∥∥ 1√ρλ + 1
∥∥∥∥∥
∞
(∫
TN
|ρλ − 1|2
) 1
2
+ C
∥∥∥∥∥∥ 1√ρλ0 + 1
∥∥∥∥∥∥
∞
(∫
TN
|ρλ0 − 1|
2
) 1
2
≤ Cλ−1. (5.12)
|Rλ2 (t)| =
∣∣∣∣− ∫ t
0
∫
TN
(
(
√
ρλuλ − u)⊗ (
√
ρλuλ − u)
)
· ∇u
+
∫ t
0
∫
TN
(ρλ −
√
ρλ)uλ · ((u · ∇)u)−
∫ t
0
∫
TN
(
√
ρλuλ − u) · ∇
(
|u|2
2
) ∣∣∣∣
≤ Cλ−1 + C
∫ t
0
∫
TN
|
√
ρλuλ − u|2 +
∣∣∣∣∫ t
0
∫
TN
(
√
ρλuλ − u) · ∇
(
|u|2
2
)∣∣∣∣
≤ Cλ−1 + C
∫ t
0
∫
TN
|
√
ρλuλ − u|2, (5.13)
where we have used in (5.13) the following fact from the incompressibility ∇ · u = 0 that∣∣∣∣∫ t
0
∫
TN
(
√
ρλuλ − u) · ∇
(
|u|2
2
)∣∣∣∣
=
∣∣∣∣− ∫ t
0
∫
TN
√
ρλ(
√
ρλ − 1)uλ · ∇
(
|u|2
2
)
+
∫ t
0
∫
TN
ρλuλ · ∇
(
|u|2
2
)∣∣∣∣
=
∣∣∣∣− ∫ t
0
∫
TN
√
ρλ(
√
ρλ − 1)uλ · ∇
(
|u|2
2
)
+
∫ t
0
∫
TN
ρλt ·
|u|2
2
∣∣∣∣
≤ C
(∫ t
0
∫
TN
|ρλ − 1|2
) 1
2
+ C
(∫ t
0
∫
TN
|ρλt |
2
) 1
2
≤ Cλ−1. (5.14)
Then we estimate the third and forth terms in a similar way as
|Rλ3 (t)| =
∣∣∣∣∫ t
0
∫
TN
ρλt p
∣∣∣∣ ≤ C (|∫ t
0
∫
TN
|ρλt |
2
) 1
2
(∫ t
0
∫
TN
p2
) 1
2
≤ Cλ−1, (5.15)
|Rλ4 (t)| ≤ µ
∫ t
0
∫
TN
|(1− ρλ)uλ ·∆u|
≤ C
(∫ t
0
∫
TN
|1− ρλ|2
) 1
2
(∫ t
0
∫
TN
|uλ|2|∆u|2
) 1
2
≤ Cλ−1. (5.16)
Now we turn to estimate Rλ5 (t).
Rλ5 (t) = ν
∫ t
0
∫
TN
ρλ(uλ · ∇)n ·∆n+ ν
∫ t
0
∫
TN
ρλuλ · ∇
(
|∇n|2
2
)
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+ν
∫ t
0
∫
TN
(u · ∇)nλ ·∆nλ − ν
∫ t
0
∫
TN
(uλ · ∇)nλ ·∆n− ν
∫ t
0
∫
TN
(u · ∇)n ·∆nλ
= ν
∫ t
0
∫
TN
(ρλ − 1)(uλ · ∇)n ·∆n+ ν
∫ t
0
∫
TN
ρλt
|∇n|2
2
−ν
∫ t
0
∫
TN
((uλ − u) · ∇)(nλ − n) ·∆n+ ν
∫ t
0
∫
TN
(u · ∇)(nλ − n)(∆nλ −∆n)
= ν
∫ t
0
∫
TN
(ρλ − 1)(uλ · ∇)n ·∆n+ ν
∫ t
0
∫
TN
ρλt
|∇n|2
2
−ν
∫ t
0
∫
TN
(
(
√
ρλuλ − u) · ∇
)
(nλ − n) ·∆n
−
∫ t
0
∫
TN
(
(1−
√
ρλ)uλ · ∇
)
(nλ − n) ·∆n
−ν
∫ t
0
∫
TN
(∇u · ∇)(nλ − n) · (∇nλ −∇n), (5.17)
where we have used integration by parts and the incompressibility ∇ · u = 0 in the last
equality. Then by the Ho¨lder inequality and the uniform estimates (2.7), we get
|Rλ5 (t)| ≤ C
(∫ t
0
∫
TN
|ρλ − 1|2
) 1
2
(∫ t
0
∫
TN
|uλ|2|∇n|2|∆n|2
) 1
2
+C
(∫ t
0
∫
TN
|ρλt |
2
)1
2
(∫ t
0
∫
TN
|∇n|4
4
) 1
2
+C‖∆n‖∞
∫ t
0
(∫
TN
|
√
ρλuλ − u|2
) 1
2
(∫
TN
|∇nλ −∇n|2
) 1
2
+C‖uλ‖∞‖∆n‖∞
∫ t
0
(∫
TN
|1−
√
ρλ|2
) 1
2
(∫
TN
|∇nλ −∇n|2
) 1
2
+C‖∇u‖∞
∫ t
0
∫
TN
|∇nλ −∇n|2
≤ C(λ−1 + λ−2) + C
∫ t
0
∫
TN
(
|
√
ρλuλ − u|2 + |∇nλ −∇n|2
)
. (5.18)
Note that |n| = 1 and |nλ| = 1 in QT0 . Then we have
∇(|nλ|2) = ∇(|n|2) = 0, (∆n+ |∇n|2n) · n = (∆nλ + |∇nλ|2nλ) · nλ = 0. (5.19)
With the help of (5.19), one obtains
Rλ6 (t) = ν
∫ t
0
∫
TN
(uλ · ∇)nλ · (n− nλ) + ν
∫ t
0
∫
TN
(u · ∇)n · (nλ − n)
= ν
∫ t
0
∫
TN
(
(uλ − u) · ∇
)
nλ · (n− nλ) + ν
∫ t
0
∫
TN
(u · ∇)(n− nλ) · (nλ − n). (5.20)
Then it follows from the Ho¨lder inequality and (2.7) that
|Rλ6 (t)| ≤ C‖∇n
λ‖∞
(∫ t
0
∫
TN
|uλ − u|2
) 1
2
(∫ t
0
∫
TN
|nλ − n|2
) 1
2
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+C‖u‖∞
(∫ t
0
∫
TN
|nλ − n|2
) 1
2
(∫ t
0
∫
TN
|∇nλ −∇n|2
)1
2
≤ C
∫ t
0
∫
TN
|uλ − u|2 + C
∫ t
0
∫
TN
|nλ − n|2 + C
∫ t
0
∫
TN
|∇nλ −∇n|2. (5.21)
Recalling (5.19), we have
Rλ7 (t) = −νθ
∫ t
0
∫
TN
(∆n+ |∇n|2n) · (nλ − n)− νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) · (n− nλ)
= −νθ
∫ t
0
∫
TN
(
(∆n+ |∇n|2n)− (∆nλ + |∇nλ|2nλ)
)
· (nλ − n), (5.22)
and then we can use the Cauchy inequality to get
|Rλ7 (t)| ≤
νθ
4
∫ t
0
∫
TN
∣∣(∆n+ |∇n|2n)− (∆nλ + |∇nλ|2nλ)∣∣2 + C ∫ t
0
∫
TN
|n− nλ|2. (5.23)
Similarly, with the help of (5.19), we derive
Rλ8 (t) = −νθ
∫ t
0
∫
TN
(∆n+ |∇n|2n) · |∇nλ|2(nλ − n)
−νθ
∫ t
0
∫
TN
(∆nλ + |∇nλ|2nλ) · |∇n|2(n− nλ)
= νθ
∫ t
0
∫
TN
(
(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)
)
· |∇n|2(nλ − n)
−νθ
∫ t
0
∫
TN
((∇nλ −∇n) · (∇nλ +∇n))(∆n+ |∇n|2n) · (nλ − n), (5.24)
and then by the Cauchy inequality and (2.7), we have
|Rλ8 (t)| ≤
νθ
4
∫ t
0
∫
TN
∣∣(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)∣∣2 + C‖∇n‖4∞ ∫ t
0
∫
TN
|nλ − n|2
+C
(
‖∇nλ‖2∞ + ‖∇n‖
2
∞
)
‖∆n+ |∇n|2n‖2∞
∫ t
0
∫
TN
|∇nλ −∇n|2
+C
∫ t
0
∫
TN
|nλ − n|2
≤
νθ
4
∫ t
0
∫
TN
|(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)|2
+C
∫ t
0
∫
TN
(
|nλ − n|2 + |∇n−∇nλ|2
)
. (5.25)
In conclusion, combining all the estimates of Rλi (t) for i = 1, 2, . . . , 8, we have∫
TN
(
1
2
|
√
ρλuλ − u|2 +
ν
2
|nλ − n|2 +
ν
2
|∇nλ −∇n|2 +Πλ(x, t)
)
+µ
∫ t
0
∫
TN
|∇uλ −∇u|2 + (κ+ µ)
∫ t
0
∫
TN
|∇ · uλ|2
+
νθ
2
∫ t
0
∫
TN
|(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)|2
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≤∫
TN
(
1
2
∣∣∣∣√ρλ0uλ0 − u0∣∣∣∣2 + ν2 |∇nλ0 −∇n0|2 +Πλ(x, 0)
)
+ Cλ−1
+C
∫ t
0
∫
TN
(
|
√
ρλuλ − u|2 + |nλ − n|2 + |∇nλ −∇n|2
)
. (5.26)
By the following facts indicated from the Ho¨lder inequality, (2.6) and (2.7) that∫
TN
∣∣∣∣√ρλ0uλ0 − u0∣∣∣∣2 = ∫
TN
∣∣∣∣√ρλ0uλ0 − uλ0 ∣∣∣∣2 + ∫
TN
|uλ0 − u0|
2 ≤ C(λ−4 + λ−2), (5.27)
and∫
TN
|uλ − u|2 ≤
∫
TN
|
√
ρλuλ − uλ|2 +
∫
TN
|
√
ρλuλ − u|2 ≤ Cλ−2 +
∫
TN
|
√
ρλuλ − u|2.(5.28)
By (5.26)–(5.28) and the Gronwall inequality, we have
‖uλ − u‖2 + ν‖∇nλ −∇n‖2 ≤ Cλ−1 for t ∈ [0, T0]. (5.29)
Then integrating (5.26) over [0, t], we get∫ t
0
(µ‖∇uλ −∇u‖2 + νθ‖(∆nλ + |∇nλ|2nλ)− (∆n+ |∇n|2n)‖2) ≤ Cλ−1. (5.30)
Finally, it follows from the subtraction of (1.38)3 from (1.40)3 that
(nλ − n)t − θ∆(n
λ − n) = −
(
(uλ − u) · ∇
)
nλ − (u · ∇)(nλ − n)
+θ((∇nλ −∇n) : (∇nλ +∇n)) · nλ + θ|∇n|2(nλ − n). (5.31)
Then the parabolic theory implies that
‖nλ − n‖22 ≤ C‖∇n
λ‖2∞‖u
λ − u‖2 + C‖u‖2∞‖∇n
λ −∇n‖2
+C
(
‖∇nλ‖2∞ + ‖∇n‖
2
∞
)
‖∇nλ −∇n‖2 + C‖∇n‖4∞‖n
λ − n‖2 ≤ Cλ−1(5.32)
for t ∈ [0, T0].
Furthermore, applying ∇ to (5.31), we have
∇(nλ − n)t − θ∆∇(n
λ − n)
= −(∇(uλ − u) · ∇)nλ − ((uλ − u) · ∇)∇nλ − (∇u · ∇)(nλ − n)− (u · ∇)∇(nλ − n)
+θ((∇2nλ −∇2n) : (∇nλ +∇n)) · nλ + θ((∇nλ −∇n) : (∇2nλ +∇2n)) · nλ
+θ((∇nλ −∇n) : (∇nλ +∇n)) · ∇nλ + 2θ(∇n : ∇2n) · (nλ − n) + θ|∇n|2(∇nλ −∇n),
(5.33)
and then (5.29), together with (5.30) and (5.32), implies that∫ t
0
‖∇nλ −∇n‖22 ≤ Cλ
−1. (5.34)
This completes the proof of Theorem 2.3. 
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