Modern superscalar processors often suffer long stalls because of load misses in on-chip L2 caches. To address this problem, we propose hiding L2 misses with Checkpoint-Assisted VAlue prediction (CAVA). On an L2 cache miss, a predicted value is returned to the processor. When the missing load finally reaches the head of the ROB, the processor checkpoints its state, retires the load, and speculatively uses the predicted value and continues execution. When the value in memory arrives at the L2 cache, it is compared to the predicted value. If the prediction was correct, speculation has succeeded and execution continues; otherwise, execution is rolled back and restarted from the checkpoint. CAVA uses fast checkpointing, speculative buffering, and a modest-sized value prediction structure that has about 50% accuracy. Compared to an aggressive superscalar processor, CAVA speeds up execution by up to 1.45 for SPECint applications and 1.58 for SPECfp applications, with a geometric mean of 1.14 for SPECint and 1.34 for SPECfp applications. We also evaluate an implementation of Runahead execution-a previously proposed scheme that does not perform value prediction and discards all work done between checkpoint and data reception from memory. Runahead execution speeds up execution by a geometric mean of 1.07 for SPECint and 1.18 for SPECfp applications, compared to the same baseline.
INTRODUCTION
Load misses in on-chip L2 caches are a major cause of processor stall in modern superscalars. A missing load can take hundreds of cycles to be serviced from memory. Meanwhile, the processor keeps executing and retiring instructions. However, the missing load instruction eventually reaches the head of the Reorder Buffer (ROB), dependences clog the ROB, and the processor stalls.
Performance can be improved if processors find better ways to overlap L2 misses with useful computation and even with other L2 misses. Currently implemented techniques to address this problem include aggressive out-oforder execution to support more instructions in flight, hardware prefetching [e.g., Baer and Chen 1991; Cooksey 2002; Joseph and Grunwald 1997; Jouppi 1990] , and software prefetching [e.g., Callahan et al. 1991; Luk and Mowry 1996] . Unfortunately, with out-of-order execution, significant further improvements can only come with high implementation costs. Moreover, while prefetching typically works well for scientific applications, it often has a hard time with irregular applications.
Past research has shown that it is possible to use history to successfully predict data values [Burtscher and Zorn 1999; Goeman et al. 2001; Lipasti et al. 1996; Sazeides and Smith 1997] . Load value prediction [Lipasti et al. 1996] has been used in the context of conventional superscalar processors to mitigate the effect of memory latency and bandwidth. In this case, however, a very long latency load (such as one that misses in the L2) will eventually wait at the head of the ROB, even if its value has been predicted using techniques, such as the one in Lipasti et al. [1996] .
We address this problem by using a checkpoint to be able to speculatively retire the long latency load and unclog the ROB. This way, when a long latency load reaches the head of the ROB, the following happens: the processor state is checkpointed, a predicted value is provided to the missing load, the missing load is retired, and execution proceeds speculatively. When the processor is executing speculatively, the state produced has to be buffered. If the prediction is later determined to be correct, execution continues normally. Otherwise, execution is rolled back to the checkpoint. We call this idea Checkpoint-Assisted VAlue Prediction (CAVA).
Both processor checkpointing and speculative buffering mechanisms have been described elsewhere. For example, hardware-based checkpoint and fast rollback has been used in the context of branch speculation, recycling resources early [Martinez et al. 2002] , aggressively increasing the number of in-flight instructions [Akkary et al. 2003; Cristal et al. 2004; Srinivasan et al. 2004] , or prefetching data and training the branch predictors on an L2 miss [Mutlu et al. 2003 ]. Speculative state is buffered in the processor [Akkary et al. 2003; Cristal et al. 2004; Mutlu et al. 2003; Srinivasan et al. 2004] or in the cache [Martinez et al. 2002] .
We describe several key design issues in CAVA systems, including multiprocessor aspects. Then, we present a microarchitectural implementation that is built around a Ready Buffer (RDYB) in the processor's load functional unit and an Outstanding Prediction Buffer (OPB) in the L2 MSHR. Our design includes occurs and is deallocated when the data is finally obtained. Multiple concurrent misses on the same line share the same MSHR-each of them uses a different subentry in the MSHR. However, only the first request is propagated down the memory hierarchy.
There are many possible organizations for MSHRs. In this paper, we use the Explicitly Addressed MSHR organization of Farkas and Jouppi [1994] . In such an organization, each subentry in the MSHR contains the explicit address of the word requested. This allows multiple outstanding misses to the same word address, each one allocating a new subentry.
Checkpointing and Buffering for Undo
Low-overhead, hardware-based register checkpointing is widely used in processors to support branch speculation. Recent work has used it to support speculative execution of long code sections (which overflow the ROB) in other environments. Examples of such work include early resource recycling [Martinez et al. 2002] , data prefetching and branch prediction training through runahead execution [Mutlu et al. 2003 ], aggressive support for a large number of in-flight instructions [Akkary et al. 2003; Cristal et al. 2004; Srinivasan et al. 2004 ], or in Thread-Level Speculation (TLS) [Hammond et al. 1998; Krishnan and Torrellas 1999; Sohi et al. 1995; Steffan et al. 2000 ]. We will use such support in CAVA.
In these checkpointed architectures, where the processor can run speculatively for a long time, the speculative memory state generated by the processor has to be buffered. Such state can be buffered in the store queue [e.g., Akkary et al. 2003; Cristal et al. 2004; Srinivasan et al. 2004] . Alternatively, it can be stored in a dedicated speculative buffer [e.g., Mutlu et al. 2003 ] or in the L1 as long as the lines with speculative data are marked [e.g., Martinez et al. 2002] . Without loss of generality, in CAVA, we use the L1 cache. In this approach, when the speculative section commits, such marks are reset and the lines are allowed to remain in the cache; if the section is squashed, the lines with the mark are invalidated. While a line has the mark set, it cannot be displaced from the cache.
HIDING L2 MISSES WITH CHECKPOINT-ASSISTED VALUE PREDICTION
We propose Checkpoint-Assisted Value Prediction (CAVA) to hide long-latency L2 misses and minimize processor stalls due to load misses in on-chip L2 caches. Figure 1 illustrates the concept. Figure 1a shows the timeline of an L2 miss in a conventional processor. Figures 1b and 1c show the actions under CAVA. When an L2 load miss is detected, a prediction of the requested data's value is passed on to the CPU. When the missing load reaches the head of the ROB, the CPU checkpoints, uses the predicted value, and continues execution by speculatively retiring the load. Since the processor may execute for a long time before the data is received from memory, the processor can retire program state to both registers and L1 cache. When the data is finally received from memory, its value is compared to the prediction. If the prediction was correct (Figure 1b) , the checkpoint is discarded and no action is taken. If the prediction was incorrect ( Figure 1c ), the register state is restored from the checkpoint and the cache lines generated since the checkpoint are discarded. This rolls back the processor to the state at the checkpoint. Execution resumes from there.
We need four components to support CAVA. A first module predicts the return value for each L2 load miss and passes it to the processor. It also keeps the predicted value for later comparison to the correct data coming from memory. We call this module Value Predictor and Comparator (VP&C). Second, we need support for fast register checkpointing. Third, we need an L1 cache that marks lines with speculative data, and prevents their displacement until the prediction is proved correct. Finally, when a prediction is incorrect, we need a rollback mechanism that restores the checkpoint and invalidates the speculative cache lines.
In this paper, we support the four components in hardware. We place the VP&C module close to the L2 cache controller, where it can easily observe L2 misses.
Design Issues
Key design issues in a CAVA processor include where to place the value predictor, when to use the predicted value, when to checkpoint, the number of outstanding checkpoints, when to finish speculation, and how to correctly support it in multiprocessor systems.
3.1.1 Where to Place the Value Predictor. In CAVA, we predict the value of data for loads that miss in the L2 cache. Two possible locations for the value predictor are: the processor core and by the L2 cache controller. The first location is attractive because all memory requests are visible, regardless of their hit/miss outcome, and information such as program counter and branch history is readily available. On the other hand, the value predictor occupies precious real state in the core and may make it harder to design the processor for high frequency. If the value predictor is placed by the L2 cache controller, not all memory requests and processor information are visible to it (see Section 6.3.1). However, it is a simpler overall design, as it removes the necessary storage and logic from time-critical core structures. For this reason, CAVA places the value predictor by the L2 cache controller.
Although we have placed the value predictor at the L2, we expose all L1 load misses to the L2 cache to see if they miss and need a prediction. This includes secondary misses in the L1, which are requests to L1 lines for which there is already a pending miss. For this reason, CAVA slightly modifies the L1 MSHR organization to send information about all secondary misses to the L2. This ensures that the value predictor can return predictions for all L2 load misses. Note, however, that the L2 only returns the line with the correct data to L1 once (Section 4.1.1). Overall, for the predictor CAVA uses, we find that the accuracy is higher when we train it with only L2 misses rather than with all processor accesses (Section 6.3.1).
When to Use the Predicted Value.
A processor can use the predicted value as soon as it is available (Immediate use), or it can buffer it and consume it only when the missing load is at the head of the ROB and memory has not yet responded (Delayed use). Alternatively, it can use it only when both the load is at the ROB's head and the processor is stalled because the ROB is full.
While the third choice is unattractive because it is likely to have less potential, there are trade-offs between Immediate and Delayed use. Immediate use may enable faster execution and does not require buffering the predicted value in the processor. Moreover, as soon as a misprediction is detected, the VP&C module can trigger a rollback immediately, as the processor has surely consumed the incorrect prediction. A Delayed use has the opposite characteristics. In particular, every misprediction requires a check to see if the processor has actually consumed the incorrect value. However, it has the advantage that the VP&C module may be able to confirm or reject many predictions before they are actually used. This can reduce the number of potentially unnecessary checkpoints and, especially, the number of rollbacks. Consequently, CAVA uses the Delayed scheme. We estimate its benefits compared to the Immediate scheme in Section 6.3.3.
3.1.3 When to Checkpoint. There are two choices of when to checkpoint: at the missing load or at the first instruction that uses the predicted value. Strictly speaking, the checkpoint can be delayed until the first use. However, doing so complicates the design. For example, as the predicted value reaches the processor, the first use may be unknown or may be an instruction in a mispredicted branch path. Consequently, CAVA checkpoints at the load retirement. We expect little performance difference because the distance between load and use (typically only a few instructions, as shown in Section 6.3.4) is much smaller than the latency of an L2 miss (typically equivalent to hundreds of instructions).
3.1.4 Number of Outstanding Checkpoints. The issue of how many outstanding checkpoints to support at a time is one of performance versus complexity. Since several L2 misses may overlap in time, one approach is to start a new checkpoint at each missing load. This would enable the processor to roll back only up to the first misprediction. However, multiple checkpoints increase hardware complexity, since the processor needs to keep several register checkpoints at a time and also record separately in the L1 cache the state generated after each checkpoint. Consequently, to simplify the hardware, CAVA supports only one checkpoint at a time. If several misses overlap, CAVA takes a checkpoint only at the first one and associates all misses with the one checkpoint. If any predicted value happens to be incorrect, CAVA rolls back to the checkpoint.
3.1.5 When to Finish Speculation. Speculation ends with a commit when the last outstanding memory response for a group of overlapping, correctly predicted misses arrives at the processor. Assuming an average prediction accuracy a, the probability of rolling back a checkpoint after consuming n predictions is P rollback = 1−a n . Since a is significantly smaller than 1 (a little over 0.5), P rollback increases rapidly with n. Consequently, CAVA uses a confidence estimator to detect when a possible bad prediction is produced. When the processor is about to consume a low-confidence prediction, CAVA stops predicting values and treats misses conventionally, so that the current speculative section can eventually commit and decrease the chance of wasting work. A new speculative section may then be started. In practice, we observe that good predictions tend to cluster in time (Section 6.2).
There are three other cases where CAVA also stops value prediction and starts treating misses conventionally to speed up eventual commit. One is when the number of outstanding predictions reaches the limit that can be buffered in the hardware structure that records predicted requests. A second case is when the amount of speculative state stored in the L1 cache reaches a certain threshold-if the state were about to overflow, the program would need to stall in order to prevent polluting the lower level of the memory hierarchy with speculative data.
1 Finally, the third case is when the number of instructions retired speculatively since the most recent checkpoint reaches a certain threshold T chk . At that point, we stop new predictions until after all current predictions are confirmed or rejected, and the current speculative execution is committed or rolled back. We do this to reduce the chances that a misprediction will wipe out a considerable amount of work.
3.1.6 Multiprocessor Issues. Supporting CAVA in a multiprocessor environment with a relaxed consistency model requires three special considerations: termination of speculation on fences, consistency of value predictions, and transferring speculative data across threads. We consider them in turn.
The first consideration is simple: when a thread reaches a fence, it has to stall until all its previous memory operations have completed. This includes outstanding loads for which a prediction has been used. Consequently, executing a fence effectively implies terminating the current speculative section. Codes with very frequent synchronization are less likely to benefit from CAVA.
The second issue was pointed out by Martin et al. [2001] : unless care is taken, an inconsistency may arise if, between the use of a value prediction and its confirmation, a second thread updates the corresponding location. To see the problem, we slightly change the example suggested by Martin et al. Consider a two-element array A[] and a pointer P. For each element of the array, a producer thread: (i) first initializes it and (ii) then sets P to point to it. Consider the time when the producer thread has just initialized A [0] and set P to point to it. A consumer thread reads P, misses in the cache, and predicts that it points to A [1] . With naive value prediction, it proceeds to access A[1] and reads an uninitialized value. Later, the producer thread initializes A[1] and sets P to point to it. After that, the cache miss by the consumer completes and finds that the prediction that it made (P pointing to A[1]) was correct. Unfortunately, the consumer does not realize that it read uninitialized data! To eliminate this problem, CAVA uses a scheme that follows the guidelines in Martin et al. [2001] . Specifically, the hardware needs to determine if, between the use of a prediction on the contents of address A, and its confirmation, any other processor updated A. If another processor did, the hardware conservatively squashes and rolls back the speculative section.
To identify if another processor wrote to A, we use the cache coherence protocol. However, since the line that contains A may be evicted from the cache and might even have been retired already, we cannot rely on checking invalidations to the L1 cache or the load queue. Instead, CAVA adds a buffer that holds the addresses of cache lines for which at least one prediction has been consumed by the processor. This buffer snoops invalidations coming from the memory bus. If an invalidation is received for a line whose address is held in the buffer, the processor rolls back. The buffer is cleared at every rollback or checkpoint commit.
This buffer is unnecessary in traditional load value prediction schemes (without checkpointing). The reason is that the load instructions that used a predicted value would still be in flight in the processor and the load queue could be snooped. With CAVA, such instructions could already be retired.
The final issue is transferring speculative data from a thread to another one. If this were allowed, the receiver must become speculative and be ready to roll back if and when the supplier thread rolls back. To reduce complexity, our CAVA implementation does not allow the coherence protocol to provide speculative data to another cache.
IMPLEMENTATION
Based on the previous discussion, we outline CAVA's implementation. We first describe the microarchitectural structures and then the key operations.
Microarchitectural Structures
4.1.1 Basic Buffers. CAVA is built around two buffers: the Outstanding Prediction Buffer (OPB), which extends the MSHRs of the L2 cache controller, and the Ready Buffer (RDYB), which buffers the predictions inside the processor's load functional unit.
• L. Ceze et al. In conventional processors, the L2 cache controller allocates an MSHR entry for every L2 miss, to keep a record of its pending status. In CAVA, the structure (now called OPB) also obtains a predicted data value for the load from a value predictor, sends the prediction to the processor, and stores it locally. Note that predictions are made at the granularity requested by the processor (e.g., word, byte, etc).
2 When the requested cache line arrives from memory, the OPB compares the line's data against all the predictions made for words of the line. The OPB deallocates the corresponding entry and forwards the line upstream to the L1, including in the message a confirmation or rejection tag for each of the predictions made. These tags and data will eventually reach the processor. Figure 2c shows the OPB structure. As a reference, Figure 2b shows the MSHR in the L1 cache, whose structure is unmodified. For both the L1's MSHR and L2's OPB, we use an Explicitly Addressed organization [Farkas and Jouppi 1994 ] (Section 2.1). The control logic of the L1's MSHR is changed slightly, so that secondary misses in L1 are propagated to the L2 (Section 3.1.1).
A conventional MSHR in L2 only keeps line address information. The OPB extends it with additional information for several predicted words in that line. For each such word, the OPB contains the word offset, the destination register, and the predicted value sent to the processor.
On the processor side, the purpose of the RDYB is to temporarily buffer the value predictions forwarded by the OPB until they are confirmed or rejected. A new RDYB entry is allocated when a prediction is received; the entry is deallocated when the processor finally receives the value from memory with a confirmation or rejection tag. Figure 2a shows the RDYB structure. The first field (OPB Subentry ID) contains an ID sent by the OPB together with the data value prediction at the time the RDYB entry is allocated. It identifies the location in the OPB that holds the prediction. When the OPB sends the final data to the processor with a confirmation or rejection tag, it includes the OPB Subentry ID. This is used to index the RDYB-the physical register number cannot be used because the register may have been recycled and reused (by the time the prediction confirmation/rejection comes back from memory, the load may have already retired). The second field (destination register) is checked by missing loads right before they retire, in order to obtain the predicted data (third field), which is then copied to the load's destination register. At that point the register is guaranteed not to have been recycled, since the load is still in the ROB.
From this discussion, we see that the RDYB is indexable by both the OPB Subentry ID and the physical register number. This can be accomplished without unreasonable hardware cost given that the RDYB is not a time-critical structure. Since it is typically accessed by L2-missing loads right before they retire, and by confirmation/rejection messages coming from memory, the RDYB can afford to have a multicycle access time.
In addition to a valid bit, the RDYB also stores three additional bits: Consumed (C), LowConfidence (LC), and Stale (S). The Consumed bit is set when the entry is consumed. The LowConfidence bit is set when the value prediction received from the OPB is of low confidence. The Stale bit is set for entries that are still allocated when the processor is rolled back. The reason is that a RDYB entry is only deallocated on reception of a value prediction confirmation or rejection message, while a rollback can occur before some entries receive such a message. When an entry with a Stale bit set finally receives the confirmation or rejection message, it is silently deallocated.
Value Predictor.
The L2 controller contains a Value Prediction module that is closely associated with the OPB and trained only with L2 cache misses. When an L2 miss occurs, the value predictor predicts the value of the requested word. The value is stored in one of the OPB Subentries (Figure 2c ) and returned to the processor, together with a high or low confidence code. The processor allocates a RDYB entry to store the prediction and associated information.
CAVA uses a hierarchical value predictor, which contains a global and a local value predictor, along with a selector. The value predictor also has a confidence estimator that estimates the confidence in each prediction. The structure of the value predictor, selector, and confidence estimator is discussed in Section 5. The L1 acts as a filter to reduce the pressure of updates on the value predictor.
• L. Ceze et al. 
Additional Processor Support.
In addition to the RDYB and the hardware-based register checkpointing of Section 2.2, a CAVA processor needs three small modifications. The first one is a Status Register (Figure 3 ), which indicates if the processor is currently running speculatively (Chk-Low or ChkHigh mode, depending on the prediction confidence) or not (Non-Chk mode). The Status Register is used to decide whether a checkpoint is needed when a retiring load consumes a predicted value.
The second modification involves passing some bits of the PC and branch history from the processor to the value predictor in the L2 controller. The value predictor we choose (Section 5) requires these bits.
The third modification is the Predicted Line Address Buffer (PLAB). It holds the addresses of cache lines for which at least one prediction has been consumed by the processor during the current checkpointed run. As indicated in Section 3.1.6, this buffer ensures prediction consistency under multiprocessing. 4.1.4 Additional Cache Hierarchy Support. As indicated in Section 2.2, the L1 cache is modified to also buffer memory state generated by the processor as it runs speculatively following a checkpoint. If the speculative section succeeds, such state is merged with the architectural state of the program; otherwise, it is discarded.
More specifically, when the processor speculatively updates a location, the corresponding cache line in L1 is updated and marked with a Speculative (S) bit in the tag (Figure 3) . If the line was dirty before the update, the line is written back to memory before accepting the update and setting the S bit. In any case, the speculatively updated cache line cannot be displaced from L1. When all value predictions are confirmed and the processor transitions to Non-Chk mode, the cache commits all the speculative lines by gang-clearing the S bits. The lines can now be displaced to L2 and main memory on demand. Instead, if a prediction fails and the processor needs to roll back to the previous checkpoint, all the lines with a set S bit get their Valid and S bits gang-cleared. These gang operations have been described elsewhere [Hammond et al. 1998; Martinez et al. 2002] . They are typically done with a hardware signal and can take several cycles, as they occur infrequently.
It is possible that, as the processor executes speculatively, the L1 runs out of space for speculative lines. In this case, the L1 signals the processor, which stalls until either it rolls back due to a misprediction or it terminates speculative execution because of confirmation of all outstanding predictions. In our simulations, this stall only occurs very rarely.
Detailed Operation
To understand the operation of CAVA, we overview a few aspects: communication between processor and caches, entering and committing a speculative section, and handling branch mispredictions and load replays. Figure 4 shows the messages exchanged between processor and caches. When a load misses in L1 (message 1), the request is forwarded to L2 (message 2), including the finegrain address and the destination register number. The relevant case is when the load also misses in L2. If the load is for a line already in the L2's OPB, the OPB simply uses a free OPB Subentry in the existing entry. Otherwise, a new OPB entry is allocated and the line is requested from memory (message 3). In either case, a prediction is returned to the processor, together with the register number, OPB Subentry ID, and level of confidence (high or low) in the prediction (message 4). At the processor, the prediction is stored in a newly allocated RDYB entry and, if appropriate, the LowConfidence bit is set. When the missing load finally reaches the head of the ROB, if the destination register has not yet received the data from memory, the processor checkpoints (unless it is already speculating), consumes the value in the RDYB entry and sets the Consumed bit. The load then retires.
Communication between Processor and Caches.
When the requested line arrives from memory (message 5), the OPB forwards the line to L1 (message 6). For each prediction made on the line's words, the message includes: a confirmation/rejection tag (OK/NOK in Figure 4) , the destination register, and the OPB Subentry ID. As the L1 sends each of the requested words to the processor separately (messages 7), it also includes the confirmation/rejection tag, destination register, and OPB Subentry ID.
Every time the processor receives one of these messages, it finds the corresponding RDYB entry. If the Consumed bit is clear, the incoming data is sent to the destination register. If the Consumed bit is set and the message contains a rejection tag, the hardware sets the Stale bit of all the valid RDYB entries, and the processor initiates a rollback. If either the Consumed bit is set and the message contains a confirmation flag, or the Stale bit is set (the load was canceled in a rollback), no action is taken. In all cases, the corresponding RDYB entry is deallocated.
Note that, after a rollback, the OPB continues to send messages with rejection or confirmation tags that reach the processor. As a message matches its RDYB entry, it finds the Stale bit set and, therefore, the RDYB entry is simply deallocated.
Entering and Committing a Speculative Section.
As indicated in Section 4.2.1, a processor may enter a speculative section when a load waiting for memory reaches the head of the ROB and finds a valid RDYB entry for its destination register. At this point, three cases are possible. First, if the processor is in Non-Chk mode, it performs the checkpoint, consumes the prediction, and enters a speculative section. The execution mode becomes Chk-Low or Chk-High depending on the LowConfidence bit in the RDYB entry.
Second, if the processor is in Chk-High mode and the LowConfidence bit in the RDYB entry is set, the processor waits until all the pending predictions are confirmed and the current speculative section commits. It then, performs a new checkpoint, consumes the prediction, and starts a new speculative section in Chk-Low mode.
Finally, in all other cases, the processor simply consumes the prediction and remains in the speculative mode it used to be.
On the other hand, a speculative section commits only when the last nonStale RDYB entry is deallocated. At that point, a hardware signal triggers the changes discussed above on the L1 cache and Status Register. This condition can occur naturally. Alternatively, the processor can gently enable it to occur sooner by stopping the prediction of values for new misses and treating them conventionally. The processor may choose to do this for the reasons discussed in Section 3.1.5.
Branch Mispredictions and Load Replays.
In conventional processors, there are cases when the processor issues loads to the cache hierarchy that will not commit. Examples are loads that follow the wrong path of a branch, or loads that need to be replayed to satisfy the memory consistency model or other conditions. Under CAVA, it is possible that some of these loads miss in L2 and the OPB provides predictions, therefore allocating RDYB entries. However, correctness is not compromised. In conventional processors, when a load is squashed (e.g., on a branch misprediction), the hardware voids the load's load queue entry. In CAVA, this process involves marking the load's RDYB entry as Stale so that, when the correct data arrives from memory, it is not forwarded to the register.
EXPERIMENTAL SETUP
We evaluate CAVA using execution-driven simulations with a detailed model of a state-of-the art processor and memory subsystem. Because of limited space in this paper, we only evaluate a uniprocessor system; we leave the evaluation of multiprocessor issues for future work. The processor modeled is a four-issue dynamic superscalar with two levels of on-chip caches. Other parameters are shown in Table I . We set T chk to a value that experimentally appears to work well.
We compare six different architectures: a plain superscalar (Base), CAVA with a realistic value predictor (CAVA), CAVA with a 100% accurate value predictor (CAVA Perf VP), Runahead modified by storing the speculative state in the L1 cache rather than in the Runahead cache [Mutlu et al. 2003 ] (Runahead/C), Runahead/C that uses predicted values for missing loads rather than marking their destination register as invalid (Runahead/C w/VP), and Base with a perfect L2 cache that always hits (Perf Mem).
In our model of Runahead, we store the speculative state in L1 rather in the original Runahead cache [Mutlu et al. 2003 ]. We do so to make the comparison to CAVA more appropriate. Note that we also use different architectural parameters: a four-issue processor and a 1 MB L2, rather than the three-issue processor and 512 KB L2 used in Mutlu et al. [2003] . Moreover, we use different applications. However, our results for Runahead/C are in line with those in Mutlu et al. [2003] : the mean speedup for the six (unspecified) SPECint applications reported in Mutlu et al. [2003] is 1.12, while the mean speedup of Runahead/C for our six top-performing SPECint applications is 1.11.
All architectures including Base use an aggressive 16-stream stride prefetcher. This prefetcher is similar to the one in Palacharla and Kessler [1994] , with support for 16 streams and nonunit stride. The prefetcher brings data into a buffer that sits between the L2 and main memory.
Our value predictor is composed of a single-entry global last value predictor, and a last-value predictor indexed by the PC hashed with some branch history bits. A two-bit saturating counter selector predicts, based on the PC, which prediction to take. In addition, we have a confidence estimator to estimate the confidence degree of the prediction. The confidence estimator is a two-bit saturating counter indexed by the PC. The last-value predictor, the selector, and the confidence estimator use 2048-entry tables. As shown in Section 6.3.1, we choose this configuration because it gives high accuracy for a reasonable area.
Overall, CAVA requires modest additional storage: approximately 7 Kbits for the RDYB, 4 Kbits for the confidence estimator, 24 Kbits for the OPB, and 68 Kbits for the value predictor, for a total of 103 Kbits. All structures except the RDYB are placed outside the processor core.
For the evaluation, we use most of the SPECint and some SPECfp applications. These codes are compiled into MIPS binaries using gcc 3.4 with -O3. The only SPECint application missing is eon, which we do not support because it is written in C++. Some SPECfp applications are not used because they are written in Fortran 90 (which our compiler cannot handle) or use system calls unsupported by our simulator. We run the codes with the ref input set. We first skip the initialization, as signaled by semantic markers that we insert in the code. The initialization corresponds to 10 million to 4.8 billion instructions, depending on the application. We then graduate at least 600 million correct instructions. Figure 5 shows the speedups of the different architectures described in Section 5 over Base. If we compare CAVA to Base, we see that CAVA delivers an average speedup of 1.14 for SPECint applications and 1.34 for SPECfp. In addition, no application is slowed down by CAVA.
EVALUATION

Overall Performance
Comparing CAVA and CAVA Perf VP, we see that the performance of CAVA can be significantly improved with better value prediction. However, even with perfect value prediction (CAVA Perf VP), the performance is still far off from the case of a perfect L2 cache (Perf Mem). The reason is that Perf Mem does not suffer from off-chip memory latency since it never misses in the L2 cache and it never suffers from stalls because of filling up MSHR structures. On the other hand, in CAVA Perf VP, the request still goes to memory to validate the prediction. This means that CAVA Perf VP may sometimes suffer from stalls because of lack of resources (e.g., lack of MSHRs because of too many outstanding misses) and from the latency of going off-chip.
On the other hand, for applications with low L2 miss rates (bzip2, crafty, gcc and gzip), no architecture makes much of a difference.
If we now compare CAVA and Runahead/C, we see that CAVA is faster: its average speedups of 1.14 and 1.34 on SPECint and SPECfp applications, respectively, are higher than Runahead/C's 1.07 and 1.18. The gains come from two effects, which we can quantify by analyzing Runahead/C w/ VP. Specifically, the difference between Runahead/C and Runahead/C w/ VP is the support for value prediction for missing loads. As a result, in Runahead/C w/ VP, speculative execution leads to execution that is more similar to correct execution. This improves data prefetching and branch training. We call this execution effect. It is most prominent in SPECint applications.
The difference between Runahead/C w/ VP and CAVA is that the former rolls back even on a correct value prediction. This wastes some useful work. We call this effect commit effect. It is most prominent in SPECfp applications.
We observe some cases where the bars have unusual behavior. For example, CAVA is slower than Runahead/C in twolf and slower than Runahead/C w/ VP in gap. These effects occur because the speculative sections are typically longer in CAVA. Runahead/C and Runahead/C w/ VP roll back immediately after the first long latency load is serviced. On the other hand, CAVA rolls back only after the first value misprediction is detected, which may happen much later, resulting in more wasted work. In addition, the cache may become more polluted.
A second unusual behavior is when the use of value prediction hurts performance. This occurs in twolf, equake, mgrid, and wupwise, where Runahead/C w/ VP is slower than Runahead/C. For these runs, we observe worse branch prediction accuracies and L1 miss rates in Runahead/C w/ VP. The predicted values unexpectedly train the branch prediction worse and pollute the cache more.
• L. Ceze et al. Column 5 shows CAVA's IPC. Compared to Base (Column 2), CAVA typically has a higher IPC. In applications with very low L2 miss rate such as bzip2, crafty, gcc, gzip and vortex (Column 3), the two IPCs are very similar.
Columns 6 and 7 show the major CAVA overheads. Specifically, Column 6 shows the fraction of instructions wasted in rollbacks. Such a fraction is, on average, 18 and 26% for SPECint and SPECfp, respectively. Since these instructions are executed in the shadow of a miss, discarding them does not affect performance much. Furthermore, they may train branch predictors and prefetch data. Column 7 shows the total rollback overhead in percentage of program cycles. This number is only 0.6 and 1.5% of the program cycles for SPECint and SPECfp, respectively. This number can be computed by multiplying the 11 cycles of rollback overhead (Table I ) times the number of rollbacks. During this time, the processor stalls. There is also the overhead of checkpointing (five cycles as shown in Table I ). However, such overhead is not visible to the application, since it is done completely in the background and overlapped with useful computation.
The value predictor used for CAVA has reasonable accuracy (Column 8). We compute accuracy as the ratio of correct predictions (both high and low confidence) over all predictions. On average, the accuracy is 48% for SPECint and 52% for SPECfp.
Column 9 lists the accuracy of the confidence estimation mechanism. We define the accurate cases for the estimator those when the prediction is declared high confidence and is correct, or it is declared low confidence and is incorrect. From the table, we see that the average accuracy of the confidence estimator is 85 and 90% for SPECint and SPECfp, respectively. Although not shown in the table, both the low-and high-confidence estimations have high accuracy. Specifically, 87.2 and 91.2% of all the high-confidence predictions are correct in SPECint and SPECfp, respectively. Moreover, 82.6 and 88.1% of all the lowconfidence predictions are incorrect in SPECint and SPECfp, respectively. On average, 51.2 and 48% of the predictions are high confidence for SPECint and SPECfp, respectively.
The last four columns of Table II (Columns 10-13) characterize the average behavior of a speculative section. Such a section, which we call a Checkpointed Run, starts when a checkpoint is created and finishes when a commit or a rollback occurs. Column 10 shows that the separation between consecutive checkpointed runs (from checkpoint creation to the next checkpoint creation) is on average slightly over 13 K instructions for SPECint and 5 K for SPECfp. SPECfp applications have more frequent checkpoints than SPECint applications because they have higher L2 miss rates.
Column 11 shows that the average checkpointed run lasts for 390 instructions for SPECint and 538 for SPECfp. These numbers are smaller than the latency of a memory access because a checkpoint sometimes finishes early due to low-confidence predictions. Moreover, according to Column 12, a run contains on average 9.2 predictions for SPECint and 23.4 for SPECfp. In addition, Column 13 shows that the fraction of runs that terminate with a rollback is on average 72% for SPECint and 62% for SPECfp. It is interesting to note that, although SPECfp applications have more predictions per checkpointed run than SPECint codes-checkpointed runs fail less often. In both SPECfp and SPECint, however, it is clear that correct predictions are clustered in time: given the many predictions needed per run and the average value prediction accuracy (around 50%), if each prediction had the same probability of failure, practically all checkpointed runs would fail.
Finally, Figure 6 gives the intuition as to why CAVA delivers better performance than Base. The figure shows histograms of the number of outstanding L2 misses during program execution when there is at least one outstanding L2 miss. The data in the figure corresponds to mcf and art, both under Base and CAVA. Comparing the histograms, we observe that, under CAVA, the case of a high number of concurrent outstanding L2 cache misses occurs more often. This shows that CAVA enables more memory level parallelism.
Sensitivity Analysis
6.3.1 L2 Value Prediction Accuracy. We examine the prediction accuracy of several value predictors. The predictors analyzed are: zero predictor (Z, always predict the value zero); single-entry global last-value predictor (GLV); last-value • L. Ceze et al. Fig. 6 . Distribution of the number of outstanding L2 misses when there is at least one outstanding L2 miss. This data corresponds to Base and CAVA, for the memory-bound applications mcf and art. Fig. 7 . Value prediction accuracy and size for various predictors. The accuracy across applications is computed by weighing the accuracy in each application by the number of predictions in the application. There are two bars for each predictor: the first one is the accuracy when trained exclusively with L2 misses; the second one is the accuracy when trained with all memory accesses. The bar with an asterisk corresponds to the predictor used in this paper.
predictor indexed by a hash of the PC (LV); last-value predictor indexed by a hash of the PC and the branch history (BHLV); stride predictor (S); and finite-context method predictor (FCM) [Goeman et al. 2001] . We also analyze combinations of any two of them, where the prediction is selected by a two-bit saturating counter selector indexed by a hash of the PC. Figure 7 shows the prediction accuracy across all the applications for each predictor. There are two bars for each predictor. The first one is the accuracy when trained exclusively with L2 misses, as is the case in CAVA. The second one is the accuracy when trained with all memory accesses, as is the case, for example, in CLEAR [Kirman et al. 2005] . In both cases, predictions are only generated on L2 misses. The labels on top of the bars show the total size of the corresponding predictor in bits. All predictors, including selectors, have 2048 entries except for Z and GLV.
The figure shows that the prediction accuracy when training with only L2 misses is very similar to that when training with all memory accesses. In the predictors where they differ, the difference is small. While, intuitively, training with only L2 misses could see discontinuities in the value stream, the overall impact on the accuracy is minor. As a result, CAVA's approach is not at a disadvantage.
The predictor that exhibits the best size/accuracy tradeoff when trained only with L2 misses is GLV+BHLV. Consequently, this is the one that we use in this paper. It has a size of slightly over 8 KB and an accuracy close to 50%. Because it is trained with only L2 misses, there is no need to place it close to the processor; it is placed in the L2 cache, where it can be more easily accommodated. 6.3.2 Number of Outstanding Checkpoints. The number of outstanding checkpoints supported at a time is a performance versus complexity trade-off. The complexity comes from the fact that additional checkpoints require additional logic and storage in the processor. The hardware that buffers speculative data also needs to support multiple speculative versions and, therefore, needs more complicated logic to make data forwarding decisions. To keep the design simple, CAVA supports only a single checkpoint at a time. In contrast, other schemes like CLEAR [Kirman et al. 2005 ] support multiple checkpoints.
To see the impact of this decision, Figure 8 shows the performance when multiple checkpoints are supported normalized to that when only one checkpoint is supported. The last bar for each application corresponds to an unlimited number of checkpoints. From the figure, we observe very little performance difference between the schemes. Only mcf, art, equake, mgrid, and wupwise show any noticeable improvement with multiple checkpoints. Even with an unlimited number of checkpoints, the geometric mean speedup changes by only 1% for SPECfp and by even less for SPECint. For this reason, CAVA supports only a single checkpoint at a time. 6.3.3 Immediate versus Delayed Value Consumption. As described in Section 3.1.2, there is a choice between consuming a value prediction as soon as the prediction arrives at the processor (Immediate use) or waiting until the missing load reaches the head of the ROB (Delayed use). CAVA employs Delayed use. The rationale is that a prediction may be rejected before its value is actually used, effectively avoiding a rollback.
To assess the impact of supporting the Delayed use in CAVA, we measure the percentage of predictions that have not been consumed by the time the value is confirmed or rejected. This is shown in Column 2 of Table III. On average, over 5% of the predictions for SPECint and 11% of the predictions for SPECfp were not consumed before they were confirmed or rejected. Note that, in Immediate use, it takes only one of these predictions to be incorrect to cause a processor rollback. Since the hardware to implement Delayed use is simple, CAVA employs Delayed use.
6.3.4 Checkpoint at Load versus at Use. Section 3.1.3 discusses whether to create a checkpoint at a missing load (as in CAVA) or at the first use of the corresponding predicted value. We have measured the average distance between a missing load and its first use for Base. The results presented in Column 3 of Table III show that the distance is small: there are no more than a few intervening instructions between load and use-typically 4-6. Consequently, we conclude that checkpointing at a missing load is good enough. Table III show the impact of our Confidence Estimator (CE) for value prediction. The impact is shown as the ratio between measurements with CE and measurements without CE. Column 4 shows the ratio of the number of instructions per checkpointed run. The effect of the CE is to reduce the size of the checkpointed runs to 75% (SPECint) and 69% (SPECfp) of their original size. The reason is that the confidence estimator stops speculation on low-confidence predictions.
Confidence Estimation. Columns 4-8 of
Columns 5 and 6 show the ratio of the number of successful and failed checkpointed runs, respectively. We see that, with CE, the number of successful checkpointed runs is much higher: four times for SPECint and eight times for SPECfp. We also see that the number of failed checkpointed runs stays approximately the same. The reason for this effect is that the CE breaks long checkpointed runs that used to fail into shorter ones that succeed and shorter ones that still fail.
Column 7 shows the ratio of CAVA speedup with CE overCAVA speedup without CE. Furthermore, Column 8 shows the ratio of number of wasted instructions in CAVA with CEover number of wasted instructions in CAVA without CE. Using CE reducesthe amount of wasted work in the applications and, therefore, increases the speedup. Specifically, the reduction in wasted work reaches up to 5% for SPECint applications (average of 2%) and up to 28% for SPECfp (average of 11%). The increase in speedup reaches up to 2% for SPECint (average of 1%) and up to 13% for SPECfp (average of 4%). Therefore, we conclude that using CE is useful.
Maximum Checkpointed Run Duration (T chk ).
We have chosen the threshold for the maximum duration of a checkpointed run (T chk ) to be 3000 speculatively retired instructions because, experimentally, it corresponds to a good performance point. If we do not enforce any threshold, or set it to a very high value, checkpointed runs are allowed to grow large. This increases the probability that an incorrect value prediction results in discarding a significant amount of work. On the other hand, if we set T chk to a very low value, the potential performance improvements of CAVA are low.
Columns 9-12 of Table III show the impact of using a much lower and a much higher T chk . The columns show the application execution speedup and wasted instructions because of rollback, all relative to the case for our default T chk = 3000 instructions. We see that, for T chk = 200 instructions, while the relative number of wasted instructions is low (on average 0.80 for SPECint and 0.56 for SPECfp), the relative speedup is also low (on average 0.93 for SPECint and 0.84 for SPECfp). For T chk = 5000 instructions, the number of wasted instructions is higher (on average 1.01 for SPECint and 1.02 for SPECfp), while the speedups do not improve (they are on average 1.00 for both SPECint and SPECfp).
6.3.7 Number of MSHR and OPB Entries. We now vary the number of L1 MSHRs. Figure 9 shows the execution time of the applications for L1 MSHRs where the number of entries ranges from 16 to 8 K. In all experiments, the number of L2 MSHRs (in Base) and OPB entries (in CAVA) are the same as the number of L1 MSHRs. For each size, we show four bars, corresponding to Base and CAVA, and for SPECint and SPECfp. Under each set of four bars, we show the number of L1 MSHRs. All bars are normalized to the performance for the same application set in Base for 128 L1 MSHRs.
We observe that the bars for CAVA level off at many more MSHRs than for Base. The reason is that CAVA can exploit a higher memory-level parallelism and, therefore, can use more MSHRs. Within CAVA, the saturation occurs at 128 MSHRs for SPECint and at 512 MSHRs for SPECfp. The reason is that SPECfp applications have a higher potential for memory-level parallelism. Overall, our CAVA design with 128 L1 MSHRs and OPB entries (Table I) has as many as needed for SPECint, but not for SPECfp.
6.3.8 Sensitivity to Other Overheads. Finally, we examine how certain timing changes affect the speedups delivered by CAVA. Columns 2-4 in Table IV show the impact of increasing the checkpointing and the rollback overheads from 5 and 11 cycles (default in CAVA), to 10 and 22, 20 and 44, and 40 and 88, respectively. From the table we see that the speedups decrease slowly as we increase the size of these overheads. With 40-cycle checkpointing and 88-cycle rollback, the speedup of CAVA decreases by a geometric mean of 4% in SPECint and 10% in SPECfp.
Columns 5-6 in Table IV show the impact of increasing the number of pipeline cycles between instruction fetch and rename. While our default CAVA design uses 13 cycles, we simulate machines with 16 and 20 cycles, respectively. From the table, we see that the speedups decrease very slowly. With 20 cycles, the speedup of CAVA decreases by a geometric mean of 1% in SPECint and 2% in SPECfp.
RELATED WORK
Runahead execution [Mutlu et al. 2003 ] checkpoints the processor and prematurely retires a long-latency load before it completes, so that the processor can continue execution (speculatively). The goal of Runahead is to train branch predictors and to prefetch data into caches. Runahead and CAVA have three major differences. First, in Runahead there is no prediction: the destination [Kirman et al. 2005] was developed concurrently with CAVA. Compared to CLEAR, CAVA presents a more simplified design for a few reasons. First, the Value Predictor and Comparator (VP&C) in CAVA is located close to the L2 controller and is trained only with L2 misses. In CLEAR, prediction and validation mechanisms are located inside the processor core. Second, the decision to take a checkpoint and speculate on a load is also simpler in CAVA. Because the value prediction is located at the L2 in CAVA, the hardware knows explicitly when a load is an L2 miss, whereas, it must be inferred in CLEAR by tracking timestamps for each pending load. We have shown in Section 6.3.1 that training the predictor only with L2 misses does not significantly affect the prediction accuracy. Third, to simplify the design, CAVA explicitly chooses to support only one outstanding checkpoint at a time and forces the termination of a high-confidence speculative section when a low-confidence prediction needs to be made; CLEAR supports up to four outstanding checkpoints. We found that supporting multiple checkpoints increases the performance insufficiently compared to the complexity it requires (Section 6.3.2). Last, another difference between CLEAR and CAVA is the choice of where to buffer speculative state. CLEAR implicitly chooses to buffer state in the load/store queue, whereas CAVA uses a single-version cache. However, both CAVA and CLEAR could be implemented with either approach.
In addition to these issues, our paper described how to support CAVA in multiprocessors, an area not considered by CLEAR, and provided a detailed evaluation. Importantly, our paper compares CAVA to Runahead with value prediction-an important design point left out by CLEAR. Moreover, we evaluated the effect of the number of MSHRs-a fundamental structure to support memory-level parallelism.
Also developed concurrently with CAVA is the work from Tuck and Tullsen on Multithreaded Value Prediction [Tuck and Tullsen 2005] . They propose taking a checkpoint on a long latency load, similar to CLEAR and CAVA, but, instead of using the same thread context, they spawn a speculative thread in another thread context of an SMT to execute past the load using a predicted value. With their hardware support, they can spawn more than one thread each with a different prediction for a single long latency load. In addition, they add a criticality predictor to their scheme to focus only on loads that appear in the critical path.
There are several other techniques to hide the latency of long-latency operations. For example, CPR [Akkary et al. 2003 ] and Out-of-order Commit processors [Cristal et al. 2004] remove the ROB and support many instructions in flight, which allows them to hide long-latency operations. They take frequent checkpoints so that on exceptions, branch mispredictions, or similar events, the processor can roll back to a checkpoint. Lebeck et al. [2002] propose a design for the instruction window where instructions dependent on a long latency operation are moved from the conventional issue queue to another structure while the long latency operations is executed. Once the long latency operation completes, those instructions are moved back into the conventional issue queue and are executed. In the meantime, instructions not dependent on the long latency operation can be executed.
CFP [Srinivasan et al. 2004 ] removes long latency loads and their dependent instructions (slice) from the execution window and places them in an off-critical path structure until the missing load is serviced. In the meantime, independent instructions execute, hiding the load latency. When the load is serviced, the slice is reintroduced in the execution window and is finally executed. Like CAVA, CFP uses checkpointing and is subject to failed speculation. However, the cause is different: on slice construction, some instructions are speculatively predicted by CFP to be dependent on other instructions already in the slice. A major difference between CAVA and CFP is that CFP hides the load latency with the execution of independent instructions, while CAVA hides it with both dependent (risking mispredictions) and independent instructions. There is some evidence that, at least some times, there may not be enough independent instructions to hide the latency of loads [Mutlu et al. 2005] . Zhou and Conte [2003] use value prediction on missing loads to continue executing (speculatively). Speculative instructions remain in the issue queue, since no checkpointing is made. When the actual data is received from memory, the speculative instructions are always discarded and reexecuted. As in Runahead, speculative execution is employed for prefetching.
Several related schemes use register checkpointing and rollback to support the speculative execution of long code sections. For example, Cherry [Martinez et al. 2002] checkpoints and then speculatively recycles resources early. TLS [Hammond et al. 1998; Krishnan and Torrellas 1999; Sohi et al. 1995; Steffan et al. 2000 ] checkpoints and spawns a thread to run speculatively.
Finally, several authors have studied the prediction of register values [Burtscher and Zorn 1999; Goeman et al. 2001; Lipasti et al. 1996; Sazeides and Smith 1997] . In our paper, we have reused some of their algorithms.
CONCLUSION
This paper presented a design and implementation of Checkpoint-Assisted VAlue Prediction (CAVA), a new technique that hides L2 cache misses by predicting their data values, checkpointing the state, and continuing execution. When the response with the value comes back from memory, the prediction is verified. If the prediction is correct, execution continues normally; if it is not, the hardware rolls back execution to the checkpoint. In either case, CAVA can increase performance. Specifically, if the prediction is correct, the processor has performed useful work. If the prediction is incorrect, CAVA has potentially prefetched good data into the caches and trained the branch predictor like Runahead.
CAVA delivers significant speedups for a variety of codes. Specifically, compared to a baseline aggressive superscalar processor, CAVA speeds up execution by up to 1.45 for SPECint applications and 1.58 for SPECfp applications, with a geometric mean of 1.14 for SPECint and 1.34 for SPECfp applications. These results substantially outperform Runahead, which does not use value prediction, and rolls back execution after every speculative section.
