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1. INTR~OUCTION 
Approximation problems are commonly dealt with by introducing a 
suitable parametrization of the family of approximating functions under 
consideration. Thus, Werner and Braess’ description of exponential sums via 
difference quotients [2] remains homeomorphic even for coalescing 
frequencies and therefore greatly simplifies all problems related to the 
topology of that manifold (e.g., existence of best approximations). 
For other problems, though (like deriving characterizations of (local) best 
approximations or designing algorithms to calculate good approximations), 
information is needed not only on the topological but also on the d#krential 
structure of the manifold. The above-mentioned parametrization fails to 
supply that information when frequencies coalesce. 
We therefore present in this paper a parametrization of y-polynomials 
(e.g., exponentiai sums and splines) which retains its dzfirentiability and 
regularity properties even for coalescing frequencies. This helps to derive 
necessary and sufficient conditions for local best approximations in a 
geometric, illustrative way [5], which in turn is a prerequisite for developing 
numerical procedures for the calculation of approximations [6]. One purpose 
of this paper is to point out that the geometry of such manifolds as 
exponential sums and splines have many features in common-in the spirit 
of the investigations by Hobby and Rice [8] and de Boor [ 11. 
Major difficulties in designing such regular C’-parametrizations stem from 
the fact that the tangent cones of y-polynomials suffer from a loss of 
dimension when frequencies coalesce [ 11. 
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In Section 2 the parametrization is defined and basic properties are 
derived. In Section 3 the differentiability and regularity of the 
parametrization is proved. Since some of the formulas for nth degree y- 
polynomials may look a bit complicated at first sight, we have included in 
Section 4 a short discussion of the situation for y-polynomials of degree 3. 
The tangent cones are explicitly calculated for this special case and our 
parametrization is compared to classical parametrizations. The reader who is 
not already motivated for the technicalities of Sections 2 and 3 is strongly 
urged to read Section 4 before or parallel to studying the general case. In a 
subsequent paper [.5] the analysis of this article is used to derive necessary 
and sufficient conditions for y-polynomials to be (local) best approximations. 
The following notations ~$1 be used throughout this paper: Let n be a 
natural number, T c R with T 3 T, Xc R with X compact, not necessarily 
finite, but IX\> 2n + 1. For given y E C(T x X), the set of continuous real- 
valued functions on T x X, the difference quotient dj(t, ,..., tk) y(t, x) of y 
with respect to the argument t is defined as usual [7]. If the partial 
derivatives of y exist up to order n - 1 and are continuous with respect to t 
and x, we can define the set of y-polynomials of degree n: 
r3; := 
1 
i a$-‘(t, ,..., ti) y(t, +)lai, ti E R; t, < t, < -.- < t, . 
i= 1 i 
By 1 we denote the number of distinct characteristic numbers ti and m, ,..., m, 
are their respective multiplicities (cf=i mi = n). Possible kernels y are: efx 
(exponential sums), (x - t): (splines), x’, cosh(tx), arctg(tx), (1 + tx)-’ 
(related to rational functions), (x - t)‘“-’ (polynomial y-polynomials), and 
others [3,8]. A kernel y E C(T x X) is said to be an m-kernel, if (1) all 
partial derivatives of y with respect to t exist up to order m and are 
continuous in both arguments, and if (2) in addition, for all 1 E N, 
1, <t, < a** < t, E T, the 1. (m + 1) < IX]- 1 functions 
are linearly independent as elements of C(X). For an (m - I)-kernel y 
(m < n) the set c*, is well defined by 
C,m := 
I 
i 2 aijd{-'(tl,--., ti) JJ(t, -)I 1, mi E N, mi < m, 
i=l j=1 
I 
x mi=n,aijE R, t, <t, < ... <t, . 
i=l i 
We have c,, = c. 
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y is a normal m-kernel if y is an m-kernel and for each g E rl*k 
(n > k < m + 1) there is a 11. II,-neighborhood U of g and a compact subset 
of T such that the characteristic numbers f,,..., t, of all elements of 
(c,,\c-, ,J n U belong to the compact subset of T. 
For a normal (n - 1)-kernel y the above parametrization induces a homeo- 
morphism from mc- 1 to the corresponding subset of R 2n: The manifold 
cannot bend back and cross itself; see Braess [3, p. 371. 
For a given Lebesgue-measure onX the induced norm on C(X) is denoted 
by II. II4 for 1 < 4 < a. 
To simplify formulas let us agree to interpret CfZj ai as zero for k <j, to 
interpret i . (e- .) as zero for i = 0 even if (.e.) is not explicitly defined, and to 
interpret (f) as zero for i < 0 or i > k. 
2. A PARAMETR~ZATIONOF~~ 
Our parametrization is designed to describe the neighborhood of a given y- 
polynomial g. Since the neighborhood depends on g (for example, the 
dimension of the tangent space or tangent cone varies with g), our 
parametrization also depends on g. 
Choose natural numbers n, Z, m, ,..., m, with Cf=r mi = n. These will be 
held fixed throughout his paper. 
We set T := R; the following analysis can easily be extended to cases 
where T is not the whole line, but rather a subset such as an open, closed, or 
half-closed interval. 
Our parametrization distinguishes linear and nonlinear parameters. The 
nonlinear parameters are given by 
For I= n this simplifies to 
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and the special case I = 1 yields 
For a given (n - 1)kernel y the parametrization p : R a x M-+ rl is well 
defined by 
R” x M 3 (a, )...) a,, r,, cy )...) S$ J’Jf+ 
.i Ii? as,+j c i=* j=1 l+Si(il<12<...<ij<Si+l 
Astti-1 (1) 
t (t 1 ,***, 
t(l) p 
m,, 1 ,..., tp, q, tp )..., tjj') y(t, .), 
where for short the following notations were used: 
j-l 
sj := 2 mk, 1 <j<l+ 1, 
k=l 
Again, this simplifies in special situations. For f = n we have 
and for I = 1 we get 
taj x j=l I(i,<...<ij(n Ai-‘ tY )...) tl;‘)r(t, *>
with the ti” as pictured in Table I where the parameter i( 1 < i < I) has been 
omitted. In the general case (I > 1) we have I such groups of characteristic 
numbers. 
The following theorem asserts that p indeed parametrizes the y- 
polynomials of degree n. 
THEOREM 1. For an (n - 1)-kernel y E C(T x X) p is well defined and 
parametrizes the set of y-polynomials of degree n: p(iR” x M) = P,, . 
34 LUDWIG J. CROMME 
TABLE I 
The Characteristic Numbers for I= 1; the Index i (1 < i < I) is Omitted 
Proof: To avoid getting lost in technical details we give a proof of the 
above theorem only for Z= 1. The proof can be extended to the general case 
without major difficulties. Since Z= 1 we can omit the index ranging from 1 
to I. 
We note that the function defined in Table I induces a one-to-one 
correspondence between M and 
1 (t, > t2,..., t,)TEiR”It,~tZ~‘..~tn}. 
TO prove the theorem it is therefore sufficient to show that for arbitrary 
tiET, t,<&<... < t,, there exists a real lower triangular n x n-matrix 
L = (lij) such that for all a = (a, ,..., a,) E R” we have, with (b, ,..., b,) := La, 
+aj 2 
,T, 
A;-‘@. II ,***, lij) r(t, .) 
l<il<i2< . ..<ij(n 
n 
= zl biAf-‘(t, )..*y ti) Y(t, *) 
and such that det(L) # 0. 
To prove this, we transform the original expression. There exist ai, E R 
depending continuously on t, ,..., n, t a, and linear in a, with 
$clj c Aj- ‘(tj ,,..., tij) y(t, +) 
j=l IGil<.-.<ij<n 
=( ) ; d’(t,) y(t, .> 
+iIaj C AJ;“(tily...y tij) r(ty a). 
j=3 l<it<...<i;<n 
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Only the recurrence formula dy(ti) - Ai = (ti - tj) A:(tj, ti) for difference 
quotients has been used here. With suitable aijk E R” each depending either 
on t,, t, ,..., t,, a, and linear in a, or on t,, t, ,..., t,, a, and linear in a2 (not 
both) we continue this transformation to get 
+ ;a,+ 2 K 1 aili, d:(tl 1 t*) YCt, *) l<il<iz<n 1 
+ 5 ai c A;- ‘(til y**sy tij> y(t, e). 
j=4 I<i,<...<ij<n 
By successive application of this process the elements of the matrix L can be 
constructed. For our purposes it is sufficient to conclude that 1, = 0 for 
1 < i cj < n and that iii = (y), 1 < i < n, which proves that the determinant 
of L is not zero. L is diagonal for t, = t, = . . . = t,. The reader should be 
aware of the fact that 
g(a) := S aj x A;-‘@. I, 9***7 ‘ij)YCt3 ’ ) 
j=l l<i,<i*<. . . <ij<n 
may be in c-i although a, # 0. But since L is diagonal with only positive 
entries for t, = ... = t, and because L depends continuously on t, ,..., t, the y- 
polynomial g is an element of ri\r,‘-, for sufficiently small t, - t, only if 
a,# 0. I 
3. DIFFERENTIABILITY AND REGULARITY OFJI 
In this section we discuss differentiability and regularity properties of p. 
At boundary points (at least two ty’ coalescing) p is not Frechet- 
differentiable. Therefore we need a slightly modified definition of differen- 
tiability which can be obtained by relating consequently everything to the 
region of interest (Qomain). Note that the domain A off need not be open 
nor do we require A 3 A. 
DEFINITION 1. Let B, and B, be Banach-spaces, A a subset of B, . A 
function J A + B, is said to be d@erentiable at x E A if there exists a 
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f’(x) E LP(B,, BJ (the set of continuous linear mappings from B, to B2) 
such that for all E > 0 there exists a 6 > 0 with 
ilf(Xth)-f(x)-~fx)(h>ll~&.Ilhll, VhEB,:Ijhll<S,xth~A. (*) 
The derivative off at x E A is said to be singular if 
lirn . 
S-0 ( .;p, j$ Ilf’(x)@)ll) = 0 Of Ilhl/<S 
and regular otherwise. 
F is continuously differentiable at z E A (“f is C’ at z E A”) if for a 
suitable B,-neighborhood U of z there exists a map f ‘: A f? U+ P(B, , B,) 
such that (*) holds for all x E A n U and such that, in addition, 
For open sets A the above differentiability and Frechet-differentiability are 
the same. To illustrate the difference let us consider an 
EXAMPLE. With A := {(x,Y)~E R’lx’>y>O, x20) definef:A-+ R2 
by 
f(i):= (yt;2,x2). x+09 
0 .- .- ( ) 0 ’ x=y=o. 
f is C’ for all z E A in the sense of Definition 1 (including z = (0, O)r), f is 
even a C’-diffeomorphism, that is, f-r : f (A) + B, exists and is also C’. 
Nevertheless, there exists no extension off to a R2-neighborhood of (0, 0)’ 
such that the extended function is continuously Frechet-differentiable at 
(O,OY (see [4]). 
In the following, d@erentiability is always meant in the sense of 
DeJnition 1 unless otherwise stated. 
Remark. Definition 1 allows us to speak of differentiability even for 
functions which are defined on domains with cusps, that is, where the 
dimension of the tangent cone of a point of the domain varies with that 
point. The differential topology of such manifolds with cusps (which include 
the set of y-polynomials of degree n) is quite interesting and worthy of more 
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investigations. Our parametrization p is defined on a polyhedral set and 
therefore some of the pathologies of the general case cannot occur. Namely, 
the derivative of p must be unique if it exists. 
THEOREM 2. For a (k + 1 )-kernel with k < n and for arbitrary a^ = 
(a^ , ,***, a,, tl,, 0 ,..., 0, t”*, 0 ,..., f,, 0 ,..., O)T E IR” x M with p(a) E &\T;p ,,k 
the parametrization p is C’ in (Ii?” x M) n Ufor a neighborhood U of a^ and 
regular in a^ and for all parameters from (IF?” x M) with all characteristic 
numbers to’ distinct. 
J 
The following lemma allows us to prove Theorem 2 by analyzing partial 
derivatives only; see Krabs [9] for a similar lemma in the case of Frechet- 
differentiable functions. 
LEMMA 1. For a polyhedron C c iR” (intersection of a finite number of 
half-spaces) let G: C X X + iR be continuous with respect to both arguments. 
Assume that for arbitrary c E C, c + d E C, x E X the directional derivative 
G’ (c, x; d) (from c in direction d) exists and is continuous with respect to all 
three arguments. Then 
g : c -+ (CGO II - IIJ~ g(c)(x) := G(c, x), VCE C,xEX, 
is C’for all q, 1 <q< 03. 
Remark. The lemma can easily be extended to cover the case of compact 
topological spaces X. 
Proof ofLemma 1. For c E C, c + c, ,..., c + c, E C, and c1 ,..., c, linearly 
independent and normalized (ilcill = 1) we define g’(c) by 
g 6,G’(c, x; ci). 
i=l 
For c + &Sici E C an application of the mean-value-theorem yields 
/Ii E [O, 11: 
g (c + fl S,ci)(x~-~(c)(x) 
= ~ 6iG'(C, X, Ci) 
i=l 
i-l 
C+ C ~jCj+liSici,x;ci - G'(c, x; ci) . 
j=l I 
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For a constant k we get, with 6 := I[(& ,,..., BJz(I, 
X (G'(d, X; Ci) - G’(c, X; Ci)l . 
i 1 
I 1 dX 1’q. 
X 
The supremum tends to zero because X is compact and G’(., .; .) is 
continuous. This proves differentiability. It is easily seen that g is indeed 
c’. I 
Proof of Theorem 2. In view of Lemma 1, to prove that p is continuously 
differentiable, we have only to investigate partial derivatives. As before we 
discuss only the case where all characteristic numbers coalesce (I = 1, k = n) 
in order to avoid confusion by too many indices. In view of Lemma 1, it is 
sufficient to prove the following three convergence results for 
R” x M 3 a = (a, )...) a,, 7, 6, )..., 6,-J + a^ = (dl )...) a^,, f, 0 )...) oy: 
8P 
2iy= c 
Af-l(tj,,***, lji) y-’ (1) 
I<jl<j~<..‘<ji<tl 
n+Z 
+ c bjAf’(f,..., f) y for certain b$ E R, 
j=2 
b;,, . a^, > 0. (3) 
The proof of (1) and (2) is straightforward. To prove (3) we analyze 
a 
as c A~-l(~j,,***, tji) ~7 lQi<n. (4) n-1 lSj,<. . di<n 
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Partial derivatives with respect o di (1 < i < n - 1) can be derived with the 
help of and in analogy to the analysis of (4). For 1 < i < n we have 
A;-‘@ t..> Y J, ,***> Jr
=- z $J A:(tj, y***y tji, tjk> Y 
l$j,<...<ji<n k=l 
jk#n 
+ c (n - l)Af(tji,.-*, tjj-,, t,, t") Y, 
l<jl<...<.ii-I<n 
where the differentiation has been performed; next, we reorder the difference 
quotients of order i which then enables us to rewrite the expression as a sum 
of difference quotients of order i + 1. 
I 
n-1 
= 
z c [Af(tj,,***, tji-, 3 t” 9 t,) Y - Af(tj] T..*> 
l&j,<. .* <ji-,<n k=l 
k#jl . ’ . k#ji-, tji-,Y tkY tk) 71 
i-l 
+ kzl LAfCtjl )***) I 
n-l 
= z, @n - tk) 
1 
c [Af+'(tj,,-**? tji_,? tk? tn9 ‘n) Y 
l<j,<...d-,<a 
k+jl,...,k+.i-1 + Af+‘(t. J,Y**.% tji-,! tk, tk9 tn) rl 
+ c d~+'(tj,,***> 'ji-,, tk, tk9 tn> tn> Y 
IQ,<. . .<ji-,<n ! 
k#j,v...,k#ji-1 
=G* n * z: ( lGj,c.~cj,d,<n [Af’l(tj,,...,tji-,,tk, tn,rn)Y 
k+j,,....k$ji-1 + Ai+ ‘(lj,,***, tj,_,, tkY tk9 fn> ~1 
+ c Af+‘(t. J,Y**' tji-2, tk? tk? tn, tn) Y 
1 <j, < . . . <ji-z< n 1 
k#j,,...,k+j;-2 
c [Af”(tj,,***, tjim,, tk3 tn, tn> Y 
l$j,<. . .<ji-,<n 
k+i,,. ..,k#ji-, + A;+‘(t. J,Y**Y fji-,y tk, tkY tn> ~1 
+ c Af+‘(t. J,Y*-*T tji-,, tkY tkv tn, tn> Y 
l<j,<...<ji-z<n 
k#jl....,k+jim2 
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-j. z [Af+'(tj,9***3 tji-,, tj+ 13 t,, t,) Y 
I<j,<...<ji-,<n 
i+l+j, ,..., j+l+j,-, +A;+*@ 
J,‘***’ J,-,Y tj+l~fj+l,tn)?‘l t,. 
-j. c A;+‘(t. t. t. t JI’“” Jj-2’ J+l, j-t13 
,l<il<. .. <ji-z<n 
I+l+j I,.. .,j+l#jie2 
The last transformation reorders the difference quotients according to their 
factors fi and requires some detailed bookkeeping. 
Since Sj/S,-, is bounded (for arguments of p(!!)) and since the last 
expression enclosed in braces converges to zero for a,-, + 0, we get 
a 
as, - c Aj-‘(tj,,..., tji) y 1 I<jl<...<ji<n 
+-I)[ (3+2. (;~f)]Aj+‘(i,...,i)y (l<i<n). 
(I), (2), and (3) 11 a ow us to apply Lemma 1, which proves the claimed dif- 
ferentiability. 
Next, we prove the regularity of p: Let (Au, ,..., Au,, As, Ad, ,..., Ad,- ,) be 
a feasible perturbation of a^ with at least one ASi nonzero. For certain 
h hnt2 1 ,***, E R we have 
k &$+AT~+ ‘i’ dsi$ 
i=l I i=l I 
n+2 
= zl hid;- ‘(r,..., z) y. 
Only the ASi (ap/a6i) conribute to hnt2 and the contribution is zero or has 
the same sign as a^ which is nonzero because p(b) has maximal degree, 
~(a^) E CL/C-,,,. Thus, h,+z is nonzero iff at least one Arc?, is nonzero. This 
proves the regularity for a perturbation with at least one Ad, nonzero. If all 
Ad, are zero the regularity follows from the linear independence of 
{A’(z) y ,..., A”(t ,..., r) y). Therefore, p is regular in a^. 
The regularity in interior points (all characteristic numbers distinct) can 
be reduced to the regularity of the parametrization Cy= r LIP Af-‘(t, ,..., tn) y 
for all characteristic numbers distinct. I 
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4. THE SPECIAL CASE n = 3 
To better illustrate the ideas of the preceding two sections let us consider 
the case n = 3. The classical parametrization 
3 
does not even allow one to represent elements in the closure: For example, 
r(t + 6, .> - y@, .> 
6 
is an element of (6) for each 6 > 0, but the limit (a/at) y(t, a) for 6 -+ 0 is not 
in (6). To overcome this difficulty Werner and Braess [2] used difference 
quotients to parameterize y-polynomials: 
This induces indeed a homeomorphic representation of Pr-’ and is 
therefore of great help for all problems concerning the topological structure 
of y-polynomials. But for coalescing characteristic numbers (t, = t, = t, = t) 
the partial derivatives of Braess’ parametrization span only a four- 
dimensional space, whereas our parametrization p spans the full tangent 
cone, a five-dimensional space with a sign-restriction. 
Let us reconsider our parametrization for the special case 12 = 3 for three 
coalescing characteristic numbers (that is, I= 1, m, = 3). This gives us 
with 
M={(r,6,,6,)TEiR310~~,~9.~*}, 
P(GQ,%,a3, vw,)T) 
= 4mJ Y + 4@2) Y + 4(t,) Yl 
+uz[d:(t,,t,)y+d:(t,,t,)y+d:(t,,t,)y] 
+ ~344 3 t,, t3) Y 
t,:=-fi-fi, t,:=z+fi-fi; t,:=r+2fi 
and a3 f 0 ifp(. ) E I’jjq and t, - t, are sufficiently small. 
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From Theorem 1 we conclude p(R3 x M) = rl, which is indeed an 
immediate consequence of the identity 
iai C df-‘(tj,,..., tji) 7 
i=l l<jl<. ’ . <ji(3 
= %4V,) 2~ + 13a2 +a,@, - 1, + 1, - t,>l A#, , f2) Y 
+ la3 + a,@, -tJ + a,@, - f2) + a,@, - td] A:@,, t,, f3) Y. 
The differentiability of p follows from the continuity of the partial 
derivatives with Lemma 1. For a parameter from R* x M with 6, # 0 we get, 
for the partial derivative with respect to 6,, after some intermediate 
calculations, 
-=la,[d:(t,,t,,t,)y+d:(t,,t,,t,)y ap as, 2 
+d:(t2,t2,t3)y+d:(t2,t3,t3)y] 
ap/aS2 is continuous for 6, + 0 only because 0 < fi< 3 fi (or m is 
bounded) for arguments from R3 X M(!). 
The derivatives for three coalescing characteristic numbers (6, = 6, = 0) 
are 
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aP 
- = 34X7) Y; -g = 347, 7)y;$ =4(7, T, t) y; 
aa, 2 3 
$f= 3adk 7) Y + 6a2df(t, 7,7) y + 3a,df(7,7,7,7) y; 
-$= 2a,dX7,5 7) y + 3a,df(r, 5, t, 7) y + a,df(r, 7,7,7,7) y; 
I 
ap 
- = 6aldf(7, G t) y + 9a,d:(s, L 7,7) y + 3a,d:(7,7,7, S, r) y. 
aa2 
The derivative is regular because only nonnegative perturbations are 
feasible for the vanishing 6, = 6, = 0. Thus, there is no perturbation h with 
h + (a,, a2, a3, 7, 0, 0)‘E R3 x M and h,(ap/aa,) + .-- + h,(ap/aS,)= 0. 
Once regularity is established it is easy to calculate the tangent cones. The 
tangent cone at p((a,, u2, u3, r, 0, 0)‘) with a3 # 0 is 
I e hi$+h,g+h,$+h,$ hiERyO<O+h5<9(0+h2)/ i=l L I 2 
= f hiq’(7,..., 
I ,el 
7) y(t, .)lhl E R, sgn(a, . h,) > 0 . 
! 
The parametrization is not necessarily regular, though, for two coalescing 
characteristic numbers. For a := (0, 0, u3, r, 6,) 98,)’ E R3 x A4 and 6, > 0 
we have 
3 &p(u) -&-p(a) = 0 E C(X). 
1 2 
If the tangent cone of a y-polynomial is to be calculated the polynomial has 
to be fixed first and then a parametrization can be constructed which is 
regular at that point. 
5. CONCLUDING REMARKS 
In the preceding sections we discussed a novel parametrization p for y- 
polynomials which has two advantages over older parametrizations: (i) It is 
differentiable and regular even for coalescing characteristic numbers and (ii) 
the parameter sets are simply polyhedral. This makes it very easy to 
calculate the tangent cone of an element g E r,,\r,- i for a normal y- 
polynomial: The tangent cone is simply the cone spanned by the image of all 
feasible perturbations under the derivative of p at that point. Thus, our 
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parametrization helps establish invariant properties of y-polynomials, that is, 
properties which are independent of individual parametrizations. This is a 
big step towards another invariant property: In a subsequent paper [5] we 
rely heavily on tangent cones to establish necessary and sufficient conditions 
for a y-polynomial to be a local best approximation. 
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