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The integration of visual image information provided by low and high spatial frequency channels is
critical to rapid perception of natural scenes. However, little is known about the role of attention in inte-
grating this information. In two experiments, using attention-demanding tasks, we examined the advan-
tage of integration, i.e. the superior categorization accuracies for images, using a wide range of different
spatial frequencies. In Experiment 1, a spatially central to-be-identiﬁed letter and a peripheral ﬁltered
image of a natural scene appeared simultaneously. In Experiment 2, the letter and the image were pre-
sented sequentially at the same spatial location. In both experiments results consistently showed an
advantage of integration in categorization behavior that was not inﬂuenced by attention-demanding
tasks. This ﬁnding suggests that the integration of frequency-based information in natural scenes is
attention-free.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
We can accurately perceive the contents of a natural scene im-
age that is exposed for about 100 ms (Grill-Spector & Kanwisher,
2005) even when the image is presented with other images, simul-
taneously (Rousselet, Fabre-Thorpe, & Thorpe, 2002; Rousselet,
Thorpe, & Fabre-Thorpe, 2004) or sequentially (Evans & Treisman,
2005; Potter, 1975, 1976). Parallel processing of information based
on multiple spatial frequencies plays an important role in the rapid
perception of natural scenes (Bar, 2004; Hegdé, 2008; Morrison &
Schyns, 2001). Early visual system processes information primarily
by way of several independent spatial frequency channels (Wilson
& Bergen, 1979). Lower spatial frequencies contain coarse informa-
tion associated with rough shape and layout of objects, whereas
higher spatial frequencies carry edge-based ﬁne information repre-
senting detailed image or object boundaries. Typically, lower and
higher frequency-based information act together in a complemen-
tary fashion to create accurate scene perception; thus, ultimately
they become integrated to form a uniﬁed, identiﬁable, image.
According to Bar’s model (Bar, 2004; see also Bar, 2003; Bar
et al., 2006), contextual information based on low spatial fre-
quency is transmitted through the rapid magnocellular pathways
and reaches the inferior temporal cortex. On the other hand,
high-spatial frequency information of objects is conveyed to the
inferior temporal cortex along the slow parvocellular pathways.
The fast processing of low spatial frequency information would
contribute to the analysis of high spatial frequency information,ll rights reserved.
ihara).facilitating the recognition of objects that play a key role in the ra-
pid perception of natural scenes.
To investigate how we can perceive natural scenes so rapidly, it
is important to clarify how information with lower and higher spa-
tial frequencies is integrated. Kihara and Takeda (2010) investi-
gated the time course of such integration using a categorization
task, in which the participants were asked whether or not a brieﬂy
presented image belonged to a category that included vehicle(s). In
their study, the accuracy of categorizing a low/high-pass image
created by averaging low- and high-pass images of an identical
scene was compared with the expected accuracy computed from
separate accuracy levels for low- and high-pass images, respec-
tively. Their hypothesis was that the accuracy of categorizing com-
bined low/high-pass images would be higher than the expected
accuracy, if the exposure durations were sufﬁcient to integrate
multiple frequency information into a uniﬁed image. In other
words, when low and high frequency information are presented
concurrently, it was expected that contextual information acquired
from rapid processing would facilitate the slow, high frequency
processing contributing to specifying object details, whereas when
low and high frequency information are presented separately, the
integration of context and object details would not occur. There-
fore, the accuracy of categorizing the low/high-pass image would
be better than the expected accuracy computed from separate
accuracy levels for low- and high-pass images. The beneﬁt of inte-
gration was found when the images were presented for 100 ms,
but not for durations of 83 ms, or less. These ﬁndings suggest that
in rapid scene categorization, the integration of information from
multiple frequencies begins later than 83 ms and earlier than
100 ms after the onset of an image.
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presentations of natural scenes, with some claiming that it is re-
quired for perception (Cohen, Alvarez, & Nakayama, 2011) and oth-
ers disputing this claim (e.g., Li et al., 2002; Peelen, Fei-Fei, &
Kastner, 2009; Rousselet, Fabre-Thorpe, & Thorpe, 2002). Also un-
clear is the nature of the relationship between attention and the
integration of spatial frequency information that putatively under-
lies rapid perception of natural scenes. The purpose of the present
study is to examine the contribution of attention to the integration
within about 100 ms after the onset of natural scene images.
Several studies have claimed that the rapid perception of natu-
ral scenes is achieved in the absence of attention (Li et al., 2002;
Peelen, Fei-Fei, & Kastner, 2009; Rousselet, Fabre-Thorpe, & Thorpe,
2002). For example, categorization of a brieﬂy presented natural
image is not affected by an attention-demanding primary task (Li
et al., 2002). In Li et al.’s study, there were two tasks: a central-let-
ter discrimination task and a peripheral-image categorization task.
In the central task, participants were required to discriminate
whether ﬁve randomly-rotated letters were the same, or if one dif-
fered from the others. In the peripheral task, participants were
asked to categorize whether a peripheral natural image, presented
for 53–80 ms, included target object(s) (i.e., animal or vehicle). Li
et al. showed that accuracy in the peripheral categorization task
was not impaired even under the dual-task condition in which
attention had to be engaged in the central letter task simulta-
neously. Because the central task required attentional resources,
Li et al. proposed that the perception of natural scenes is based
on attention-free processing. Peelen, Fei-Fei, and Kastner (2009)
also demonstrated that brain activity reﬂects the rapid categoriza-
tion of natural scenes presented in unattended locations. In their
study, four natural images were presented either above, below,
to the left, or to the right of a ﬁxation point for 130 ms. Participants
were asked to attended to only horizontally or vertically displayed
images. The task was to categorize whether or not an attended im-
age contained target object(s) (i.e., people or cars). Peelen et al.,
found that object-selective areas in visual cortex were activated
regardless of whether or not a target image was presented inside
a focus of attention, suggesting the rapid perception of natural
scenes were mediated by a preattentive neural mechanism.
Although several studied suggest the rapid perception of natural
scenes occurs without attention, Cohen, Alvarez, and Nakayama
(2011) recently provided contrary evidence indicating that atten-
tion is critical for perceiving even brieﬂy presented natural scenes.
Cohen et al. found that categorization accuracy of natural images
was impaired under dual-task conditions in which the to-be-cate-
gorized imagewas presented during amultiple-object-tracking task
or in a rapid serial visual presentation (RSVP) task. Cohen et al. con-
cluded that failures to ﬁnd impairment of natural-scene categoriza-
tion under dual-task conditions in previous studies were due to
insufﬁcient demands on attention associated with the primary task.
Given that we can perceive natural scenes rapidly without
attention (Li et al., 2002; Peelen, Fei-Fei, & Kastner, 2009;
Rousselet, Fabre-Thorpe, & Thorpe, 2002), the information from a
wide range of spatial frequencies should be integrated in the atten-
tion-free manner. However, if rapid perception of natural scenes
requires attention (Cohen, Alvarez, & Nakayama, 2011), then the
integration of information would possibly place signiﬁcant de-
mands on attention. In this case, the attention-demands of infor-
mation integration would be consistent with the feature
integration theory framework (Treisman & Gelade, 1980), in which
it is assumed that visual features of an object, such as its color or
shape, are integrated to perceive a uniﬁed object through atten-
tion. It is important to note that even if attention is necessary for
rapid perception of natural scenes, it remains possible that integra-
tion itself is a preattentive process. That is, attentional processing
of the categorical information may follow preattentive integration.Although the integration of information provided by multiple
spatial frequency channels plays an important role in the rapid
perception of natural scenes, little is known about the role of atten-
tion in formation of a uniﬁed image based upon integration of spa-
tial-frequency information. To this end, we assessed the progress,
i.e., the time course, of integration in scene categorization tasks
during attention-demanding tasks. We used two different dual-
task paradigms that respectively required observers to, divide their
attention into spatially different locations (Experiment 1) or attend
to temporally separated events (Experiment 2). Following Kihara
and Takeda (2010), the advantage of integration was estimated
by comparing the categorization accuracies of low/high-pass
images (i.e., the average of low- and high-pass images) and the ex-
pected values computed from separately tested categorization
accuracies for low- and high-pass images. The exposure duration
of 100 ms was used for the presentation of a natural image because
this duration is a critical period for the integration. We assumed
that if the integration of lower and higher frequency information
proceeds preattentively, the advantage of integration should be ob-
served irrespective of attentional demands in the dual-task condi-
tions. On the other hand, if the integration requires attention, the
advantage of integration should decrease when attention was di-
vided into two tasks.2. Experiment 1
The purpose of Experiment 1 was to examine whether or not
the integration of information from the low- and high-pass images
was impaired if an attention-demanding stimulus was presented
simultaneously with, but at a different location from, the natural
image to be categorized. It is well known that attention is required
to identify a letter followed by a mask pattern when the stimulus
onset asynchrony (SOA) between the letter and the mask is about
100 ms (e.g., Ward, Duncan, & Shapiro, 1997). Thus, we adopted
the identiﬁcation of a brieﬂy presented, centrally located, letter
as an attention-demanding task. To assess the progress of integra-
tion, we compared categorization accuracies of low/high-pass
images with expected accuracies based upon separately assessed
performance levels with low- and high-pass ﬁltered images
(Kihara & Takeda, 2010). Accuracy of categorization in the low/
high-pass condition should be higher than the expected accuracy
if low and high frequency information were integrated into uniﬁed
information and subsequently used in categorization. Kihara and
Takeda showed that categorization accuracy of the low/high-pass
images is indeed superior to expected accuracy when exposure
duration of natural scene exceeds 100 ms when no concurrent
attention-demanding task is given. This suggests that if the process
of integration low with high pass frequency information can be
integrated without attention (e.g., is preattentive), then the advan-
tage due to integration shown by Kihara and Takeda should be rep-
licated even in tasks that impose signiﬁcant demands on attending
as, for instance, a letter identiﬁcation task.2.1. Methods
2.1.1. Participants
Twenty-eight adults (21 male and 7 female, range 19–46 years)
from the subject pool at the National Institute of Advanced Indus-
trial Science and Technology (AIST) participated in this experiment.
All participants received payment for their participation. All self-
reported normal or corrected-to-normal vision. Written informed
consent was obtained from all participants. This experiment was
approved by the Committee of Ethics, AIST.
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Three hundred and sixty test images of natural scenes were se-
lected from commercially available picture libraries. The resolution
of the images was 480  360 pixels, which subtended 7.2 of visual
angle horizontally and 5.4 vertically. Two categories of images
were deﬁned by the presence vs. absence of vehicles: half the pic-
tures contained vehicle(s) and half did not. All test images were
converted into gray-scale images. Each of the two picture sets,
i.e., categories (vehicle, non-vehicle) was further divided into 6
subsets of 30 images each. The mean power spectra of each octave
band in spatial frequency (i.e., 0–2, 2–4, 4–8, 8–16, 16–32, 32–64,
64–128, and more than 128 spatial cycles/) were approximately
equal across 6 subsets (Peli, 1990). A preliminary experiment with
participants who did not participate in the present study con-
ﬁrmed that vehicle detection (i.e., hit rate in vehicle subsets and
the correct rejection rate in non-vehicle subsets) was approxi-
mately equal across all six subsets.
The 6 subsets within each of two categories of images (vehicle,
non-vehicle) were randomly assigned to three frequency conditions
(low-pass, high-pass, and low/high-pass) for each participant.
Examples of images of three frequency conditions appear in
Fig. 1. In the low-pass condition, the test images were ﬁltered in
Fourier space, using a fourth-order Butterworth ﬁlter, set to ﬁlter
low frequencies (<16 cycle/image; viewed as <2.22 cycle/). In the
high-pass condition, test images were ﬁltered with a fourth-order
Butterworth high-pass ﬁlter (>24 cycle/image; viewed as >3.33 -
cycle/). In the low/high-pass condition, test images were created
by averaging gray-levels of the low- and high-pass images of an
identical scene.
Uppercase alphabet letters were used to manipulate task de-
mands (single or dual tasks) involving responses to a centrally lo-
cated letter. All letters were black and subtended a visual angle of
approximately 0.7 horizontally and 0.5 vertically. Each letter was
band-pass ﬁltered at 16–24 cycle/image. Test images and the
alphabet letters were presented on a 17-in. computer monitor
driven at a 60 Hz refresh rate and controlled by MATLAB with
the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997). The view-
ing distance was 57 cm.2.1.3. Procedures
Fig. 2 presents a schematic illustration of the experimental
procedure. Two within-participant factors were examined: Task
(single vs. dual) and Frequency (low-pass, high-pass, and low/
high-pass). To avoid effects from inter-trial changes of spatial fre-
quency of stimuli (Hübner, 1996), we blocked the frequency condi-
tions. Each block consisted of 60 trials (one subset of 30 test images
for each of the two categories of images), which presented in ran-
dom order. Task was tested in separate sessions; each session
contained three blocks, where each block represented a differentFig. 1. Example images of three frequency conditions anfrequency condition. Before the start of a new session, a brief
instruction was presented (see below). Both the order of sessions
and blocks were counterbalanced over participants. A total of
360 trials were given to each participant (2 test conditions  3 fre-
quency conditions  60 trials). Before the experiment began, par-
ticipants engaged in 12 practice trials (2 test conditions  3
frequency conditions  2 categories of images). Experiment 1 took
about 60 min to complete.
In the single task participants were instructed to categorize the
test image as either a vehicle or a non-vehicle image by pressing
one of two corresponding response keys, but to ignore the letter
accompanying each image. In the dual-task condition, participants
were asked to identify the letter, as well as categorize the test im-
age, and to respond by entering a corresponding key after the re-
sponse to the categorization of the test image.
A trial began with the display of a ﬁxation cross, which re-
mained until the spacebar was pressed. Subsequently, a randomly
selected letter and a test image were presented simultaneously
against the gray background. The letter was located at the center
of the display. The test image was randomly located 5.4 to the
upper or bottom of the letter (center-to-center). Therefore, partic-
ipants could not predict the location of the test image. The expo-
sure duration of the letter and the test image was 100 ms,
followed by a 1000-ms mask image. The mask image was created
from the preceding letter and test image, separately, using ran-
domization of the phase of the Fourier spectrum without changing
the amplitude spectrum in each trial. The presentation of the mask
images was followed by a response phase in which participants
were asked to press the key(s) according to the instructions, with-
out time pressure.
2.1.4. Data analysis
For each participant, d0 was calculated for each condition. We
estimated an expected d0 from two d0s each based, respectively,
on low- and high-pass accuracies, using the following formula:
Expected d0 =
p
(Low-pass d02 + High-pass d02) (see Macmillan &
Creelman, 2005). In cases where a low-pass d0 or a high-pass d0
was less than zero, it was assigned a 0 score in the formula.
2.2. Results and discussion
Mean accuracies for letter identiﬁcation were 85%, 86%, and 85%
in the low-, high- and low/high-pass frequency conditions, respec-
tively. A one-way repeated measures analysis of variance (ANOVA)
did not yield signiﬁcant main effects of Frequency, F(2,54) = 0.23,
n.s. In the dual-task condition, the d0s were computed only for trials
in which the letter was correctly identiﬁed. Fig. 3 shows the mean
d0 for each frequency condition and the expected d0 in the single-
task and dual-task conditions. We conducted a Frequency (Low-,d the original image used in Experiments 1 and 2.
Fig. 2. Schematic illustration of experimental procedure in Experiment 1.
Fig. 3. Results of Experiment 1. Mean d0 of the test images for each frequency
condition in single-task and dual-task conditions. Error bars indicate standard
errors of the mean.
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measures ANOVA on the experimentally recorded conditions. We
found signiﬁcant main effects of Frequency, F(2,54) = 52.84,
p < .001, and Task, F(1,27) = 9.57, p < .01. In addition, an interaction
between Frequency and Task was also signiﬁcant, F(2,54) = 3.97,
p < .05. Post hoc analyses (Tukey’s HSD, p < .05) of the interaction
revealed signiﬁcant pair-wise differences between all conditions,
with two exceptions: neither task difference in the low pass condi-
tion nor the frequency difference between low and high pass fre-
quencies in the single-task condition were signiﬁcant. These two
null effects are obvious in Fig. 3.
We also conducted an Integrability (Low/High-pass vs. Expec-
ted)  Task (single vs. dual) repeated measures ANOVA to examine
the critical comparison between low/high-pass d0 and the expected
d0. We found signiﬁcant main effects of Integrability,
F(1,27) = 24.71, p < .001, and Task, F(1,27) = 7.72, p < .01, but therewas no signiﬁcant interaction between Integrability and Task,
F(1,27) = 1.18, n.s. Because the main effect of Integrability was sig-
niﬁcant, additional post hoc t-tests were conducted separately for
the single and dual task conditions. The analyses yielded signiﬁ-
cant differences between low/high-pass d0 and the expected d0 un-
der both task conditions (ps < .01).
The performance of low/high-pass condition was superior to the
expected accuracy under the single-task condition, replicating pre-
vious ﬁndings in which the integration of information extracted
from low- and high-pass spatial frequencies occurred until about
100 ms after the onset of natural images (Kihara & Takeda,
2010). Most importantly, no interaction between Integrability
and Task was observed, indicating that the attention-demanding
task did not cause a decrease in the advantage of integration. This
ﬁnding suggests that low and high frequency information can be
integrated into uniﬁed information irrespective of attention.
The high- and low/high-pass ﬁltered images were categorized
accurately in the single-task condition compared with perfor-
mance in the dual-task condition. These results suggest that iden-
tifying letters impaired categorization of the natural images, which
contained high-pass information. Given that identifying a brieﬂy
presented letter requires attention (Ward, Duncan, & Shapiro,
1997), attention appears to be necessary to categorize natural
scenes that contain ﬁne spatial information, according to Cohen,
Alvarez, and Nakayama (2011). Contrary to the high- and low/
high-pass images, there was no sign that the attention-demanding
task disrupted the categorization of low-pass images. Previous
ﬁndings that rapid categorization of natural scenes relies on atten-
tion-free processing (e.g., Li et al., 2002; Peelen, Fei-Fei, & Kastner,
2009; Rousselet, Fabre-Thorpe, & Thorpe, 2002) may depend on
information from a lower spatial frequency.3. Experiment 2
The results of Experiment 1 suggest that integration of fre-
quency-based information from a natural scene did not require
attention. To conﬁrm these results and to generalize our ﬁndings,
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could be replicated by using another type of attentionally demand-
ing task. In Experiment 2, the to-be-identiﬁed letter and the
to-be-categorized image were presented sequentially at the same
location, in contrast to Experiment 1 where both stimuli appeared
simultaneously at the different locations.
The attentional blink paradigm is suitable for the purpose of
Experiment 2. In a typical attentional blink paradigm, two targets
(T1 and T2) and distractors are presented in a rapid serial visual
presentation (RSVP) stream in which each item replaces the previ-
ous one at the same spatial location at a rate of 10/s (Raymond,
Shapiro, & Arnell, 1992). Raymond et al. revealed that T1 identiﬁ-
cation impairs T2 accuracy when the SOA between the two targets
was less than about 500 ms. It is argued that paying attention to T1
causes a failure of attentional processing for T2 report (Shapiro,
Arnell, & Raymond, 1997). Using the attentional blink paradigm,
wherein the RSVP stream consists of a series of natural images, a
previous study demonstrated an deterioration in accuracy a T2 im-
age presented within an attentional blink period if participants
were asked to identify both T1 and T2 images, whereas this impair-
ment was not found if both T1 and T2 tasks were detection of tar-
get object (Evans & Treisman, 2005). Evans and Treisman argued
that according to the feature integration theory (Treisman &
Gelade, 1980) rapid perception of natural scenes depends on a
preattentive detection of target features rather than an attention-
demanding identiﬁcation response which depends upon binding
of multiple features from the same spatial location. This study sug-
gests that the attentional blink paradigm can be used to assess how
attention relates to the rapid categorization of natural scenes.
Accordingly, if attention is not necessary for the integration of
low- with high-pass information, as suggested by Experiment 1,
then accuracy in the categorization of low- and high-pass images
should be superior to the expected accuracy even when the test
image (T2) is presented within 300 ms after the onset of a
to-be-identiﬁed letter (T1).
3.1. Methods
3.1.1. Participants
A new group of 26 adults (8 male and 18 female, range
20–40 years) from the subject pool of AIST participated for pay-
ment. All had self-reported normal or corrected-to-normal vision.
3.1.2. Stimuli, apparatus, procedures, and data analysis
Stimuli, apparatus, procedures, and data analysis were the same
as those used in Experiment 1, except for the changes described
here. The RSVP stream consisted of two target images (T1- and
T2-images) and 23 mask images. Each image was presented on a
black background and subtended 3.6 of visual angle vertically
and 4.8 horizontally. The T1-image was a band-pass ﬁltered letter
with gray background. The T2-images were either low-, high-, or
low/high-pass test images of natural scenes. Mask images were
created from an intact image that was an origin of T2 image using
randomization of the phase of the Fourier spectrum (thus all mask
images were different from each other).
Fig. 4 presents a schematic illustration of the experimental pro-
cedure. Each RSVP item was presented for 100 ms with an inter-
stimulus interval of 0 ms. Two within-participant factors were
examined: SOA between T1- and T2-image (300-ms vs. 700-ms)
and Frequency (low-pass, high-pass, and low/high-pass). Each of
the frequency conditions was blocked and repeated twice (i.e.,
six blocks). Block order was counterbalanced over participants.
Each block consisted of 60 trials (30 test images for each of the
two categories, half were assigned to 300-ms SOA condition and
half of were assigned to 700-ms SOA condition) presented in ran-
dom order. Therefore, participants received a total of 360 trials(2 SOA conditions  3 Frequency conditions  60 trials), preceded
by 12 practice trials. In all trials, participants were asked to identify
a letter and to categorize a ﬁltered image as either a vehicle or a
non-vehicle image.3.2. Results and discussion
Mean accuracies in identifying T1-image were 95% (low-pass
condition), 93% (high-pass condition), and 95% (low/high-pass con-
dition) in 300-ms SOA condition and 95% (low-pass condition), 94%
(high-pass condition), and 96% (low/high-pass condition) in 700-
ms SOA condition, respectively. To conﬁrm that there was no dif-
ference in the T1 accuracies among conditions, a two-way (Fre-
quency  SOA) repeated measures ANOVA was performed. The
analysis showed no signiﬁcant main effect (Frequency:
F(2,50) = 2.95, n.s.; SOA: F(1,25) = 1.43, n.s.) and no interaction
(F(2,50) = 1.26, n.s.). For the T2 accuracies, d0s for each frequency
condition was based only on the trials in which T1-image had been
correctly identiﬁed. Fig. 5 shows mean d0 for each frequency condi-
tion and the expected d0 as a function of SOA. A Frequency (Low-,
High-, and Low/High-pass)  SOA (300-ms vs. 700-ms) repeated
measures ANOVA on the experimentally recorded conditions
showed signiﬁcant main effects of Frequency, F(2,50) = 36.16,
p < .001, and SOA, F(1,25) = 55.21, p < .001, but there was no signif-
icant interaction between Frequency and SOA, F(2,50) = 0.14, n.s.
Post hoc analyses (Tukey’s HSD, p < .05) of the main effect of Fre-
quency revealed signiﬁcant pair-wise differences between the
low/high-pass condition and each of the other two conditions,
but not between the low- and high-pass conditions. An Integrabil-
ity (Low/High-pass vs. Expected)  SOA (300-ms vs. 700-ms) re-
peated measures ANOVA was also conducted to examine the
critical comparison between low/high-pass d0 and the expected
d0. There were signiﬁcant main effects of Integrability,
F(1,25) = 9.63, p < .001, and of SOA, F(1,25) = 63.11, p < .001, but
there was no signiﬁcant interaction between Integrability and
SOA, F(1,25) = 0.15, n.s., suggesting a beneﬁt for the low/high-pass
condition relative to the expected accuracy regardless of the avail-
ability of attention to categorize the ﬁltered image.
The main effect of Integrability suggests that rapid categoriza-
tion of natural scenes is facilitated by the integration of spatial fre-
quency information, as shown in Kihara and Takeda (2010). The
main effect of SOA indicates that the categorization of ﬁltered
images was impaired if a T2 image appeared during the attentional
blink period, contrary to the ﬁndings in a previous study (Evans &
Treisman, 2005). These results suggest that the rapid categoriza-
tion of natural scenes is not an attention-free processing, according
to Cohen, Alvarez, and Nakayama (2011).
Finally, most importantly, there was no sign of an interaction
between Integrability and SOA. This suggests that categorization
accuracy in the low/high-pass condition was higher than the ex-
pected accuracy even when the ﬁltered images were presented
during the attentional blink period, namely during the time when
attention was presumably involved in the processing a previously
presented letter. Generally, this aspect of the results replicates that
found in Experiment 1. In both experiments the ﬁndings show that
integration between low- and high-pass information can be
achieved without attention.4. General discussion
It has been well established that integration of multiple fre-
quency information contributes to the rapid perception of natural
scenes (Bar, 2004; Hegdé, 2008; Kihara & Takeda, 2010; Morrison &
Schyns, 2001). A previous study further demonstrated that the
integration of frequency-based information required for rapid cat-
Fig. 4. Schematic illustration of experimental procedure in Experiment 2. Each rapid serial visual presentation (RSVP) item was presented for 100 ms with an interstimulus
interval of 0 ms; T1 is the ﬁrst target. T2 is the second target.
Fig. 5. Results of Experiment 2. Mean d0 as a function of SOA between T1- and
T2-images for each frequency conditions. Error bars indicate standard errors of the
mean.
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image onset (Kihara & Takeda, 2010). However, it was still un-
known whether attention is necessary for integration of low- and
high-spatial frequency information. The present study addresses
this issue by comparing categorization accuracy of the low/high-
pass image with expected accuracy levels under dual-task condi-
tions in which participants were asked to categorize a ﬁltered im-
age and to identify a letter. We expected that if information from
multiple frequency channels could be integrated without atten-
tion, a superior performance of the low/high-pass images relative
to the expected accuracy should be obtained even under dual-task
conditions.In Experiment 1, a to-be-identiﬁed central letter and a
to-be-categorized, spatially peripheral, natural-image were pre-
sented simultaneously for 100 ms. In Experiment 2, both the letter
and the natural image were embedded in a RSVP stream where the
stimuli were temporally separated. The results of Experiments 1
and 2 consistently showed that categorization accuracy of low/
high-pass images were higher than the expected accuracy, even
when participants had to pay attention to the letter, which ap-
peared in a different location (in Experiment 1), or at a different
time (in Experiment 2) from the natural image. Furthermore, the
magnitude of the effect of integration was not inﬂuenced by atten-
tion demanding tasks. These ﬁndings are suggestive of attention-
free processing of integration between lower and higher fre-
quency-based information. Note that, a recent study has revealed
that categorization time for natural images varied depending on
the target category (Crouzet, Kirchner, & Thorpe, 2010). It is possi-
ble that the time course for the integration of frequency-based
information and/or the role of attention in categorization of natural
images varies with the target categories. Further studies are
needed to clarify the common role of attention in the categoriza-
tion of images.
In the present study, the low/high-pass images were created by
averaging the low- and high-pass images of an identical scene.
Therefore, the low/high-pass images had half the intensity of the
summation of low- and high-pass images. Furthermore, following
the previous study (Kihara & Takeda, 2010), the mask images used
in the present study were different in the low-, high-, and low/
high-pass conditions, because the mask image was created from
the test image in each trial. To investigate whether these factors af-
fected the results of the present study, we conducted a control
experiment with eight new participants by using the image sets
in which low/high-pass images had the same intensity as the sum-
mation of low- and high-pass images, and using the same mask
44 K. Kihara, Y. Takeda / Vision Research 65 (2012) 38–44created by the original image. The procedure was identical to
Experiment 1. The results of the control experiment replicated
those of Experiment 1. The mean d0s of the test images were 0.39
(low-pass condition), 0.26 (high-pass condition), 1.01 (low/high-
pass condition), and 0.58 (Expected) in the single-task condition
and 0.21 (low-pass condition), 0.05 (high-pass condition), 0.72
(low/high-pass condition), and 0.38 (Expected) in the dual-task
condition, respectively. There were signiﬁcant main effects of Inte-
grability, F(1,7) = 6.30, p < .05, and Task, F(1,7) = 9.49, p < .05, but
no signiﬁcant interaction between Integrability (Low/High-pass
vs. Expected) and Task (single vs. dual), F(1,7) = 0.59, n.s. These
ﬁndings suggested that the results of the present study could not
be attributed to artifacts from the intensity of stimulus set, or dif-
ferences in the mask image.1
Interestingly, although the current results suggest that informa-
tion from multiple spatial frequencies can be integrated without
attention, they also show that rapid categorization of natural
images does require attention. Considering the time course of cog-
nitive processing of natural scenes (e.g., Bar, 2004), several steps
may be involved in the rapid categorization of an image. This as-
sumes the following form: First, information from visual input is
processed independently in each frequency-band. Second, if possi-
ble, these chunks of information are rapidly integrated into a uni-
ﬁed image. Finally, object(s) in the uniﬁed image can be identiﬁed
rapidly and accurately. According to the results of Experiments 1
and 2, the ﬁrst and second steps involve preattentive processes.
The third step of object identiﬁcation is likely to involve atten-
tion-demanding processes, although attention may not be required
under some conditions, such as the low-pass condition in Experi-
ment 1 or in certain previous studies (Evans & Treisman, 2005; Li
et al., 2002; Peelen, Fei-Fei, & Kastner, 2009; Rousselet,
Fabre-Thorpe, & Thorpe, 2002). Unfortunately, the present experi-
ments do not allow us to conclude precisely what factors deter-
mine whether the object identiﬁcation in a natural scene
comprises attention-free or attention-demanding processes. This
issue is beyond the scope of the present study and further investi-
gations are necessary to explore the relationship between atten-
tion and natural-scene perception. In sum, most of the elements
of these processes, including integration of frequency-based infor-
mation, are dependent on the attention-free processes. Categoriza-
tion of object identity may require attention, which results in the
effect of attention observed in the present and Cohen et al.’s
studies.
In conclusion, the present study demonstrated that available
information extracted from low- and high-pass spatial frequencies
can be integrated without attention, although availability of fre-
quency information itself could be decreased by the primary atten-
tion-demanding task. The characteristic of the attention-free
integration would contribute to the rapid categorization of natural
scenes.1 We are grateful to an anonymous reviewer for pointing out this point.Acknowledgment
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