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Abstrakt 
  
 Předmětem této bakalářské práce je management počítačové sítě poskytovatele 
připojení k internetu v obci Boleradice. Na základě analýzy manažerských postupů bylo 
odhaleno slabé místo v monitoringu sítě. V rámci řešení byl zakoupen server, na který 
byl nasazen pokročilý monitorovací nástroj Nagios. Přínosem této práce je zvýšení 
efektivity a zkvalitnění managementu sítě a možnost rychleji reagovat na výpadky 
síťových zařízení. 
  
Abstract 
 
 The subject of this thesis is management of computer network managed by 
internet service provider in the village Boleradice. Based on the analysis of current 
management practices weakness in monitoring was revealed. In order to address this 
issue a server was purchased, on which was installed Nagios, an advanced monitoring 
tool. The benefit of this project is increased efficiency and improved management of the 
network and ability to quickly respond to outages of network devices. 
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ÚVOD 
 
 Současný svět, jak ho známe, si nedokážeme bez internetu představit. Stal se za 
poslední desetiletí nedílnou součástí našich životů, pracovním nástrojem, zábavou 
i zdrojem poznání. V dřívějších dobách, když se začalo zavádět širokopásmové 
připojení k síti internet, bylo kvalitní a rychlé připojení doménou zejména velkých 
krajských měst. Díky postupnému zpřístupnění a zjednodušení technologií pro provoz 
velkých distribučních sítí můžeme dnes nalézt adekvátní přístupový bod prakticky 
kdekoli.  
 S tímto vývojem ale přichází problém, velké distribuční společnosti se starají 
o páteřové uzly sítě a distribuci do domácností již neřeší. Tady přichází ke slovu 
bezdrátová síť Wifi, která díky svým možnostem, univerzálnosti použití a velké 
toleranci k terénnímu prostředí umožnila připojení tisíců domácností v jinak internetu 
nepřístupných oblastech. Tohoto trendu se chytilo velké množství drobných 
živnostníků, kteří na něm založili svoje podnikání v oboru lokální distribuce připojení 
k síti internet pomocí bezdrátového připojení Wifi. 
 Poskytovatel připojení k internetu vzduchem.net působí v malém městyse 
Boleradice na jižní Moravě. Vzhledem k přibývajícímu počtu zákazníků přestávají stačit 
univerzální monitorovací nástroje, které provozovatel využívá a je obtížné pomocí nich 
odhalovat problémy, které na síti vznikají. Poskytovatel by chtěl mít lepší přehled 
o tom, co se na síti děje, mít přístup k pokročilejším analytickým nástrojům a způsob 
jak odhalit chyby a poruchy na síti, což by vedlo ke zkvalitnění služeb a tedy větší 
spokojenosti zákazníků. 
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CÍLE PRÁCE, METODY A POSTUPY ZPRACOVÁNÍ  
 
 Cílem práce je navrhnout systematický management sítě poskytovatele připojení 
k internetu. Při stále rostoucím počtu uživatelů přestávají současné metody stačit, 
provozovatel by chtěl mít lepší přehled o tom, co se na síti děje.  
 V analytické části tedy prozkoumám současně aplikované metody managementu 
sítě. Na základě zjištěných informací stanovím kritéria potřeb a vyberu několik 
softwarových řešení pro sledování sítí a management, popíši je a pokusím se zjistit 
jejich klady a zápory. Na základě této analýzy a potřeb poskytovatele poté zvolím 
konkrétní softwarové řešení, které aplikuji v druhé fázi práce.  
 Z dat z těchto aplikací by se dalo vycházet při optimalizaci sítě, pomohly by 
odhalit slabá místa a zároveň by tento software pomáhal včas odhalit chyby a problémy 
v síti. Tyto kroky by zkvalitnily a zjednodušily management této sítě a uspořily čas 
i náklady správci sítě.  
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1 TEORETICKÁ VÝCHODISKA PRÁCE  
1.1 Počítačová síť 
 „Počítačová síť je spojením nebo sadou spojení mezi dvěma nebo více počítači 
za účelem výměny dat mezi nimi“ [1, s. 27]. Všechny počítače, respektive jejich 
adaptéry síťového rozhraní (NIC, Network Interface Card), musí být mezi sebou 
fyzicky propojeny, ať už metalickými kabely, nebo za využití alternativních metod, jako 
bezdrátové připojení či optické vlákno [2]. Počítačové sítě rozdělujeme podle velikosti, 
fyzické a logické topologie uspořádání prvků v síti, použité technologie a v neposlední 
řadě dle jejich účelu. 
1.1.1 Rozdělení dle velikosti 
 Počítačové sítě lze rozdělit do kategorií podle jejich velikosti, respektive 
rozsahu.  Nejmenší, místní sítě jsou označovány jako LAN (Local Area Network). Do 
této kategorie můžeme zařadit jak sítě s velmi malým rozsahem (dva počítače propojené 
kabelem), tak i sítě větší. Rozhodujícím faktorem pro rozlišení v tomto případě bývá 
geografické omezení sítě (místnost, budova) [2]. 
 Pokud jde o sítě složitější, kdy je propojeno mezi sebou více LAN sítí, hovoříme 
nejčastěji o rozlehlé síti, WAN (Wide Area Network). Příkladem WAN sítě je Internet, 
který vždy sestává z více propojených sítí. Další, méně používaná označení, jsou CAN 
(Campus Area Network, síť budov) a MAN (Metropolitaiun Area Network, město) [1]. 
1.2 Topologie sítí 
 Topologie počítačové sítě popisuje jak fyzické (reálné), tak logické propojení 
prvků. Fyzická topologie popisuje, jak jsou jednotlivé prvky sítě mezi sebou propojeny 
kabely. Podle Beaslyho patří mezi tři základní topologie kruh, sběrnice a v současné 
době nejpoužívanější, hvězda [3]. Dalšími jsou spleť a strom, v praxi se také často 
setkáme s kombinacemi těchto topologií [1]. 
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1.2.1 Sběrnicová topologie 
 U sběrnicové topologie jsou všechny uzly připojeny k tzv. sběrnici (BUS), která 
funguje jako sdílené přenosové prostředí, takže umožňuje komunikaci každého zařízení 
s každým. Tato topologie má dva konce, které musí zajistit nemožnost odražení signálu 
zpět v opačném směru, kde by mohlo dojít k interferenci s novými signály. Každý prvek 
sítě slouží zároveň jako vysílač i přijímač signálu. Zásadním nedostatkem této topologie 
je její zranitelnost v případě fyzického narušení kabelu či konektoru. Síť se v tomto 
případě rozdělí na dvě části, které spolu nejsou schopny vzájemně komunikovat [2]. 
 
Obrázek 1: Sběrnicová topologie [4] 
1.2.2 Kruhová topologie 
 V topologii kruhu jsou podobně jako u sběrnice vzájemně propojena všechna 
zařízení. Místo dvou volných konců je ale systém uzavřen v kruhu a signál prochází 
postupně každým zařízením v pořadí, v jakém jsou zapojeny. V praxi jde spíše 
o logickou topologii, protože fyzicky bývají zařízení zapojena do jednoho rozbočovače, 
podobně jako u hvězdicové topologie. Logicky má tento princip stejné nevýhody jako 
sběrnice, tedy pokud selže jedno spojení či zařízení, naruší to chod celé sítě. V praxi se 
ale využívají speciální rozbočovače, které umí vadné zařízení odpojit a zbytek sítě bude 
nadále fungovat [2]. 
 
Obrázek 2: Kruhová topologie [4] 
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1.2.3 Hvězdicová topologie 
 Hvězdicová topologie se od ostatních dvou liší použitím centrálního zařízení – 
rozbočovače. Každý samostatný prvek sítě je zvlášť připojen kabelem k rozbočovači, 
který přijme signál a poté ho vyšle všem připojeným zařízením. Síť je v tomto směru 
odolnější proti případným poruchám, protože chyba v kabeláži či připojeném prvku 
ovlivní fungování vždy jen toho konkrétního zařízení. Nevýhodou jsou vyšší náklady – 
nutnost dokoupení rozbočovače. Ten je zároveň největší slabinou tohoto zapojení, 
pokud selže, ovlivní to chod celé sítě [2]. 
 
Obrázek 3: Hvězdicová topologie [4] 
 
1.3 Referenční model ISO/OSI 
 Ve snaze o standardizaci a normalizaci v postupech realizací počítačových sítí 
byl v roce 1984 společností ISO (Mezinárodní organizace pro normalizaci) navržen 
standardní model OSI (Open Systems Interconnect). Tento model obsahuje celkem 
sedm vrstev, které popisují síťové funkce v úrovních od fyzického spojení až po 
rozhraní softwarových aplikací [3]. 
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Tabulka 1: Model ISO/OSI [3] 
Vrstva Funkce Příklady 
7. Aplikační Podpora pro aplikace HTTP, FTP, SMTP 
6. Prezentační Převody protokolů, překlad dat ASCII, JPEG 
5. Relační Zahajuje, spravuje a ukončuje relace NFS, SQL 
4. Transportní Zajišťuje bezchybnost paketů TCP, UDP 
3. Síťová Poskytuje směrování IP adresy 
2. Linková Poskytuje datové toky MAC adresy 
1. Fyzická Signály a média Kroucená dvojlinka, optika 
 
1.4 Aktivní prvky sítě 
 Při výstavbě malé LAN sítě založené na dvou koncových zařízeních teoreticky 
stačí propojit je patřičným kabelem. Pokud ale potřebujeme vystavět rozsáhlejší síť, či 
propojit více sítí, potřebujeme využít aktivních hardwarových zařízení. Ty se dělí podle 
funkcionality a způsobu užití na základě modelu ISO/OSI [1]. 
1.4.1 Opakovač (Repeater) 
 Opakovač pracuje na nejnižší (fyzické) vrstvě. Jak signál prochází přenosovým 
médiem, dochází ke zkreslení a degradaci kvality, které může vést až k úplné 
nečitelnosti signálu. Opakovač degradovaný signál opraví, zesílí a vysílá dále do sítě 
[2]. 
1.4.2 Přepínač (Switch) 
 „Přepínač je aktivní zařízení, které spojuje dvě sítě na jedné nebo více vrstvách 
síťového modelu OSI“ [1, s. 202]. Podle Sosinskyho neexistuje přesná definice 
přepínače, protože není specifikován žádným standardem. Tvrdí také, že výrobci užívají 
termín přepínač jak pro rozbočovače, tak i mosty a opakovače, pokud si myslí, že jim to 
přinese nějakou výhodu. Díky těmto nepřesnostem ve značení může teoreticky přepínač 
zasahovat od linkové až po aplikační vrstvu modelu ISO/OSI. Na trhu lze zakoupit 
přepínače se vzdálenou administrací i bez, některé podporují protokol SNMP nebo 
rozhraní CLI. Rozsah nastavení potom odpovídá umístění na patřičné síťové vrstvě [1]. 
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1.4.3 Směrovač (Router) 
 Směrovač je nejvýkonnější ze síťových zařízení, které se dnes využívá pro 
spojení více LAN sítí. V rámci modelu ISO/OSI spadá do třetí, tedy síťové vrstvy. Jako 
takový využívá pro adresaci logické IP adresy (na rozdíl od přepínače, který používá 
fyzickou adresaci druhé vrstvy, MAC adresy), pomocí kterých směruje a přeposílá 
datové pakety. Směrovače je také možné využít pro spojení sítí s rozdílnými protokoly. 
Podle definice musí mít směrovač minimálně tři fyzické porty, označované jako 
rozhraní směrovače (Router Interface) [3]. Protože směrování je záležitost síťového 
softwaru, lze jako směrovač použít i počítač, pokud bude obsahovat patřičné rozhraní a 
software [1]. 
1.5 Bezdrátové sítě WLAN 
 Kromě tradičních sítí založených na propojení metalickými kabely existují ještě 
alternativní metody, na kterých lze založit výstavbu počítačové sítě, nebo ji pomocí nich 
rozšířit. Jednou z nich je bezdrátová síť WLAN (Wireless Local Area Network). Ta se 
používala dříve pouze v sítích velmi malého rozsahu, s rozvojem technologií ji ale 
můžeme aplikovat i na sítě velikosti CAN a MAN. Jde o propojení světa počítačových 
sítí a mikrovlnné technologie. Sítě WLAN poskytují zvýšenou flexibilitu a mobilitu při 
připojování a přenosu dat [3]. Ve složitějších instalacích v budovách můžou technologie 
bezdrátového přenosu uspořit náklady a přivést konektivitu tam, kde by to bylo 
tradičními způsoby náročné či nemožné.  
1.5.1 Standard IEEE 802.11 
 Často používané značení Wi-Fi je obchodní známkou Wi-Fi Alliance a běžně se 
používá jako zjednodušené označení pro technologie založené na standardech 802.11. 
Ty jsou řízeny společností IEEE (Institute of Electrical and Electronics Engineers) 
a zajišťují kompatibilitu a interoperabilitu zařízení bezdrátových sítí využívajících 
k přenosu dat mikrovlnná pásma 2,4GHz a 5GHz [1]. Tento standard definuje tři vrstvy: 
 PHY – Fyzická vrstva (Metoda přenosu dat) 
 MAC – Řízení přístupu k médiu (Spolehlivost, řízení přístupu a ochrana dat) 
 Protokoly a služby managementu 
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Podle Sosinskyho přinesla rodina standardů 802.11x revoluci v počítačových sítích 
podobně jako mobilní telefony v telefonické komunikaci [1]. Samotný standard se poté 
dělí na několik poddruhů, z nich nejpoužívanější jsou následující: 
 802.11b – Operuje na 2,4GHz, rychlost až 11Mbps 
 802.11g – Operuje na 2,4GHz, rychlost až 54Mbps 
 802.11n – Operuje na 2,4GHz nebo 5GHz, rychlost až 200+Mbps. 
[3] 
1.5.2 Bezdrátové přístupové body 
 „Bezdrátový přístupový bod (AP, Access Point) je zařízení kombinující vysílač a 
přijímač, a je zároveň uzlem bezdrátové sítě“ [1, s. 369]. Podle Sosinskyho je nejlepší 
charakteristikou přístupového bodu jeho schopnost propojit bezdrátovou síť 
s kabelovou. Další možností využití je rozšíření sítě propojením několika AP mezi 
sebou [1]. Přístupové body používají pro identifikaci v síti a vzájemné rozlišení 
identifikátor SSID (Service Set Identifier). Znalost tohoto identifikátoru je nezbytná pro 
připojení ke konkrétnímu AP. To si ukládá připojené klienty a jejich MAC adresy do 
tabulky klientů [3]. Z ní lze u některých modelů vyčíst informace o konkrétním 
klientovi, jako jeho stav nebo statistické údaje o přenosu. 
 
1.6 FCAPS  
 Model FCAPS vymezuje pět základních oblastí managementu počítačových 
sítí -  Fault (Problém), Configuration (Nastavení), Accounting (Účtování), Performance 
(Výkon), Security (Bezpečnost) [1]. Budování funkční a efektivní počítačové sítě 
vyžaduje správnou kombinaci promyšleného designu, správného hardwaru 
a kompetentních pracovníků. V dnešní době ale existují stovky způsobů jak vybudovat 
a provozovat počítačovou síť. Jeden z procesů provozu počítačové sítě je však neméně 
důležitý a často podceňovaný - management. Klienti jsou navyklí na téměř 100% 
dostupnost a korektní funkčnost služeb, a naplnit tato očekávání může být těžší, než se 
na první pohled zdá. Naštěstí existuje mnoho nástrojů, které nám mohou pomoci při 
správě sítě a zaručit spokojenost uživatelů. 
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 Protože management je velmi komplexní disciplínou, obsahující široké spektrum 
funkcí a procesů, je vhodné stanovit si nějaký model. Kořeny klasifikace FCAPS sahají 
až do roku 1997, kdy ho Mezinárodní telekomunikační spolek (ITU-T) vytvořil 
upravením původního frameworku TMN, který poskytoval doporučení a rady pro 
všechny telekomunikační obory [5].  
 Pokud spravujeme malou domácí síť, může se nám tento systém zdát složitý 
a z určitého pohledu i zbytečný. S rostoucí komplexitou sítě, která nabývá na složitosti 
s každým dalším připojeným zařízením, častěji narážíme na překážky a problémy. 
V těchto situacích by nám standardizované postupy a lepší organizace významně 
pomohly urychlit řešení.  
 S rostoucími nároky na spolehlivost sítě je vyžadován proaktivní přístup 
k monitorování, schopnost upozornit administrátory, pokud se vyskytne problém 
a v nejlepším případě automaticky upravit konfiguraci, aby se alespoň dočasně problém 
vyřešil. Právě při přechodu od reaktivního k proaktivnímu přístupu může výrazně 
pomoci model FCAPS [5]. 
1.6.1 Správa chyb 
 Tato část se zabývá nejen softwarovými a hardwarovými chybami, ale i chybami 
v komunikaci mezi zařízeními, které vedou k nežádoucím výsledkům, nejčastěji 
nefunkčnosti některé z částí sítě. Hlavním cílem správy chyb je tedy těmto jevům 
předcházet. Model FCAPS popisuje celkem 12 úloh pro správu a prevenci chyb, které 
lze shrnout následovně: 
 Monitoring sítě, včetně včasného informování o chybách 
 Diagnóza chyby, zjištění příčiny a její řešení 
 Udržování přehledů o chybách v minulosti 
 Poučení se z chyb a prevence jejich opakovaného výskytu 
[1] [6] 
 Shields dodává, že pro možnost včasného zakročení nestačí pouze vědět, že 
problém existuje. Měli bychom mít také možnost dopátrat se co nejpřesněji místa, kde 
se chyba vyskytla, a určit její povahu [5]. 
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1.6.2 Správa konfigurace 
 Aby mohla síť zpočátku fungovat, je potřeba jí sdělit, co přesně má dělat - 
nakonfigurovat ji. Správa konfigurace v sobě zahrnuje jak počáteční nastavení zařízení 
(připojení do sítě), tak i jakékoli úpravy nastavení, které jsou vyžadovány v budoucnu. 
Do této části se ovšem nezahrnují jen samotná nastavení parametrů, ale podle 
Sosinskyho část reprezentovaná v modelu FCAPS písmenem C zahrnuje také provádění 
aktualizací, řízení uživatelů a sepisování dokumentace o provedených úpravách 
nastavení [1].  
 S rostoucím rozsahem a velikostí sítě je také nezbytné udržovat přehled 
o zařízeních - kde se vyskytují, jak jsou nastaveny, jaká je jejich úloha v síti apod. Měli 
bychom být schopni zjistit, pokud se neautorizovaná osoba pokusí připojit cizí zařízení 
do sítě, odpojit existující, nebo změnit jeho umístění na fyzické síti [6], což může vést 
v extrémních případech k ochromení celé sítě. 
1.6.3 Správa účtování 
 Pokud uvažujeme o správě účtování z hlediska OSI management frameworku, 
budeme na nástroje účtování nahlížet spíše jako na měření efektivity poskytovaných 
služeb, rozdělování zdrojů a správu uživatelů, než jako záležitosti finanční. Údaje 
získané prostřednictvím správy účtování slouží jako podklady pro optimalizace a s nimi 
spojené snižování nákladů [6]. 
 Protože mnohé sítě tuto funkci nevyžadují, používá se v modelu FCAPS místo 
účtování správa. Sem spadá řízení uživatelských účtů a skupin, nastavování přístupů 
k prostředkům apod. Dochází tu ale v některých aspektech ke krytí s ostatními prvky 
FCAPS, hlavně se správou bezpečnosti [1]. 
1.6.4 Správa výkonu 
 Správa výkonu v sobě zahrnuje monitorování odezvy sítě a proaktivní přístup 
k případným vylepšením sítě tak, aby dokázala naplnit očekávání a potřeby uživatelů. 
Protože síť je nástroj, na kterém je závislé velké množství jiných činností, může její 
případný nedostačující výkon omezovat jejich efektivitu. Správa výkonu sítě, a tedy 
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omezení jejího možného negativního dopadu na produktivitu uživatelů, pomáhá 
společnostem také zvyšovat zisky z investic [5]. 
 Pro analýzu výkonnosti se používají následující metriky:  
 Propustnost 
 Zpoždění 
 Kvalita 
 Data je možné získávat v reálném čase (real-time monitoring) nebo za konkrétní 
časová období. V praxi jsou potřebné oba zdroje, aby bylo možné porovnat např. stav 
před dvěma dny se stavem současným. Tyto metriky můžou být aplikovány ve více 
vrstvách komunikační hierarchie. Výsledky je ale pak nutné pro každou vrstvu 
rozlišovat, a to nejen použitými jednotkami, ale i jejich interpretací. Na základě 
informací získaných v rámci těchto metrik potom můžeme navrhnout kroky, které 
povedou k optimalizaci a vyladění sítě [6]. 
1.6.5 Správa bezpečnosti 
 Poslední částí modelu FCAPS je bezpečnost. Jde o aspekty managementu 
spojené s bezpečností proti hrozbám, jako jsou útoky hackerů, šíření virů a pokusů 
o násilné proniknutí do sítě [6]. Shields také zmiňuje aspekt možného ohrožení zevnitř, 
například prozrazením bezpečnostních kódů neoprávněné osobě. Mnoho síťových 
zařízení využívá konceptu sdíleného hesla, které je náchylné na zneužití.  Úspěšná 
aplikace správy bezpečnosti tedy zahrnuje segregaci rolí a odpovědnosti administrátorů 
a uživatelů, přidělování pravomocí těmto skupinám v závislosti na jejich umístění 
v hierarchii a sledování jejich aktivity na síti. Měla by také poskytnout administrátorům 
nástroje pro sledování provozu na síti a pro odhalování případných anomálií [5]. 
1.6.6 Vzájemné souvislosti 
 Podle bílé knihy společnosti Cisco si většina lidí myslí, že jednotlivé součásti 
modelu FCAPS jsou na stejné úrovni, se stejnou prioritou a významem. V reálném 
nasazení se ovšem vzájemně překrývají a doplňují. Bezpečnost se dotýká všech dílčích 
částí, protože aby byla účinná, nesmí mít žádné slabé místo. Správa konfigurace je zase 
základem pro správu chyb a výkonu, které bychom bez ní nebyli schopni ovlivnit [7].  
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Obrázek 4: Diagram vztahů FCAPS [7] 
1.7 Nástroje managementu sítí  
 Základem správy počítačové sítě je diagnostika. Pokud bychom nevycházeli 
z konkrétních dat, docházelo by k řízení „naslepo“. Výsledky takového řízení by byly 
neefektivní a neověřitelné. Aby byla správa komplexních sítí jednodušší a účinnější, 
využíváme k tomu specializované nástroje managementu sítí. Tyto nástroje pracují 
obvykle v režimu klient/server [8].  
 Server reprezentuje tzv. Network Management System (NMS), který 
zprostředkovává komunikaci mezi nástrojem správy a jednotlivými klienty - agenty. 
Horálek definuje agenta jako „malý program, reprezentující dané zařízení, který 
neustále monitoruje a sbírá informace o všech dostupných funkcích a stavech daného 
zařízení“ [8, s. 6]. Získané informace ukládá do databáze. Komunikace mezi serverem 
a klientem probíhá prostřednictvím Network Management Protocol [8]. Mezi tyto 
protokoly se řadí např. Netconf, Netflow, CLI, nebo nejznámější SMNP [6]. 
1.7.1 SNMP  
 Kvůli zvyšujícím se nárokům na management rozsáhlých sítí byl v roce 1988 
navržen v rámci organizace Internet Engineering Task Force (IETF) protokol Simple 
Network Management Protocol (SNMP). Jde o protokol podporovaný velkým 
množstvím moderních síťových zařízení, využívající spojení UDP na portu 161 [3]. Dle 
Sosinskyho jde o nejoblíbenější nástroj pro správu síťových systémů [1]. Hlavním cílem 
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tohoto protokolu je centralizovat management sítě v jednom bodě s využitím 
univerzálního jazyka napříč platformami [5]. 
 Systém SNMP je založený na pěti zabudovaných prvcích:  
 Síťový protokol (Přenos dat mezi zařízeními a serverem) 
 Řízené objekty (Síťová zařízení jako routery, switche, tiskárny apod.) 
 Agenti (Softwarové moduly běžící na řízených objektech) 
 Databáze MIB (Obsahuje informace o zařízení a jeho konfiguraci) 
 Konzola (Software pro dotazování a sběr dat) 
[1] 
 Konzola (software) využívá SNMP pro komunikaci s jednotlivými zařízeními, 
analýzu jejich stavu, vytváření map sítí a v některých případech dokáže i reagovat na 
určité události [1]. Díky univerzálnosti jazyka, který SNMP využívá, je komunikace 
mezi zařízeními nezávislá jak na použitém softwaru NMS, tak na konkrétním řízeném 
objektu [5]. 
1.7.2 MIB  
 „Databáze MIB (Management Information Base) je sbírkou dat a informací 
o řízeném uzlu nebo systému“ [1, s. 96]. Obsahuje charakteristiky zařízení, která jsou 
dostupná v rámci SNMP. Jednotlivá nastavení zařízení jsou označována jako MIB 
variables, tedy proměnné. Tyto proměnné se poté v rámci každého zařízení sjednocují 
do tzv. MIB modulů. Konkrétní moduly jsou pro každé zařízení individuální, a abychom 
byli schopni v rámci SNMP s těmito zařízeními pracovat, je potřeba je nahrát do NMS. 
Tyto moduly jsou zpravidla dodávány společně se zařízeními, popř. jsou ke stažení na 
webových stránkách výrobce [5].  
1.8 Síťový server 
 Žádnou dnešní větší síť, u které je vyžadován výkon a pokročilejší funkce, si 
nelze představit bez serveru. Jeho účelem je poskytnout zdroje, jako je sdílení souborů 
a síťový tisk, a služby jako email, bezpečnost nebo Intranet.  
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1.8.1 Typy sítí 
Síť lze rozdělit na dva typy, peer-to-peer a klient-server. Klient je počítač 
připojený k síti, který využívá služeb, které mu poskytuje server. Peer je počítač, který 
služeb nejen využívá, ale poskytuje také zpětné zdroje serveru [3].  
Peer-to-peer („rovný s rovným“) síť je založena na principu přímého propojení 
síťových zařízení. Výhodou je, že jde o velmi jednoduchý a nenáročný systém, můžou 
ale nastat problémy při vyšším počtu zařízení. Je tu jednodušší (a tím zranitelnější) 
správa přístupových práv a zabezpečení [9]. 
 Jak už bylo naznačeno, síť klient-server soustřeďuje veškeré služby do 
samostatného zabezpečeného bodu sítě - serveru.  V závislosti na počtu požadovaných 
služeb a klientů stoupá náročnost na hardware. Co se týče softwaru, je nutné, aby na 
serveru běžel speciální software - síťový operační systém. Výhodami této sítě jsou 
především bezpečnost, přehlednost a rychlost, jsou tu ale vyšší náklady na pořízení 
a provoz [9]. 
1.8.2 Definování potřeb 
 V dnešní době lze zvolit z mnoha možných kombinací software a konfigurací 
hardware pro síťové servery. Proto je důležité před navržením sestavy a software 
prozkoumat potřeby konkrétní instalace důkladnou analýzou. Server může pokrýt 
širokou škálu služeb, ne vždy je ale potřeba využít všechny.  
 Například malým firmám může stačit síťový tisk a sdílení souborů, což dnes 
dokáže zařídit tiskárna se síťovým rozhraním či printserver, o soubory se postará 
cloudové úložiště. Sítě ve větších firmách je již potřeba více zabezpečit, evidovat 
přístupy k souborům, řídit pravomoci apod. Konfigurace sítě a případné nasazení 
serveru závisí na mnohých faktorech: 
 Využití sítě 
 Počet uživatelů 
 Typ potřebného vzdáleného přístupu 
 Dostupnost podpory 
 Rozpočet 
24 
 
 Požadovaná úroveň zabezpečení  
[3] 
1.8.3 Hardwarové požadavky serveru 
 Víme, že na centrální prvek sítě, tedy server, bude pravděpodobně odesíláno 
velké množství požadavků. Budou na něm také uložena naše cenná data, emaily, 
účetnictví apod. Proto klademe na hardware serveru vyšší požadavky než třeba na běžný 
klientský kancelářský počítač.  
CPU 
 CPU (mikroprocesor) by měl být vždy vybírán z vyšších řad výrobce, popř. lze 
zakoupit procesory přímo vytvořené pro použití v serverech. Pro zvláště velké servery 
se využívají multiprocesorové základní desky [9]. 
Operační paměť 
 Velikost operační paměti je důležitým kritériem, protože si do ní ukládá data 
operační systém, klientské aplikace a ještě slouží pro kešování pevných disků. 
Minimální kapacita operační paměti je závislá na použitém systému a obecně se 
pohybuje okolo 2GB. Doporučeno však bývá mnohem více, okolo 8GB. 
Pevné disky 
 Třetí nejdůležitější součástí serveru jsou pevné disky. Hrají velmi důležitou roli, 
protože jsou nositeli veškerých našich dat. Protože se na server připojuje větší množství 
lidí, a server dokáže obsloužit více požadavků zaráz, je nutné vybírat nejen podle 
kapacity, ale také rychlosti disku. Stejně jako u procesorů, i v oblasti pevných disků 
najdeme modely určené přímo k osazení do serverů. Tyto disky mívají větší kapacity, 
vyšší rychlost otáček a jsou přizpůsobené nepřetržitému provozu [9]. 
1.8.4 Softwarové požadavky serveru 
 Jak už bylo zmíněno, jednou z esenciálních součástí serveru je NOS - síťový 
operační systém. Volba systému je přímo závislá na konkrétních požadavcích - jaké 
služby od serveru očekáváme, jaké aplikace bychom rádi používali a kolik bude 
připojeno klientů. Velké síťové systémy s mnoha službami se označují jako platformy. 
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Řadí se mezi ně UNIX, Solaris, Linux a Microsoft Windows [1]. Dále také existují 
menší, specializované systémy jako např. RouterOS společnosti MikroTik [10].  
Linux 
 Linux je operační systém založený na systému UNIX. Jeho jádro je open-source 
a umožňuje naprostou kontrolu nad systémem až na úrovni kernelu. Jeho největší 
předností je otevřenost a uživatelská podpora. Je kompatibilní s velmi širokým spektrem 
hardware a je velmi snadno modifikovatelný.  
 Systém Linux je dostupný v tzv. distribucích. Těch je dostupná téměř stovka, od 
různých vývojářských společností, lišící se architekturou a použitím. Protože je jádro 
dostupné jako open-source, v závislosti na použité distribuci můžeme úplně potlačit 
pořizovací náklady. Zvolenou distribuci můžeme upravovat a doplňovat instalací 
softwarových balíčků, které dále rozšiřují funkcionalitu severu [1]. 
Microsoft Windows Server 
 Windows Server je velmi univerzální a propracovaný síťový operační systém. Je 
dílem společnosti Microsoft, která ho vyvíjí již od roku 1993. Podle Sosinskyho jde 
o systém s největší a nejširší podporou síťových aplikací. Největší předností tohoto 
systému je jeho kompatibilita s desktopovým systémem Microsoft Windows, se kterým 
sdílí jádro a který je nasazen na téměř 90% desktopových počítačů na světě [1]. 
 Jednou z největších nevýhod tohoto systému je to, že jde o komerční řešení. 
Software je chráněný licencí, která se uhrazuje formou jednorázového poplatku při 
koupi. Jeho výše se odvíjí od verze a vybavenosti konkrétního balíku. To nám ale na 
druhou stranu zaručuje dostupnost technické podpory v případě, že by se vyskytly 
problémy. 
1.9 Správa sítě v prostředí Linuxu 
 Díky skutečnosti, že Linux v podstatě vzniknul až po příchodu Internetu, tedy se 
s ním již od počátku počítalo, stal se perfektním nástrojem pro obsluhu a správu 
počítačové sítě. Možnosti využití jsou velmi široké, od WWW a email serverů, přes 
FTP, DNS, nebo SQL servery až třeba po firewally nebo routery.  
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1.9.1 Síťová rozhraní 
 Síťové rozhraní v prostředí Linux reprezentuje síťová karta. Ta může být jak 
fyzická, tak i virtuální. Síťová rozhraní se v Linuxu značí zkratkou následovanou 
číslem, která reprezentuje pořadí, ve kterém jsme jednotlivá síťová zařízení připojili. 
Pokud tedy máme více síťových karet (např. pro případy více virtuálních operačních 
systémů na jednom serveru), budou pojmenovány postupně eth0, eth1, eth2 atd.  
 Seznam veškerých přístupných zařízení se nachází v souboru /proc/net/dev 
(jeho obsah vypíšeme pomocí příkazu cat /proc/net/dev). Jediné trvale přítomné 
zařízení je tzv. loopback, který má zkratku lo a v rámci protokolu TCP/IP má přiřazenu 
adresu 127.0.01 a masku 255.0.0.0 [9]. 
 
Obrázek 5: Výpis souboru /proc/net/dev [11] 
 Pokud připojíte síťovou kartu a v seznamu ji nemůžete nalézt, jádro Linuxu ji 
pravděpodobně nerozpoznalo. To může být způsobeno absencí ovladačů konkrétní karty 
v distribuci. Ty se obvykle kompilují se záměrem co nejvíce zmenšit výslednou 
velikost, velké množství ovladačů se tedy vynechá a dále distribuuje ve formě modulů. 
Ty nalezneme v adresáři /lib/modules. Pro každý typ, nebo druh karty je většinou 
zvláštní modul, proto je potřeba na základě dokumentace distribuce vyhledat ten 
správný pro konkrétní kartu. 
 Pojmenování síťových zařízení si jádro řídí automaticky samo, lze ho ovšem 
ovlivnit. Pokud bychom chtěli zařízení s modulem např. ne io=0x300 pojmenovat 
jako eth0, bude nutné upravit soubor /etc/modules.conf. Do tohoto souboru 
přidáme následující řádky, které zajistí přiřazení jmenovky a zároveň zavedení 
zmíněného modulu (od okamžiku změny konfigurace bude tedy modul automaticky 
zaváděn): 
alias eth0 ne 
options ne io=0x300 
[9] 
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1.9.2 Konfigurace sítě 
 Poté co jsme úspěšně připojili síťovou kartu a zavedli ji do systému, je potřeba 
síť nakonfigurovat. V tomto procesu je nutné vykonat několik jednoduchých kroků pro 
zajištění správné funkčnosti sítě. Adresování v TCP/IP může probíhat dvěma způsoby, 
staticky a dynamicky. Dynamické adresování probíhá přes DHCP server, který přiřazuje 
automaticky potřebné údaje. Toto řešení je jednodušší a efektivnější, mohou ale nastat 
situace, kdy si budeme potřebovat toto nastavení upravit sami. Některé základní kroky 
konfigurace statického adresování jsou popsány níže. 
Nastavení hostname 
 Hostname je, jak již název napovídá, v podstatě jméno počítače. To se stanovuje 
pro jednodušší identifikaci počítače v síti, jehož identita je jinak definována pouze 
číselně v podobě IP a MAC adresy [12]. 
 Samotné nastavení provedeme příkazem hostname: 
 
root@localhost:~# hostname pcpracovna 
(…) 
root@pcpracovna:~# 
[13] 
Název se nezmění okamžitě, protože si ho nejdříve musejí všimnout procesy jádra, 
konkrétně shell. Název je také vhodné vložit do konfiguračního souboru, jinak se nám 
po restartu načte opět název výchozí. Tuto konfiguraci lze nejčastěji nalézt v souboru 
/etc/hostname [13].  
Nastavení IP adresy 
 Nyní je nutné zařízení přiřadit IP adresu, ať už ze soukromého rozsahu, nebo 
veřejného. V minulosti se k této operaci využíval program ipconfig, který je ovšem 
zastaralý a byl nahrazen programem ip.  
root@pcpracovna:~# ip addr add 192.168.0.1/24 brd + dev eth0 
root@pcpracovna:~# ip link set eth0 up 
[13] 
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 V prvním příkazu jsme nastavili IP adresu na 192.168.0.1 a masku sítě jako 
255.255.255.0. Příkaz brd + dopočítá broadcastovou adresu automaticky, popř. ji 
můžeme vyplnit ručně. Tyto nastavení přiřadíme síťovému zařízení s označením eth0. 
Druhý řádek příkazu tyto nastavení aktivuje.  
Nastavení směrování 
 Dalším krokem je nastavení routování (směrování). K tomu se v minulosti 
využíval příkaz route, dnes ho již stejně jako v případě ipconfig nahradil novější 
nástroj ip. V následujícím příkladu nastavíme směrování na gateway. 
root@hippo:~# ip route add default via 192.168.0.254 
[11] 
Nastavení DNS 
 V prostředí Linuxu lze nastavit DNS dvěma způsoby. Prvním je editace souboru 
/etc/hosts, což je ale pro moderní použití nepraktické, protože by se musely soubory 
se seznamy distribuovat manuálně na všechny počítače v síti. Proto dnes existují již 
hotové seznamy, které se ukládají do /etc/resolv.conf [13].  
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2 ANALÝZA SOUČASNÉHO STAVU 
  
  Svoji práci jsem se rozhodl realizovat ve firmě vzduchem.net, která působí jako 
poskytovatel připojení k Internetu v obci Boleradice. V této části práce rozeberu 
současný stav sítě a jejího managementu, což mi bude sloužit jako podklad pro návrh 
řešení v následující čísti práce. 
2.1 Analýza prostředí 
 V současné době pokrývá ISP vzduchem.net zhruba 80 domácností symetrickým 
bezdrátovým připojením o rychlosti 4Mbit/4Mbit. Pokrytí je realizováno skrze 
6 přípojných bodů rozmístěných po obci. Připojení poskytované vzduchem.net vychází 
ze symetrické konektivity 24Mbit/24Mbit, kterou nakupuje od dodavatele působícího 
v regionu. 
2.1.1 Lokalita 
 Obec Boleradice se nachází v okrese Břeclav na jihu Moravy, na Hustopečsku. 
Leží v oblasti o rozloze cca 1200ha a v současné době má přibližně 900 obyvatel. 
V obci se nachází obecní úřad s knihovnou a sportovním zařízením, samoobsluha, 
divadlo, penzion a základní škola. Pro poskytovatele internetového připojení je 
podstatný zejména počet domácností, protože se ve většině případů připojují celé domy 
jako jeden klient. Podle sčítání obyvatelstva bylo v roce 2001 v Boleradicích přibližně 
250 trvale obydlených domů [14]. Obec má velmi rozličný terén a je ze tří stran kryta 
kopci. Pokrytí celé vesnice z jednoho bodu je tedy téměř nemožné. 
 
  
Obrázek 6: Umístění obce Boleradice [14] 
30 
 
2.1.2 Klienti 
 Počet subjektů a domácností, které v současné době využívají připojení firmy 
vzduchem.net je přibližně 80. Většinou jde o klasické domácnosti, kde se připojuje 
několik členů rodiny v rámci jednoho přípojného bodu. Dále poskytuje připojení 
několika podnikatelským subjektům včetně místního hostince a penzionu, kde také 
provozuje Wi-Fi hotspot.  
 Vzorek klientů je pestrý a nezaměřuje se na jednu konkrétní skupinu obyvatel. 
Mezi zákazníky patří jak mladí lidé, většinou ubytovaní v bytech, tak i lidé 
v důchodovém věku ve velkých rodinných domech. Protože firma vzduchem.net již 
v této obci působí několik let, rozšířilo se o ní veřejné povědomí a lidé si ji spojují se 
vším, co se týká IT. Protože jde o vzorek klientů na relativně malé ploše, funguje tu 
systém doporučení. Klienti spokojení se službami sdělí své názory ostatním a ti potom 
poptávají služby právě této firmy. 
2.1.3 Struktura sítě 
 S počtem klientů blížící se hranuici stovky je možné síť považovat za poměrně 
velkou. Vzhledem ke kopcovitosti terénu obce by nebylo možné pokrýt veškeré klienty 
z jednoho místa. Proto je síť vystavěna tak, aby se zátěž rozdělila na několik míst, 
přípojných bodů (access point, dále jen AP). Struktura routerů a přípojných bodů sítě je 
naznačena v diagramu na obrázku 7. 
 
 
Obrázek 7: Struktura routerů [Vl. zdroj] 
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 Každý ze čtyř hlavních AP má vlastní router a vlastní adresní rozsah. 
Dohromady jsou pak řízeny jedním hlavním routerem, který je umístěn v sídle firmy. 
Z jednoho přípojného bodu vycházejí ještě dva podružné AP, jeden také s vlastním 
routerem a adresním rozsahem, jeden běžící v režimu klient. K těmto šesti přípojným 
bodům se připojují jednotlivá zařízení klientů.  
 
 
Obrázek 8: Umístění AP [15] 
 
2.2 Analýza současně využívaných nástrojů 
 Provozovatel sítě využívá routerů značky RouterBoard, který používá pro svoje 
zařízení software RouterOS a pro AP, klienty a spoje využívá zařízení značky Ubiquity 
se software AirControl. 
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2.2.1 Současně využívané platformy 
 Směrovače (Routery) 
 Všechna zařízení, která v síti působí jako router, jsou založena na platformě 
firmy RouterBoard. Konkrétní modely jsou uvedeny v přehledu níže.  
 
 RB 1100AH 
 MR_355 - Hlavní router sítě 
 Třináctiportový gigabitový router určený k instalaci do racku. Má 1GHz 
procesor a 2GB RAM [16]. 
 RB 750UP 
 AP_210, AP_83 
 Malý pětiportový router schopný poskytovat napájení skrze PoE (Power 
over Ethernet). Má 400MHz procesor a 32MB RAM [16]. 
 RB 600 
 AP_355 
 Vysoce výkonná bezdrátová platforma se třemi ethernetovými porty 
a čtyřmi miniPCI sloty pro eventuální rozšíření. Dodává se jako 
samostatný board, který je v našem případě umístěný v plastové 
montážní krabici [16]. 
 RB 439 
 AP_374 
 Devítiportový 100Mbit routerboard se třemi miniPCI sloty. Takt 
procesoru je 300MHz, paměť 64MB RAM [16]. 
 RB 433 
 AP_337, AP_374 
 Malý tříportový router podporující 100Mbit přenos. Procesor 300MHz, 
64MB RAM [16].  
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 Přípojné body - AP, spoje a klienti 
 Pro klienty, spoje a přípojné body využívá provozovatel převážně produktů 
firmy Ubiquity. Protože od první instalace pro prvního klienta už uběhlo několik let, je 
stáří použitých produktů u jednotlivých klientů různé, a také je využito široké nabídky 
modelů. Ty nejpoužívanější jsou:  
 NanoStation 
 NanoStation Loco 
 NanoBridge 
 AirGrid 
 
2.2.2 Nástroje pro správu 
 Směrovače (Routery) 
 Jak již bylo zmíněno v předchozí kapitole, síť vzduchem.net využívá výhradně 
routerů firmy MikroTik, tzv. RouterBoard. Na těchto zařízeních běží operační systém 
RouterOS, který dokáže vytvořit router i z běžného domácího počítače, podporující 
všechny nezbytné služby jako směřování, firewall, nebo správa datových toků, 
s výjimkou pokročilejších úprav, jako je změna mac adresy interface. Podporuje 
všechny základní režimy - access point, hotspot, gateway, VPN apod. RouterOS je 
založený na kernelu Linuxu v2.6 a funguje jako soběstačný, samostatný operační 
systém [17]. 
 Co se týče konfigurace, podporuje RouterOS jak přímý, tak vzdálený přístup. 
Pokud běží na platformě PC, je možné k němu připojit monitor a klávesnici a ovládat 
systém přímo. Má také podporu pro sériovou konzoli, Telnet a jednoduché webové 
rozhraní [17]. Nejčastěji se však pro konfiguraci využívá GUI utilita přímo od výrobce - 
Winbox. Ta funguje na principu správy oken, podobně jako např. Windows. Umožňuje 
konfigurovat veškeré parametry routerů v jednoduché a přehledné formě. Velkým 
omezením je podpora pouze pro systém Windows, na Linuxu a Mac OSX  ho lze spustit 
pouze s využitím emulátorů, jako je např. Wine [10].  
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Obrázek 9: Prostředí WinBox [Vl. zdroj] 
 
Přípojné body - AP, spoje a klienti 
 Síťová zařízení firmy Ubiquiti jsou založena na operačním systému AirOS. Pro 
konfiguraci a správu používají vlastní software, AirControl. Ten je založen na 
intuitivním webovém prostředí a slouží k hromadné správě těchto zařízení. Mezi 
klíčové funkce patří:  
 Nalezení a zobrazení všech dostupných zařízení Ubiquiti v síti 
 Spojení se zařízeními, získávání reportů 
 Hromadný update firmware 
 Hromadná konfigurace AirOS (pokud je podporována zařízeními) 
 Zálohování konfigurací 
 AirControl obsahuje také některé nástroje, které mohou pomoci 
s managementem sítě. Obzvláště užitečné je hlášení reportů o stavu zařízení, jejich 
automatická detekce na síti a možnost vzdálené správy firmware [18]. 
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Obrázek 10: AirControl [Vl. zdroj] 
 
2.2.3 Nástroje pro analýzu a diagnostiku 
 Kromě zabudované funkcionality WinBoxu a AirControlu nevyužívá 
provozovatel žádné specializované analytické či diagnostické nástroje. AirControl 
umožňuje zjistit momentální stav zařízení, popř. zda je připojen a jeho signál. Pro každé 
zařízení vede zvlášť samostatný log událostí, ze kterých je možné vyčíst potencionální 
problém na síti [18].  
 WinBox je o něco pokročilejší. Skrze jeho interface můžeme v reálném čase 
sledovat např. datové toky, které přecházejí přes router, včetně třídění dle jednotlivých 
klientů a zobrazovat grafy, statistiky a logy. WinBox obsahuje také řadu užitečných 
nástrojů, které mohou pomoci při managementu sítě, jako připojení skrze Telnet, 
Traceroute, pingovací nástroje atd. [10]. 
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2.3 Slabé stránky současného řešení 
 V době, kdy jsem síť zkoumal, nebyly nasazeny v podstatě žádné nástroje pro 
sledování aktivity na síti. WinBox, software určený ke konfiguraci síťových zařízení 
postavených na platformě RouterBoard má základní analytickou funkcionalitu, jako 
např. zapisování statistik toků dat a jejich sledování v reálném čase. Odhalit případné 
problémy na síti je podle těchto informací možné, ale velmi obtížné a nespolehlivé. 
Kromě tohoto softwaru byli další úrovní zpětné odezvy až samotní klienti.  
 Tento systém je samozřejmě funkční, ale neefektivní. Reakční doba je velmi 
dlouhá a v podstatě tu neexistuje možnost vytvářet preventivní opatření. Navíc se nelze 
spolehnout na odezvu klienta, který třeba nemusí ohlásit každý výpadek sítě, a my se 
tedy nedovíme, že je připojení problematické. Zároveň je to náročné i pro správce sítě, 
který musí často vyjíždět k problémům okamžitě a to narušuje jeho časový plán.  
2.4 Software pro správu sítí dostupný na trhu 
 Cílem této práce je navrhnout softwarové řešení, které by pomohlo 
optimalizovat management sítě a potlačit některé slabé stránky současného systému. 
V následující kapitole prozkoumám některé nástroje pro management sítě ISP, v další 
poté na základě zvolených kritérií vyberu jeden, se kterým se bude dále pracovat 
v návrhu vlastního řešení. 
2.4.1 ISPadmin 
 ISP Admin je dílem české firmy NET service solution, s.r.o., která na tomto 
komplexním administračním řešení pro ISP pracuje již od roku 2003. Jde o komerční, 
placený systém založený na bázi licencování. Podle jejich webové prezentace jde 
o „jeden z nejrozsáhlejších systémů tohoto druhu a to nejen na domácím, ale i světovém 
trhu“ [19]. ISPadmin zvládá vše od databáze klientů, fakturace, přes řízení skladů až po 
monitoring sítě a její hromadnou konfiguraci. Všechnu tuto funkcionalitu integruje 
v jednotném rozhraní a vše lze kontrolovat a ovládat z jednoho bodu [19]. 
 Pro základní otestování funkcí a uživatelského rozhraní je k dispozici online 
demoverze. UI webového rozhraní je přehledné, a i přes velké množství nabízených 
funkcí je orientace snadná a rychlá. Užitečným zdrojem informací by mohly být 
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rozsáhlé statistiky a logování. Dalším kladem je přímá podpora routerů značky 
MikroTik a Ubiquity, včetně vzdálené správy skrze systém ISPadmin bez nutnosti 
přímého zásahu do zařízení [20]. 
 
 
Obrázek 11: Router management v ISPadmin [20] 
2.4.2 CIBS 
 CIBS je informační systém společnosti Resal spol. s r.o., který je ve vývoji od 
roku 2001. Jde o komerční produkt nabízený formou řešení „na míru“, s individuální 
cenovou politikou. Svým zaměřením je univerzálnější než ISPadmin, soustředí se spíše 
na evidenci zákazníků, administrativní úkony a účtování, správa technického zázemí 
(správa routerů apod.) je nabízena mezi doplňkovými službami. CIBS nabízí svůj 
informační systém jako standalone (software se instaluje na serveru klienta) i jako 
cloudové řešení (systém je dostupný vzdáleně na serveru poskytovatele) [21]. 
 Oproti ISPadminu nenabízí možnost vyzkoušet si systém v praxi, z dostupné 
dokumentace ale vyplývá, že je principiálně velmi podobný. Možnost nechat si postavit 
řešení na míru je výhodou, bohužel nelze dopředu předpokládat přesné náklady. 
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Obrázek 12: Náhled rozhraní systému CIBS [21] 
2.4.3 FreenetIS 
 FreenetIS je informační systém pro správu počítačových sítí v neziskovém 
sektoru. Původně byl vyvíjen v rámci kvalifikačních prací studentů UTB ve Zlíně 
a ČVUT v Praze, dnes se na něm podílí i studenti z VUT v Brně. Podobně jako ostatní 
systémy dokáže evidovat uživatele, zařízení v síti, umožňuje centralizovanou správu 
těchto sítí a zvládá i základy podvojného účetnictví neziskových organizací. Je vyvíjen 
jako opensource pod licencí GNU/GPL a jednotlivé verze jsou dostupné skrze služby 
GitHub a SourceForge [22]. 
 Vzhledem k tomu, že systém je vyvíjen studenty a je dostupný zdarma, nelze 
očekávat plnou podporu jako u komerčních řešení. Zpracování je ale i přesto na velmi 
vysoké úrovni, z dostupné demoverze je zřejmá propracovanost uživatelského rozhraní, 
které je podle mého názoru přehlednější než u ISPadmin a CIBS. Updaty a opravné 
verze vycházejí několikrát do měsíce, neustále se pracuje na vylepšování a vývoji 
systému. 
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Obrázek 13: Rozhraní FreenetIS [Vl. zdroj] 
2.4.4 The Dude 
 Podobně jako Winbox je i The Dude pomocnou aplikací firmy MikroTik pro 
správu routerů a síťových zařízení. Je k dispozici zdarma ke stažení ze stránek firmy. 
Na rozdíl od Winboxu vyžaduje instalaci, ale umožňuje zobrazení a správu síťových 
zařízení všech značek, není omezen jen na routery na platformě RouterOS. The Dude je 
k dispozici pouze pro systém Windows (v Linuxu a MacOS je nutný emulátor) [23].  
 Mezi hlavní funkce patří automatické rozpoznání zařízení na síti a vykreslení 
mapy sítí. Dále umožňuje sledovat služby zařízení a upozornit v případě problému 
některé služby. Podporuje také monitoring zařízení skrze protokoly SNMP, ICMP, DNS 
a TCP [23]. 
2.4.5 Nagios 
 Nagios je opensource systém šířený pod licencí GPU2 určený k pokročilému 
monitorování IT infrastruktur. Jako takový pomáhá identifikovat a řešit problémy ještě 
předtím, než dojde ke kritickému ohrožení funkčnosti procesů. Je to velmi výkonný 
nástroj, který dokáže podstatně usnadnit správu chyb a výkonu. Díky možnosti rozšíření 
pluginy je využitelný v mnoha různých odvětvích IT [24]. 
 Jeho nasazení ve firemní infrastruktuře umožňuje: 
 Možnost reagovat na problémy už při prvním náznaku jejich vzniku 
 Automaticky opravit problémy 
 Koordinovat reakce techniků 
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 Plánovat vylepšení slabých míst dříve, než by došlo k ohrožení funkčnosti 
 Nagios dokáže sledovat v podstatě jakékoli metrické údaje, protokoly, aplikace, 
servery a síťovou infrastrukturu. Pokud zpracované hodnoty přesáhnou zadané hodnoty, 
nebo začnou vykazovat nestandartní chování, dokáže Nagios upozornit skrze email, sms 
zprávu nebo vlastním skriptem. IT podpora tak může rychleji reagovat na vzniklou 
chybu a snížit dobu, kdy je služba nedostupná. Nagios umí také vytvářet statistické 
reporty, které usnadňují plánování a umožňují lépe předcházet problémům. 
 Software je primárně určený pro operační systém Linux, podporuje však i jiné 
systémy fungující na bázi Unixu [24]. Čistý Nagios nemá žádné grafické rozhraní a jeho 
konfigurace probíhá skrze textové konfigurační soubory. Existují však nástavby 
obsahující webové grafické rozhraní. Nejvýkonnější je nástavba Nagios XI, která je 
však komerční a licencovaná. Pro základní přístup k reportům a stavovým hlášením 
skrze jednoduché webové rozhraní stačí nástavba Nagios Core, která je k dispozici 
zdarma [25]. 
 
 
Obrázek 14: Nagios Core [24] 
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2.4.6 Centreon 
 Centreon je opensource serverová aplikace s webovým rozhraním, která výrazně 
usnadňuje konfiguraci a práci s Nagiosem. Vývoj začal v roce 2003 pod jménem Oreon, 
v roce 2005 projekt převzala francouzská firma Merethis a přejmenovala ho na dnešní 
Centreon. Ten rozšiřuje schopnosti Nagiosu propracovaným frontendovým prostředím. 
Webové rozhraní poskytuje centrální místo pro prohlížení a práci s daty získanými 
Nagiosem. Podporuje také vykreslování grafů a je rozšiřitelný pomocí addonů. Protože 
Centreon nedokáže s Nagiosem komunikovat přímo, je nutné využít MySQL databázi 
a utilitu ndoutils, skrze které si potom vzájemně předávají data [26].  
 Od roku 2011 pracuje firma Merethis na vlastním monitorovacím enginu, 
postaveném na Nagiosu 3, a to Centreon Engine a Centreon Broker, což je náhrada za 
NDO. Zákazníkům ale stále nechávají možnost volby a při instalaci si zvolíte, zda 
chcete využít verzi pro Nagios, nebo verzi s jejich vlastním enginem [26]. 
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3 NÁVRH VLASTNÍHO ŘEŠENÍ 
  
 Na základě provedené analýzy a rozboru slabých stránek současného řešení 
navrhnu v následující kapitole řešení, které by pomohlo tyto nedostatky potlačit či 
odstranit. Součástí mého návrhu bude výběr vhodného monitorovacího software, výběr 
serveru, jeho zprovoznění a instalace operačního systému. Dalším krokem bude 
instalace vybraného softwarového řešení, jeho konfigurace a na závěr zhodnocení 
výsledků implementace těchto změn. 
3.1.1 Definice potřeb 
 Na základě provedené analýzy a konzultace se správcem sítě byly stanoveny 
požadavky pro řešení. Z analýzy vyplynulo, že nejslabším článkem managementu je 
momentálně správa chyb, konkrétně monitoring. Poskytovatel má sice přehled 
o klientech a datových tocích, ale stavy musí vždy manuálně kontrolovat a dohledávat 
chyby a výpadky zpětně je v podstatě nemožné. Hlavním požadavkem je tedy zavést 
systém, který by dokázal sledovat zařízení v síti, jejich stav a dostupnost a v případě 
přerušení spojení či výpadku síťového zařízení  co nejrychleji upozornit přímo správce 
sítě. Poskytovatel počítá s případnými náklady na pořízení serveru. V softwaru by 
upřednostnil open-source řešení založené na operačním systému Linux pro minimalizaci 
dalších nákladů. 
3.1.2 Výběr softwaru pro nasazení v praxi 
 Z analyzovaných softwarových řešení by požadavek na monitoring do jisté míry 
pokryly všechny kromě The Dude, který neumí upozorňovat na odchylky či kritické 
stavy zařízení. ISPadmin, a CIBS byly z výběru vyřazeny především proto, že jde 
o komerční, licencovaný software a jeho zakoupení by znamenalo nárůst nákladů. 
V tomto ohledu se jeví zajímavěji projekt FreenetIS, který je sice relativně často 
aktualizovaný, ale stále ve vývoji a chybí mu zázemí větší firmy, taktéž pro něj 
v podstatě neexistuje oficiální technická podpora. 
 Jako nejlepší volba se tedy jeví Nagios, který se v kombinaci s jednoduchým 
konfiguračním prostředím Centreonu stává výkonným nástrojem pro monitoring 
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a ohlašování chyb s velkým potenciálem. Výhodou je dostupnost základní verze obou 
systémů zdarma, široká nabídka pluginů a zázemí velkých IT firem s dlouholetými 
zkušenostmi v oboru. Požadavky poskytovatele by pokryl i samotný Nagios, Centreon 
však bez zvýšení nákladů přidává možnost spravovat konfigurace Nagiosu přes 
přehledné interaktivní formuláře a funkci vykreslování grafů z posbíraných stavových 
dat skrze nástroj RRDtool.   
3.2 Návrh a implementace serveru 
 Aby byla monitorovací a hlavně ohlašovací služba dostupná 24 hodin denně 
a její běh neovlivňoval ostatní pracovní stanice, bylo nezbytné navrhnout 
a implementovat serverové řešení. 
3.2.1 Stanovení požadavků 
 Nagios ani Centreon nemají stanovené žádné minimální hardwarové požadavky, 
Centreon je jako webová služba velmi nenáročný a požadavky Nagiosu se odvíjejí od 
počtu sledovaných služeb. Poskytovatel chtěl ještě na server přesunout některé ze 
stávajících programů, které běžely na jeho pracovním počítači. Především aplikaci pro 
správu zařízení Ubiquity (AirControl) a účetní software. Současně byla dalším 
požadavkem možnost provozovat tyto aplikace na samostatných operačních systémech, 
jednak z důvodu rozdílných požadavků každého z programů a také z důvodu vzájemné 
nezávislosti, tedy aby problém v jedné z aplikací neovlivnil chod ostatních. Nezbytným 
specifikem serveru se tedy stala podpora virtualizace, nejlépe ve formě řešení od 
společnosti Vmware, které umožňuje pokročilou správu virtuálních stanic, rozdělování 
zdrojů, tvorbu snapshotů, možnost vzdálené správy přes mobilní aplikaci apod. 
3.2.2 Specifikace zvoleného modelu 
  Pro potřeby ISP Vzduchem.net jsem vybral na základě požadavků hotové 
serverové řešení firmy HP a to konkrétně model ProLiant ML310e Gen8. Jde 
o jednoprocesorový kompaktní server ve formátu tower 4U. Je to jedna z nejlevnějších 
variant, která splňovala požadavky na podporu virtualizace ve Vmware. Ačkoli je to 
vstupní model, poskytuje rozsáhlé možnosti rozšíření, jak operační paměti (až 32GB 
RAM) tak i pevných disků (až 8 SFF HDD) [27]. 
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 Konkrétní specifikace zvoleného serveru jsou: 
 Intel® Xeon® CPU E3-1220 V2 (3.10GHz, 8MBCache) 
 2x 4GB DDR3 RAM 1600MHz 
 2x 1TB HDD SATA LFF 
 Gigabitový síťový adaptér 330i se dvěma porty 
 
 Severy Hewlett-Packard disponují vlastním systémem pro vzdálenou správu HP 
Integrated Lights-Out Standard (iLO 4) s webovým rozhraním. V navržené konfiguraci 
je server bez operačního systému, což vzhledem k plánovanému nasazení operačního 
systému Linux není překážkou. 
 
 
Obrázek 15: HP ProLiant ML310e Gen8 [27] 
 
3.3 Instalace software 
3.3.1 Operační systém 
 Vzhledem k plánovanému nasazení kombinace Nagios a Centreon není potřeba 
operačního systému s grafickým rozhraním. K oběma nástrojům se přistupuje skrze 
webové rozhraní, které je dostupné nezávisle na použitém systému a veškerá 
konfigurace Nagiosu probíhá skrze textové soubory. Protože jediná podporovaná 
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platforma je Linux, zvolil jsem volně dostupnou linuxovou distribuci Debian. Je plně 
podporovaná oběma systémy a je pro ně dostupná dokumentace k instalaci 
a konfiguraci v tomto systému. Verze instalovaného Debianu je 6.0.7, je dostupná 
i novější, sedmá generace, ale použití starší verze minimalizuje rizika případné 
nekompatibility novějších komponent. 
3.3.2 Prerekvizity 
 Monitorovací systém Nagios je dostupný na více linuxových distribucích, proto 
není možné ho šířit jedním univerzálním instalačním balíčkem. Před instalací je 
nezbytné nainstalovat všechny balíčky, které budou poté Nagios a Centreon přímo 
i nepřímo využívat pro svoje potřeby. Do Debianu bylo potřeba doinstalovat následující 
balíčky: 
 
aptitude install sudo heirloom-mailx lsb-release build-essential 
apache2 apache2-mpm-prefork php5 php5-mysql php-pear php5-ldap 
php5-snmp php5-gd mysql-server libmysqlclient-dev rrdtool 
librrds-perl libconfig-inifiles-perl libcrypt-des-perl 
libdigest-hmac-perl libdigest-sha1-perl libgd-gd2-perl snmp 
snmpd libnet-snmp-perl libsnmp-perl libgd2-xpm libgd2-xpm-dev 
libpng12-dev snmp libsnmp-perl libnet-snmp-perl libconfig-
inifiles-perl libmcrypt4 libmysqlclient-dev fping libldap2-dev 
postgresql-server-dev-8.4 libgnutls-dev libssl-dev smbclient 
[28] 
3.3.3 Nagios a ndoutils 
 Dalším krokem bylo stažení samotného Nagiosu, konkrétně verze 3.2.3. 
Samotná instalace je předkonfigurovaná, takže bylo nutné pouze rozbalit archiv 
s instalací a jádro zkompilovat.  
 Nagios v základní konfiguraci obsahuje několik monitorovacích skriptů, další 
lze doinstalovat ve formě pluginů. Pro potřeby poskytovatele jsem nainstaloval navíc 
pouze plugin check_dns, který umožňuje dotazovat stav DNS serverů. 
 Protože Nagios a Centreon nedokážou komunikovat přímo, staví se mezi ně jako 
prostředník SQL databáze. Aby byl Nagios schopen exportovat data získaná 
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z monitorování, využívá se utilita ndoutils. Ta obsahuje dva samostatné moduly, 
ndomod, který se využívá k exportu dat z Nagiosu a ndo2db, který slouží pro uložení 
těchto dat do databáze [28]. 
3.3.4 Centreon 
 Následovala instalace samotného Centreonu. Ten oproti Nagiosu obsahuje 
interaktivní instalátor, který v několika krocích kontroluje, zda jsou správně 
nainstalovány všechny potřebné balíčky, kontroluje konfigurace a vytváří na základě 
dotazů složky pro uložení konfiguračních souborů. V tomto kroku je důležitá 
komponenta CentStorage, která umožňuje archivaci na bázi MySQL a tvorbu grafů pro 
lepší ilustraci sledovaných metrik. Po instalaci Centreonu přímo v Linuxu pokračuje 
další konfigurace už ve webovém rozhraní. 
 V interaktivním průvodci je nutné vytvořit výchozího uživatele Centreonu 
a přístupové údaje k administračnímu účtu Nagiosu. Průvodce poté ještě několikrát 
zkontroluje, zda jsou všechny závislé komponenty korektně nainstalovány, vyzve 
uživatele k zadání přístupových údajů k MySQL databázi a dokončí instalaci. 
 
 
Obrázek 16: Centreon po přihlášení [Vl. zdroj] 
 Posledním krokem nezbytným pro správnou funkčnost Centreonu je manuální 
aktivace konfigurace Nagiosu, kterou je potřeba exportovat z webového rozhraní 
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Centreonu pokaždé, když chceme aplikovat změny. Po restartu Nagiosu jsou oba 
systémy připraveny pro vložení hostitelů, služeb a nastavení sledovaných metrik. 
3.3.5 Výběr a nastavení metrik monitoringu 
 V Nagiosu, resp. v Centreonu je ve výchozím stavu nastaveno sledování pouze 
Centreonu jako takového a serveru, na kterém běží. Všechna ostatní sledovaná zařízení 
a parametry se musí do Nagiosu přidat manuálně. Nejdříve je nutné vytvořit záznam 
sledovaného hostitele a poté službu, pomocí které budeme metriky sledovat. Při 
vytváření záznamu zadáváme IP adresu hostitele a skript, kterým ho chceme testovat. 
  Nagios obsahuje několik základních skriptů, velké množství se jich dá případně 
doinstalovat formou pluginů jak přímo od Nagiosu, tak od vývojářů třetích stran. Díky 
velkému množství těchto skriptů a možnosti doprogramovat si vlastní, můžeme sledovat 
v podstatě jakýkoli údaj jakéhokoli zařízení, pokud je toto zařízení schopné některým 
podporovaným způsobem poskytnout tuto informaci po síti. 
 Jedním z požadavků poskytovatele je možnost sledování stavu routerů a přehled 
o jejich výpadcích. K tomu jsem využil základního skriptu check_host_alive, který 
pomocí pingu dotazuje zařízení a snaží se zjistit, zda je dostupné. Skript vrací jednu ze 
čtyř hodnot – Ok, Warning, Critical, Unknown. Dále monitoruje a pomocí grafu 
vykresluje dobu reakce zařízení na dotazy skriptu. Výstup tohoto grafu je vidět na 
následujícím obrázku: 
 
 
Obrázek 17: Výstup skriptu check_host_alive [Vl. zdroj] 
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 Dalším požadavkem poskytovatele bylo sledování odezvy zařízení pomocí 
dotazu ping. K tomu má Centreon vlastní skript, check_centreon_ping, který 
vychází z Nagios skriptu check_ping. Ten jednoduše v předem nastavených 
intervalech vysílá dotaz ping na hostitele a hodnoty zaznamenává. Ty opět dokáže 
podobně jako u check_host_alive vykreslit do grafu. Výstup grafu je na obrázku 
níže. 
 
 
Obrázek 18: Výstup skriptu check_centreon_ping [Vl. zdroj] 
 
3.3.6 Nastavení odesílání upozornění na kritické stavy 
 V proběhlé analýze současného stavu bylo zjištěno, že největším nedostatkem 
managementu sítě je pozdní reakce správce sítě na chyby a výpadky. Zde využijeme 
druhé nosné funkcionality Nagiosu, a to schopnost upozornit na předem nastavené 
situace. U každé sledované metriky lze nastavit, v jakých situacích a jak má Nagios 
reagovat. Jednou z možností je odeslání emailu, což je řešení, které správce sítě 
preferuje. K tomu bylo nezbytné nainstalovat jednoduchý poštovní SMTP server, já 
jsem zvolil balíček postfix.  
 Samotná upozornění se konfigurují v Centreonu, vždy ve vlastnostech 
konkrétního hosta či služby. Možnosti nastavení jsou široké, od intervalů upozornění, 
situací na které má reagovat, nastavení konkrétních kritických hodnot až po nastavení 
reakční doby, aby neodesílal upozornění v noci apod.  
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 Dle požadavků poskytovatele jsem nastavil upozornění na všechny kritické stavy 
skriptu check_host_alive, četnost odesílání upozornění na každých 30 minut, 
24 hodin denně. Upozornění skriptu check_centreon_ping mají stejná časová 
nastavení, jen reakční hranice jsou odlišné. U tohoto skriptu lze nastavit konkrétní 
odezvu na ping v milisekundách, jednu výstražnou a druhou, která bude považována za 
kritickou. Výstražnou hodnotu jsem nastavil na 200ms, kritickou na 400ms, tyto 
hodnoty bude nejspíše potřeba upravit v závislosti na naměřených hodnotách po 
zaběhnutí systému a nasbírání většího množství stavových dat.  
3.4 Ekonomické zhodnocení 
 Cena základní sestavy serveru byla v době pořízení 11 582 Kč, na základě 
požadavků investora byl ještě dokoupen rozšiřující modul paměti RAM o velikosti 4 
GB. Pro umožnění virtualizace operačních systému na serveru pomocí Vmware bylo 
nezbytné pořídit paměťovou kartu SD, na kterou se program instaluje. Tyto položky 
vyšly na dalších 1 650 Kč. 
 Částka za implementaci serveru a instalaci Vmware a následně operačního 
systému činí 8 000 Kč, za instalaci programových prerekvizit, Nagiosu, Centreonu 
a následnou konfiguraci pro 10 síťových zařízení činí 7 000 Kč. Celková cena za 
projekt včetně ceny za návrh tedy činí 31 232 Kč. 
  
Tabulka 2: Přehled nákladů [Vl. zdroj] 
Položka MJ Počet 
Cena za MJ 
bez DPH 
Cena celkem 
 bez DPH 
ML310e Gen8 E3-1220v2 4GB 2x1TB 3y 
NBD 
ks 1  11 582 Kč 11 582 Kč 
HP 4GB 2Rx8 PC3L-10600E-9 Kit ks 1  1 551 Kč 1 551 Kč 
SILICON POWER 8GB SDHC Card Class 10 ks 1  99 Kč 99 Kč 
Vypracování projektu    3 000 Kč 3000 Kč 
Instalace serveru a OS   8 000 Kč 8 000 Kč 
Instalace a konfigurace monitorovacího SW   7 000 Kč 7 000 Kč 
Celkem    31 232 Kč 
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ZÁVĚR 
 
 V bakalářské práci jsem se zabýval problematikou managementu sítě lokálního 
poskytovatele bezdrátového připojení k internetu vzduchem.net. Na základě podkladů 
zřizovatele sítě byla vypracována analýza postupů, které byly v té době využívány. 
Z této analýzy vyplynulo, že nejhůře zajištěnou kategorií managementu je správa chyb 
a do ní spadající monitoring sítě. Poskytovatel využíval několik jednodušších nástrojů, 
o chybách se ale často dozvěděl až od klientů. V další části byla proto prozkoumána 
nabídka pokročilejšího software, který by mohl pomoci zkvalitnit dohled nad stavem 
sítě a případnými výpadky.  
 V úvodu návrhové části byly stanoveny požadavky na software, očekávané 
funkce a technické provedení. Po srovnání potřeb s jednotlivými řešeními byla zvolena 
kombinace výkonného monitorovacího nástroje Nagios a pro něj určené grafické 
webové nástavby Centreon. Po definování systémových požadavků této kombinace 
a následné konzultaci s poskytovatelem byl navržen a zakoupen server HP ProLiant 
ML310e Gen8. Na něj byl do virtuálního prostředí nainstalován operační systém Debian 
a program Nagios s Centreonem. 
 Posledním krokem bylo navržení parametrů ke sledování, z nichž byly zvoleny 
odezva na ping a vlastní skript Nagiosu pro kontrolu stavu zařízení. Pokud odezva 
překročí limity, či zařízení neodpovídá na dotaz skriptu, je správci sítě okamžitě odeslán 
email s popisem chyby a zařízení, kterého se problém týká. 
 Nasazení systému včasného upozorňování umožňuje správci sítě včas reagovat 
na výpadky a tím zajistit vyšší kvalitu služeb zákazníkům. Univerzálnost 
a přizpůsobitelnost Nagiosu otevírá prostor pro další možnosti sledování síťových 
zařízení, jako vytížení procesorů routerů, jejich portů apod. Poskytovatel tedy může 
tento systém v budoucnosti upravit dle aktuálních potřeb a růstu klientské základny. 
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