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Abstract
During training, the weights of a Deep Neural Network
(DNN) are optimized from a random initialization towards a
nearly optimum value minimizing a loss function. Only this
final state of the weights is typically kept for testing, while
the wealth of information on the geometry of the weight
space, accumulated over the descent towards the minimum
is discarded. In this work we propose to make use of this
knowledge and leverage it for computing the distributions
of the weights of the DNN. This can be further used for
estimating the epistemic uncertainty of the DNN by sam-
pling an ensemble of networks from these distributions. To
this end we introduce a method for tracking the trajectory
of the weights during optimization, that does not require
any changes in the architecture nor on the training proce-
dure. We evaluate our method on standard classification
and regression benchmarks, and on out-of-distribution de-
tection for classification and semantic segmentation. We
achieve competitive results, while preserving computational
efficiency in comparison to other popular approaches.
1. Introduction
In recent years, Deep Neural Networks (DNNs) have
achieved remarkable results in various computer vision
tasks. Although the actual optimization process is well un-
derstood, much less is known about effective regularization
and about the characterization of the convergence results,
since non-convex cost functions lead to loss surfaces in high
dimensional spaces with many local minima. The studies of
the convergence of DNNs and their optimization in the light
of reaching interesting local minima have been conducted
on a variety of works [5, 42, 23]. In this article, we focus on
interpreting the result of a DNN training process by track-
Figure 1: Our algorithm uses Kalman filtering in order to
track during training, for all DNN neurons, the weight dis-
tribution W from a generic prior W(0) to the final esti-
mate W(t∗). We also estimate the covariance matrix of
all the trainable network parameters. Popular alternative
approaches rely typically either on ensembles of models
trained independently [26] with a significant computational
cost, approximate ensembles [9] or on averaging weights
collected on different local minima [31].
ing the distribution of the network weights as the network
structure emerges during learning.
Modern deep learning networks have good accuracy,
however the learnt representation might be overconfident
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on ambiguous instances bordering two classes (e.g., human
wearing a cat costume), or on unrelated instances (e.g. plas-
tic bag classified with high probability as rock). Knowledge
about the distribution of the network weights during train-
ing opens an avenue for studying the evolution of the under-
lying covariance matrix, and the uncertainty of the model
parameters, referred to as the epistemic uncertainty [22].
This uncertainty is due to the inherently limited data and
knowledge available during training, and its evaluation is
of crucial importance. Works in [15, 11] focus on propos-
ing effective distributions for the initialization of the DNN
weights. Then, by assuming that weights follow a Gaussian
distribution at time t = 0, owing to the central limit theo-
rem we know that weights will also converge to a Gaussian
distribution. Hence, one needs to track during training only
the mean and covariance of the weights in order to deter-
mine their distribution. To this effect, Kalman filtering [12]
is an appropriate strategy for tractability reasons, as well as
for the guaranteed optimality as long as the underlying as-
sumptions are valid (linear dynamic system with Gaussian
assumption in the predict and update steps). To the best
of our knowledge, our work is the first attempt to use such
technique to track the DNN weight distribution, and subse-
quently to estimate its epistemic uncertainty. Our technique
can be extended to any training algorithm and any architec-
ture model. At its core, it relies on a well-grounded method
which is at the same time simple and straightforward to de-
ploy in a tracking algorithm. In our experiments, we un-
derline that the weight distribution provides new, effective
statistics related to the uncertainty of the DNN during train-
ing, and relevant for regression tasks for which we achieve
state of the art results.
Contributions. The keypoints of our contribution are: (a)
this is the first work which filters in a tractable manner the
trajectory of the entire set of trainable parameters of a DNN
during the training process (b) the paper proposes as well a
tractable approximation for estimating the covariance ma-
trix of the network parameters (c) we achieve competitive
or state of the art results on most regression datasets, and on
out-of-distribution experiments on the AUPR-Error metric.
We propose a framework that can be easily plugged into ex-
isting architectures and which is an effective indicator for
the epistemic uncertainty of the considered model.
2. Related work
Uncertainty estimation is an important aspect for any
machine learning model and it has been thoroughly studied
across years in statistical learning areas. In the context of
DNNs a renewed interest has surged in dealing with uncer-
tainty in recent years, due to both the increasing effective-
ness and popularity of such models, and their reputation as
hard to interpret black models. In the following we briefly
review methods related to our approach.
Bayesian methods. Bayesian approaches deal with uncer-
tainty by identifying a distribution of the parameters of the
model. The current posterior distribution is computed from
a prior distribution assumed over the parameters and the
likelihood of the model for the current data. The posterior
is iteratively updated across training samples. The predic-
tive distribution is then computed through Bayesian model
averaging by sampling models from the posterior. This
simple formalism is at the core of many machine learning
models, including neural networks. Early approaches from
Neal [33] leveraged Markov chain Monte Carlo variants for
inference on Bayesian Neural Networks. However on mod-
ern multi-million parameter DNNs, such methods are com-
putationally intractable for computing the posterior, leaving
the lead to gradient based methods.
Modern Bayesian Neural Networks (BNNs). Progress in
variational inference has enabled a revival of BNNs in re-
cent years. Most notably, Kingma and Welling [24] in-
troduce the reparameterization trick for training deep la-
tent variable models and allowing backpropagation through
learned distributions Blundell et al. [4] extend it to learn
distributions over neurons via a Gaussian mixture prior.
While such models are computationally appealing and easy
to reason along, this type of methods are limited to small
to medium networks, in particular MLPs. Gal and Ghahra-
mani [9] suggest that Dropout [40] can be used to mimic
a BNN by sampling different subsets of neurons at each
forward pass during test time and use them as ensembles.
Multiple MC Dropout variants and extensions have been
subsequently proposed: for learning the dropout probabil-
ity [10], introducing stochasticity through BatchNorm lay-
ers [41], heteroscedastic Dropout [27]. MC Dropout is cur-
rently the most popular instance of BNNs due to its speed
and simplicity. However, the benefits of Dropout are more
limited on convolutional layers and specific architectural
design choices must be made on such networks, e.g. placing
Dropout only next to a specific set of layers [21, 32]. The
main criticisms of MC Dropout concern the fact that its un-
certainty is not reducing with more training steps [34, 35],
in which case ensembles would be preferable. Our approach
is compatible with both fully-connected and convolutional
layers, while our uncertainty estimates are expected to im-
prove with training as we are relying on the Kalman filter
formalism.
Ensemble Methods. Ensemble methods are arguably the
top performers for measuring epistemic uncertainty, and
are largely applied to various areas, e.g., active learning
[3]. Lakshminarayan et al. [26] propose using an ensem-
ble of DNNs with different random seeds at initialization
and trained over the same data. The major drawback of this
method is its computational cost since one has to train mul-
tiple DNNs, a cost which is particularly high in the case of
typical architectures used for computer vision tasks, e.g. se-
mantic segmentation [8, 46]. Izmailov et al. [19] collect
weight snapshots from different local minima in the final
optimization part and average the weights to get an ensem-
ble behavior of the final network corresponding to a wider
and more robust optimization minimum. Maddox et al. [31]
further extend this idea by fitting a distribution over the
weights collected at multiple local minima and sample net-
works from this distribution at test time. Although this ap-
proach is less computationally intensive, the limitation of
these methods is that the observations from these local min-
ima are relatively sparse for such a high dimensional space
and are less likely to capture the true distributions of the
space around these weights. With TRADI we are mitigat-
ing these points as we collect statistics for the distribution
of the weights at each step of the Stochastic Gradient De-
scent (SGD) optimization. Furthermore, our algorithm has
a lighter computational cost than [26] during training.
Kalman filtering. The Kalman filter [20] is a recursive es-
timator that constructs an inference of unknown variables
given measurements over time. With the advent of effec-
tive DNNs, researchers have tried integrating ideas from
Kalman filtering in DNN training: for SLAM using RNNs
(e.g., IONet [7], BackpropKF [14]), improving optimiza-
tion (e.g., Batch Kalman Normalization [43]), or differen-
tiable fusion of predictions from different networks [30]. In
our approach, we employ Kalman filtering for keeping track
of the statistics of the network during training such that at
“convergence” we have a better coverage of the distribution
around each parameter of a multi-million parameter DNN.
The Kalman filter provides a clean and relatively easy to
deploy formalism to this effect.
Weight initialization and optimization. Most of the ini-
tialization techniques [11, 15] of DNNs start with weights
that are i.i.d samples from a Normal distribution. At each
layer the samples are further scaled with factors depend-
ing on the number of input and output units, and on the
downstream activation function. Batch Normalization [18],
a highly effective optimization and regularization technique
for DNNs, enforces a Normal distribution of intermedi-
ate activations at each layer leading to more stable activa-
tions and facilitating higher learning rates and faster conver-
gence. WeightNormalization [39] has a similar effect over
the weights at each layer making sure they are sticking to
the initial distributions. From a Bayesian perspective the
L2 regularization, known as weight decay, is equivalent to
putting a Gaussian prior over the weights. In our approach,
we consider a prior over the weights, however we use it only
in the filtering in order reduce any major drifts in the estima-
tions of distributions of the weights across training, while
potentially mitigating instabilities that can happen in SGD
steps (in particular in first steps with high learning rates).
3. TRAcking of the weight DIstribution
(TRADI)
In this section, we detail our approach aiming to first
estimate the distribution of the weights of a DNN at each
time step during optimization in the training phase, and then
to generate an ensemble of networks by sampling from the
computed distributions.
3.1. Notations and hypotheses
• X and Y are two random variables, with X ∼ PX and
Y ∼ PY . Without loss of generality we consider the
observed samples {xi}ni=1 and the corresponding la-
bels {yi}ni=1 as vectors. From this set of observations,
we derive a training set of nl elements and a testing set
of nτ elements: n = nl + nτ .
• Training/Testing sets are denoted respectively byDl =
(xi, yi)
nl
i=1, Dτ = (xi, yi)nτi=1. Data in Dl and Dτ are
assumed to be i.i.d. distributed according to their re-
spective unknown joint distribution Pl and Pτ .
• The DNN is defined by a vector containing theK train-
able weights ω = {ωk}Kk=1. During training, ω, is it-
eratively updated for each mini-batch and we denote
by ω(t) the state of the DNN at iteration t of the opti-
mization algorithm, and following the random variable
W (t). g represents the architecture of the DNN asso-
ciated with these weights and gω(t)(xi) its output at t.
ω(0) is the initial set of weights {ωk(0)}Kk=1 following
N (0, σ2k), where σ2k are fixed as in [15].
• L(ω(t), yi) is the loss function used to measure the
dissimilarity between the output gω(t)(xi) of the DNN
and the expected output yi. Different loss functions
can be considered according to the type of task.
• Weights on different layers are assumed to be indepen-
dent of one another at all times. Each weight ωk(t),
k = 1, . . . ,K, follows a non-stationary Normal dis-
tribution (e.g., Wk(t) ∼ N (µk(t), σ2k(t))) whose two
parameters are tracked.
3.2. TRAcking of the DIstribution (TRADI) of
weights of a DNN
3.2.1 Tracking the mean and variance of the weights
DNN optimization typically starts from a set of randomly
initialized weights ω(0). Then, at each training step t, sev-
eral SGD updates are performed from a randomly chosen
mini-batch towards minimizing the loss. This makes the tra-
jectory of the weights vary, but not necessarily in the good
direction each time [28]. Since gradients are averaged over
mini-batches, we can consider that weight trajectories are
averaged over each mini-batch. After a certain number of
epochs, the DNN converges, i.e., it reaches a local optimum
with a specific configuration of weights that will then be
used for testing. However, this general approach for train-
ing does not consider the evolution of the distribution of the
weights, which may be estimated from the training trajec-
tory and from the dynamics of the weights over time. In
our work, we argue that the history of the weight evolution
up to their final state is an effective tool for estimating the
epistemic uncertainty, i.e., the model uncertainty.
More specifically, our goal is to estimate, for all weights
ωk(t) of the DNN and at each training step t, µk(t) and
σ2k(t), the parameters of their normal distribution. Further-
moe, for small networks we can also estimate the covariance
cov(Wk(t),Wk′(t)) for any pair of weights (ωk(t), ω′k(t))
at t in the DNN (see supplementary material for details). To
that end, we leverage mini-batch SGD in order to optimize
the loss between two weight realizations. The loss deriva-
tive with respect to a given weight ωk(t) over a mini-batch
B(t) is given by:
∇Lωk(t) =
1
|B(t)|
∑
(xi,yi)∈B(t)
∂L(ω(t− 1), yi)
∂ωk(t− 1) (1)
Weights ωk(t) are then updated as follows:
ωk(t) = ωk(t− 1)− η∇Lωk(t) (2)
with η the learning rate.
The weights of DNNs are randomly initialized at t = 0
by sampling Wk(0) ∼ N (µk(0), σ2k(0)), where the param-
eters of the distribution are set empirically on a per-layer
basis [15]. By computing the expectation of ωk(t) in Equa-
tion (2), and using its linearity property, we get:
µk(t) = µk(t− 1)− E
[
η∇Lωk(t)
]
(3)
We can see that µk(t) depends on µk(t− 1) and on another
function at time t − 1: this shows that the means of the
weights follow a Markov process.
As in [2, 45] we assume that weights during back-
propagation and forward pass are independent. We then get:
σ2k(t) = σ
2
k(t− 1) + η2E
[
(∇Lωk(t))2
]− η2E2 [∇Lωk(t)] (4)
This leads to the following state and measurement equa-
tions for the mean µk(t):{
µk(t) = µk(t− 1)− η∇Lωk(t) + εµ
ωk(t) = µk(t) + ε˜µ
(5)
with εµ being the state noise, and ε˜µ being the observa-
tion noise, as realizations of N (0, σ2µ) and N (0, σ˜2µ) re-
spectively. The state and measurement equations for the
variance σk are given by: σ
2
k(t) = σ
2
k(t− 1) +
(
η∇Lωk(t)
)2 − η2µk(t)2 + εσ
zk(t) = σ
2
k(t)− µk(t)2 + ε˜σ
with zk(t) = ωk(t)2
(6)
with εσ being the state noise, and ε˜σ being the observa-
tion noise, as realizations of N (0, σ2σ) and N (0, σ˜2σ), re-
spectively.
3.2.2 Approximating the covariance
Using the measurement and state transition equations (5)
and (6), we can apply a Kalman filter to track the state of
each trainable parameter. As the computational cost for
tracking the covariance matrix is significant, we propose
to track instead only the variance of the distribution. We
propose here to approximate the covariance by employing
a model inspired from Gaussian Processes [44]. We con-
sider the Gaussian model due to its simplicity and good re-
sults. Let us denote Σ(t) the covariance of W (t), and let
v(t) =
(
σ0(t), σ1(t), σ2(t), . . . , σK(t)
)
be a vector of size
K composed of the standard deviations of all weights at
time t. The covariance matrix is approximated by Σˆ(t) =
(v(t)v(t)T )K(t), where is the Hadamard product, and
K(t) is the kernel corresponding to theK×K Gram matrix
of the weights of the DNN, in which the coefficient (k, k′)
is given by K(ωk(t), ωk′(t)) = exp
(
−‖ωk(t)−ωk′ (t)‖2
2σ2rbf
)
.
The computational cost for storing and processing the ker-
nelK(t) is however prohibitive in practice as its complexity
is quadratic in terms of the number of weights, which may
reach, for recent DNNs, K ≈ 109.
Rahimi and Recht [38] alleviate this problem by approx-
imating non-linear kernels, e.g., Gaussian RBF, in an un-
biased way using random feature representations. Then,
for any translation-invariant positive definite kernelK(t), ∀
(ωk(t), ωk′(t)),K(ωk(t), ωk′(t)) depends only on ωk(t)−
ωk′(t). We can then approximate the matrix by:
K(ωk(t), ωk′(t))≡E [cos(Θωk(t) + Φ) cos(Θωk′(t) + Φ)]
where Θ ∼ N (0, σ2rbf) (this distribution is the Fourier trans-
form of the kernel distribution) and Φ ∼ U[0,2pi]. In detail,
we approximate the high-dimensional feature space by pro-
jecting over the following N -dimensional feature vector:
z(ωk(t))≡
√
2
N
[
cos(θ1ωk(t) + φ1), . . . , cos(θNωk(t) + φN ))
]> (7)
where the θ1, . . . , θN are i.i.d from N (0, σ2rbf) and
φ1, . . . , φN are i.i.d from U[0,2pi]. In this new feature space
we can approximate kernelK(t) by Kˆ(t) defined by:
Kˆ(ωk(t), ωk′ (t)) = z(ωk(t))>z(ωk′ (t)) (8)
Furthermore, [38] prove that the probability of having an
error of approximation greater than  ∈ R+ depends on
exp(−N2)/2. To avoid the Hadamard product of matri-
ces of size K×K, we evaluate r(ωk(t)) = σk(t)z(ωk(t)),
and the value at index (k, k′) of the approximate covariance
matrix Σˆ(t) is given by:
Σˆ(t)(k, k′) = r(ωk(t))>r(ωk(t)). (9)
3.3. Training the DNNs
In our approach, for classification we use the cross-
entropy loss to get the log-likelihood similarly to [26]. For
regression tasks, we train over two losses sequentially and
modify gω(t)(xi) to have two output heads: the classical re-
gression output µpred(xi) and the predicted variance of the
output σ2pred. This modification is inspired by [26], who
propose having two outputs. The first loss is the MSE
L1(ω(t), yi) = ‖gω(t)(xi) − yi‖22 as used in the tradi-
tional regression tasks. The second loss is the negative log-
likelihood (NLL) [26] which reads:
L2(ω(t), yi) = ‖µpred(xi)− y‖
2
2σpred(xi)2
+
1
2
log(σpred(xi)
2) + cst (10)
We first train with loss L1(ω(t), yi) until reaching a
satisfying ω(t). In the second stage we add the vari-
ance prediction head and start fine-tuning from ω(t) with
loss L2(ω(t), yi). During our training of the original log-
likelihood loss we have found it unstable, due to the log-
arithm non linearity. Hence, our sequential training is the
key for having a more stable training.
3.4. TRADI training algorithm overview
We detail the TRADI steps during training in Algo-
rithm 2. For tracking purposes we must store µk(t) and
σk(t) for all the weights of the network. Hence, we are
computationally lighter than Deep Ensembles, which has
a training complexity scaling with the number of consid-
ered models. In addition, TRADI can be applied to any
DNN without any modification of the architecture, contrar-
ily to MC dropout that requires adding dropout layers to the
underlying DNN. For clarity we define L(ω(t), B(t)) =
1
|B(t)|
∑
(xi,yi)∈B(t) L(ω(t), yi). Here Pµ, Pσ are the
noise covariance matrices of the mean and variance respec-
tively and Qµ, Qσ are the optimal gain matrices of the mean
and variance respectively. These matrices are used during
Kalman filtering [20].
3.5. TRADI uncertainty during testing
After having trained a DNN, we can evaluate its uncer-
tainty by sampling new realizations of the weights from
to the tracked distribution. We call ω˜(t) = {ω˜k(t)}Kk=1
the vector of size K containing these realizations. Note
this vector is different from ω(t) since it is sampled from
the distribution computed with TRADI, that does not corre-
spond exactly to the DNN weight distribution. In addition,
we note µ(t) the vector of size K containing the mean of
all weights at time t.
Then, two cases can occur. In the first case, we have ac-
cess to the covariance matrix of the weights (by tracking or
Figure 2: TRADI algorithm during training
1: ω(t): weights, η learning rate, σµ, σ˜µ, σσ , σ˜σ
2: Pµ(0) = 0, Pσ(0) = 0, ω(0), t = 1
3: for B(t) ∈ data do
4: (Forward pass)
5: ∀xi ∈ B(t) calculate gω(t)(xi)
6: evaluate the loss L(ω(t), B(t))
7: (Backward)
8: for k ∈ [1 : K] do
9: ωk(t)← ωk(t− 1)− η∇Lωk(t)
10: end for
11: (Tracking with Kalman filter)
12: for k = 1 doK
13: # Update predicted (a priori) estimate covariances
14: Pµ(t
−)← Pµ(t− 1) + σµ
15: Pσ(t
−)← Pσ(t− 1) + σσ
16: # Update Kalman Gains
17: Qµ ← Pµ(t−)/(Pµ(t−) + σ˜µ)
18: Qσ ← Pσ(t−)/(Pσ(t−) + σ˜σ)
19: # Update mean
20: µk(t
−)← µk(t− 1)− η∇Lωk(t)
21: µk(t)← (1−Qµ)µk(t−) +Qµωk(t)
22: # Update variance
23: σ2k(t
−)← σ2k(t− 1) + η2
(∇Lωk(t) − µk(t))2
24: σ2k(t)← (1−Qσ)σ2k(t−) +Qσ(ωk(t)2 − µk(t)2)
25: # Update (a posteriori) estimate covariances
26: Pµ(t)← (1−Qµ)Pµ(t−)
27: Pσ(t)← (1−Qσ)Pσ(t−)
28: end for
29: (Time update)
30: t← t+ 1
31: end for
by an alternative approach) that we denote Σ(t), we sim-
ply sample new realizations of W (t) using the following
formula:
ω˜(t) = µ(t) + Σ1/2(t)×m1 (11)
in which m1 is a realization of the multivariate Gaussian
N (0K , IK), where 0K , IK are respectively theK-size zero
vector and the K ×K size identity matrix.
When we deal with a DNN (the considered case in this
paper), we are constrained for tractability reasons to ap-
proximate the covariance matrix following the random pro-
jection trick proposed in the previous section and we gener-
ate new realizations of W (t) as follows:
ω˜(t) = µ(t) +R(ω(t))×m2 (12)
where R(ω(t)) is a matrix of size K × N whose rows
k ∈ [1,K] contain the r(ωk(t))> defined in Section 3.2.2.
R(ω(t)) depends on (θ1, . . . , θN ) and on (φ1, . . . , φN ) de-
fined in Equation 7. m2 is a realization of the multivariate
Gaussian N (0N , IN ), where 0N , IN are respectively the
zero vector of sizeN and the identity matrix of sizeN×N .
Note that since N  K, computations are significantly ac-
celerated.
Then similarly to works in [31, 22], given input data
(x∗, y∗) ∈ Dτ from the testing set, we estimate the
marginal likelihood as Monte Carlo integration. First, a se-
quence {ω˜j(t)}Nmodelj=1 ofNmodel realizations ofW (t) is drawn
(typically, Nmodel = 20). Then, the marginal likelihood of y∗
over W (t) is approximated by:
P(y∗|x∗) = 1
Nmodel
Nmodel∑
j=1
P(y∗|ω˜j(t), x∗) (13)
For the regression, we use the strategy from [26] to com-
pute the log-likelihood of the regression and consider that
the outputs of the DNN applied on x∗ are the parameters
{µjpred(x∗), (σjpred)2}Nmodelj=1 of a Gaussian distribution (see Sec-
tion 3.3). Hence, the final output is the result of a mixture
of Nmodel Gaussian distributions N (µjpred(x∗), (σjpred)2(x∗)).
During testing, if the DNN has BatchNorm layers, we first
update BatchNorm statistics of each of the sampled ω˜j(t)
models, where j ∈ [1, Nmodel] [19].
4. Experiments
For our implementations we use PyTorch [37]. For eval-
uation, we use the NLL uncertainty, for classification the
accuracy, and for regression we use the MSE L1(t) between
the predicted and the target outputs. For the out of distribu-
tion experiments we use the AUC, AUPR-Success AUPR-
Error as in [16].
Unless otherwise specified, we use mini-batches of size
128 and Adam optimizer with fixed learning rate of 0.1 in
all our experiments.
4.1. Toy experiments
First we perform a qualitative evaluation of our method
on a one-dimensional synthetic dataset generated with a
Gaussian Process of zero mean vector and as covariance
function an RBF kernelKwith σ2 = 1, denotedGP (0,K).
In addition to this process, we add a zero mean Gaussian
noise of variance 0.3. We train a neural network composed
of one hidden layer and 200 neurons. In Figure 3 we plot the
regression estimation provided by TRADI, MC Dropout [9]
and Deep Ensembles [26]. Although GP (0,K) is one of
the simplest stochastic processes, results show clearly that
the compared approaches do not handle robustly the vari-
ance estimation, while TRADI neither overestimates nor
underestimates the uncertainty.
4.2. Regression experiments
For the regression task, we consider the experimental
protocol and the data sets from [17], and also used in related
works [26, 9]. Here, we consider a neural network with one
Figure 3: Results on a synthetic regression task with MC
dropout, Deep Ensembles and TRADI algorithm. x-axis:
spatial coordinate of the Gaussian process. Black lines:
ground truth curve. Orange areas: estimated variance. Blue
points represents the training points.
hidden layer, composed of 50 hidden units trained for 40
epochs. For each dataset, we do 20-fold cross-validation.
For all datasets, we set the dropout rate to 0.1 except for
Yacht Hydrodynamics and Boston Housing for which it is
set to 0.001 and 0.005, respectively. We compare against
MC Dropout [9] and Deep Ensembles [26] and report re-
sults in Table 1. TRADI outperforms both methods, in
terms of both RMSE and NLL. Aside from the proposed ap-
proach to tracking the weight distribution, we assume that
an additional reason for which our technique outperforms
the alternative methods resides in the dual training (MSE
and NLL) proposed in Section 3.3.
4.3. Classification experiments
For the classification task, we conduct experiments on
two datasets. The first one is the MNIST dataset [29], which
is composed of a training set containing 60k images and a
testing set of 10k images, all of size 28× 28. Here, we use
a neural network with 3 hidden layers, each containing 200
neurons, followed by ReLU non-linearities and BatchNorm,
and fixed the learning rate η = 10−2. We share our results
in Table 2. For the MNIST dataset, we generate Nmodel = 20
models, in order to ensure a fair comparison with Deep En-
sembles. The evaluation underlines that in terms of perfor-
mance TRADI is positioned between Deep Ensembles and
MC Dropout. However, contrarily to Deep Ensembles our
algorithm is significantly lighter due to the fact that a sin-
gle model needs to be trained, while Deep Ensembles ap-
proximates the weight distribution by a very costly step of
independent training procedures (in this case 20).
We conduct the second experiment on CIFAR-10 [25],
with WideResnet 28 × 10 [47] as DNN. The chosen opti-
mization algorithm is SGD, η = 0.1 and the dropout rate
was fixed to 0.3. Due to the long time necessary for Deep
Ensembles to train the DNNs we set Nmodel = 15. Compara-
tive results on this dataset, presented in Table 2, allow us to
make similar conclusions with experiments on the MNIST
dataset.
RMSE NLL
Dataset MC dropout Deep Ensembles TRADI MC dropout Deep Ensembles TRADI
Boston Housing 2.97± 0.85 3.28± 1.00 2.84± 0.77 2.46± 0.25 2.41± 0.25 2.36± 0.17
Concrete Strength 5.23± 0.53 6.03± 0.58 5.20± 0.45 3.04± 0.09 3.06± 0.18 3.03± 0.08
Energy Efficiency 1.66± 0.16 2.09± 0.29 1.20± 0.27 1.99± 0.09 1.38± 0.22 1.40± 0.16
Kin8nm 0.10± 0.00 0.09± 0.00 0.09± 0.00 −0.95± 0.03 −1.2± 0.02 −0.98± 0.06
Naval Propulsion 0.01± 0.00 0.00± 0.00 0.00± 0.00 −3.80± 0.05 −5.63± 0.05 −2.83± 0.24
Power Plant 4.02± 0.18 4.11± 0.17 4.02± 0.14 2.80± 0.05 2.79± 0.04 2.82± 0.04
Protein Structure 4.36± 0.04 4.71± 0.06 4.35± 0.03 2.89± 0.01 2.83± 0.02 2.80± 0.02
Wine Quality Red 0.62± 0.04 0.64± 0.04 0.62± 0.03 0.93± 0.06 0.94± 0.12 0.93± 0.05
Yacht Hydrodynamics 1.11± 0.38 1.58± 0.48 1.05± 0.25 1.55± 0.12 1.18± 0.21 1.18± 0.39
Table 1: Comparative results obtained on the regression task.
MNIST CIFAR-10
NLL ACCU NLL ACCU
Deep Ensembles 0.035 98.88 0.173 95.67
MC dropout 0.065 98.19 0.205 95.27
TRADI 0.044 98.63 0.205 95.29
Table 2: Comparative results on a classification task.
AUC AUPR
Error
AUPR
Success
Deep Ensembles 0.977 0.9842 0.9577
MNIST\NotMNIST MC dropout 0.8813 0.8975 0.8174
3Hidden Layers TRADI 0.9707 0.9842 0.946
Deep Ensembles 0.8322 0.5426 0.9401
CamVid MC dropout 0.8024 0.5608 0.8925
Enet[36] TRADI 0.8326 0.5589 0.9379
Table 3: Comparative results on an out-of-distribution task.
4.4. Uncertainty evaluation for out-of-distribution
(OOD) test samples.
In this experiment, we evaluate uncertainty in OOD
classes. We consider two datasets, and the objective of these
experiments is to evaluate to what extent the trained DNNs
are overconfident on instances belonging to classes which
are not present in the training set.
First we consider MNIST trained DNNs trained and use
them on a test set composed of 10k MNIST images and
on an additional NotMNIST dataset containing 19k images
representing instances of ten classes of letters. Standard
DNNs will assign letter instances of NotMNIST to a num-
ber class with high confidence as shown in [1]. For these
OOD instances, our approach is able to decrease the confi-
dence as illustrated in Figure 4a, in which we represent the
accuracy vs confidence curves as in [26].
The accuracy vs confidence curve is constructed by con-
sidering, for different confidence thresholds, all the test
data for which the classifier reports a confidence above the
threshold, and then by evaluating the accuracy on this data.
The confidence of a DNN is defined as the maximum pre-
diction score. We also evaluate the OOD uncertainty using
AUC, AUPR-Success and AUPR-Error metrics, introduced
in [16], and which characterize the quality of the prediction
that a testing sample is OOD with respect to the training
dataset. We note that TRADI DNN with 20 models provides
incorrect predictions on such OOD samples with lower con-
fidence than Deep Ensembles and MC Dropout.
In the second experiment, we train an Enet DNN1 [36]
for semantic segmentation on CamVid dataset [6]. Dur-
ing training, we delete three classes (pedestrian, bicycle,
and car), by marking the corresponding pixels as unlabeled.
Subsequently, we test with data containing the classes rep-
resented during training, as well as the deleted ones. The
goal of this experiment is to evaluate the DNN behavior on
the deleted classes which represent thus OOD classes. In
this experiment we use Nmodel = 10 models trained for 90
epochs with SGD and using a learning rate η = 5×10−4. In
Figures 4b and 4c we illustrate the accuracy vs confidence
curves and the calibration curves [13] for the CamVid ex-
periment. The calibration curve as explained in [13] con-
sists in dividing the test set into bins of equal size according
to the confidence, and in computing the accuracy over each
bin. Both the calibration and the accuracy vs confidence
curves highlight whether the DNN predictions are good for
different levels of confidence. However, the calibration pro-
vides a better understanding of what happens for different
scores. The results show that TRADI outperforms the alter-
native methods in terms of calibration, and that it may pro-
vide more reliable confidence scores. Regarding accuracy
vs confidence, the most significant results for a high level
of confidence, typically above 0.7, show how overconfident
the network tends to behave; in this range, our results are
similar to those of Deep Ensembles. Lastly, in both experi-
ments TRADI obtains the best AUPR-Error, i.e., it performs
best in predicting the OOD instances.
Qualitative discussion In Figures 5 and 6 we give as ex-
ample a scene featuring the three OOD instances of inter-
est (bike, car, pedestrian). Overall, MC Dropout outputs a
1We specifically select Enet as it is lightweight and allows us to perform
a fair comparison with Deep Ensembles.
noisy uncertainty map, but fails to highlight the OOD sam-
ples. On the contrary, Deep Ensembles is overconfident,
with higher uncertainty values mostly around the borders of
the objects. TRADI uncertainty is higher on borders and
also on pixels belonging to the actual OOD instances, as
shown in the zoomed-in crop of the pedestrian in Figure 6.
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Figure 4: (a) and (b) Accuracy vs confidence plot on
the MNIST \NotMNIST and CamVid experiments, respec-
tively. (c) Calibration plot for the CamVid experiment.
Figure 5: Results on the CamVid experiments. First row:
input image and ground truth, second, third and fourth rows:
output and confidence score given by MC dropout, Deep
Ensembles and our TRADI, respectively.
5. Conclusion
In this work we propose a novel technique for computing
the epistemic uncertainty of a DNN. TRADI is simple and
easily pluggable in the optimization of any DNN architec-
ture. We show the effectiveness of TRADI over extensive
(a) input image (b) MC dropout confidence
(c) Deep Ensembles confidence (d) TRADI confidence
Figure 6: Zooms of the confidence results on the CamVid
experiments. In the bottom left of the input image (a), there
is a human, hence a pixel region of an unknown class for
all the DNNs, since the pedestrian class was amongst the
ones marked as unlabeled. Yet, only the TRADI DNN (d)
is consistently unconfident.
studies and compare against the popular MC Dropout and
the state of the art Deep Ensembles. Our method exhibits an
excellent performance on evaluation metrics for uncertainty
quantification, and contrarily to Deep Ensembles, for which
the training time depends on the number of models, our al-
gorithm does not add any significant cost over conventional
training times.
Future works involve extending this strategy to new
tasks, e.g., object detection, or new settings, e.g., active
learning. Another line of future research concerns transfer
learning. So far TRADI is starting from randomly initial-
ized weights sampled from a given Normal distribution. In
transfer learning, we start from a pre-trained network where
weights are expected to follow a different distribution. If we
have access to the distribution of the DNN weights we can
improve the effectiveness of transfer learning with TRADI.
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TRADI: Tracking deep neural network weight distributions (Supplementary material)
6. TRAcking of the DIstribution (TRADI) of
weights of a neural network
In this section, we append to section 3.2.1 of the main paper a
part in which we explain how to track the covariance matrix of a
shallow neural network and 3.4 on the main article by explaining
how we choose the parameters of TRADI.
6.1. Tracking the mean and variance of the weights
and the covariance
We consider a neural network (NN) for which each layer has
few neurons, less than 100. Our goal here is to estimate, for all
weights ωk(t) of the NN and at each time step t of the training
process, µk(t) and σ2k(t) the parameters of their normal distribu-
tion. Furthermore, we want to estimate Σk,k′(t) which is the co-
variance matrix between the ωk(t) and ωk′(t). Note that, since we
assume that weights on different layers are independent, we evalu-
ate the covariance for k, k′ belonging to the same layer, otherwise
their covariance is null. To this end, we leverage mini-batch SGD
to optimize the loss between two weight realizations.
The derivative of the loss with respect to a given weight ωk(t−
1) over a mini-batch B(t) is given by:
∇Lωk(t) =
1
|B(t)|
∑
(xi,yi)∈B(t)
∂L(ω(t− 1), yi)
∂ωk(t− 1) (S1)
Weights ωk(t) are then updated as follows:
ωk(t) = ωk(t− 1)− η∇Lωk(t) (S2)
The weights of NNs are randomly initialized at t = 0 by sam-
pling Wk(0) ∼ N (µk(0), σ2k(0)), where the parameters of the
distribution are set empirically on a per-layer basis as in [15]. In
addition, for all couples of weights (k, k′), the corresponding ele-
ment of the covariance matrix is given by Σk,k′(0) = 0 since all
the weights are considered independent at time t = 0.
Similarly with the main article, we use the following state and
measurement equations for the mean µk(t):{
µk(t) = µk(t− 1)− η∇Lωk(t) + nµ
ωk(t) = µk(t) + n˜µ
(S3)
where nµ is the state noise, and n˜µ the observation noise, real-
izations of N (0, σ2µ) and N (0, σ˜2µ) respectively. The state and
measurement equations for the variance σk are given by: σ
2
k(t) = σ
2
k(t− 1) +
(
η∇Lωk(t)
)2 − η2µk(t)2 + nσ
zk(t) = σ
2
k(t)− µk(t)2 + n˜σ
with zk(t) = ωk(t)2
(S4)
where nσ is the state noise, and n˜σ is the observation noise,
realizations ofN (0, σ2σ) andN (0, σ˜2σ) respectively. As pro-
posed in the main article, and similarly with [2, 45], we
assume that weights during back-propagation and forward
pass are independent. We then get:
Σ(t)k,k′ = Σ(t− 1)k,k′+
η2E
[∇Lωk(t)∇Lωk′ (t)]− η2E [∇Lωk(t)]E [∇Lωk′ (t)]
(S5)
This leads to the following state and measurement equa-
tions for the covariance Σ(t)k,k′ :
Σ(t)k,k′ = Σ(t− 1)k,k′ +
(
η2∇Lωk(t)∇Lωk′ (t)
)
)
−η2µk(t)µk′(t) + nΣ
lk,k′(t) = Σ(t)k,k′ − µk(t)µk′(t) + n˜Σ
lk,k′(t) = Σ(t)k,k′ − µk(t)µk′(t) + n˜Σ
(S6)
where nΣ is the state noise and n˜Σ is the observation noise,
realizations of N (0, σ2Σ) and N (0, σ˜2Σ) respectively.
6.2. TRADI parameters
We’ve set the number of random projections N = 10
in all experiments in order to get a fast approximation of
the covariance matrix. We validated this choice experimen-
tally and noticed that the performance is similar for larger
values of N . N = 10 ensures a relatively low computa-
tional cost. We used σrbf = 1 for the RBF parameter of the
random projection. We have tested different values, with-
out substantial changes in the results. As it can be seen in
the algorithm section we have performed a weighted aver-
age between the estimated variance/mean with the tracked
variance/mean, where the weight depends on Kalman gain.
7. Complementary results
In this section, we detail some of the results reported in
the main article for the OOD experiments. The major inter-
est of OOD experiments is that they allow one to see how
much we can rely on a DNN. This question is also crucial
for industrial research. In this scenario, a particular DNN
is trained for a specific application/context which takes into
account a certain number of classes. However, in the testing
phase new unforeseen objects may appear, potentially lead-
ing to wrong/dangerous decisions if the DNN confidence is
badly calibrated.
7.1. Results on MNIST
Figure S1 shows the calibration plots for the OOD exper-
iments with MNIST and NotMNIST datasets. As one can
see, our strategy (blue curve) has better performances on
predicting OOD classes. Calibration plots can easily show
whether a DNN is overconfident or not and give an idea
on how reliable are the predictions of the DNN. From these
plots we see that Deep Ensembles and MC dropout are over-
confident, hence they classify non-digits with wrong classes
and with high confidence. Our strategy is therefore more
suitable for this problem, although still improvable in the
lower confidence ranges.
Figure S1: Calibration plot for MNIST \NotMNIST.
7.2. Results on CamVid
We provide additional scores for CamVid experiments.
In Figure S2b we illustrate the average precision calibration
curve. This curve is similar to the calibration plot, with the
different that for each confidence bin, we do not plot the
accuracy but the average precision. The usefulness of the
precision is that it highlights more the false-positive effects
than the accuracy. We observe in in Figure S2 that TRADI
is better on both measures at identifying OOD classes.
In Table 1 we report the mIoU and the global accuracy
scores. On these metrics, TRADI is between Deep Ensem-
bles and MC Dropout. In contrast to Deep Ensembles we
do not need to train multiple DNNs. In order to achieve
good performances on semantic segmentation for complex
urban scenes, high capacity DNNs are necessary. Training
multiple instances of such networks as in Deep Ensembles
brings a significant computational cost. Furthermore, these
models are usually updated when new data is recorded and
each time the full ensemble needs updating. TRADI re-
quires training a single network each time.
In Figures S4, S5, S6, and S7 we report additional qual-
itative results. Figures S6 and S7 show zoom-in over areas
of interest in Figures S4 and S5 respectively. We provide
the color code for the semantic segmentation map in Fig-
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Figure S2: (a) Calibration plot for the CamVid experiment.
(b) Calibration plot, where on the Y axis we replace the
Accuracy by the average precision of each class for the
CamVid experiment.
MC dropout Deep Ensembles TRADI
mean IoU 0.4857 0.5719 0.5298
Accuracy 0.8034 0.8806 0.8488
Table 1: CamVid semantic segmentation results (mIoU, ac-
curacy).
ure S3. We remind that in this experiments the classes hu-
man, bicyclist, and car are used as OOD and removed from
the train set. We can see that TRADI outputs less confident
predictions for human pixels, comparing to Deep Ensebles
and MC Dropout.
Comparing with Deep Ensembles. Deep Ensembles is
among the most powerful and effective techniques for epis-
temic uncertainty. However few works on uncertainty esti-
mation with DNNs on computer vision tasks have consid-
ered it for evaluation. We argue that this work is one of
the first to truly challenge Deep Ensembles. While we do
not achieve higher accuracy than Deep Ensembles, our ap-
proach strikes a good compromise between computational
cost for training and prediction performance. The compu-
tational budget for Deep Ensembles is proportional to the
number of models in the ensemble, while for TRADI we
always train a single model regardless of the number of net-
work samples we have at test time. Our results on the OOD
experiments challenge and sometimes outperform the Deep
Ensembles ones.
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Figure S3: Color map for the CamVid experiment.
Figure S4: Results on the CamVid experiments. First row:
input image (the image contrast has been enhanced for clar-
ity with respect to the original dataset image) and ground
truth, second, third and fourth rows: output and confi-
dence score given by MC dropout, Deep Ensembles and our
TRADI method, respectively.
Figure S5: Results on the CamVid experiments. First row:
input image (the image contrast has been enhanced for clar-
ity with respect to the original dataset image) and ground
truth, second, third and fourth rows: output and confi-
dence score given by MC dropout, Deep Ensembles and our
TRADI method, respectively.
Figure S6: Zooms of the confidence results on the CamVid
experiments. First row: input image (the image contrast
has been enhanced for clarity with respect to the original
dataset image) and ground truth, second, third and fourth
rows: output and confidence score given by MC dropout,
Deep Ensembles and our TRADI method, respectively.
Figure S7: Zooms of the confidence results on the CamVid
experiments. First row: input image (the image contrast
has been enhanced for clarity with respect to the original
dataset image) and ground truth , second, third and fourth
rows: output and confidence score given by MC dropout,
Deep Ensembles and our TRADI method, respectively.
