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ABSTRACT 
In this work, we study the optimum multi-cell beamforming and we propose an optimized multi-cell 
downlink beamforming solution in which our objective is to maximize capacity of a cellular network. We 
first formulate an optimization problem, maximizing the received signal power of every active user in a 
cell, subjected to limiting the overall interference observed by other users below a specified level. In 
addition, we also put constraint on maximum transmit power of the serving base station. Next, we need 
robust downlink design against the imperfect channel state information. So in order to compute robust 
beamforming vector we accommodate channel estimation error in our formulation. To model the 
uncertainity between the true and estimated channel coefficients, we consider channel imperfection as 
error between true and estimated channel coefficients and we assume error is bounded with in an 
ellipsoidal set. 
        The resulting formulation is a non-convex optimization problem. Since it is very difficult to solve a  
non-convex optimization problem we tried to convert non convex problem in to convex optimization 
problem. So to get a tractable solution for resulting non convex optimization problem, we exploit linear 
matrix inequality based S-procedure. The final reformulation is solved by using semi definite relaxation. 
The efficacy of proposed solution in improving cellular capacity and efficient power transmission is 
shown by simulations. 
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1. Introduction 
1.1. Concept of Beamforming 
 
Beamforming is a powerful and efficient technique to transmit and receive the desired signal in 
presence of co-channel interference by exploiting spatial diversity [11]. It is a signal processing technique 
in which maximum amount of energy will be transmitted in the desired direction. We have different types 
of beamforming namely transmit beamforming, receive beamforming, network beam forming etc. 
Downlink beam forming is one of the best technologies for present and future cellular networks. In 
cellular networks downlink beamforming is used to transmit the data from the base station (BS) to desired 
user by deploying multiple antennas at the serving base station. Downlink beamforming is gives an 
effective solution in reducing the multi-access interference. The concept of beamforming can be briefly 
explained as follows  
 
 
                             Figure 1-1:  Radiation pattern of Normal and Beamforming antenna 
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Above figure explains how the beamforming transmission will be, if we take a normal antenna, it radiated 
the whole energy in all directions equally like an electrical bulb transmits the light energy in all directions 
but the beamforming antenna transmits the energy in the desired direction like a torch light does as shown 
in the above figure. So in communication systems if we use the beamforming techniques we can have the 
transmission in the desired direction from the transmitting antenna. Now in beamforming, to achieve the 
signal transmission in the desired direction we need multiple antennas at the transmission means multiple 
antennas together gives the energy in the form of beam in the desired direction. This can be explained as 
follows, so first take an Omni directional antenna at the transmitter and start transmitting it, now we can 
observe the radiation in all directions from the transmitting antenna as shown in the below figure 
1.2. Radiation pattern for single omni directional antenna 
 
 
Figure 1-2: Radiation pattern for single omni directional antenna 
Now when we add the another Omni directional antenna at the transmitter and assume that both antennas 
are transmitting at the same time, since both antennas transmitting at the same time, the radiation coming 
from the both antennas interfere each other as shown below. So when the radiations from the two antennas 
interfere each other, there is a possibility of two types of interference one is constructive interefernce and 
other is destructive interference. If the phases of two interfered signals  
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1.3. Radiation pattern for two omni directional antennas 
 
 
Figure 1-3 :  Radiation pattern for two omni directional antennas 
are same then the constructive interference takes place then amplitude of the resultant signal is the 
addition of  both the signals. If the two interfered signals are at the out of phase then the destructive 
interference takes place, in this case the amplitude of the resultant signal is the subtraction of both the 
signals. This destructive interference is also be useful in certain situations.  So if the amplitudes of both 
the interfered signals are equal then the amplitude of the resultant signal will be zero in the case of 
destructive interference.  
1.4. constructive and destructive combinations 
Suppose if we two transmitters which transmitting the sinusoidal waves having same amplitude at the 
same time, now when constructive interference occurs then the amplitude of the resultant signal will be 
doubled and when  
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Figure 1-4: constructive and destructive combinations 
destructive interference takes place then the  amplitude of  the resultant signal will be zero as shown in 
the above figure. This concept will lead us to the concept of beamforming. Because if we have a proper 
control at all antennas of the transmitter, we can control the phase of the  signal radiated by each and 
every antenna which is very helpful for achieving the beamforming technique in the communications. If 
we set the phases of the signals radiated by each antenna in such way that constructive interference takes 
place in the desired direction and the destructive interference takes place in all remaining directions. This 
technique is called beamforming. In this way by using multiple antennas at the transmitting antenna and 
control the phases of the signals radiated from each antenna we can achieve beamforming. So we need 
control over phase and amplitudes of the radiated signals to get the signal in desired direction there by to 
achieve beamforming. The control over the phases and amplitudes of the radiated signals from each 
antenna can be achieved by multiplying the transmitted signal with the complex weights and then do the 
transmission. This should be done at each antenna at the transmitter. This can be explained with the help 
of below figure. 
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1.5. Method of Practical generation of beamforming signal 
 
 
Figure 1-5: Method of Practical generation of beamforming signal 
The above figure explains how we can achieve beamforming by multiplying the complex weights with 
the transmitted signal at the each antenna at the transmitter. Here we are using m number of antennas at 
the transmitter. Now we each signal is given to the respective antenna but before that each signal is 
multiplied with some complex weights. So we should choose those complex weights such that well get 
constructive interference in the desired direction and destructive interference in all other directions. In 
this way beamforming can be achieved and resulting radiation pattern is as shown in above figure. 
 
Figure 1-6:  Downlink beamforming 
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1.6. Advantages of beamforming 
 
1) Beamforming technique has many applications in differrent fields like wireless communications, radar, 
biomedicine, sonat etc… 
2) By using beamforming signal to interference noise ratio will be improved 
3) signal range can also be improved by using beamforming 
4) By using beamforming we can reduce the co channel interfernce and as well as intercell interference 
5) Since cochannel and intercell interference are improved, overll network efficiency and capacity of the 
network will also be improved with the help of beamforming 
6) Beamforming enables the high data rates to the user in any communication system 
1.7. Thesis organization 
 
Thesis of this work is organized as foloows. In this chapter 2 contains  the concepts of convex optimization 
in which we study the definition of convex set and differrent kinds of convex sets like polyhedra, half 
space, hyperplane, convex cone etc..after that in this section we also study the definition of convex 
function and differrent type of convex functions and we will see the differrent types of optimization 
problems which are very useful for solving oiptimization problems. In chapter 3 we study the concepts of 
coordinated multi point transmission, centrlized and de centralized CoMP. Here we also study the concept 
of robust downlink beamforming. After that we formulate a problem for capacity maximization in a 
cellular network. In chapter 4 first we will do the simulation setup and solve the problem formulated in 
chapter 3 using convex optimization solving techniques. Now by using this solution we will plot the 
results shown in chapter 4. Conclusion and future work is discussed in chapter 5. 
1.8. Literature survey 
 
Recently many robust methodologies against channel imperfections have been developed for cellular 
networks. For example, authors in [17] have proposed multicellular downlink beam former design with 
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the objective of minimizing the sum power used by each BS to transmit data to local users. In addition 
CSI imperfection is considered and signal to interference plus noise ratio (SINR) is maintained above the 
desired level. Solution for the above problem has been obtained with the help of S-procedure and semi 
definite relaxation (SDR). In [18] authors studied multi-cell wireless networks and especially focussed 
on joint robust transmission optimization over the cells. They aimed at maximizing the minimum worst 
case rate of the network with imperfect CSI. Optimized solution has been achieved by converting the 
problem in to convex problem and solving it by employing convex optimization problem solvers. In [19] 
authors minimize the total transmit power at BSs by taking equivocation rates and individual SINR as 
constraints. In [20] authors minimize the total downlink power at BSs by restricting the SINR outage 
probability below a threshold.  
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2. Concepts of Convex optimization 
2.1. Introduction 
 
2.1.1. Mathematical optimization 
General form of mathematical optimization can be written as  
                                      minimize  𝑔0(𝑥) 
                                      Subject to 𝑔𝑗(𝑥)≤𝑑𝑖,   j=1, 2,…..n. 
Where  𝑔0(𝑥) can be called as objective function   
              x=𝑥1, 𝑥2, . . . . . . , 𝑥𝑛 are the optimization variables or decision variables. Without loss of 
generality 𝑑𝑖 could be zero. We can construct 𝑑𝑖 from 𝑔𝑗(𝑥) will give new 𝑔𝑗. 
                                                                  𝑔0: 𝑅
𝑛 → 𝑅 is objective function 𝑔𝑗 
                                                          𝑔𝑗: 𝑅
𝑛 → 𝑅,  j=1,2,…..n  are the constant functions 
                    So if we solve above optimization problem we will get solution in the form of x is smallest 
value of  𝑔0 among all functions which satisfy the constraints and we can call the solution x as the optimal 
solution which satisfies both constraints and the objective. We can have a problem that we may have no 
solution or single solution or multiple solutions. 
Solving optimization problems 
                               Solving optimization is very difficult to solve. So to solve above optimization 
problems, means methods to solve optimization problems involve two categories of compromises. one is 
very long computation time second one is not always finding the solution. But we have hige exceptions 
to solve optimization problems. There are some cases where we can solve these problems. Those are  
1) Least square problems 
2) Linear programming problems 
10 
 
3) Convex optimization problems 
2.1.2. Least square problems  
The general form of linear squares problems looks like 
                                                             minimize     ⃦Cx-d   ⃦2
2 
  The above problem is minimizing Euclidian norm square of Cx-d. And we have to choose x to 
minimize   ⃦Cx-d   ⃦2
2. To solve linear squares problems we have super quality, open source, public domain 
soft wares that will actually carry out to give the solution of least squares problems very easily. 
2.1.3. Linear programming 
Linear programming problem is minimizing linear function subject to bunch of linear inequalities. The 
general form of linear programming problem looks like  
                                                             minimize      𝑎𝑇𝑥 
      subject to       𝑏𝑗
𝑇𝑥 ≤ 𝑐𝑗, j=1,2,. . . . n 
 For solving linear programing problems we don’t have analytical formula. But like least squares, for 
linear programming also we have super quality, open source, public domain soft wares that will actually 
carry out to give the solution of linear programme problems very easily. Linear programming problems 
looks like it would be easier to recognise but not. 
2.1.4. Convex optimization problem 
 The general form of convex optimization problem looks like  
                        minimize       𝑔0(𝑥) 
                        subject to     𝑔𝑗(𝑥) ≤ 𝑑𝑖,   j=1, 2,…..n 
           Here in the convex optimization problem we will minimize objective function  𝑔0(𝑥) subject to 
some constraints like 𝑔𝑗(𝑥) ≤ 𝑑𝑖. Here we should note that the functions  𝑔0(𝑥) and  𝑔𝑗(𝑥) have to be 
convex functions. Convex means if we draw a graph of any function, it should have positive curvature 
11 
 
which means graph should bend upwards. Least square problem has that form because if we plot the least 
squared objective, basically its looks like a bowl and if we take a slice at levels we get an ellipsoid so it 
is convex. Similarly linear programming is also convex problem because all the objectives are linear. 
Linear functions are convex. If we want to solve a convex optimization problem there are no analytical 
solution. In this also we have super quality, open source, public domain soft wares that will actually carry 
out to give the solution of convex optimization problems very easily. We have many tricks to convert non 
convex problems in to convex problems. 
2.2. Convex Sets 
 
2.2.1. Affine set 
        Affine set can be defined as a set where any two distinct points and line through them are all inside 
the set. We can parameterise the line going through those two points using the parameter such as ∅.  ∅ in 
the below parametric form can be varied whole real line. Parametric form for the affine set can be written 
as 
                                                                    x= ∅𝑥1 + (1-∅)𝑥2   (∅ ∈ 𝑅)                                            (2.1) 
2.2.2. Convex set 
          It can be defined as a set where any two distinct points and the line segment through them are all 
inside the set. We can parameterise the line segment through those two points using parameter such as∅. 
Here ∅ will not have whole real values, but it will only have the values between 0 and 1. Parametric form 
for the convex set can be written as 
                                                     x= ∅𝑥1 + (1-∅)𝑥2   with 0≤ ∅ ≤ 1                                     (2.2) 
 
Examples of convex set 
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                                                          FIGURE 2-1: Examples of Convex Set 
                      
2.2.3. Convex combination and convex hull  
              If 𝑦1, 𝑦2. . . . . . 𝑦𝑘 are the elements of some set A, then convex combination of these elements 
can be defined as 
                                y=∅1𝑦1+ ∅2𝑦2+. . . . . . . . . . . . ∅𝑘𝑦𝑘 with ∅1+ ∅2+……….+∅𝑘=1                      (2.3) 
             set of all possible convex combinations of the points in the given set A can be called as convex 
hull of the set A. Figures below shows the examples of  convex hulls for two different sets. 
                                                
                     
                                                                   FIGURE 2-2: Convex Hull       
2.2.4. Convex cone   
                          If 𝑦1 𝑎𝑛𝑑 𝑦2are the elements of some set A, then conic combination of these elements 
can be defined as 
                                                            y=∅1𝑦1+ ∅2𝑦2     with  ∅1, ∅2 ≥ 0                                          (2.4) 
13 
 
It is a special division of linear combination of points. The below figure is a convex cone represents the 
set of points which satisfies above equation for different combinations of ∅1, ∅2. Convex cone is a convex 
set. 
                              
                                                                   FIGURE 2-3 : Convex Cone 
                                                                  
2.2.5. Hyper planes and Half spaces  
    Hyper plane is a set having the the form { y | 𝑐𝑇𝑥 = 𝑑}, Where d is a  constant. And any point which 
satisfies equation 𝑐𝑇𝑥 = 𝑑 will also lie in hyper plane. 
    Half space is a set having the form { y | 𝑐𝑇𝑥 ≤ 𝑑 }, Where d is a constant and c is a normal vector 
should not be zero. It is similar to hyper plane but we just take area on one side of that plane. Half space 
is not wicked space. It is not subspace. Hyper planes are affine and convex whereas half spaces are convex 
but not affine. 
2.2.6. Euclidian balls and Ellipsoids 
Euclidian ball with centre 𝑥𝑐 and radius a can be defined as  
                                                   S (𝑥𝑐, 𝑏) = { y  | | ⃦ y −  𝑥𝑐   ⃦2 }= { 𝑥𝑐 + 𝑏𝑣|    ⃦v   ⃦⃦2}                         (2.5) 
Ellipsoid is set having the form  
                                                    { y | (𝑦 −  𝑥𝑐 )
𝑇 𝑄−1 (𝑦 −  𝑥𝑐  ) ≤ 1 } with Q ∈  𝑆++
𝑛                      (2.6) 
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        In above equation Q is a positive semi definite matrix. Ellipsoid is generalization of Euclidian ball. 
Ellipsoid and Euclidian balls are convex sets.  
                                          
                                                               FIGURE 2-4: ELLIPSOID 
 
2.2.7. Norm 
 Norm is any function denoted by    ⃦⃦ .   ⃦ that satisfies the following conditions, 
1)     ⃦ y   ⃦ ≥ 0;    ⃦ y   ⃦ =0 if and only if y=0 
2)     ⃦m y   ⃦ = |m| |y| for m∈R 
3)      ⃦u + v  ⃦ ≤   ⃦ m   ⃦ +    ⃦ v   ⃦   
2.2.8. Norm balls and Norm cones 
           For general norms we can define norm ball. This ball does not look like a ball, it is the ball in the 
general sense. Norma ball with centre  𝑦𝑐 and radius b can be defined as  
                                                       Norm ball:   {y |  | ⃦ y −  𝑦𝑐    ⃦  ≤  r}                                                   (2.7) 
                   we defined the norm ball very much similar as we define the Euclidian ball but they are 
going to look different. Norm cone is any point (y,u) where norm of  the y is less than or equal to u. 
This can be written as 
                                                              Norm cone: { (y,u) |  ⃦ y   ⃦ ≤ u }                                                        (2.8) 
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2.2.9. Polyhedra 
It is a solution set of finitely many linear inequalities and equalities.  we can represent it as  
                                                                 P: {y| My⩽ n , Ry ⩽ t}                                                    (2.9) 
                                 
                                                                      FIGURE 2-5:  Polyhedra 
      The above figure is a example of Polyhedra which is intersection of finite number of half spaces and 
hyperplanes. In the above figure we got 5 half spaces defined by normal vectors a1 to a5. So if we find the 
intersection of all half spaces regarding a1 to a5 we will get the shape as shown in the above figure. Polyhedra 
is a convex set. 
2.2.10. Positive semi definite cone 
     Generally  the set of m×m symmetric matrices can be denoted as  𝑆𝑚. And this 𝑆𝑚 is a convex set and affine 
set. Now positive semi definite cone can be defined as  
                                                                   𝑆+
𝑚 = { Y ∈ 𝑆𝑚 | Y⩾ 0}                                                   (2.10) 
  By seeing above equation we can say that positive semi definite cone is the set of positive semi definite matrices 
and it is a convex cone. 
2.2.11. Proper cone 
        A Convex cone M ⊆  𝑅𝑛 can be called as a proper cone if it satisfies the following conditions 
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1) The cone M should be a closed set 
2) M should not contain any empty space in the interior 
3) M should be pointed means it should not contain any line 
         Closed set means if we have any shape and the set includes the boarder of that shape with the boundary of 
that shape with the boundary of that set then it is a closed set. As per the above second above condition interior 
means inside the set means set not including the boundary. 
 
2.3. Convex functions 
 
2.3.1. Convex function 
A function g: 𝑅𝑛 →R can be called as a convex function[1], if domain of function g is a convex set and 
satisfies the following condition 
                             g (∅𝑢 + (1 − ∅)𝑣) ≤  ∅ g(u) + (1-∅𝑔(𝑣))        ⩝ u,v ∈ dom g, 0 ≤ ∅ ≤ 1            (2.11) 
      In terms of the graph, let us assume we have a graph of the particular function as shown below, then 
draw a chord for the graph then if chord lies above the graph then we can say that the function is 
convex. 
                                                     
                                                         Figure2-6: Graph of a convex function 
2.3.2. Examples of convex functions 
1) Affine function i.e Cx+d on R for any c,d ∈ R is a convex function 
2) Exponential function exp(by) for b beloongs to real number set is convex function 
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3) Powers of the form 𝑦𝑏 for b ≥ 1 or b ≤ 0 is always convex function 
2.3.3. Examples of convex functions on Rn and  Rm×n  
1) Affine function having the form 𝑏𝑇y+c ,general form of affine function on Rn is a convex function, 
where y and c are the vectors and b is a matrix 
2) Any norm is a convex function 
3) Affine function on Rm×n i.e affine function for matrices is also a convex function 
4) Maximum singular norm having the form   ⃦ X   ⃦2 is also a convex function. 
2.3.4. First order condition for convexity 
    This first order condition for convexity is very important and it actually a hint as to why convex 
optimization actuallry works very very well.This says that if any function g is differentiable and has a 
convex domain then that function will be convex[1], if  
                                          g(v)  ≥  g(u)+ ∇g(v)𝑇(v-u)   ⩝ u,v ∈ dom g                                  (2.12) 
2.3.5. Second order condition for convexity 
     A function g is twice differentiable if the domain of the function g is open and the hessian of the 
function must be belongs to 𝑆𝑛. Now this second order condition says that if a function g is twice 
differentiable, then that function can be convex if hessian of that function is convex i.e  
                                        ∇2 (g(y))⩾ 0   ⩝ y ∈ dom g                                                                   (2.13) 
Quadratic function, quadratic over linear , log-sum-exp functions are some examples of convex 
functions which satisfies second order conditions. 
2.4. Convex optimization problems 
 
2.4.1. Optimization problem in standard form 
          minimize   𝑔0(𝑦) 
          Subject to 𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
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                              𝑝𝑗(𝑦) = 0,  j=1, 2,…..m 
    Where     y ∈ 𝑅𝑛 is optimization variable 
                      𝑔0 :  𝑅
𝑛 → 𝑅 is objective function  
                      𝑔𝑗:   𝑅
𝑛 → 𝑅,  j=1,2,…..n  are the inequality constraint functions 
                      𝑝𝑗:   𝑅
𝑛 → 𝑅,  j=1,2,…..m  are the equality constraint functions 
 The optimal value for the above optimization problem is 
                        𝑎∗ = inf {𝑔0(𝑦)| 𝑔𝑗(𝑦)≤ 0 , j=1,2,….n , 𝑝𝑗(𝑦) = 0,  j=1, 2,…..m }                 (2.14) 
   The optimal value a* is infinite if all the constraints are not satisfied by any y in the problem, because 
infimum of empty set is infinite. Similarly a* is negative infinite if the sequence of y which are feasible 
with   𝑔0(𝑦𝑖) is going to negative infinite. 
2.4.2. Optimal and locally optimal points 
 A point y can be called as feasible point if it is in the intersection of the domains of both objective and 
constraints and satisfies the constraints if the optimization problem. Now the point y is optimal point if 
the value of objective function at y is optimal value of the problem. 𝑌𝑜𝑝𝑡  is the set which contains the 
optimal points of the problem. 𝑌𝑜𝑝𝑡 is empty if the problem is infeasible or unbounded below. 
A point y is locally optimal when we add a constraint which contains positive R such that  
           minimize (over v)  𝑔0(𝑣) 
           Subject to                𝑔𝑗(𝑣)≤ 0,   j=1, 2,…..n 
                                            𝑝𝑗(𝑣) = 0,  j=1, 2,…..m 
                                                                                           ⃦𝑣 − 𝑦   ⃦2  ≤ R 
Implicit constraints 
First consider normal optimization problem 
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           minimize 𝑔0(𝑦) 
           Subject to 𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
                              𝑝𝑗(𝑦) = 0,  j=1, 2,…..m 
In the above problem 𝑔𝑗(𝑦)≤ 0, 𝑝𝑗(𝑦) = 0 are called as explicit constraints. The above problem has not 
only explicit constraints but also implicit constraints. The implicit constraint in the above problem is 
explained as follows. Actually in above problem we cannot take every y that is satisfying objective and 
constraints as an optimal solution, we should take set of y which are from the domain of objective and 
constraints and from the set we have to check which y is satisfying both constraints and the objective. 
So the constraint that y should be from the intersection of the domains of both constraints and objective 
is implicit constraint in the above problem. 
2.4.3. Feasibility problem 
Consider an optimization problem as shown below  
                                                                                find       y 
                         subject to       𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
                                                 𝑝𝑗(𝑦) = 0,   j=1, 2,…..m 
  The above problem  is special of optimization problem which can be rewritten as 
                                                                    minimize             0 
                         subject to       𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
                                                 𝑝𝑗(𝑦) = 0,   j=1, 2,…..m 
 The solution of the above problem is 0 if constraints are feasible other wise solution is infinite if 
constraints are infeasible. 
2.4.4. Convex optimization problem 
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The standard form of optimization problem can be written as [2] 
                       minimize    𝑔0(𝑦) 
                        subject to    𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
                                               𝑐𝑗
𝑇y = 𝑑𝑗,    j=1, 2,…..m 
 The above optimization problem is convex optimization problem if the objective and set of inequality 
constraint functions must be convex functions and the equality constraints must be affine functions. We  
2.4.5. Optimality criterion for differential 𝑔0 
    In a convex optimization problem if the objective function 𝑔0(𝑦) is differentiable then y is optimal 
point when y is feasible and  
                         ∇𝑔0(𝑦)(z-y) ≥ 0  ⩝ feasible z 
Equality constrained problem 
 The basic form of the equality constraint problem is as follows, 
                            minimize    𝑔0(𝑦)                         
                         subject to    CY=D 
 It is also a convex optimization problem but without inequality constraints. Now for the above type of 
equality constrained problems the solution y is optimal when there exists a m such that  
               Y ∈ dom 𝑔0 and  CY=D,   ∇𝑔0(𝑦)+ 𝐶
𝑇𝑚 = 0                     (2.15) 
Equivalent convex problems 
 Two problems are said to be equivalent if the solution of one problem is obtained with the modest 
effort from the solution of the other problem and vice versa. We have some transformations those 
preserve convexity. 
a) Eliminating the equality constraints 
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  We can get the equivalent problem of original problem by eliminating the equality constraint from the 
original problem. Suppose if we have the problem as shown below, 
                                                                    minimize    𝑔0(𝑦) 
                               subject to    𝑔𝑗(𝑦)≤ 0,   j=1, 2,…..n 
                                                 CY=D  ,        j=1, 2,…..m 
 Now we can write the equivalent form for the above problem by eliminating the equality constraints. In 
the above problem we can eliminate CY=D and the way we do is that, we found a matrix G and point 𝑦𝑜 
so that CY=D is equivalent to y = Gz + 𝑦𝑜. Now we can make a new problem by replacing y = Gz + 𝑦𝑜 
in the above problem by removing CY=D then we will get the equivalent for the above problem as 
                                                                      minimize (over z)       𝑔0(Gz +  𝑦𝑜)   
                             Subject to                    𝑔𝑗(Gz +  𝑦𝑜) ≤ 0,   j=1, 2,…..n 
If the above problem with equality constraint is convex then its equivalent problem with its equality 
constraint is also convex because the functions in equivalent problem is affine composition of functions 
in original problem which preserves the convexity. Both original and equivalent problem are only 
equivalent but not identical. 
b) Introducing equality constraints 
  Now let us do the reverse operation to the above operation. Let us take one optimization problem and 
add equality constraint, adding equality constraint causes in increasing the variables and solving such 
type of problems are difficult compared to the problems which do not have equality constrain also very 
useful in solving optimization problem in many cases. Now let us take the problem as shown below 
                                                                      minimize      𝑔0(𝐶𝑜𝑢 + 𝑑𝑜)   
                                   Subject to    𝑔𝑗(𝐶𝑗𝑢 + 𝑑𝑗) ≤ 0,   j=1, 2,…..n 
 Now the equivalent problem for the above problem by adding equality constraint is  
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                                                             minimize(over 𝑢𝑖,𝑣𝑖)     𝑔0(𝑣0) 
                        subject to                           𝑔𝑗(𝑣𝑗)≤ 0,                 j=1, 2,…..n 
                                                               𝑣𝑗  = 𝐶𝑗 𝑢 + 𝑑𝑗            j=1, 2,…..n 
So we introduce new variable 𝑣0 in place of  𝐶𝑜𝑢 + 𝑑𝑜 and 𝑣𝑗  in place of  𝐶𝑗 𝑢 + 𝑑𝑗 . And here the problem 
started with no inequality constraints after the  elimination step we have added variables and added 
equality constraints. This is not look like progress. But this method is first step to lots of progress. 
c) Introducing slack variables for linear inequalities 
We can write the equivalent form to the optimization problems by introducing the new variables called 
slack variables. First let us take the normal optimization problem as shown below. 
                          minimize     𝑔0(𝑦) 
                          subject to,   𝑐𝑗
𝑇y ≤  𝑑𝑗,     j=1, 2,…..n 
Now above problem is equivalent to (after introducing slack variables) 
                           minimize (over y and m)     𝑔0(𝑦) 
                           subject to,                               𝑐𝑗
𝑇y + 𝑚𝑗 =  𝑑𝑗 ,     j=1, 2,…..n 
                                                                                                           𝑚𝑗 ≥ 0             ,     j=1, 2,…..n 
 In the above constraint 𝑐𝑗
𝑇y ≤  𝑑𝑗 is converted to 𝑐𝑗
𝑇y + 𝑚𝑗 =  𝑑𝑗  (equality constraint) and 𝑚𝑗 is the slack 
variable where 𝑚𝑗=  𝑑𝑗 - 𝑐𝑗
𝑇y and we will write slack variables bigger than equal to 0 or to put in to our  
2.4.6. Linear program (LP) 
The standard form of the linear program optimization[3] problem is 
                                                                       minimize      𝑒𝑇y + f 
                                                                       subject to      Uy ≤ v 
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                                                                                                My=n 
     Linear program problem is a convex optimization problem in which it has affine function as an 
objective function and LP has some constraints. The feasible set of linear program problem is a 
polyhedron. 
Example of LP: 
Piece wise linear minimization 
The basic form of the Piece wise linear minimization can be written as  
                                                                minimize    𝑚𝑎𝑥𝑗=1,2,......𝑚 (𝐶𝑗 𝑦 + 𝑑𝑗) 
Now the above problem can be equivalently written as Linear Program problem as 
                                                                minimize         v 
                                                                subject to     𝐶𝑗 𝑦 + 𝑑𝑗  ≤ v        j=1, 2,…..m 
2.4.7. Linear fractional program 
The generalized linear program looks like this   
                                                                 minimize      𝑔0(y)    
                                                                 subject to      Uy ≤ v 
                                                                                          My=n 
Now linear fractional program is 
                                                        𝑔0(y)  =   
𝑝𝑇𝑦 +𝑞
𝑟𝑇𝑦 +𝑡"
        dom  𝑔0(y) = {y | 𝑟
𝑇𝑦 + t> 0}         (2.16)                                                        
     Linear fractional programme is generally a quasi-convex optimization problem and the above problem 
can be solved by using the method of bisection. Now we can write an equivalent linear program problem 
form for the above linear fractional program as  
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                                                                          minimize    𝑝𝑇𝑎 + 𝑞𝑏 
                                                                          subject to   Ua  ⩽ vb 
                                                                                                Ea = Fb 
                                                                                                𝑟𝑇𝑎 + tb = 1 
                                                                                                  b⩾ 0 
2.4.8. Quadratic program(QP) 
The basic form of the quadratic program problem[4] is  
                                                                         minimize     
1
2
  𝑦𝑇E y +  𝑓𝑇 y + g 
                                                                         subject to     Uy ≤ v 
                                                                                                 My=n 
In above problem E is positive semi definite matrix so objective function in above problem is convex 
quadratic function. And constraints in above problem forms a polyhedron. So quadratic problem can be 
described as minimize a convex quadratic function over a polyhedron. If E is zero in above equation we 
can recover linear program from the above problem so QP is strict extension of LP 
Examples of QP: 
1) Least squares problem is the best example of quadratic program optimization problem 
2)  Linear program problem by considering random cost is also the example of QP 
 
2.4.9. Quadratically constrained quadratic program (QCQP) 
The basic form of the QCQP is as follows 
                                                           minimize   
1
2
  𝑦𝑇𝐸0 y +  𝑓0
𝑇 y + 𝑔0 
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                                                                       subject to     
1
2
  𝑦𝑇𝐸𝑗 y +  𝑓𝑗
𝑇 y + 𝑔𝑗 ≤ 0,    j=1,2,……..n 
                                                                                               My=n 
 In the above problem both objective and first constraint is quadratic functions so it can be called as 
quadratically constrained quadratic problem. Here 𝐸0 and 𝐸𝑗 and  is a positive semi definite matrices. 
 
2.4.10. Second-order cone programming(SOCP)  
The basic form of the second order cone programming [5] is 
                                                           minimize      𝑔𝑇y 
                                                           subject to        ⃦  𝐶𝑗𝑦 +  𝑑𝑗    ⃦2  ≤  𝐴𝑗
𝑇y + 𝑏𝑗   j=1,2,……..n 
                                                                                                 My = f 
                                                                      Where  𝐶𝑗 ∈ 𝑅
𝑚𝑗×𝑚 and  M ∈ 𝑅𝑣×𝑚 
 In the above problem inequalities can be called as second order conic constraints. In the above problem 
if we take 𝑚𝑗 as zero then above SOCP will be transformed to LP problem and if we take 𝐴𝑗=0 then above 
problem will be transformed to QCQP. We can treat SOCP as more general form compared to LP and 
QCQP. 
2.4.11. Geometric programming 
Monomial function: The function g having the form g(y) = a 𝑦1
𝑐1  𝑦2
𝑐2 . . . . . . . . . 𝑦𝑚
𝑐𝑚  where domain of g= 
𝑅++
𝑛   and a>0 and exponent 𝑐𝑚 ∈ R can be called as monomial function. 
Posynomial function:  posynomial function can be defined as the sum of the monomials which can be 
defined as  
                                                g(y)=∑ a 𝑦1
𝑐1𝑘  𝑦2
𝑐2𝑘 . . . . . . . . . 𝑦𝑚
𝑐𝑚𝑘𝐾
𝑘=1         dom g= 𝑅++
𝑛                       (2.17) 
Now the basic form of the  geometric programming is 
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          minimize    𝑔0(𝑦) 
          Subject to    𝑔𝑗(𝑦)≤ 1,   j=1, 2,…..n 
                                 𝑝𝑗(𝑦) = 1,  j=1, 2,…..m 
              Where  the function  𝑔𝑗(𝑦) should be posynomial and  𝑝𝑗(𝑦) should be monomial function 
 
2.4.12. Geometric program in convex form 
 We can convert geometric program problem in to convex optimization problem by doing some simple 
transformations. For that first of all take  𝑥𝑗 = log 𝑦𝑗 then take the logarithmic cost,  
Now the monomial constraint   g(y) = a 𝑦1
𝑐1  𝑦2
𝑐2 . . . . . . . . . 𝑦𝑚
𝑐𝑚  will be converted to  
                                        log g( 𝑒𝑥1 , . . . . . . . . . . . 𝑒𝑥𝑛) = 𝑒𝑇𝑥 + f                                                           (2.18) 
and the posynomial constraint  g(y)=∑ a 𝑦1
𝑐1𝑘  𝑦2
𝑐2𝑘 . . . . . . . . . 𝑦𝑚
𝑐𝑚𝑘𝐾
𝑘=1   will be converted to   
                                        log g( 𝑒𝑥1𝑘, . . . . . . . . . . . 𝑒𝑥𝑛𝑘) = log (∑ 𝑒𝑐𝑘
𝑡𝑥+𝑓𝑘)𝐾𝑘=1  where 𝑓𝑘=log 𝑎𝑘          (2.19) 
Now  geometric program will be transformed to convex problem as 
                                                       minimize   log (∑ exp(𝑐0𝑘
𝑇 𝑥 + 𝑓0𝑘)
𝐾
𝑘=1 )   
                                                       subject to  log (∑ exp(𝑐𝑗𝑘
𝑇 𝑥 + 𝑓𝑗𝑘)
𝐾
𝑘=1 )  ≤ 0 j=1,2,….n 
                                                                           Ux+v=0 
 
2.4.13. Generalized inequality constraints 
We can have convex optimization problem having generalized inequalities instead of normal inequalities 
which can be shown as follows  
                          minimize    𝑔0(𝑦) 
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                        subject to    𝑔𝑗(𝑦)  ⩽𝑘𝑗 0,   j=1, 2,…..n 
                                                                                               Cy=d,          j=1, 2,…..m 
In the above convex optimization problem  𝑔0: 𝑅
𝑛 → 𝑅 is a convex function, 𝑔0: 𝑅
𝑛  → 𝑅𝑘𝑗 and 𝑘𝑗 is 
the convex with respect to proper cone 𝑘𝑗 
 Conic  form problem: 
The standard form of the conic form problem is as follows 
                                                             minimize  𝑒𝑇𝑦 
                                                             subject to   Gy+f ⩽𝑘 0 
                                                                                        Cy=d 
The above is also a special case of optimization problem having objective and constraints as an affine 
function and constraints are the generalized inequality constraints. 
2.5. Semidefinite program(SDP) 
The standard form of the semi definite  program [6]is as follows 
                                                                  minimize  𝑒𝑇𝑦 
                                                             subject to  𝑦1𝐺1 + 𝑦2𝐺2+. . . . . . . . . . +𝑦𝑛𝐺𝑛+F⩽0 
                                                                                      Cy=d 
                                                                                      Where 𝐺𝑖 , F ∈ 𝑆
𝑘 
The inequality constraints present in above problem can be called as linear matrix inequalities. 
Semidefinite program problems may also contain multiple linear matrix inequalities as shown below. 
                                                          𝑦1𝐺1 + 𝑦2𝐺2+. . . . . . . . . . +𝑦𝑛𝐺𝑛+F⩽0                                         (2.20) 
                                                   𝑦1𝐺11 + 𝑦2𝐺22+. . . . . . . . . . +𝑦𝑛𝐺𝑛𝑛+F1⩽0                                  (2.21)   
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We can write above two linear matrix inequalities as single linear matrix inequality as shown below 
                      𝑦1 [
𝐺1 0
0 𝐺11
] + 𝑦2 [
𝐺2 0
0 𝐺22
] +. . . . . . . . . . . . . . 𝑦𝑛 [
𝐺𝑛 0
0 𝐺𝑛𝑛
] + [
𝐹 0
0 𝐹1
] ⩽0             (2.22) 
LP and equivalent SDP 
The standard form of linear program  is  
                                                 minimize  𝑏𝑇𝑦 
                                                 subject to  Cy⩽ a 
Now the equivalent semidefinite program form for above LP is as follows 
                                                 minimize  𝑏𝑇𝑦 
                                                 subject to   diag(Cy-a) 
2.5.1. SOCP and equivalent SDP 
The standard form of SOCP is  
                                                   minimize      𝑔𝑇y 
                                                    subject to        ⃦  𝐶𝑗𝑦 +  𝑑𝑗    ⃦2  ≤  𝐴𝑗
𝑇y + 𝑏𝑗   j=1,2,……..n 
Now the equivalent semidefinite program for above SOCP is 
                                                              
minimize      𝑔𝑇y 
                                                    subject to      [
 (𝐴𝑗
𝑇y +  𝑏𝑗)𝐼 𝐶𝑗𝑦 +  𝑑𝑗
𝐶𝑗𝑦 +  𝑑𝑗
𝑇  𝐴𝑗
𝑇y +  𝑏𝑗
]⩾0  j=1,2,……..n 
2.5.2. Eigenvalue minimization 
                                                      minimize  𝜆𝑚𝑎𝑥(B(y)) 
                                            where B(y) = 𝐵0 + 𝑦1𝐵1+. . . . . . . . . . 𝑦𝑛𝐵𝑛(given 𝐵𝑖 ∈ 𝑆
𝑘) 
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Now for the above problem equivalent SDP is 
                                                        minimize  v 
                                                        subject to  B(y)⩽ vI 
Here variables y∈ 𝑅𝑛, v ∈ R and follows from 𝜆𝑚𝑎𝑥(B) ⩽ v ↔ B⩽ vI 
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Chapter-3 
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3. Problem formulation and implementation 
3.1. co-ordinated multipoint transmission[7] (CoMP):  
In downlink beam forming inter cell interference has become a major problem to improve the spectrum 
efficiency in universal frequency reuse networks. . In addition to co-channel interference mitigation, 
efficient beam former design can improve downlink system capacity and minimize total transmit power 
[12]. One way to achieve efficient beam- former design is coordination between neighbouring Base 
stations (BS) s [13]. This technique is also called co-ordinated multipoint transmission (CoMP). CoMP 
is two types one is centralized CoMP and other one is decentralized CoMP. 
3.2. centralized CoMP 
In centralized CoMP The central unit does all signal processing tasks with BSs sharing their data and 
global CSI [14]. In centralized CoMP[8],  all users present in the cellular network sends the data and 
channel state information(CSI) to its local BS then all BS  
                            
                                                            Figure 3-1: Centralized CoMP 
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sends that data and CSI sent by the respective local users to the central processing unit through ideal 
backhaul. In this way coordination between the BSs will take place centralized CoMP. But centralized 
CoMP requires some additional resources of ideal backhaul which is practically impossible. That is the 
reason why Distributed or decentralized CoMP systems have become a recent research interest as we 
have practical limitation in centralized CoMP [15]. 
3.3. De-centralized CoMP 
In this frame work each user send its channel state information not only to its local user but also to all 
BSs present in the cellular network. In this decentralized CoMP [9] we need not to have  
           
                            
                                                            Figure 3-2: Decentralized CoMP 
 
central unit for the coordination between the BSs. And in this method each BS sends the data to its laocal 
only but it wont send the data to any other BS or central unit. In this we need not to have latency back 
hauls. 
3.4. Robust Downlink beamforming[10] 
Acquisition of CSI at the transmitter i.e. BS (CSIT) in downlink beamforming in COMP system is very 
essential for effective downlink beamforming towards the desired user terminal. But even with 
sophisticated training, estimated CSI cannot be perfect in the practical systems due to several reasons like 
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estimation error, delay and quantization errors. Hence in addition to design of decentralized CoMP system 
it is important to find the robust design methodologies against imperfect channel knowledge for 
accomplishing the effective gains of CoMP in practical scenarios.  
 
            Hence in addition to design of decentralized CoMP system it is important to find the robust design 
methodologies against imperfect channel knowledge for accomplishing the effective gains of CoMP in 
practical scenarios. In robust formulation of cellular beamforming problem the true CSIT is considered 
to be confined within an uncertainty region and beamforming vectors are designed such that they remain 
feasible despite the imperfections in estimated channel [16]. Such problems typically lead to optimization 
problems with infinite number of constraints and reformulating them to tractable equivalent forms is a 
challenging task. Recently many robust methodologies against channel imperfections have been 
developed for cellular networks. For example, authors in [17] have proposed multicellular downlink beam 
former design with the objective of minimizing the sum power used by each BS to transmit data to local 
users. In addition CSI imperfection is considered and signal to interference plus noise ratio (SINR) is 
maintained above the desired level. Solution for the above problem has been obtained with the help of S-
procedure and semi definite relaxation (SDR). In [18] authors studied multi-cell wireless networks and 
especially focussed on joint robust transmission optimization over the cells. They aimed at maximizing 
the minimum worst case rate of the network with imperfect CSI. Optimized solution has been achieved 
by converting the problem in to convex problem and solving it by employing convex optimization 
problem solvers. In [19] authors minimize the total transmit power at BSs by taking equivocation rates 
and individual SINR as constraints. In [20] authors minimize the total downlink power at BSs by 
restricting the SINR outage probability below a threshold.  
 
      Here in our problem we considers a decentralized CoMP approach in which each BS with in a cell 
only sends data to its local user. This technique helps in reducing the signalling overhead compared with 
centralized CoMP. Here we formulate a robust distributed optimization problem that maximizes the 
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received signal power of each user present in a particular cell subject to total transmitted power at the 
base station remains below the required level and overall interference on the other cell users due to the 
transmission of BS in given cell should be maintained below a desired level in the presence of imperfect 
CSI. We considers the imperfections in CSI between true and estimated channel coefficients is confined 
within a spherical uncertainty set. The worst case solution of the above proposed problem can be obtained 
by reformulating non convex problem as semi definite relaxation and constraints as linear matrix 
inequalities. 
 
3.5. System model and problem  formulation 
 
       We consider a cellular network with N cells. We assume that each cell in cellular network consists 
of one base station and each base station in the network is equipped with M no of antennas. Further we 
consider L active single antenna users in each cell of the network. In the cellular network each BS directs 
the beam to its corresponding users. Objective of the directed beams is to increase the received signal 
power of desired user and to restrict the inter-cell interference to the other users below a particular value. 
In addition, it also maintain the total signal power transmitted by the BS below a particular threshold. Let, 
 S𝑙={ 1,2,……U} is the set of locally active users in particular cell q and So={ 1,2,……R} the set of user 
in adjacent cells which are subjected to inter-cell interference due to the transmission by the q-th BS with 
in the network. Here we define, hi ∈ ℂ
Mх1 as the channel vector which consists of channel coefficients 
between the BS in cell q and active users i ∈ 𝑆𝑙, gt ∈ ℂ
M×1 as  channel vector which consists of channel 
coefficients between the q-th BS and users t ∈ So.The received signal at user ‘i’ is given by,  
                           yi=hi
Hwisi +   ∑  hi
Hwjsj
U
j=1,j≠i  + vi + ni ,                                    (3.1) 
where, wi ∈ ℂ
Mх1is the beamforming  vector  corresponding to the i-th  user and si is the complex scalar 
which denotes the data symbol for user i. The resultant inter-cell interference observed at user ‘i’ because 
of the transmission by BSs in the cells other than q is denoted by vi.  ni denotes the circularly symmetric 
complex Gaussian random variable at user ‘i’ which has zero mean and variance σ2, ni~ℂℕ(0, 𝜎
2). We 
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also assume that the average energy of the transmitting symbol si is normalized to unity i.e Esi(|si|
2) 
=1.The expression for the signal to interference plus noise ratio observed by user ‘i’ can be written as  
 
                                                                      SINRi=
|hi
Hwi|
2
∑   |hi
Hwi|
2+ξi+σ
2
j≠i  
 ,                                           (3.2)            
where, ξi in above expression is total inter-cell interference experienced by user ‘i’ due to the BSs in other 
cells i.e ξi=E[|vi|
2]. Next, to maximize the capacity for the desired user, we formulate an optimization 
problem maximizing the SINR while satisfying the transmit power constraint. Since maximizing SINR is 
non convex we maximize the received signal power while restricting the undesired interference power to 
other users. Thus, if every BS restricts interference power to some threshold, the optimization problem to 
calculate the optimum downlink beamforming vectors at any given BS q, can be expressed as   
                                                                        max    |hi
Hwi|
2
 
                                              s.t          ∑ ∑ μt iƐS𝑙 tƐ So  wi
H gt gt
H wi  ≤   K 
                                                                             ∑  iƐS𝑙 ƞi wi
H wi  ≤  Pq,                                         (3.3)        
 
where, K is the maximum allowed interference power at active users t ∈ So due to the  transmission of 
BS q. Pq is the maximum allowed  transmitted signal power by the BS q. The weighting factor needed for 
the active user i ∈ S𝑙 is represented by ƞi and μt required for the adjacent outer-cell users t ∈ So by the 
BS q. These coefficients are used by the scheduler for setting up the priority levels which depends on the 
quality (cost) of requested services by different users or to proportionally maintain fairness among the 
users. The   objective function in (3) denotes the received signal power at user i, i.e. i  ∈   S𝑙 and left side 
term of inequality in constraint one in (3) is the overall interference power on the other cell users except 
users in S𝑙 due to the transmission of BS q. Finally left side term of inequality in constraint 2 in (3) is the 
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total signal power transmitted by the BS q. In next section, we modify our formulation for robust solution 
by considering imperfect channel state information. 
3.6. Robust downlink beamforming formulation in the presence of CSI 
   Let us assume,  ĝt ∈ ℂ
Mх1 and  ĥi ∈ ℂ
Mх1 be the estimated CSIs at the BSs. Then the true CSI can be 
expressed as  
 
                                                                 gt = ĝt +  et,       ⩝ t Ɛ So,                                       (3.4) 
                                                                 hi = ĥi  +  ei,       ⩝ i Ɛ S𝑙, 
                      
where, et ∈ ℂ
Mх1 and ei ∈ ℂ
Mх1 denotes the CSI error vectors. We considered that the vectors et and ei 
are bound with in a ellipsoidal sets defined as 
  
                                                                 et
HQtet ≤ 1,          ⩝ t Ɛ So,                                        (3.5) 
                                                              ei
HQiei ≤ 1,          ⩝ i Ɛ S𝑙,                                          (3.6) 
                     
where,  Qt ∈ ℂ
M×M and  Qi ∈ ℂ
M×M are a positive semi definite matrix which characterizes the shape and 
size of the ellipsoid. Substituting for  gt  and hi from (4) in (3), we will get  
                            
                                        
max
wi
   
min
 ei
HQiei  ≤  1
           | (ĥi
H + ei
H)wi |
 2 
                        s.t   
min
 ei
HQiei  ≤  1
       ∑ ∑ μt iƐS𝑙  tƐ So wi
H  (ĝt + et)(ĝt
H + et
H) wi   ≤ K 
                                          ∑  iƐS𝑙 ƞi wi
H wi ≤ Pq,   ⩝ i Ɛ S𝑙                                      (3.7) 
       By introducing slack variable z, we can write (7) as 
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                          max    z                                                                                (3.8) 
s.t       | (ĥi
H + ei
H) wi|
 2 ≥ z, 
               ei
HQiei ≤ 1,  ⩝  i Ɛ S𝑙,   
                    
min
 ei
HQiei  ≤  1
     ∑ ∑ μt iƐS𝑙  tƐ So wi
H(ĝt +  et)( ĝt
H + et
H) wi ≤ K, 
                                    et
HQtet ≤ 1,   ⩝  t Ɛ So,                       
                                    ∑  iƐS𝑙 ƞi wi
H wi ≤ Pq . 
                 The problem in (8) and its constraints can be rewritten as 
                                             min   -z                                                                                (3.9) 
                      s.t   (ĥi
H + ei
H)  𝐖i
 
  (ĥi + ei) –z ≥ 0, 
                                   ei
HQiei ≤1,         ∀ i ∈ S𝑙,                                    
                           − ∑ ∑ μt iƐS𝑙  tƐ So ( ĝt
H + et
H) 𝐖i(ĝt + et) +K  ≥ 0, 
                                         et
HQtet ≤ 1,        ⩝ t Ɛ So,  
                                      Rank(𝐖i) = 1,       ⩝ i Ɛ S𝑙, 
                                ∑ ∑  ƞi rj
H𝐖i
n
j∈1i∈S𝑙  rj - Pq ≤ 0, 
where, 𝐖i=wiwi
H is a positive semi definite matrix with unit rank. Here rj  is the unit identity vector of 
order n× 1 which has 1 at the j-th position and 0 everywhere with n as beamforming vector length. Next 
we discuss, linear matrix inequality based s-procedure to formulate (9) to SDP form. 
 
Lemma 1 (s-procedure [14]): Let∅i(e), for i=0, 1, be defined as 
                     ∅i(e) = e
H𝐀ie + bi
He + eHbi + ci, 
where,𝐀i ∈ ℍ
M×M,bi ∈ ℂ
M  and ci ∈ ℝ. Suppose, there exists an ê∈ ℂ
M  such that  ∅1(ê) < 0. Then the 
following two conditions are equivalent: 
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1)∅0(e) ≥ 0 and ∅1(e) ≤ 0 are satisfied for all e 
2) There exists λ ≥ 0 such that 
                         [
𝐀0 b0
b0
H c0
]+  λ [
𝐀1 b1
b1
H c1
] ≥ 0.  
The first four constraints of problem (9) can be written as 
                             ĥi
H𝐖iĥi + ĥi
H𝐖iei+ ei
H𝐖iĥi+ ei
H𝐖iei - z  ≥ 0,                                        (3.10) 
                                      ei
HQiei − 1 ≤ 0,           ∀ i ∈ S𝑙,                                                   
                       − ∑ ∑ [  μt  ĝt
H 𝐖𝐢 iƐS𝑙  tƐ So ĝt+ ĝt
H 𝐖iet+ et
H𝐖iĝt+ et
H𝐖iet]+K≥0,              (3.11) 
                                           et
HQtet −1 ≤ 0,                       ⩝ t Ɛ So,  
As per Lemma1, the pairs of inequalities in (10) and (11) hold if and only if there exist λi ≥ 0 and λt ≥ 0 
such that the matrix inequalities in (12), indicated in the  following page hold. From the second 
inequalities in (10) and (11) one can understand that the condition ∅1(ê) < 0 is trivially satisfied. Hence 
the optimization problem in (9) can be equivalently rewritten as         
                                                min     –z                                                                           (3.13) 
                                  s.t          ɱi≥0,           ⩝ i Ɛ S𝑙, 
                                                    ɱt≥0,           ⩝ t Ɛ So, 
                                                     λi ≥0,           ⩝i,t 
                                                       λt≥0,              ⩝i,t 
                                         Rank(𝐖i) = 1,         ⩝ i Ɛ 𝑆𝑙, 
                                    ∑ ∑  ƞi rj
H𝐖i
n
j∈1i∈S𝑙  rj - Pq ≤ 0. ⩝ i Ɛ S𝑙 
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Here we can observe that the rank constraint in (13) is not convex. The problem in (13) can be solved by 
removing the fifth non–convex constraint and solving the remaining convex problem using numerical 
optimization packages, e.g., CVX [21] solver, and finally keeping only the rank one solutions for 𝐖i. 
 
 ɱi = [
𝐖i + λiQi 𝐖iĥi
ĥi
H𝐖i ĥi
H𝐖iĥi − z − λi
]    ≥ 0,      ⩝ i Ɛ S𝑙 
                                                                                                                                                      (3.12)  
  ɱt=[
 − ∑ ∑  μt  iƐS𝑙  𝐖i + tƐ So λtQt −   ∑ ∑  μt  iƐS𝑙  𝐖i  ĝt tƐ S0
− ∑ ∑  μt  ĝt
H
iƐS𝑙    tƐ So 𝐖i − ∑ ∑  μt  ĝt
H
iƐS𝑙    tƐ So 𝐖iĝt + K − λt
]    ≥ 0,      ⩝ t Ɛ S0
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4. SIMULATION RESULTS 
4.1. Simulation set up 
 
   In this section, we evaluate performance of cellular network in terms of improvement in 
capacity of desired user by using the solution of the problem in (13).In the first step, we 
generate the 7-cell cluster and users, in every cell of the cluster. Fig.1 shows the example of 
one user distribution with 7 users. Monte Carlo simulations have been performed over the 
distribution of one user and we produce 100 uncertain channel realization per user satisfying 
⃦ 𝑒𝑡    ⃦
2≤  𝜀2 with different 𝜀 values. Here we employ channel model used in [14] which is given 
as  
 
                                        gt= 10
−(128.1+37.6 log10(𝑙))/20. Ψt.φt.(ĝt+et)                     (4.1)           
 
where, the distance between the BS and the user is denoted by “l”,  𝛹𝑡 and 𝜑𝑡 are the shadowing 
and antenna gain respectively.ĝt and et indicate the estimated CSI and CSI error corresponding 
to i th user. Here we choose a spherical uncertainty set with error radius i.e 𝑄𝑏= 𝜀
−2𝐼𝑀  for all 
b = t,i. 
 
4.2. Performance evaluation 
                
   In this sub-section, we examine the performance of robust downlink beamforming for the 
maximization of capacity of the desired user in the presence of imperfect CSI. Fig.2, Fig.3 and 
Fig4 illustrates the plot of target power level at BS versus total capacity of the desired user. In 
Fig.2 we compare the capacity of desired user with different upper bounds for interference  
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power (K) induced on the other user by varying the total power at BS in seven cell scenario 
with one user per cell and an error radius 𝜀 =0.5.In Fig.3and Fig.4, we perform similar analysis 
which has been done in Fig.2, but with different error radius 𝜀 =0.1 and 𝜀 =0.05 respectively. 
From Fig.2, Fig3 and Fig4, it can be observed as upper bound for interference increases total 
capacity decreases. Hence the upper minimum as possible. But for particular minimum upper 
bound for interference power, the capacity will be the capacity will be saturated.  Hence from 
the results it can be observed that solution to the proposed problem gives high capacity and 
power efficiency for a cellular network.    
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4.3. Results 
 
 
Total capacity versus targeted transmit power values in 7-cell scenario with one user per cell 
and 4 antenna elements per BS for error radius, ε=0.05 
 
Figure shown above illustrates the plot of target power level at BS versus total capacity of the 
desired user. Here we compare the capacity of desired user with different upper bounds for 
interference power (K) induced on the other user by varying the total power at BS in seven cell 
scenario with one user per cell and an error radius 𝜀 =0.05. From above result, it can be 
observed that, as upper bound for interference increases total capacity decreases. Hence the 
upper bound should be as minimum as possible. But for particular minimum upper bound for 
interference power, the capacity will be the capacity will be saturated.   
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Total capacity versus targeted transmit power values in 7-cell scenario with one user per cell 
and 4 antenna elements per BS for error radius, ε=0.1 
 
Figure shown above illustrates the plot of target power level at BS versus total capacity of the 
desired user. Here we compare the capacity of desired user with different upper bounds for 
interference power (K) induced on the other user by varying the total power at BS in seven cell 
scenario with one user per cell and an error radius 𝜀 =0.1. From above result, it can be observed 
that, as upper bound for interference increases total capacity decreases. Hence the upper bound 
should be as minimum as possible. But for particular minimum upper bound for interference 
power, the capacity will be the capacity will be saturated.  Hence from the above result it can 
be observed that solution to the proposed problem gives high capacity and power efficiency for 
a cellular network.    
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Total capacity versus targeted transmit power values in 7-cell scenario with one user per cell 
and 4 antenna elements per BS for error radius, ε=0.5 
 
Figure shown above illustrates the plot of target power level at BS versus total capacity of the 
desired user. Here we compare the capacity of desired user with different upper bounds for 
interference power (K) induced on the other user by varying the total power at BS in seven cell 
scenario with one user per cell and an error radius 𝜀 =0.5. From above result, it can be observed 
that, as upper bound for interference increases total capacity decreases. Hence the upper bound 
should be as minimum as possible. But for particular minimum upper bound for interference 
power, the capacity will be the capacity will be saturated.  Hence from the above result it can 
be observed that solution to the proposed problem gives high capacity and power efficiency for 
a cellular network.    
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Total capacity versus targeted transmit power values in 7-cell scenario with one user per cell 
and 4 antenna elements per BS for error radius, ε=0.01 
 
Figure shown above illustrates the plot of target power level at BS versus total capacity of the 
desired user. Here we compare the capacity of desired user with different upper bounds for 
interference power (K) induced on the other user by varying the total power at BS in seven cell 
scenario with one user per cell and an error radius 𝜀 =0.01. From above result, it can be 
observed that, as upper bound for interference increases total capacity decreases. Hence the 
upper bound should be as minimum as possible. But for particular minimum upper bound for 
interference power, the capacity will be the capacity will be saturated.  Hence from the above 
result it can be observed that solution to the proposed problem gives high capacity and power 
efficiency for a cellular network.    
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Total capacity versus targeted transmit power values in 7-cell scenario with one user per cell 
and 4 antenna elements per BS for error radius, ε=0.005 
 
Figure shown above illustrates the plot of target power level at BS versus total capacity of the 
desired user. Here we compare the capacity of desired user with different upper bounds for 
interference power (K) induced on the other user by varying the total power at BS in seven cell 
scenario with one user per cell and an error radius 𝜀 =0.005. From above result, it can be 
observed that, as upper bound for interference increases total capacity decreases. Hence the 
upper bound should be as minimum as possible. But for particular minimum upper bound for 
interference power, the capacity will be the capacity will be saturated.  Hence from the above 
result it can be observed that solution to the proposed problem gives high capacity and power 
efficiency for a cellular network.    
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5. Conclusion and Future work 
5.1. Conclusion 
This work Maximizes the capacity of the cellular network by increasing the received signal 
power and reducing the inter-cell interference induced from other cell BSs at every user in the 
network while satisfying the transmit power constraint  in the presence of imperfect CSI. We 
formulated an optimization problem for improving the capacity of the desired user and later we 
modify our original non convex problem in to a tractable formulation with convex constraints 
and LMI. We showed that reformulated problem can be solved easily by using semi definite 
relaxation. Simulation results have shown that minimum upper bound for interference power 
gives more capacity for the cellular network and at some minimum upper bound capacity will 
be saturated. We also observed that higher value for error radius demands more robust system. 
5.2. Future Work 
Till now we tried for Robust Downlink Beamforming for Capacity Maximization using 
Semidefinite programming now in future we can do the Robust Downlink Beamforming for 
Capacity Maximization, using second order conic programming as semidefinite programming 
has computational complexity and SDP is expensive compared to secondorder conic 
programming. 
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