It is shown that the Perona-Malik equation (PME) admits a natural regularization by forward-backward diffusions possessing better analytical properties than PME itself. Well-posedness of the regularizing problem along with a complete understanding of its long time behavior can be obtained by resorting to weak Young measure valued solutions in the spirit of Kinderlehrer and Pedregal (1992) [1] and Demoulini (1996) [2]. Solutions are unique (to an extent to be specified) but can exhibit "micro-oscillations" (in the sense of minimizing sequences and in the spirit of material science) between "preferred" gradient states. In the limit of vanishing regularization, the preferred gradients have size 0 or ∞ thus explaining the well-known phenomenon of staircasing. The theoretical results do completely confirm and/or predict numerical observations concerning the generic behavior of solutions.
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Introduction
Ever since it was proposed by Perona and Malik in 1990 [3] , the so-called Perona-Malik equation (PME) u t = ∇ · (1.
2)
The arguably most natural variational approach to understand and solve this problem does not seem viable as the relaxation of the energy functional (1.2) vanishes everywhere; indeed ϕ ≡ 0 for the convexification ϕ of ϕ. In an effort to overcome this difficulty Zhang and co-authors [4] and [5] introduced an ad-hoc concept of weak Young measure valued solution for (1.1) in one space dimension by rewriting the equation as a first order system. They proved existence of infinitely many such solutions (non-uniqueness) and obtained instability results. The class of solutions they consider exclude classical solutions. In this regard we observe that (1.1) does admit global in time classical solutions in the subcritical region where |∇u| < 1 which, as it turns out [6] , is invariant under the evolution.
In other words subcritical initial data yield classical solutions which remain subcritical for all times and converge to trivial (constant) steady-states. Such solutions cannot be captured by variational relaxation techniques which, as pointed out above, deliver a vanishing convexification and no evolution whatsoever for any initial datum. More recently, Smarrazzo and Tesei [7] [8] [9] obtained some general, albeit one-dimensional, results for forward-backward equations of PME type (not including PME) in the vanishing limit of a degenerate pseudo-parabolic regularization à la [10] . They use the concept of Young measure valued solution (different from the above one employed by Zhang), follow some ideas and techniques of [11] [12] [13] which rely on entropy inequalities. Many other regularization approaches were previously proposed over the years, starting with the early [14] up to the more recent [15] [16] [17] , and through [18] [19] [20] [21] [22] [23] [24] [25] to mention just a few. Other authors have obtained results concerning certain classes of classical solutions and/or their qualitative properties starting with [26] , where ill-posedness in the one-dimensional setting is proved, and followed by [6, [27] [28] [29] [30] . Ghisi and Gobbino recently constructed an interesting family of global classical solutions of PME to transcritical initial conditions in two space dimensions. Finally there exist attempts at obtaining insights concerning the behavior of solutions to PME by semi-discretizations in space [31] [32] [33] . Many of the efforts mentioned were motivated by the desire to reconcile empirical, numerical observations about the behavior of solutions to PME with its mathematical properties so as to provide satisfactory theoretical explanations for them.
Here another, and arguably quite natural, approach is proposed by which the equation is very mildly regularized by a family of better natured forward-backward equations and which works in any space dimension. This novel regularization is even milder than that proposed in [15] but has the advantage of having a variational structure. The latter allows for an analysis based on general results outlined in [1] and obtained by Demoulini in [2] . The regularization simply reads
(1.4)
While 0 < δ a δ 1 + δ holds for the regularized problem (1.3), which makes the problem uniformly parabolic, it remains of forward-backward type for δ < 1/8 and, thus, in the small δ regime of interest. The energy functional (1.2) is only mildly concave so that any δ > 0 is enough to make backward, respectively. Thus the backward regime of (1.3) is effectively confined to a finite interval which grows in size as the regularizing parameter vanishes. If the equation is rewritten in the form
then the function q δ has, for δ > 0, the better understood and better behaved form of a cubic nonlinearity quite frequently encountered in the theory of phase transitions, at least locally around the backward regime, and has linear behavior at infinity. It follows that unique solvability (to be made more precise later) of (1.3) can be obtained by using Young measures in a very natural way. Numerical experiments show that the presence of δ > 0 effectively introduces a bound on the maximal size of gradients of solutions thus ensuring that a solution becomes instantaneously Lipschitz continuous even for initial data which are merely L ∞ (Ω). The latter is the natural choice for the space of initial data in view of the applications of the equation to image processing and biology [3, 34, 35] . It follows that the well-known staircasing phenomenon observed for PME is replaced by a rather milder "jump-less" staircasing whereby a solution starts oscillating in a transiently failing attempt of fleeing the unstable regime by "randomly" choosing between small and large gradients in the forward regime. This gives rise to the Young measure component of the solution and is precisely the regime in which staircasing (δ = 0) is replaced by "micro-structured ramping" (0 < δ < 1/8) , that is, the tendency of solutions to exhibit flat and bounded growth zones in a locally piecewise fashion. From the theoretical point of view, the uniform parabolicity of (1.3) entails at least the Hölder continuity of any bounded solution (see later for a more precise statement). The rather intriguing transition from rough to smooth staircasing is depicted in Figs. 3 and 4 . It appears clearly that, in stark contrast with PME, its regularization (1.3) is much smoother in that its maximal gradients are confined to a bounded interval. The Young measure valued nature of the gradients is also apparent in the plotted time slice of the evolution.
In the limit as δ tends to zero, the solution is allowed to take on larger and larger gradients until, in the limit, jumps do appear and the solution looses its continuity. The maximal size of gradients grows in a quantifiable and controlled fashion, thus making it possible to obtain a limit for a rescaled version. In this regard it should be observed that the variational approach which allows to obtain a solution for (1.3) breaks down in the limit. This is due to the fact that the affine part of ϕ δ grows to cover the whole domain of definition as its "slope" decreases to zero ( ϕ ≡ 0). For such a situation the construction would deliver a solution which is frozen in the initial condition. Thus it is seen again that the only way to produce a meaningful limit would involve a rescaling of time in the process. After receiving a preliminary version of this paper, Colombo and Gobbino were able to use Gamma convergence techniques to carry out this very suggestion. Interestingly they found that carefully rescaled families of solutions u δ do possess a limit for vanishing δ which does evolve according to the well-known Total Variation flow. It is referred to their paper [36] for the details.
It is worthwhile mentioning that the properties of regularization (1.3) have important consequences in applications to image processing. The latter will be considered in another more applied paper.
While the numerical observations made for the regularized problem cannot be all proven in their strongest form, they can certainly all be justified by the theoretical results presented here. They include global existence of weak Young measure valued solutions in any space dimension which do eventually converge to trivial steady-states and which admit Young measure representations of their gradients the support of which concentrate in the origin and at infinity in the vanishing regularization parameter limit. Young measures are well suited for capturing the oscillations in the solutions' gradient between preferred states which give rise to "micro-structured" gradients.
For the sake of completeness it should be observed that, while the class of solutions constructed in this paper do indeed satisfactorily predict and reflect the behavior observed in numerical simulations, it does exclude certain classical solutions of the original problem. This is due to the fact that the relaxation procedure employed here does modify the original energy in its forward (convex) region as well.
The paper is organized as follows. In the next section the Young measure valued approach to the solvability of certain forward-backward equations is presented. In Section 3 the results are applied to the regularized problem (1.3). The results of numerical experiments are shown all along in order to motivate and/or underscore the theoretical findings.
Young measures and forward-backward diffusions
The use of non-convex functionals in the calculus of variations for applications in material science has been discussed by Chipot and Kinderlehrer in [37] where they introduced a crucial stability criterion. Later Kinderlehrer and Pedregal [1] found sufficient conditions for the validity of the criterion in terms of growth properties of the potential ϕ, thus ensuring the availability of important Young measure representations. They also outlined applications of various nature including one to the resolution of evolution equations. Demoulini [2] finally obtained comprehensive results about existence, uniqueness, and qualitative properties of solutions to gradient systems satisfying these conditions in the case of homogeneous Dirichlet boundary conditions.
A description of the method is given here in which the results of Demoulini are translated from the Dirichlet into the periodic and Neumann settings considered in this paper. Given a bounded domain Ω ⊂ R N (N 1) with piecewise smooth boundary ∂Ω, of interest is the divergence form evolutionary
where the homogeneous Neumann conditions can be replaced by a periodicity assumption provided the domain is set to be a unit box. The structural assumption that
is made along with the requirement that 
where B(R N ) is the collection of Borel sets of R N and λ N is the N-dimensional Lebesgue measure. It is possible to associate a Young measure to any given measurable function z : Ω → R N by setting
The disintegration (μ x ) x∈Ω of a Young measure μ (which does always exist, cf. [38] ) is such that for
and thus, in particular,
Finally it is said that μ is generated by a sequence of functions
The point is here of course that μ does not need to be, and, in general is not, a Young measure associated to any function. This allows the concept to capture the limiting behavior of certain increasingly oscillating sequences of functions (cf. [39] 
and 
and ν = (ν x,t ) (x,t)∈Q ∞ is a Young measure generated by a sequence of spatial gradients (as will be explained below) such that
and such that they are connected through From now on, it will therefore be required for a solution to satisfy u(t) ∈ H 
Since ϕ is not necessarily convex, and following relaxation theory, ϕ is replaced by its convexification ϕ. The energy functional E h has the same infimum as
It is readily seen that
and that
It follows that minimizers and minimizing sequences can all be assumed to lie in H 
and allow for the construction of a limit. One eventually obtains a solution of the original problem as summarized in the following theorem along with some qualitative properties which are a nice consequence of the construction. While an almost complete proof of the result will be given here, the interested reader is referred to [2] for further details of the arguments used in it modulo, of course, the necessary changes caused by the different functional setting. 
Theorem 3. Let the assumptions (2.2)-(2.3) be satisfied and take u 0 ∈ H 1 (Ω).
∞ in H 1 u 0 (Ω) as t → ∞, ∇u ∞ = R N ξ dν ∞ (ξ ) a.e. in Ω,(2.
4)
and it holds that 
The comparison principle holds, that is,
since one function is the relaxation of the other. The growth assumptions on ϕ entail that u h, j,k
There exists therefore u
as k → ∞, by compactness of the embedding
Again by means of the growth assumptions on ϕ (and thus on ϕ) and using the main results of [1] (also restated in the introduction of [2] ) it follows that 
Now, using an argument of [1, 37] , consider
and differentiating in ε = 0 yields
To conclude the latter it is necessary to show that any ψ ∈ H 1 0 (Ω) can be approximated by ψ ε ∈ C 1 0 (Ω) with ∇ψ ε ∞ C ε < ∞. This, however, follows from the boundedness of the Helmholtz projection
one also has that
By Poincaré's inequality ψ − ψ ε 2 C ∇ψ − ∇ψ ε 2 and the claim follows.
Define now
uniformly in h > 0 (in the sense that a bound exists in the corresponding norm which is independent of h > 0). Here the notation
where the inequality holds by construction. Given T > 0, (2.7) and (2.8) yield
by density of tensor products ψ(
h , p for t > 0 and a.e. in Ω as well as
Moreover u h and w h are uniformly bounded in
By weak compactness a subsequence can be found, which is not relabeled, converging to (u, ν) where u is the common limit of u h and w h in L 2 loc (Q ∞ ) (as shown at the end of [1] ). It holds that
In the same manner as in [ 
h , id , and uniqueness of weak limits.
Uniqueness of the solution follows the argument described in [2] and relies on the following independence property
The comparison principle and the claim concerning the long time behavior can also be obtained in a similar manner as in [2] . 2 Remark 4. It should be pointed out that the uniqueness result only applies to solutions which satisfy the independence condition (2.9), respect the relation between the original and the relaxed problem in the sense that ν, q = ν, p and for which ∇u(x, t) = ν x,t , id .
The regularized equation
It is now possible to formulate the main result concerning the regularized problem (1.3). It is straightforward to verify that 
Hölder regularity of u follows from the fact that it is in fact a bounded weak solution of
N , and from [40, 41] . Notice that p δ = ∇ ϕ δ for the convexification ϕ δ of ϕ δ . It therefore satisfies the claimed classical regularity for some positive α. Next using the result about the support of the Young measure contained in Theorem 3, computing the locations where convexity inversion occurs for ϕ δ , and estimating the locations where ϕ δ and ϕ δ touch, it is straightforward to verify the claim about the support of ν x,t . Next observe that
which, by Theorem 3, implies that ∇u ∞ ≡ 0 for any potential equilibrium of the evolution. As the average is a conserved quantity of the evolution, a solution originating in u 0 must eventually converge to its average, as stated. The Young measure representation of the gradients follows from Theorem 3. to prevent α δ from vanishing in the limit but also erases all information concerning the time scale for which the onset of oscillations is observed.
Remark 7.
Almost everywhere in Q ∞ one has either that supp ν x,t is a singleton, in which case Remark 8. An interesting consequence of Theorem 5 is that any solution u δ of (1.3) has an essentially bounded gradient in the backward region where oscillations may occur since
because ν is a family of probability measures and M δ is a bound for the set [ϕ = ϕ].
Remark 9.
It is interesting to observe that solutions of (1.3) are still continuous, while the same cannot be said for all solutions of the limiting PME.
Remark 10. The concept of weak Young measure valued solution for (1.3) is rather natural in hindsight. It is in fact able to capture the oscillatory behavior of the gradient caused by the attempt of solutions to flee the backward regime either developing smaller or larger gradients (see Remark 7) in an alternating fashion. While this might be the generic behavior of global solutions of PME to transcritical initial data, interestingly there do exist global classical solutions which are initially transcritical. They clearly need to have a very special structure, but there are whole families of them as shown in [42] .
Remark 11. The long time behavior of solutions, that is, the eventual convergence to a trivial steadystate for (1.3) as well as for (PME) has long been observed numerically. It is comforting to have a theoretical confirmation that this is not an artifact due to numerical diffusion but rather a feature of the equation. See Figs. 5-6.
Remark 12.
When the regularization parameter gets larger than 1/8, the equation loses its forwardbackward and degenerate character and possesses global classical solutions. Remark 13. For transcritical initial data there are effectively two times scales of evolution. In the forward and fast regime, the solution quickly tends to become constant, whereas, in the backward and slow regime, oscillations appear which survive for a long time because they cannot be readily damped by the equation as the solution carries very little left-over energy. The oscillations are caused by the solution attempting to flee the unstable regime by developing gradients of preferred small and large size. As δ tends to zero, the preferred slope sizes approach the values 0 and ∞, respectively. This is precisely the phenomenon of staircasing observed in numerical simulations of PME.
Remark 14.
These theoretical results show that a typical solution to (1.3) never develops jumps, thus does not suffer from staircasing. Numerical experiments clearly indicate that the latter is replaced, as soon as δ > 0 by a milder form of infinitesimal behavior, which could appropriately be called micro-structured ramping. Solutions with transcritical initial data will develop regions of instability in between fast forming macro-plateaus where oscillations of higher and higher frequency (in the sense of approximating sequences) are generated in an attempt to escape the unstable regime. It is also apparent that the oscillations are between two preferred states with almost vanishing and ever growing slope (in terms of δ), respectively. This behavior is illustrated in Fig. 7 where the horizontal lines represent approximations to the locations where the energy function switches convexity and are simultaneously upper or lower bounds for the preferred gradient values. This behavior is captured theoretically by the concept of Young measure solution and by the location of the support of the gradient Young measure associated to the solution. Fig. 7 . The ramping phenomenon which replaces staircasing of PME and to which it converges in the vanishing limit of the regularization.
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