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Necessary and sufficient conditions are found for a multiplier operator to be 
bounded on L2 of the line with weight IxIzu. This paper is concerned primarily with 
the case a > 4. Multiplier operators are defined on these spaces by using the usual 
definition on a subspace that is shown to be dense in the space. The case a < - t is 
treated by duality; Ial < 4 is briefly treated using a recent result on fractional 
integrals. The periodic case is also sketched. 
1. INTRODUCTION 
This paper consists of the characterization of multiplier operators T, such 
that 
I, I W(x)l* IxlZa dx < C jR If(x lxIzO dx, (1.1) 
where f is any function for which the right side of (1.1) is finite, C is 
independent off and R = (-co, co). Results in the periodic case are also 
stated; they are analogs of the results for (1.1). A sequel to this paper [ 131 
will contain the corresponding Lp results. 
It is a surprising fact that the bounded multipliers on L:, can be deter- 
mined for every value of a. If ]a] > 4 and 2a is not an odd integer, the 
multipliers that satisfy (1.1) can be characterized by two simple and familiar 
conditions. For ]a( < 4, the condition is quite different and is obtained from 
recent work of Adams [l] and Dahlberg [5]. In [ 141, the case when 2a is an 
odd integer is considered; there are no multipliers in this case except for a 
constant times the identity. In the periodic case, however, there are nontrivial 
multipliers for these a’s, and the condition is of a different type. 
The results contained here contrast with apparently similar results of 
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Strichartz [ 191 both in their content and the methods used to obtain them. 
Strichartz characterized functions m such that 
1. ~(m~,-~* (1 + IX/2n) dx < c (_ If(x)I’ (1 + /XI2n) dx (1.2) 
-iR .‘R 
for a > 4. The case CI = 1 will illustrate how different the characterizations 
are. Strichartz’s condition is equivalent to requiring the existence of a 
constant A such that 
f’+ ’ (Im(x)l’ + lm’(x)12) dx Q A 
for all real r. The condition for (1.1) proved here is the existence of a 
constant A such that the Hdrmander condition 
! r<,r,<2rl~‘(n)12 dx<Alr , , 
is satisfied and m is essentially bounded. A second difference is that our T,,,f 
does not, for reasons described below, equal (mf)’ for all Schwartz functions 
f: Another difference is that Strichartz used interpolation in his sufficiency 
proof; this does not work for our problem as shown by the absence of 
multipliers when 2a is an odd integer. 
One reason we studied these operators was to obtain L” multiplier 
theorems for orthogonal polynomial expansions. This has been successful; 
1121 contains multiplier conditions for polynomial expansions. This is done 
by using a transplatation theorem that reduces the polynomial multiplier 
problem to a multiplier problem for cosine series with weight 1~1’ I rr - xlb. 
The values of a and b are, in most cases, outside the usual range of 
(-1,~ - l), and this is true even when the original polynomial problem uses 
the “natural” weight. The necessary weighted Lp results are contained in 
1131. 
Another reason for studying these operators was the realization that the 
Hilbert transform, when properly modified, is a bounded operator on Lz, for 
values of a with Ial > i; see the discussion at the end of this section. This led 
naturally to the question of what other multipliers were bounded for I a / > +. 
As usual, given a function m(x), the multiplier operator T,,, generated by 
m is defined by T,J(x) = [m(x)f(x)]” for all functions in a suitable 
subspace of the space under consideration; g(x) and g’(x) will be used to 
denote, respectively, the Fourier transform of g and the inverse Fourier 
m7 d9 ‘2.5 
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transform of g. For a multiplier theory to exist for the space L& of functions 
f with norm 
Ml R 2.2a = [, If(x Ix12a q2 < 00, 
the subspace must be large enough to be dense in Li, and small enough for 
the operator [m(x)?(x)] W to be defined on the subspace and bounded in the 
L:, norm on the subspace. For 1 a ] < f , the defining subspace can be taken 
to be Y, the Schwartz space of infinitely differentiable rapidly decreasing 
functions. If ] a] > f, Y cannot be used since, as will be shown in the next 
paragraph, if 
II M>fwl-ll2,2, G c llf(X)ll2,2a 
for every f in Y, then m(x) equals a constant almost everywhere. This 
problem is caused by the fact that sequences in 9 which converge to 0 in 
L& norm can converge to non-zero distributions if Ial > f. The subspace of 
Li, that we will use for a > f is the subset YO,O of 9 of functions whose 
Fourier transforms have compact support not including the origin. As will be 
shown, this subspace is dense in L :, for positive a and (1.3) holds for f in 
-4”‘,,, for a large class of m’s. The subspace 5& has the additional advantage 
of allowing [m(x)f(x)]’ to be defined without assuming anything about the 
behavior of m(x) as x+0 or ]xI+ co. This is desirable since it is not 
immediately obvious that (1.1) implies the boundedness of m, and we do not 
want to prejudice the necessity results in advance. The proof that m must 
satisfy out two conditions assumes only that m(x) allows [m(x)f(x)]” to be 
defined for all f in YO,O; i.e., m(x) must be integrable on compact intervals 
not containing the origin. For a < 0, a similar defining subspace could be 
used; we will, however, treat this case by using duality and only comment 
briefly on alternate approaches. 
It was mentioned above that if (1.3) holds for I a I > i for all f in Y’, then 
m(x) is essentially constant. This is easy to show for f < a < 1 as follows. 
Let g be a C” function equal to 1 for IxI< 1 and equal to 0 for Ix] > 2. Let 
g,(x) = g(x/n) and let f, = g,. By (1.3) and a change of variables we see that 
for a > f 
It is known [ 17, p. 1391 that there is a constant A such that 
(1.4) 
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for 0 < a < 1. This shows that the left side of (1.4) is bounded below by 
A 
li 
. I m(x) - wr dy (jx; 
R R lx-Yl’+2” 
since (1.4) implies that this integral is 0, m(x) has the same value almost 
everywhere. 
To prove the same thing in the case a = 1, use the same fn’s as before. 
Theorem (2.2) of this paper shows that there is a function A4 that is 
bounded, absolutely continuous on R/(O) and equal to m almost everywhere. 
By Fatou’s lemma and Plancherel’s theorem, 
= 272 liz&fj ](MYn)“]’ x2 dx. 
R 
Therefore, (1.4) implies that M’(x) = 0 almost everywhere and there exist 
constants D and E such that M(x) = D + E sgn(x). in the next paragraph we 
will see that the Hilbert transform defined as i(f(x) sgn(x))” for allfin .4L is 
an unbounded operator on L:. Therefore, M is constant and m is constant 
almost everywhere. Similar but technically more complicated examples can 
be found for a > 1, and a duality argument gives the result for 01 < - f . 
It may seem surprising that the simple expedient of requiring that the 
multiplier be defined initially on 5$, for a > f should make a theory 
possible when there is no such theory with 9 as the defining subspace. This 
phenomenon that a smaller defining space can be used is, however, easy to 
observe for the Hilbert transformy(x) = lim,,,, l/n:!‘,,~,,,,f(y)/(x--y) &. 
It is well known that this operator is bounded on Li, only for - 4 < a < +; 
see [ 7) or 191. However, since 
for integrable f, it follows that 
&T(x) = g’(x)/x f”T(O)/% (l-5) 
where g(x) = xf(x). Iff(O) = 0, the last term in (1.5) is 0 and 
i, IT( 1~1’~ dx = I, ) g(x)12 Ix(‘~-~ dx. (1.6) 
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If j ( a < 4, the theorem quoted above shows that the right side of (1.6) is 
bounded by 
*=-* dx = C 
i 
If(x)l’ Ix/*~ dx. 
R 
It is also clear from (1.5) that iff(O) # 0, then a norm inequality for T(x) 
cannot hold in L& for 4 < cx < { since the first term on the right in (1 S) is 
bounded in this norm and the second has infinite norm. 
More generally, it is easy to show that if ]I [m(x)f(x)]‘I], 2a < co for a 
bounded m discontinuous at 0, i < a < $ andfis in 9, thenj(0) = 0. This 
follows from the fact that these conditions imply that [m(x)f(x)]” and 
lxla [m(x)f(x)]” are in L*; Schwarz’s inequality then shows that 
[m(x)f(x)]’ is in L’. Therefore, m(x)?(x) is continuous; since m(x) is 
discontinuous at 0, f(O) = 0. 
For larger values of a not of the form n + f, n an integer, similar 
reasoning shows that assuming that the derivatives f(j)(O) = 0 for 
appropriate values ofj will give the boundedness of the Hilbert transform in 
Li, and is a necessary condition for the boundedness of a large class of 
multipliers. Assuming that f is in .9b,0 will of course imply that these 
derivatives are 0. Because of the density of 5‘i,0 in L& shown in Section 6, 
the multipliers bounded in L:, norm on .5‘;,0 can be extended as bounded 
operators to all of L$. Defined in this way, of course, T,,,f will not equal 
[m(x)f(x)] “, nor will f(x) equal the usual expression, for all functions in 9’. 
Expressions for T,,,f can be derived, however; some are given in Section 7. 
2. SUMMARY OF RESULTS 
The following definitions are needed to state the principal theorems of this 
paper. Given a locally integrable function f on an open set D c R, a locally 
integrable function g is said to be the weak derivative of order k off in D if 
!‘,f 6) 4’“‘W dx = C-1 jk I, g(x) 4(x) dx 
for all infinitely differentiable functions 4 whose support is compact and a 
subset of D. It follows easily from an integration by parts argument that iff 
has a kth weak derivative on D, then with a suitable change on a set of 
measure 0, f has k - 1 absolutely continuous derivatives on D. 
Let [CZ] denote, as usual, the greatest integer less than or equal to a. Given 
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a > 0, we define H(2, a) to be the set of all m with [a 1 weak derivatives on 
R/(0} such that B(m, a) < co, with 
B(m, a) = Ilmlja, + s,u,f - 
I/2 
lm ‘u’(x)l2 dx 
i-G Ix/ < 2r 1 
if a is an integer and 
where k= [a] and A(r)= [-2r,-r] X [-lb,--r]U [r,2r] X [r,2r], if a is 
not an integer. These classes have been widely used in connection with 
various multiplier problems. For integral values of a, H(2, a) was introduced 
by Hormander [S]. For a not an integer, the condition B(m, a) < co has 
been used by Strichartz (201 and Connett and Schwartz [4]. 
Our main results are the following; their proofs are contained in Sections 
3-5. 
THEOREM 2.1. If a > 4, 2a is not an odd integer and m(x) is in H(2, a), 
therz 
Il(d~“llz.z~ G C&m3 4 lIfl12.2n 
for every f in S ;LO.O, where C depends only on a. 
THEOREM 2.2. If a > 0, m(x) is locally integrable on R/(0} and 
Ilhf)“ll 2.2n GA llf l12.Zn 
for allf in .Y,,,, then m is in H(2. a) and there is a constant C, depending 
only on a, such that B(m, a) < CA. 
An interesting feature of the proof of Theorem 2.1 is that it does not use 
Littlewood-Paley functions but is based instead on Pitt’s theorem and the 
weighted version of Hardy’s inequality in [ 11 I. 
It should be noted that Theorem 2.1 remains true if the assumption that 
fE 2;,, is replaced by the weaker requirement that f E L’ n L:,, and 
.J‘R xjf(x) d,u = 0 for 0 <j < [a - { 1. This fact is proved in Corollary 7.2 in 
Section 7. 
The following is contained in the proof of Theorem 2.1: 
THEOREM 2.3. If 0 < /? < a and m is in H(2, a), then m is in H(2, p) and 
B(m, /I) < CB(m. a), where C depends only on a and /?. 
Theorem 2.3 is of interest since it shows that the spaces H(2, a) are the 
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same as the spaces T(2, a) in [4]. Because of the equivalences proved in (41, 
it shows that H(2, a) is also the same as the spaces S(2, a) in [4]. 
In Section 6 we prove that YO,, is dense in L:, for a > - 4, and, thereby, 
that for each m in H(2, a), there is a unique bounded operator T,,, on Lz, 
with T,,, f = (m&’ for f in YO,,. The density theorems are proved in an Lp 
setting with more general weight functions so that the results can also be 
used in [13]. 
The results of Section 6 are used in Section 7 to obtain an expression for 
T, f for every f in the space L i, . If m and f satisfy various conditions, then 
Tmf (xl = @W.?(x))"- 
[a -+m (qi &qx) 
-v y (2.4) 
j=O 
j! dx/ i R Wt) dt; 
in the general case, T,,,f is a limit of an expression like (2.4). 
In Section 8 we give a brief treatment of multipliers on L:, for a < - f; 
this is simple since we define the operators by duality. In Section 9 we 
characterize the multipliers on L:, for 0 < 1011 < 4 by using a recent result of 
Dahlberg [5]. The condition has the defect that it is’not easy to determine 
whether a function m satisfies the condition. Finally, in Section 10 we give 
the periodic versions of our principal theorems and point out the major 
differences in the proofs. 
Throughout this paper we will use C for constants, not necessarily the 
same at each occurrence. The letters j, k, I, and n will be used exclusively for 
integers whether this is stated explicitly or not. Thus, the hypothesis k > 0 
will mean k = 1, 2, 3 ,.... To simplify exponents we will take 
p(x) = ?1, e-‘“y(t) dt and f(x) = &I, e’“‘f(t) dt 
for f in L’ and the usual extension for L*. If g(x) is an expression in x, 
[g(x)]- will denote the Fourier transform of the function g at the point x. 
Thus, for example, 
provided Ixl”f(x) is in L’. 
We will use the derivative notation f ‘, f ‘j) for weak derivatives in R or 
R/(0} and use such facts as [f ‘(x)1- = ixf(x) a.e. provided f and f’ are in 
L* and (fg)’ =fg’ + f ‘g a.e. without making special comments. Such 
equalities are, of course, easily justified by using the absolutely continuous 
functions F and G that equal f and g, respectively, and the fact that f’ = F’ 
and g’ = G’ a.e. 
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3. PROPERTIES OF H(2, a) AND OTHER LEMMAS 
The following results will be needed in the proof of Theorem 2.1. Note 
also that Theorem 2.3 is an immediate consequence of Lemmas 3.2 and 3.4. 
LEMMA 3.1. If I$ is a C” function with supp#c(l.2), cr>O, 
mEH(2,a),r>Oandk=[al,then 
where C depends only on a and 4. 
To prove this, note that the left side of the inequality equals 
Taking the derivative, changing the variable and using the fact that ) m(x)\ < 
B(m, a) a.e. shows that this is bounded by 
r’ pk~(rn, a) .’ 1 $‘“‘(x)l dx. J, 
This completes the proof of Lemma 3.1. 
LEMMA 3.2. If a>0 and m E H(2,a), then m E H(2, [a]) and 
B(m, [a]) < CB(m, a), where C depends only on a. 
To prove this, let d be a C” function with supp 4 c (1,2) and 
1, $(x) dx= 1. Let kb [a]; b ecause of Lemma 3.1 and symmetry it is 
sufficient to show that for r > 0 
j i 
f’ mtk)(X) - +j” mck’(t) 4 (b) dt 1’ dx < C[B(m, a)]’ r1-2k. (3.3) 
r 
To do this, observe that the left side of (3.3) equals 
1 
7 
[m’“‘(x) - dk’(l)] 4 (5) dt ) ’ dx. 
Schwarz’s inequality shows that this is bounded by 
c 2r 2r - 
SI rr r 
) rdk)(x) - rdk’(t)J2 dr dx. 
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Since a - k is positive, we obtain the bound 
cr2a-2k Im’k’(X) - m’*‘(t)12 dt dx 
lx--l1 
1+2a-2k 
The definition of B(m, a) completes the proof of (3.3), and thereby, of 
Lemma 3.2. 
LEMMA 3.4. If a > [a] and m E H(2, [a] + l), then m E H(2, a) and 
B(m, a) < CB(m, [a] + l), where C depends only on a. 
This was proved by Connett and Schwartz in 141; the following is an 
alternative proof. 
Let k = [a]; by symmetry it is sufficient to show that for r > 0 
2r Im’k’(x> ;+;h”l$“’ dy dx < (-,B(m k + I)]’ r1 -2Cl 
IX-Y1 
, (3.5) 
The left side of (3.5) equals 
2r 2r 
ii 
Ix - y12k-2a-1 mtk+‘)(s) ds * dy dx. 
r r 
Schwarz’s inequality gives the bound 
2r 
/j j 
“lx-y(2k-2”j~~m(k”~(s)(2dsdydx 1. 
r r 
Changing the order of integration and enlarging the region gives 
The inner double integral has the bound Cr2+2k-2n; this is most easily seen 
by making the substitution y = x + h in the inner integral and interchanging 
the order of integration. The definition of B(m, k + 1) then completes the 
proof of (3.5). 
LEMMA 3.6. If k is a positive integer, k + f < a and m E H(2, a), then 
Ilxkm’kYx>llm ,< CB( m, a), where C depends only on a and k. 
By Theorem 2.3, we may assume that a < k + 1. We will use a special 
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case of a lemma of Garsia et al., 16, Lemma 1.1, p. 566 I. It asserts that if 
f(x) is continuous on [O, 11, d > 0 and s and t are in 10, 11, then 
Changing the variable shows that 
and s and t are in [r, 5’141, then 
if r > 0, g(x) is continuous on Ir, 5r/4 ) 
5r’J 
i J 
.5r’4 I g(x) -KJq2 do dr 
(,y--?‘(?+” . -’ (3.7) -r r 
where C depends only on d. 
Now let g(x) = Z,m”‘(x), where 
Z,rdk’(x) = f j-h dk)(x + u) du. 
’ 0 
If 0 < h < r/4, d = 2~ - 2k - 1 and s and t are in [r, 5r/4], Minkowski’s 
integral inequality applied to the double integral in (3.7) and the definition of 
B(m, a) show that 
lZ,w~‘~‘(s) - Z,m’k’(t)(2 < C/s - t/20p2k-’ [B(m, u)12 rldZn, 
where C depends only on CI and k. Since lim,_,+ Z,m’“‘(x) = VI’~‘(X) for 
almost every x, 
Im’“‘(s) - m(k)(f)12 < C (s - f/2n-2kp’ (B(m, a)]* rlezn (3.8) 
for almost every s and t in [r, 5r/4 1. 
Now let 4 be a C” function with supp d c ]1,5/4] and JR 4 dx = 1. If s is 
in (r, 5r/4], 
m’“‘(t) 4 5 dt < Cr-“B(m, a) 
0 I 
for almost every s since the left side of (3.9) equals 
1 +l,i’ b’+“‘(s) - mck’(t)) $ (; j dt / 
and (3.8) can be applied. Lemma 3.1 and 3.9 then show that Ivz’~‘(s)\ < 
CrpkB(m, a) for almost every s in [r, 5r/4]. It follows that Im’k’(.~)l < 
C lxIek B(m, a) for almost every x > 0. A similar proof for negative x 
completes the proof of Lemma 3.6. 
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LEMMA 3.10. If a > $ and m E H(2, a), then xm’(x) E H(2, a - 1) and 
B(xm’(x), a - 1) < CB(m, a), where C depends only on a. 
By Lemma 3.6, jlxm’(x)ll, < CB(m, a). 
Let k= [a]. Then 
[xm’(x)ltk-” =x,(@(x) + (k - 1) mtk-‘)(x) 
for almost every x. If a = k, then (3.11) implies that 
(3.11) 
I rC,x,<2r I b’(x)l(0-1)12 dx \ 
<C I I xmcu’(x)12 dx + Cl /rncu-‘)(x)(’ dx. r<lxl<Zr r<lxl<Zr 
The first term on the right is bounded by Cr3-*“[B(m, a)]’ as desired. The 
second term on the right is bounded by Cr3-*“[B(m, a - l)]‘, which by 
Theorem 2.3 also has the bound Cr3-2”[B(m, a)]‘. This completes the proof 
for a = k. 
If k < a, then by symmetry it is sufficient to show for r > 0 that 
Zr I(xmt(x))(k-” - (ym’(y))(k-‘)12 
IX-Y1 
1+2a-2k dy dx < Cr3-‘“[B(m, a)]‘. 
Because of (3.1 I), it is sufficient to show that 
2r lxm’k’(4 -Ym’YY)12 dy dx < Cr3-*“,B(m 
IX-Y1 
lt2n-2k \ 1 
a>,’ (3.12) 
and 
lm 
(k-1)(x) _ m'k-"(y)~2 
lx--Y1 
ItZo-2k dy dx < Cr3-*“[B(m, a)]‘. (3.13) 
The left side of (3.13) is bounded by r3-*= [B(m, a - l)]‘, and the inequality 
follows from Theorem 2.3. Writing xmck)(x) -ymck’(y) as x(mfk)(x) - 
rn(@( y)) + (x - y) mck’ (y) shows that the left side of (3.12) is bounded by 
the sum of 
2r c I1 
2r x2 1 mtk)(x) - mck)( y)l’ dy dx 
lx -Yl 
lf24-2k 
r I 
and 
(y)l’ Jx -y(‘--2a+2k dydx. (3.15) 
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Now (3.14) is bounded by Cr3-‘“[B(m, a)]“. Integrating in x shows that 
(3.15) is bounded by 
cr2-Za+Zk 
!‘ 
2r ) rn(k)( y)J2 l& < Cr3 -2Q [B(m, k)j2, 
r 
and Theorem 2.3 completes the proof. 
LEMMA 3.16. If m E H(2, 1) and 0 < ,ll < t, then for almost every x 
.I I m(x + h) - m(x)j’ Ihl 1+ 20 dh < CjxJPzD IB(m, l)\‘, R 
where C depends only on /I. 
First, for almost every x 
I lm(x + h) - m(x)l’ Ihl I + 20 dh < CIX/-~’ Ilmllf,. (3.17) ihl>l.Yl/2 
If (hl < 1x1/2, \m(x + h) - m(x)1 = Ijz’” m’(s)dsI for almost every x. 
Schwarz’s inequality then shows that 
) m(x + h) - m(x>l’ < 3 B(m, 1) (3.18) 
for almost every x. Inequality (3.18) implies that 
I 
j m(x + h) - m(x>12 
Ihl 
It20 dh < C Ix/-*~ [B(m, l)]‘. . IhI< 1x1/* 
Combining this and (3.17) proves the lemma. 
LEMMA 3.19. If m has a weak derivative of order 1 on R/(O), I < a < i 
and 
B*(m, a) 
then B*(m, a) < CB(m, a) and B(m, a) < CB*(m, a), where C depends only 
on a. 
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To prove the first inequality, it is sufficient to show that 
i 
) m(x + k) - m(x) - km’(x)/’ 
Ikl 
1+2a dk dx < Cr’-2alB(m, a)]’ (3.20) 
R 
since replacing r by r(5/4)k in (3.20) and adding the resulting inequalities for 
k > 0 produces an inequality equivalent to B*(m, a) < CB(m, a). 
If the integration in k is confined to lk[ > r/4, inequality (3.20) is 
immediate by use of the fact, obtained from Theorem 2.3, that B(m, 1) < 
CB(m, a) and the fact that l)m/Jco < B(m, a). To estimate the rest of the left 
side of (3.20), we will use the fact that for almost every pair x, k of numbers 
with (kj < 1x1 
) m(x + k) - m(x) - km’(x)\ = 1 i” [m’(x + s) - m’(x)] ds 1 . 
0 
Substituting this into 
I’ 1 
I m(x + k) - m(x) - km’(x)l’ dk du 
lkl I + 2a r<lxl<sr/4 lhl<r/4 
and using Schwarz’s inequality gives the upper bound 
J i’ I 
lm’fx + s) - m’(xfl* ds dk dx 
r<lxlCfir/4 twsr/4 ISlSlhl 142a 
Fubini’s theorem shows this is bounded by 
I I J 
I m’(x + s> - m’(x>l’ dk ds dx 
rslxls5r/4 lSlST/4 Ihl>lsl P12” 
Performing the integration in h and using the definition of B(m, o) completes 
the proof that 3” < CB. 
To prove that B < CB*, start with the fact that 
I s Im(x+k)-m(x)-km’(x)12 lkl 1+2a dkdx<r,-2a,B*(m al,2 \ 3 . Ixl>r Ix+hl>r 
Now change the variables to obtain 
tm(~)~m(x~k)+km’(x+k)12 dkdx<rl-2a[B*(m 
tkl 
1+2a \ 3 41’. 
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These two inequalities imply 
I ! 
h* 1 m’(x + h) - m’(x)/* 
lhl 
1+2n dh d,u < 4r’m’nlB*(m, a)]‘, 
” I .Y I > I I .v + h I > r 
and the inequality follows. This completes the proof of Lemma 3.19. 
LEMMA 3.2 1. If f E L’, k > 0, f has a weak derivative of order k on R, 
f “(I’ is in L* on R and k < a < k + 1, then 
. f’k’(x + h) -f’“‘(x)l’ 
1 J Ihl liZ(n-kJ “R R dh d-y = C 1. If(x)1 /.+” dx. “R 
The proof for k = 0 can be found in [ 17, p. 1391. (See also the proof of 
Lemma 3.22.) For other values of k, we use the fact that .7’“‘(x) = 
[ (-ix)kf(x)]^ a.e. 
LEMMA 3.22. If f E L*, f has a weak derivative on R, 2’ is in L’ and 
1 < a < 2, then 
I! . If(x + h) -f(x) - hf’(x)l* Ihl 1+2a dh dx = C )_ If(x I.x/‘~ dx. (3.23) R R “R 
The proof is similar to the proof in I17 ] for Lemma 3.2 1 with k = 0. First, 
note that 
f(x + h) -f(x) - hf’(x) = [f (x)(ecih-’ - 1 + ihx) I-. 
Therefore, by Plancherel’s theorem, the left side of (3.23) equals 
By a change of variables, the inner integral equals 
(3.24) 
Since lepiU - 1 + iul < C min(lul, u’) and 1 < a < 2, the integral in (3.24) 
converges. This completes the proof of Lemma 3.22. 
Finally, we will need the following versions of Hardy’s inequality with 
weights. They are trivial consequences of Theorems 1 and 2 of [ 11 I. 
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LEMMA 3.25. If U and V are nonnegative measurable functions, then 
j lj f(t) dt R Ifl < 1x1 * U(x) dx < 4B j If(x)/” V(x) dx, R 
where 
B = sup 
I>0 [j Ixl>r u(x)dx] [L,~]* 
LEMMA 3.26. If U and V are nonnegative measurable functions, then 
f(t) dt * U(x) dx < 4B j 1 f (x)1’ V(x) dx, 
R 
where 
B = sup 
r>o 
4. PROOF OF THEOREM 2.1 
This will be done in four parts by proving Lemmas 4.1, 4.7, 4.14, and 
4.19. 
LEMMA 4.1. Zf a > 4 and Theorem 2.1 is true for this a, then Theorem 
2.1 is also true for the value a + 1. 
The proof is based on an idea of Triebel [21]. Assume that 
m E WG a + 11, f E Z,o, and Theorem 2.1 is true for a. We must show 
that 
I R IbGl”I* I4 2a+2 dx < C[B(m, a + l)]’ JR If(x)/’ Ix/~~+* dx, (4.2) 
where C depends only on a. Since 
x(mf)-= i(m’f)“+ i(mf’)” 
almost everywhere, it is s$fkient to prove that 
I 1 [mf’lw/* 1~1~~ dx R 
(4.3) 
(4.4) 
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and 
I R 1 [my]‘12 lXIZU dx (4.5) 
are bounded by the right side of (4.2). 
To estimate (4.4), use the fact that f’(x) = --i]xf(x)]^ . By Theorem 2.3, 
B(m, a) < CI3(m, a + 1). Since xf(x) E ,YO.O, the hypothesis implies that 
(4.4) is bounded by 
C[B(m, a)l’i, Ixf(x)12 lxlzO dx. 
This completes the estimation of (4.4). 
To estimate (4.5), write ml(x)?(x) = [xm’(x)][x-‘j(x)]. By Lemma 3.10, 
B(xm’(x), a) < CB(m, a + 1). Since [x-~(x)]“E ,U,,,, the hypothesis 
implies that (4.5) is bounded by 
C[B(m, a + l)]’ j / [x~~.?(x)]~]’ /x]~~ dx. (4.6) 
R 
Now for x > 0 
[x-‘&x)]“= -ff(u)du, 
and for x < 0 
Combining these facts shows that (4.6) is bounded by 
W(m, a + l)12,fR [I, ,,,.~, If(u)1 du]* I--lZa dx5 
u/ 
and Hardy’s inequality, Lemma 3.26, completes the proof. 
LEMMA 4.7. Theorem 2.1 is true for f < a < 1. 
Fix a with 4 < a < 1 and f E YO,O. By Lemma 3.21, 
jR I(mf)“12 lXl*a dx= cfR jR Irntx + h'i';hy,f!o- m(X)S(X)12 dh dx. 
(4.8) 
Writing the expression in the numerator as the sum of m(x + h)(f(x + h) - 
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.h>l and I+ + h) - m(x)l.?( x s ows that the right side of (4.8) is > h 
bounded by a constant times the sum of 
I Nx + hII2 IZ(x +h) -.m* dh dx 
Ihl 1tza 
and 
Ime + h) - +)I* & 
lhl 1tza I 
lf(x)l2 dx 
(4.9) 
(4.10) 
Since Im(x)l < B(m, a) a.e., Lemma 3.21 shows that (4.9) is bounded by 
C[B(m, a)]’ I\fll& as desired. 
To estimate (4.10), define 
+I = j 
14~ + h) - m(x)l* dh 
Ihl I+20 R 
With this notation, (4.10) equals 
! 4x1 If(x) -m 2 &. R 
Using the definition of the Fourier transform gives the bound 
Iflt)(eeixf - 1)l dt * dx. 
1 
Splitting the inner integral into integrals over It/ < l/lx/ and It I > I//xl 
shows that this is bounded by a constant times the sum of 
j I 4x1 ,[, < I,,x, I W-W dt * dx R \ I 
and 
l,,x, IfWl dt * dx. 1 
Making the change of variables u = l/t shows that these equal, respectively, 
(4.11) 
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and 
The inequality 
187 
(4.12) 
I w(x) dx < CP2”p(m, a)]’ (4.13) -s<lxls5s/4 
is easily proved by substituting the definition of o, splitting the inner integral 
into integrals over Ihl > s/4 and Ihl < s/4, using llrnllor, < B(m, a) in the first 
part and using the definition of B(m, a) on the second part. Adding these for 
s = (2)” r for n = 0 to co shows that 
[! W(X) dxlb/ >r l[i IxlZn-' dx < C[B(m, a)]'. -,s,c i- I 
Then Lemma 3.25 implies that (4.12) has the bound 
A change of variables then completes the estimation of (4.12). 
Inequality (4.13) is equivalent to 
Adding these for s = (3)” r for n = 1 to 03 shows that 
X’OI(X) dx ,x,ar 142np4 ds < C[B(m, a)lz. 
Ixlsr I 
Lemma 3.26 then shows that (4.11) has the bound 
which is the same as the estimate previously obtained for (4.12). This 
completes the proof of Lemma 4.7. 
LEMMA 4.14. Theorem 2.1 is true for a = 1. 
Lemma 4.14 is contained in [3, p. 578, 579, 5831; the procedure used in 
h07’4Y ‘2 6 
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Lemma 4.7 gives a second proof. We give a third proof which is especially 
simple. 
Fix m E H(2, 1) andfE YoSO. We must show that 
i R I(mf)“12 x2 dx < C[B(m, l)]” I, If]” x2 dx. (4.15) 
Because of (4.3) it is sufficient to show that 
and 
j lWf>“12 dx (4.16) R 
I R l(d’>“12 dx (4.17) 
are bounded by the right side of (4.15). 
Plancherel’s theorem and the fact that p(O) = 0 show that (4.16) equals a 
constailt times 
j, Im’(x) j;f’(t)dt i2dx. (4.18) 
It follows easily from the definition of B(m, 1) that 
(~x,2rlm’(x12d~) (j,x,,rdx) <Wh l>l’, 
and Lemma 3.25 shows that (4.18) is bounded by 
C[W, VI' jR If'(x>12 dx. 
The fact that ]m(x)] < B(m, 1) a.e. and Plancherel’s theorem show that (4.17) 
has the same bound. The fact that f’(x) = (-ixf(x))” and Plancherel’s 
theorem then complete the proof of Lemma 4.14. 
LEMMA 4.19. Theorem 2.1 is true for 1 < a < 3. 
Fix m in H(2, a) and f in YO,O. By Lemma 3.22, 
s R I bdl’12 b12= dx 
=C ii 
1 m(x + h)f(x + h) - m’;$x’ - hlmW3Wl’ I2 dh dx 
R R Ihl 
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Now m(x + h)f(x + h) - m(x)f(x) - h[m(x)f(x)]’ equals the sum of 
m(x + h)[f(x + h) -f(x) - hf’(x)], h[m(x + h) - m(x)]f’(x) and 
I+ + h) - m(x) - hm’(x)]f(x). C onsequently, it is sufftcient to prove that 
Im(x + h)l2 IPCX + h) -Ax> - hf’(x)l* dh dx 
lhl I + *a 
(4.20) 
J L! 
. lmcx+ h)-m(x)i2 dh lff(x)l2 dx, 
R R (h12n-’ 1 (4.21) 
and 
Im(x + h) - m(x) - hm’(x)l* & 
lhl 
I + 2n 
I 
,~(x)12 dx (4.22) 
are bounded by C[B(m, a)]’ Ilfll:.2,. 
The fact that Im(x)l < i?(m, a) a.e. and Lemma 3.22 immediately give the 
bound for (4.20). By Theorem 2.3, B(m, 1) < CB(m, a). Lemma 3.16 then 
implies that (4.21) is bounded by a constant times 
[B(m, a)]’ jR IxI*-*~ If’(x)l’dx. (4.23) 
Now Pitt’s inequality, [ 16, p. 4891, asserts that if 0 </I < 1, then 
I R /xl-’ IfI* dx,< CjR 1x1~ IfI’ dx. 
This and the fact thatj“(x) = (--ixf(x)]^ show that (4.23) is bounded by 
C[B(m, a)]’ jR jx12a-2 Ixf(x)l’ dx, 
which is the desired bound. 
To estimate (4.22), let 
w(x) = j 
R 
I m(x + h) yh;$t- hm'(x)12 dh. 
By Lemma 3.19, 
w(x) dx ) (i,x,cr Ix/~~-~ dx) < ClB(m, a)l*+ 
. 
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Now write (4.22) in the form 
1 Ii 
xp’(t) dt 
2 
o(x) dx. 
R 0 
Lemma 3.25 shows that this is bounded by a constant times (4.23). Since 
(4.23) has been shown to have the desired bound, this completes the proof of 
Lemma 4.19. 
5. PROOF OF THEOREM 2.2 
First we will show that IJmJloo < CA. To do this, let s be a real number 
such that s # 0, m(s) # 0 and s is a Lebesgue point for m. Let g(t) be a 
nonnegative C” function with g(t) = 1 for 1 t 1 < d, g(t) = 0 for It I > f and 
J”,gdt=l.ChoosersothatO<r<~sl/2, 
and 
these are possible because s is a Lebesgue point of m and, therefore, also of 
Iml. Now define 
f(t) = eifsg(rt). 
Then 
f(t) = r-‘g (?I) 
and I(W>h>)“l * b 1s ounded below by the difference of 
m(t)f(t) eixs dt 
and . 
(5.3) 
1 
-11 277 R 
m(r)f(t)(eixf - eixs) dt . (5.4) 
Now assume that 1x1 < 1/4r. If t is a number such that f(t) # 0, i.e. 
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I(t - .s)/rl < 1, then 1 eiX’ - eixs / < jix(s - t)l < i. Therefore, we see that (5.4) 
is bounded above by (m(s)& by using (5.2). Since (5.1) implies that (5.3) 
is bounded below by Im(s)l/4n, we conclude that 
I I~(~,f(~>l”l> I m(s)IPn (5.5) 
for (xl,< 1/4r. 
Now since g i$ in .‘i , g is also and 
D= . Ig’(x)121x1*“dx 
I R 
is finite. A change of variable shows that 
f If(x lxlZn dx= Dr-ImZn. 
‘R 
This, the hypothesis of Theorem 2.2 and (5.5) show that 
Performing the integration shows that Im(s)i < CA, where C depends only on 
a. Since this is trivially true where m(s) = 0, it follows that llrnll,, < CA. 
Next we will show that m has a weak derivative of order k = ]a] and that 
this derivative is in L* on compact intervals not containing the origin. To do 
this, we will first show that 
J m&4(‘) dx = i [ (mf )” (-ix)k ]I c$ dx, R J (5.6) 
where f is an arbitrary function in J‘;,, and 4 is in C” with compact support 
not containing 0. To prove (5.6), observe that since m is in L’“, rnf is in L2, 
and by Plancherel’s theorem the left side of (5.6) equals 
Now 
2n( (mj‘)“(#‘“‘)“dx= 2x( (mf)“(-ix)” $dx. (5.7) 
R R 
~RI(m~)“xx1’dx9~]~,~, l(d>“l* 142”dx+~~~r,c, I(mf>“l’dx. 
, 
The first term on the right is finite by use of the hypothesis of Theorem 2.2 
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and the second is Iinite because rr$ is in L2. Therefore, x~(M&~ is in L2, and 
(5.6) follows by using Plancherel’s theorem on the right side of (5.7). 
Now let {$,} be a sequence of functions in 3& such that 3,,(x) = 1 for 
l/n < Ix]< n, and define g, = [($J”(-i~)~]^. Identity (5.6) implies that if3 
is 0 on an interval 1, then [(mf)“(-i~)~]^ = 0 for almost every x in I. 
Therefore, if m > rz, g,,,(x) = g,(x) a.e. on l/n < 1x1 < n. This implies that 
g(x) = lim,,, g,(x) is well defined a.e. on R and g(x) = g,(x) a.e. on 
I/n < /x ] < n. Let n be chosen so that supp 4 is a subset of l/n < Ix] < n. 
Then jR gd dx = j, g,# dx. By (5.6), j, g,# dx = j, rnfnqhck) dx, and this 
integral equals j, r?@(k) dx. Therefore, (-l)k g is the kth weak derivative of 
m. It was shown before that xk(mT)” is in L2 for any f in Y,,,O. Therefore, g, 
is in L2 for all n, and it follows that g is in L2 on any compact interval not 
containing the origin. 
Finally, we must show that B(m, a) < CA. To do this, let g be a 
nonnegative C” function with g(x) = 1 for Ix] < $ and g(x) = 0 for 1x12 $. 
Fix r > 0 and define 
f(x) = r(ezirx + eC2irX) g’(rx). 
Then 
3w=g(+-2) +g(r+2), 
and it is clear thatf(x) = 0 for ] x ] < r/4 and Ix I > 4r, and p(x) = 1 for r/2 < 
Ix] < 3r. Therefore, ’ 
[m(x)f(x)lck) = mfk)(x) (5.8) 
for almost every x satisfying r/2 < ]x I & 3r, where k = [a]. 
Now assume that a is an integer. Since m (u) is in L2 on compact intervals 
not containing the origin, (mf)‘“’ is in L2 on R and 
[(-ix)” (mf)“]^ = (mf)‘“‘. 
This, (5.8), and Plancherel’s theorem show that 
1 rG,x,G2rJm(n)(x)12 dxC 2~1~ Ixa(mf)“12 dx. 
The hypothesis of Theorem 2.2 then gives the bound 
CA* jR If(x lxlZa dx. (5.9) 
L2 MULTIPLIERS 193 
Using the definition off and a change of variables then gives the bound 
CA2r1-2a and completes the proof that B(m, a) < CA for the case that (r is 
an integer. 
If a is not an integer, (5.8) implies that 
. 
!J” 
lm(k’(x) - ~(k’cv)12 dy dx 
.4(r) Ix -)q’+2n-2k 
where A(r) = [-2r, -r] x [-2r, -r-l U [r, 2r] x [r, 2rl. Changing the range 
of integration on the right to R x R and using Lemma 3.21 gives the bound 
CJ‘ l(mf)“j2 lX12U dx. 
R 
The hypothesis of Theorem 2.2 then gives the bound (5.9), and the proof is 
completed as it was in the previous case. This completes the proof of 
Theorem 2.2. 
6. DENSITY THEOREMS 
As mentioned in Section 2, the density theorems will be proved in an Lp 
setting since the proofs are no harder and the results will be needed in [ 13 1. 
For 1 <p < co, we define L; to be the set of allffor which 
Ilfllp,y= [J If(x>l” l.qp < aJ. 
R 
Our first density theorem, Theorem 6.1, shows that Pi,0 is dense in a large 
subspace of LF in both the Li norm and the L2 norm. In addition to being 
part of the proof of Theorem 6.10, Theorem 6.1 will be used in Section 7 to 
prove a stronger version of Theorem 2.1 and to obtain an expression for a 
multiplier operator on L & . Theorem 6.10 asserts that YO,, is dense in L”y, 
and, as mentioned before, shows that the operator (mf)” on PO,, has a 
unique continuous extension to L:, . Two more results, Theorems 6.13 and 
6.19, are stated concerning the density of ,!Y& in more general weighted 
spaces. These will also be used in [ 131. Their proofs are essentially the same 
as the proofs of Theorems 6.1 and 6.10. 
We will define Qk to be the set of functions f in L2 n L: for which 
j”,fxj dx= 0 for 0 <j < k; Q _ , is L2 and LUk = Qk n .P. 
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THEOREM 6.1. Zf 1 <p< co, y>--1, k>-2+(y+ 1)/p, and f is in 
Qk n LF, then there is a sequence of functions in 2& that converges to f in 
L; norm and in L2 norm. This is also true for p = 1 provided k > y - 1. 
It should be noted that the requirements on k are essential. If p > 1 and 
-l<k<-2+(y+l)/p,choosefinQ,nLTwith jRf(x)xki’dx=A#O. 
Then if g is any function in YO,O, 
IAl= j,~,<~(f-~)~*+1~~+j]~~,>,(f-~)lXIY’Dl~l-y~p~iii~~~. 
. 
Using Holder’s inequality on each integral then shows that (A 1 < 
~Ilf-~ll*+~llf-~lIp,y~ therefore, a sequence of g’s in PA,0 cannot 
converge to f in both norms. Similarly, if p = 1 and k = y - 1, choose an f 
for which j, f (x) xk+ ’ dx =A # 0 and observe that for g in YO,O, (A 1 < 
Ilf -glll.y. 
The proof of Theorem 6.1 will follow by combining the statements of 
Lemmas 6.2, 6.8, and 6.9. 
LEMMA 6.2. Zf l<p(co,y>--1, k>--l+(y+l)/~,andfisin~Y;, 
then there is a sequence offunctions in S‘& that converge to f in L; and L’. 
To prove Lemma 6.2, fix an f in ,!Pk and choose d in C” with g(x) = 0 for 
i,<]x]<2, 4(x)= 1 for ]x]<$ and Ix]>4 and O<<(x)< 1 elsewhere. 
Define 
h(x) = f+-d if lx]<+, 
= 0, if i<IxlGn, 
n 
X 
= @C-l n ’ if n,<lxl, 
and f,(x) = [f(x)(l - d,(x))]“. Then f,(x) is in .Ub,O. The boundedness of 
d,,(x) and the fact that 4,(x) + 0 as n + co for x#O show thatf,+f in L’. 
To prove that f, -+f in L!, observe that 
IFf,II,,,< II If(x)-fn(x)l(l + 14)k+‘llm ll(l + IXI>-kYp,y* 
The hypotheses on y and k show that the last norm on the right is finite. We 
conclude, therefore, that 
Ilf -.Lll,., < c ll6-“a, + c 
I/ 
g t”wi> // * 
1 
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Now write p-fR as &,‘. The fact that 4,‘(x) is bounded and converges to 0 
for x f 0 as n + co shows that ll$-fJ, -+ 0 as n + co. Use Leibniz’ rule for 
the (k + 1)th derivative of a product and Minkowski’s inequality to obtain 
dk+ 1 
 ^ 1 
d.xki ’ (f-f I// n I 
The norms on the right side are bounded by the sum of 
,-j 
J I III an 
f(k+‘-I’(x) ,$(j) (c) / dx (6.3) 
and 
nj I’ lf(k+‘-i’(x) @“(nx)l dx. (6.4) 
’ III Q I/n 
The facts that $ ‘j’ is bounded andj‘is in. i show that (6.3) + 0 as n -+ co. 
Since f(j)(O) = 0 for 0 <j < k, we have Irckt ‘Pi’(x)l < C /?clj. This and the 
boundedness of (Ir ‘j’ show that (6.4) also tends to 0 as n -+ co and completes 
the proof of Lemma 6.2. 
LEMMA 6.5. Given k > 0, there exist C” functions aj(x), 0 <j < k, with 
support in [0, 11 such that for 0 < i, j < k, J‘A xial(x) = 6,.i, where 6,,,; is the 
Kronecker 6. 
This is proved, for example, as Lemma 2.6 on p. 182 of 121. 
LEMMA 6.6. If l<p< 00, y>-1, k>-1, andf is in Q,nL;, then 
there is a sequence offunctions in .>i that converge to f in L’ and L;. 
To prove this, choose a sequence of functions g, in .? such that g,? 
converges to f in L2, L;, and Lf for 0 <j < k; that this is possible follows as 
usual from the local integrability of the weight functions by approximating f 
with bounded functions with compact support, approximating these with 
continuous functions with compact support, approximating the continuous 
functions with polynomials, and approximating the polynomials with 
functions in ,i. Next choose a,(x), 0 < i < k, as in Lemma 6.5 and define 
f,W)=g&- c ai@)JR g,(u) u'du. 
i=O 
Since g, converges to f in Lf norm for 0 <j < k, the integrals in (6.7) 
converge to 0 as n+ co. Since the a:s have finite norm in L* and L$, this 
shows that the sum in (6.7) converges to 0 in L2 and L:. Therefore. f, 
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converges to f in L2 and LT. Since the f,‘s are in Yk, this completes the 
proof. 
LEMMA 6.8. Zf l<p<co, y>-1, k>-2+(7+1)/p, and f is in 
Qk n LF, then there is a sequence offunctions in Yk+ , that converges to f in 
L$’ and L2. 
Because of Lemma 6.6, it is suffkient to prove this for f in Yk. Given 
such an fi let a,(x), 0 < i ,< k + 1, be as in Lemma 6.5 and define 
f,(x) =f(x) - n -k-2a k+ &/n> lRf (0 tktl dt. 
Then f, is in Yk+ r. The fact that lak+,(x/n)/ < CX,~,~~(X) can be used to 
show that f, -f converges to 0 in L2 and LF. 
LEMMA 6.9. Zf 1 <p<co, y>-1, k=-2+(y+I)/p, and f is in 
Qk ~7 L;, then there is a sequence of functions in Qk+ , n LT that converges 
to f in LF and L’. 
Choose aj, 0 <j < k + 1, as in Lemma 6.5 and define 
gn(x) = xk+ 2 log x log log n 
_ 6 aj(x) (' fj-k-2 dt , 
,f$ log log n e log t 
Then (, g,(x) xi dx is 0 for 0 < i < k and is 1 for i = k + 1. Simple estimates 
show that g, -+ 0 in L 2. Furthermore, the fact that j”: dx/(x / log x 1”) < a3 
for p > 1 shows that g, also tends to 0 in L;. 
Because of Lemma 6.6, it is sufftcient to prove Lemma 6.9 for f in Pk. 
Given such anft define 
f,(x) =f (x) - g,(x) !‘,f (t) tk+ I dt* 
Then f, is in Qk+, n L$ and the properties of g, imply the desired 
convergence for f, . 
This completes the proof of Theorem 6.1. 
THEOREM 6.10. Zf 1 (p < 03 and y > -1, then PO.0 is dense in L”y. Zf 
y > -1 and is not an integer, YO,O is dense in Lb. Zf y is a nonnegative 
integer and y > k, then Yk is dense in Lb. 
The restriction for p = 1 is easily seen to be essential; if y is an integer and 
~,f(x)xrdx=A#O,thenforanyginYr,IJf-gJl,,,>lIAI. 
To prove Theorem 6.10, we will first show that if 1 < p < XI, y > - 1, and 
-I <k < -1 + (y + 1)/p, then Pk is dense in L;. Since Y is dense in L;, we 
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only need to show that for every f in 5“ there is a sequence off,‘s in Yj that 
converges to f in L;. Given such an f, let ai, 0 ,< i < k, be as in Lemma 6.5 
and define 
f,(x) = f (x) - t nit ‘ai .i, Cf(t) dt. 
i-0 
It is simple to verify that f, is in cV,, and the convergence off,, to f in L; 
follows by using the fact that iai( < cx ,0,l,(x) and the inequality i < k < 
-1 + (Y + 1)/P* 
To prove the first two statements in Theorem 6.10, fix p and y, y not an 
integer if p = 1, and choose k to be the integer satisfying -2 + (]I+ 1)/p < 
kc-l+(y+l)/pifp>l andy-l<k<yifp=l.CombiningTheorem 
6.1 with the result above then completes the proof of these two statements, 
The third statement is a special case of the result above. 
For the generalizations of Theorems 6.1 and 6.10, we will use the norm 
llf llp.w = [JR If (XII” w(x) d-q lip3 (6.12) 
where w is a nonnegative function. The space LP,. is the space with norm 
Ilf IlP.w- 
THEOREM 6.13. If 1 < p < cr3. k > -1, w  is a nonnegative function such 
that 
j,; ,,-k-Up ?” w(x) dx = 0 (6.14) 
-n 
andf is in QknLE,, then there is a sequence of functions f,, in .YO.O that 
converges f in L2 and LE,. 
To prove this we will need the following analogs of Lemmas 6.2, 6.6 and 
6.8: 
LEMMA 6.15. If 1 <p < cg, k > -1, w is nonnegative. 
I w(x) dx R (1 + IxI)p’*+‘) < co 
and f is in .Yi, then there is a sequence offunctions in .Y,,, that converges to 
fin L$ and L*. 
LEMMA 6.17. Zf 1 <p < co, k > -1, w is nonnegative and locally 
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integrable and f is in Qk n LE., then there is a sequence of functions f, in Y, 
that converges to f in Lz and L&. 
LEMMA 6.18. If 1 <p < oc), w  is nonnegative, (6.14) is true and f is in 
Qk CT LE., then there is a sequence of functions in 9; + , that converges to f in 
L& and L2. 
The proofs of Lemmas 6.15, 6.17 and 6.18 are the same as those for 
Lemmas 6.2, 6.6, and 6.8 with /I IJP+ replaced by 11 (ID,,,, xy by w(x), L$’ by Lf,, 
and in the proof of Lemma 6.18, using Lemma 6.17 in place of Lemma 6.6. 
To complete the proof of Theorem 6.13, observe that (6.14) implies that 
for m>O 
i 
w(x) dx 
.*m<,x,(2m+l IXl(k+3’pG c2-“p. 
Adding these for m > 0 and using the local integrability of w shows that 
(6.16) holds with k replaced by k + 2. Therefore, by Lemma 6.15, .“i.O is 
dense in ,P;+ 2 in L* and L:, norms. Then Lemma 6.18 can be used twice to 
complete the proof of Theorem 6.13. 
THEOREM 6.19. If 1 < p < CQ, k > -1, w is a nonnegative function such 
that (6.14) holds and 
i 
I/n 
lim n(k+l)P w(x) dx = 0, 
n+cc 0 
(6.20) 
then .Ub,o is dense in L[,. 
It should be noted that there are simple examples of w’s that satisfy (6.14) 
but not (6.20) for which ,Yi,o is not dense in L:,. One such example is as 
follows: fix k>O, choose a and b so that -1 <a < -1 +p(k+ I), 
-l+p(k+l)<b<-l+p(k+2), and let w(x)= 1x1’ for IxI< 1 and 
w(x)=lxlb for 1x12 1. Then ifA =JRf(x)xkdx#O and J‘xg(x)x”dx=O, 
it is easy to verify by using Holder’s inequality that 
PI= /J’ R IfC+&)lxkdx 1 GCllf-gll,,... 
To prove Theorem 6.19 it is enough, by Theorem 6.13, to show that given 
fin L$ there is a sequence of functions f, in Qk n LP, that converges to f in 
Lf,. Since .Y is dense in Li,, we may assume that f is in .Y’. The functions f,, 
defined in (6.11) can be used; (6.20) implies that they converge to f in LE,. 
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7. REALIZATIONS OF T,,, 
As mentioned in Section 1, if a > 5 the extension of (wz~)” on .Y,,, to Li, 
will not equal (mf)” even for functions in L* n L:,. The first result of this 
section, Theorem 7.1, shows that the extension does equal (mf)“provided f is 
in L*nL:, and has a suitable number of moments equal to 0. An 
immediate consequence is the extension of Theorem 2.1 to these functions in 
Corollary 7.2. Theorem 7.3 shows that for a general function in L* n L&, 
the multiplier operator equals (&“plus a finite sum of fixed functions times 
moments of J Theorem 7.6 shows that the fixed functions are essentially 
derivatives of the Fourier transform of m. Finally, Theorem 7.16 expresses 
the multiplier operator for any function in L& as a limit of a sequence of 
operators. 
Throughout this section if m is in H(2, a), a > f and 2u is not an odd 
integer, T,,, will denote the continuous extension to Lf, of the operator (mf)” 
on .i,,. Recall that Qk is the set of functions in L* n L: for which 
IRJ~:yi&=O for O<j,<k, and Q-, is L2. 
THEOREM 7.1. If k>O, k+$<a<k+t, m is in H(2,a) andf is in 
Qd-=f,, then T,,, f = (fm)” a.e. 
To prove this, fix an f in Qk n L&. By Theorem 6.1, there is a sequence 
of functions f, in .PO 0 
converges to T,f in L’& 
that converges to f in L* and L& . Now T,,, f, 
norm because f, converges to f in L& norm. The 
convergence off, to f in L* implies that (mf,,)” converges to (mf)” in L’. 
Therefore, there is a subsequence of f,‘s for which T,f,, converges to both 
T, f and (mf)’ a.e., and the conclusion follows. 
COROLLARY 7.2. Ifk>O,k+f<a<k‘+~andmisinH(2.~).then 
for every f in Qk n L:, , where C depends on!11 on a. 
This generalization of Theorem 2.1 is an immediate consequence of 
Theorems 2.1 and 7.1. 
THEOREM 7.3. Zf k> 0, k + 4 < a < k + 3, m is in H(2, a) and czi, 
0 <j 6 k, are as in Lemma 6.5 then 
T,f=[m?lw+ 5 [Tm(aj)-(mGj)“]J f(t)tjdt 
.j=o R 
(7.4) 
a.e. for every f in L2 n L& , 
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To prove Theorem 7.3, fix an f in L:, n L2 and define 
h(x) = f (x) - i ai j t’!(t) dt. 
j=O R 
(7.5) 
Since f is in L2nL;,, the integrals in (7.5) and (7.4) exist. Since h is in 
Qd-G,, Theorem 7.1 implies that T,,,h = (mk)” a.e. Using the linearity of 
these operators shows that 
T, f - i T,(aj) j, t+-(t) dt = (ml)“- i (mc;i)” jR tjf(t) dt, 
j=O j=O 
and (7.4) follows. 
Theorem 7.3 has the defect that the properties of the functions T,,,(aj) - 
@Gj)’ are not obvious. Theorem 7.6 gives further information concerning 
them and shows that the jth one is essentially a constant times the jth 
derivative of the Fourier transform of m. 
THEOREM 7.6. If k > 0, k + f ( a < k + i, m is in H(2, a) and aj, 
0 <j < k, are as in Lemma 6.5, then the function L = T,,,(a,) - (m&,)” has k 
weak derivatives on R/(0} and 
L”’ = (-ly’j![T,(aj) - (mo;i)“] 
a.e. for 0 <j < k. If 4 is any function with k + 2 continuous derivatives, 
4(x) = 1 for 1x1 < 1 and 4(x) = 0 for (xl > 2, then 
lim jlL(j)(x)-ij [xi#(+)m(x)]“~j2.z~=0 
n-m 
forO<j<k. 
This will be proved in two parts. First we will show that if we define 
gj = Tm(aj) - (mej): (7.7) 
then 
,‘l% i’j!gj(X)- [xi,(+)m(x)J”112,2n=0. 
I/ 
(7.8) 
The second part consists of showing that (-1 y’j! gj is the jth weak derivative 
of L on R/{O}. 
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To prove (7.8), define hj,,(x) = [xj#(x/n)] “. By a change of variables, we 
see that 
J Ir$,(x)l’ Ix/~~ dx= n2jp2a+’ I R / [xj$(x)]“12 (xIZn dx. (7.9) R 
Now [x’#(x)]” is bounded for 1x1 < 1, and integrating by parts k + 2 times 
shows that I [x’#(x)]“] < C ]xiVkP2 for 1x1 > 1. Therefore, since 
2a - 2k - 4 < -1, the integral on the right side of (7.9) is finite and we 
conclude that 
,'\l II hj,n 112.2a = Ob (7.10) 
Since Aj.,(x) = x’#(x/n), cuff = 0 if 0 < i < k and i #j, and cuff = j!. 
Therefore, by Theorem 7.3, 
Tm(hj,,) = [mLj,,]“- ijj! gj. 
By (7.10) lirn,,, ]I T,,,(/z~.~)]]~,~~ = 0. Therefore, 
j\% /I [mkj.,]“- iij! gj(12.2u = 0; 
this is equivalent to (7.8). 
To show that (-l)j j! gj is the jth weak derivative of L on R/(0}, we will 
first show that gj is locally integrable on R/(O). For Tm(aj) this is immediate 
since aj in L:, implies that T,(aj) is also in L i,. Since m is bounded and aj 
is in jo, [msj]” is bounded. 
Now let v/ be a C” function with compact support not including 0 and let 
j satisfy 1 <j < k. Since g, = L, (7.8) with j = 0 implies that 
i R 
L(x)@‘(x)dx= 1:~ I, [o(x) m(x)ju/“‘(x)dx. (7.11) 
Now integrating by parts j times shows that 
jR [# (~)m(x)]“~#~)(x)dx=(-i)jjR [xj#(+) m(x)]“ty(x)dx (7.12) 
since $(x/n) m(x) is bounded with compact support. From (7.8) we also 
obtain 
,l\% jR [X’#(t)m(x)]“yr(x)dx=jRilj!gj(x)y(x)dx. (7.13) 
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Combining (7.11~(7.13) shows that 
i, L(x) i//(j)(x) dx = j! i, gj(x) v(x) dx. (7.14) 
Since w was an arbitrary function with compact support in R/(0}, (7.14) 
implies that (-l)‘j! gj is the jth weak derivative of L. This completes the 
proof of Theorem 7.6. 
COROLLARY 7.15. Ifk>O,k+j<a<k+$,misinH(2,a),andLis 
as in Theorem 7.6, then 
k (-1)’ T,fW = (m(x)!(x))“- x j’ L”‘(x) j f(t) tj dt 
j=O * R 
a.e. forf in L:,i?L’. 
This is an immediate consequence of Theorem 7.3 and the first part of 
Theorem 7.6. 
Finally, we state a realization that is valid for all fin L i,. 
THEOREM 7.16. Zfk>O,k+~<a<k+j,misinH(2,a),#hask+2 
continuous deriuatiues, 4(x) = 1 for (xl< 1, (s(x) = 0 for 1x(>, 2, L,(x) = 
[m(x) qb(x/n)] “, f is in L& and 
Tm.nf(x)= jR [W-t)- 5 k+:‘(x)]f(t)dt, 
j=O 
then 
II TnL”f II 2.2a < Wm, a) Ilf l12.2n9 (7.17) 
where C depends only on a, and 
;\& II Tm,,f - Tmf La = 0. (7.18) 
We will prove this in three parts. First, we will prove (7.17) for f in 
LWL;,. Second, we will prove (7.17) for all f in L:, . Third, we will prove 
(7.18) for f in tYo,o. The fact that (7.18) holds for all f in Li, follows from 
the second and third parts since 9o,o is dense in Lz,. 
To prove (7.17) forfin L2 n L:,, observe that it follows easily from the 
definition that B@(x/n) m(x), a) < CB(m, a), where C depends only on a. 
Corollary 7.15 shows that T,,, is the extension of the operator 
[m(x) fiWnlRx)l “on PO,, to L’nL:,. Inequality (7.17) then follows from 
Corollary 7.2 for thesef’s. 
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To prove (7.17)for generalfin L&, definef,=f,,,,>,for E > 0. Thenf,is 
in L'nLi,. Since L,(x) is infinitely differentiable with all derivatives 
bounded, 
L,(x - t) - _ - <l (-‘)j L Cj)(,) 
j=O j! n 
is bounded by a constant times 1 t Ik” for 1 tI < 1 by Taylor’s theorem. For 
( tI > 1, it is bounded by a constant times / tIk since L, is bounded. Therefore, 
Schwarz’s inequality implies that the integral defining T,,,f converges 
absolutely for all X. It follows that lim,,,, T,,,f,(x) = Tm,J(x) for every X. 
Fatou’s lemma then implies that 
II Tmf II 2.2a G “;$f II Tm.n.fll2.2n. 
Sincef,is in L’CIL:,, 
II Tm.nfcllz,z~ < Ww a) Il~ll2.2n < C&m, a) lIfll2.2n~ 
This completes the proof of (7.17) for f in L:, . 
To prove (7.18) for f in 2i.o, start with the fact that 
Since 
T,,,f= . L,(x - t)f(t) dt. 
J R 
I’ 
R 
L&-t)fWdt= [&,.?I-= [m(X,# (;)&x,j: 
and #(x/n) = 1 on the support off for large n, T,,,f = T,f for sufficiently 
large n. This proves (7.18) for f in ,5‘,,, and completes the proof of Theorem 
7.16. 
8. MULTIPLIERS ON L&, FOR a < -4 
Multiplier operators can be defined directly on these spaces by defining 
T,,, f = (mf)” for f in a suitable subspace of L& . The space CYh,o, however. 
cannot be used since it is not a subspace of L:,. The subspace of .9’ for 
which both f and (mf)” are in L:, could be used, but density theorems are 
difficult to prove for such a subspace. We will, therefore, define T,f to be 
the adjoint of the multiplier operator obtained from m on L 12a ; here m 
denotes the complex conjugate of m. With this definition, the results are 
simple corollaries of the theorems proved previously. 
607id9.‘2 7 
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Given a < - f with 2a not an odd integer, define Tz on L?,, as the 
multiplier operator generated by m(x) and define T,,, on L& as the adjoint 
operator of T,$ The immediate consequences of Theorems 2.1, 6.10, and 
7.16 and Corollary 7.15 can be summarized as follows. Note in particular 
that if f is in L2 n Li, and I, L’j’(--t)f(t) dt = 0 for 0 <j < [-a - 41, then 
T,,, f = (mu)“. 
THEOREM 8.1. If k > 0, -k - i < a < -k - 4 and m is in H(2, -a), 
then )I T,,,fl12,2a < CB(m, -a) Ilfl12.2a, where C depends only on a. 
THEOREM 8.2. If k, a, and m are as in Theorem 8.1, 4 has k + 2 
continuous derivatives, +4(x) = 1 for IxI< 1, Q(x) = 0 for 1x1 > 2, L,(x) = 
[m(x) #(x/n)]“, L is the function with k derivatives satisfying 
lim,, IIL -J%-~~ = 0 w h ose existence is asserted by Theorem 7.6 and f 
is in L&n L2, then 
Lf (4 = bW%(x)l”- $ glR L’j’(-Of (4 dt. (8.3) 
THEOREM 8.4. If k, a, m, and L, are as Theorem 8.2, f is in L:, and 
Tm,,f (x) = 
", LF'(--t)x' 
L,(x - t) - \ 
1% j! 1 f(t) dt, 
then 
where C depends only on a, and 
;;% II T,,,f - T,,,f ilwa = 0. 
Theorem 8.1 follows immediately from the existence and boundedness of 
Tz on L?,, proved in Theorems 2.1 and 6.10. 
To prove Theorem 8.2, use Corollary 7.15 to show that for g in 
L2f-lL2,, 
h z(i)(-x) 
TZg(x) = [m(x)&)]” - c jr 
j=O *  
/ g(t) tr’dt. 
R 
Now fixf in L'nLf,. Let Uf be the expression on the right side of (8.3); 
the integrals in Uf exist since, as shown in Theorem 7.6, L"'(x) is the sum of 
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a function in LTza, and a function in L2. Then if g, is in L2 n L??, , the 
definition of T,* and U imply that 
(8.5) 
Now given g in L y ,, , let g, = 1 gl I,,, > ,,,, exp(-i arg(Uf)). Letting n + cc 
in (8.5) and using the boundedness of Tz shows that grf is integrable. Since 
this is true for all g in Lf 2a, we conclude that Uf is in L& . Then take g,, = 
gx, I,n.,,nJ in (8.5) and let n + co. This shows that 
1 
R 
(T,*g)fd.u=j gufd.Y 
x 
for all g in L?,, and, therefore, that T,f= UJ 
To prove Theorem 8.4, define 
T,*,,f(x)= . 
J L 
k, 
E,(x-t)- \ 
tjz ppx) f(t) dt. 
R ,G j! 1 
Then T,& is the operator T,,, n 
and 0) by 8x1 
_of Theorem 7.16 with m(x) replaced by m(x) 
since [m(x) #(x/n)] = En(-x). By Theorem (7.16). 
lim,+, II C., g - Cf ILZn = 0 and II TZ,ngl12,-2a G CWv -4 II sl12,- Zn 
for all g in Lc2,. Since T,,, is the adjoint of Tz,,, the conclusions of 
Theorem 8.4 follow. 
9. MULTIPLIERS ON Li, FOR 0 < Ial < 4 
For this case we could define T,,,f= (mf)” for f in ,YO,O. However, if 
Il(mf)“l12,2a < C I/f /12,2n for f in .&, Theorem 6.10 shows that T,,, can be 
extended as a bounded operator to L&. Theorem 2.2 shows that IlmllM, < co, 
and this fact plus Theorem 6.1 shows that T, f = (mf)” for all f in L ’ n L f, . 
We will, therefore, define T,,,f = (ml)” for all f in L2 n L:, . 
To state the main theorem, we will need the following definition. Given a 
satisfying 0 < a < 4, the Riesz capacity of a set E is 
R,,G’) = infillf II: :f (x) > 0 and I,f (xl >x,(x)J. 
where 
I,f(x)= 
I 
f(x-t) dt. 
R ItI’-” 
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THEOREM 9.1. If 0 < Ial < f and m is integrable on compact intervals 
not containing 0, then there is a constant C such that 
I, l(d>“12 IxlZa dx< C jR If(x lxlZa dx (9.2) 
for allf in L2 n L:, if and only ifllrnlloo < co and there is a constant A such 
that 
lrntx + h)- m(x)‘2 dh dx < AR,,,,,(E) 
lhl 1+2a 
\ (9.3) 
for all compact subsets E of R. 
Theorem 9.1 is similar to results by Maz’ya [IO] and Stegenga [ 151. They 
use the weight (1 + x*)~‘* in (9.2) instead of ]xla and their condition uses 
Bessel capacity instead of Riesz capacity. 
The proof of Theorem 9.1 is based on the following result of Dahlberg 
151: 
THEOREM 9.4. If 0 ( a ( f, w(x) is a nonnegative function and there is 
an A such that (, w(x) dx <AR,,,(E) f or every compact subset E of R, then 
there is a C such that 
To prove Theorem 9.1, we will first show that (9.3) and J]w]]~ < co imply 
(9.2) for 0 < a ( i. Given such an m and f in L* fi L:,, 
j I(mf)-12 JxJZa dx = C j j 
I Nx + h)f(x + h) - 44fW12 dx dh 
Ihl 1+2a R R R 
by Lemma 3.21. Since I/m]], < oc), 
si 14~ + WI* I.& + h) -.%412 Ihl 1+2Ck dxdh < C R R 1 R If(x [xl*” dx 
by Lemma 3.21. It is sufficient, therefore, to prove that 
) m(x + h) - m(x)l’ 
Ihl 1+2Cl 
If(x dx dh < C j, If (x)1” 1~)~~ dx. 
(9.5 1 
(9.6) 
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Now define 
w(x) = jR I m(x + h) - +)I* dh lhl I + *a 
If Jxj”fis in .Y, then 
201 
(9.7) 
a.e.; see, e.g., [ 17, p. 1171 and note that both sides are functions. Therefore, 
the left side of (9.6) can be written as 
C I R IL([lxl”f(x)]-)I* w(x) dx. 
Theorem 9.4 and Plancherel’s identity then give the desired bound for (9.6) 
provided ]xj”fis in .Y. 
Iffis in L*nL;,, then by Theorem 6.1 there is a sequence of functions 
g, in .V’ such that g, converges to Ix]*f in L* and L? 2a. By choosing a 
subsequence of 1x1 -a g,, we obtain a sequence f, such that (&,)“+ (mf)” 
a.e. and f, *fin L & . Then Fatou’s lemma and the previous case prove (9.2) 
forO<a<$andfinL’nL:,. 
Conversely, assume that (9.2) holds. That (9.2) implies I]M]],~ < co for 
0 < a < f was shown in Theorem 2.2. We will next show that (9.2) for f in 
LV-IL:, implies (9.3) for 0 < CI < f. Since l/m]], < co, (9.5) is valid by 
Lemma 3.21. Therefore, (9.6) holds. From (9.6)-(9.8) we see that 
J R II,gl * wdx<C J -J2dx 
for all g in .Y’. Plancherel’s identity then shows that 
j lI,gl’ w(x) d-u G Cj; I g(xI’dx (9.9) R 
for all g in .Y-. 
Next we show that (9.9) holds for all g in L2. Choose g, in .Y’ with g, --) g 
in L * as n + co. Since I, maps L2 boundedly to Lq where q = 2/( 1 - 2a) 
[ 17, p. 1191, we may assume that the g,‘s were chosen so that I, g, + I, g 
a.e. Then (9.9) follows from Fatou’s lemma. The fact that (9.9) holds for all 
g in L2 and the definition of R,., imply that .J‘F w < CR,,,(E). This 
completes the proof of Theorem 9.1 for 0 < 01 < 4. 
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Theorem 9.1 for -f < a < 0 follows from a standard duality argument 
since 
for every g in L* n L?,, if and only if I\fllz,20 < C. 
10. THE PERIODIC CASE 
For the application to Jacobi series in [ 121, periodic versions of the 
multiplier theorems are needed. These results are similar; in some cases the 
proofs are similar and in other cases the proofs are simpler. We will sketch 
the theorems and point out the major difference. 
The multipliers will be defined on the space L:, defined for this section as 
functions with period 27~ for which 
Ilfll:, = j‘ If(x IxI*~ dx < 03. --II 
As usual, define Ail, = A,,,+, - 1, and AkJ,,, = A(Ak-‘&,J. Then given a > 0 
and a sequence A = {A,}:= --co, define b(A, a) = supj>o b(A, a,j), where if a is 
an integer 
and if a is not an integer 
where k = [a] and I(j) is the set of all pairs m, n such that j < Im I < 2j, 
j < In I< 2j, mn > 0 and m # n. Define h(2, a) to be the set of all sequences 1 
such that b(A, a) < az~. 
For the defining subspace, there is no natural analog of -ic,,,. We will, 
therefore, define S to be the set of all series x2= --co c,eimx with all but a 
finite number of c,‘s equal to 0, and Sk to be the subset of S with cj = 0 for 
O<j<k. 
The principal results can then be stated as follows: 
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THEOREM 10.1. Ifk>O,k+i<a<k+{andLisinh(2,a),then 
for every series C cjeijX in S,, where C depends only on a. 
THEOREM 10.2. If k > -1, k + i < a, a > 0, 
for all series C cjeiiX in S, and Lj = 0 for 0 <j < k, then J is in h(2, a) and 
there is a constant C, depending onl?, on a, such that b(& a) < CA. 
THEOREM 10.3. If 0 < a < /3 and A is in h(2, /3), then 1 is in h(2. a) and 
b(L, /?) < cb(L, a), where c depends only on a and /?. 
Theorems 10.1 and 10.3 are proved in the same way as Theorems 2.1 and 
2.3 by using lemmas analogous to those in Sections 3 and 4. The major 
differences are as follows. The analog of (3.7) for a sequence ak, 
for k and 1 in Li, 5j/4), is obtained from (3.7) by taking g(k) = ak and 
making g linear between integers. This procedure works for 0 < d < 1, and 
this is the range of validity needed to prove Lemma 3.6. 
The analog of Lemma 3.21 has the conclusion 
< c2 I ‘I if (x)1’ 1~1~~ dx, -7r 
where the ck’s are the Fourier coefficients of J Similarly, the conclusion of 
Lemma 3.22 is a pair of inequalities rather than an equation. 
The proof of Theorem 10.2 is much shorter than the proof of Theorem 2.2. 
By taking C cjeijX = eimx, it follows immediately that IA,,,1 <A for m < -1 
and m > k + 1. The proof that b(L, a) < CA is similar to the part of the 
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proof of Theorem 2.2 concerned with B(m, a). Starting with the same 
function g and j > 4k, deline 
c,=g(-2 +f) +g(2 ++). 
The same procedure as in the proof of Theorem 2.2 shows that dk[l,c,] = 
AhI, for j < 1 n I< 2j. As in the continuous case, we lind that 
b(l, a, j) < CjZa-’ 
by using the analog of Lemma 3.21 if a is not an integer and, if a is an 
integer, by using the fact that 
~x~<c~e-ix- lI,<c*Ixl, 
the identity 
s a,ei”x(e-ix _ 1) = 1 einxAa, (10.5) 
k times and Parseval’s identity. The procedure in Section 5 applied to the 
right side of (10.4) shows that 
*.i 
[b(l,a,j)]* < CA2j2ap1 x1 
n=Z*j 
if a is an integer and 
[b@, a, j)]’ < CAzj*“-’ 
*j ;i 1 “g/3) eAkg(y) (* 
v 
n=Z*j m=Z*j Im-nl 
l+2a-2k 
(107) 
if a is not an integer. In (10.6), use the fact that lAkg(n/j)l ,< 
Cjmk sup / gCk’(x)], and in (10.7) use the inequality 
lAkg(+Akg(~) / ~C~m-n)j-k-‘sup~g’k+l’(X)~ 
to complete the proof that b@, a, j) < CA for j > 4k. For 0 <j ,< 4k, b@, a, j) 
is easily estimated by using the facts that (Akll,/* < 22k ]]J]]k < 22kA2 and 
IdhA,, - Ah&l2 Q 22k+‘A2. Th is completes the proof of Theorem 10.2. 
To extend a multiplier on Sk to all of L:,, we need the following density 
theorem: 
L2 MULTIPLIERS 211 
THEOREM 10.8. If k > -1 and a > k + 4, then S, is dense in L:, . 
To prove this, let 
P(r,x)++ G r”cosnx= 1 -r2 
.,T 2[ 1 - 2r cos x + r2 ] 
be the usual Poisson kernel. For j > 0 and 0 < r < I, 
JsP(r,x) 16 C(1 -r)pjpl, Ix/ < 1 -r, 
< C(1 -r) /xI~~-~, l-r<Ixl,<7r; 
see, e.g., [ 18, p. 2571. It follows easily that for 0 <j < k 
$P(r,x) ’ Ixl’“d.u=O. 
Since the k + 1 by k + 1 matrix with r”nj as (j + I, n + 1) entry is not 
singular, we can find k + 1 linear combinations, h,,... h,, of the functions 
($/axj) P(r, x) such that for 0 < m < k, c,(h,) = 0 if m # n and c,(h,) = I, 
where c,(h,) is the mth Fourier coefficient of h,. Since the series for the h,‘s 
are absolutely convergent, we can truncate them to obtain functions g, such 
that g,(r, x) - eimlr is in S, and 
lim -X 
! 
1 g,(r, x)1’ /x(‘~ dx = 0. (10.9) 
r-l- -~ 
To prove Theorem 10.8, fix an f in L&. We may assume that f is 0 in a 
neighborhood of 0 since such functions are clearly dense in L i,. Since such 
anfisinL, ’ it can be approximated by its Fourier series in Li, norm. It is, 
therefore, sufficient to prove Theorem 10.8 for f in S. For such an L let 
f,(x) =f(x) - CkXO c,(f) g,(r, x). Then f,. is in S, and (10.9) shows that f, 
approximates f in L&. This completes the proof of Theorem 10.8. 
It follows from Theorems 10.1 and 10.8 that if k > 0, k + 4 < a < k + +, 
and A is in h(2, a), then there is a unique continuous linear operator on Lf, 
which maps eimx into &,,eim+ for m < 0 and m > k. Throughout the rest of 
this section, we will call this operator T.,. We will now derive realizations 
for T, analogous to those in Section I. 
THEOREM 10.10. If k > 0, k + f < a < k + 2, A is in h(2, a) and f is in 
L2 with Fourier coefficients c, , then for almost euery x 
T,, f (.x) = \‘ i,c,e”‘” + : c, T.t(e’m.v). (10.1 I) 
m  < 0 
m>k 
If?=” 
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TO prove this, let f, = Ck= -n c,,,eimx. Then for n > k, 
T,fn(x) = + 2 c, TA(eim”). (10.12) 
-n<m<O n, = 0 
k<m<n 
Now since ilf, -fl12 -0 as n-t co, IIf, -f llz,zu -+O and ilT,tdf,> - 
T*(f )lL --t 0 as n + w. The right side of (10.12) converges to the right 
side of (10.11) in L2 and therefore in Li,; this completes the proof of 
Theorem 10.10. 
THEOREM 10.13. Zf k > 0, k + f < a < k + #, A is in h(2, a) and L(x) = 
- Cizo T,(e’“Q then L h as k generalized derivatives on (-n, TC)/(O } and 
L”‘(x) = - CkCo (imy TA(eim”). If 4 h as k + 2 continuous derivalives, 
#(x)=lfor/x)<l and(b(x)=Ofor~x]>2,thenforO<j<k 
lim L(j)(x) + 
(I 
= 0. 
n-m 2.2a 
m>k 
The proof of Theorem 10.12 is similar to the proof of Theorem 7.6. First, 
let hj,,(x) = C?, mj~(m/n) eimx. As in the proof of Theorem 7.6 it follows 
that lim,,, I( ~,(Ztj,,)l12,z, = 0 or, equivalently, 
lim 
“-CC /I 
4 mjT,(eijx)- ~om~~(~)Ameim~’ li2,2a=0. (10.14) 
ZO 
m>k 
As in the proof of Theorem 7.6, we use (10.14) to obtain the analog of 
(7.14), 
I‘ L(x)@(x)dx=jZ (-ly’+’ v(x) 5 (im)‘TA(eimx)dx (10.15) 
-7% --* m=O 
for any Cm function ly with support in (-n, n)\(O) and 0 <j < k. Theorem 
10.13 follows immediately from (10.14) and (10.15). 
THEOREM 10.16. If k>O, k + f < a < k + 3, A is in h(2,a), L(x)= 
- CiEo T,(eim”) and f is in L 2 with Fourier coeflcients c, , then 
T,f(x)= x A,,,c,eimx- 5 
m<O m=o 
eimxDmL(x) l;y(t) (e--‘l- 1 ) m dt, 
27rm! 
where D is the operator defined by Dg(x) = eCiXg’(x). 
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Note that by repeated use of (10.5), the conclusion of Theorem 10.16 can 
also be written in the form 
‘, (-ieix)m D”L(x) d”c, 
TJ(x) = \‘ i,,,c,eimx - 1 t m<o m-0 m. 
I??>h 
Because of Theorem 10.10, it is sufficient to prove that 
k 
4 T,l(e’mx) e-‘m’ = - \7 
- 
m:O m=O 
(10.17) 
To prove (10.17) we will first prove by induction that for 0 < n < k 
pL(x) = -jme-im.Y 2 jtm)T,l(eij-y), (10.18) 
j-0 
where jCm’ = m!(i). 
For m = 0, (10.18) follows trivially from the definition of L. Assuming 
(10.18) for an m satisfying 0 < m < k, note first that by Theorem 10.13 
for 0 < I< k - 1. Since j(“” IS a polynomial in j, it follows from (10.19) that 
(m)T.l(eijX) = 2 ijj(m)T.L(eiiX). 
j=O 
Therefore. 
(m)TA(eijx)] = e-i(m+ 1)~ 5 i(j _ m )  j(m)T.l(ei.ix). 
j=O 
(10.20) 
Using the inductive hypothesis (10.18) on the left side of (10.20) then shows 
that 
k 
-i-mD”+ ‘L(X) = e-“” t  I)1 ~ ijcrn t  ‘)T,(eijX); 
. j  =o 
this completes the inductive proof of (10.18). 
To prove (10.17), use (10.18) to show that the right side of (10.17) equals 
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Changing the order of summation and using the fact that jcm) = 0 for 
0 Q j < m shows that this equals 
i T,(p) + j 
( 1 
+-” - 1)“‘. 
j=O ZO m 
By the binomial theorem, this equals the left side of (10.17); this completes 
the proof of Theorem 10.16. 
THEOREM 10.21. If k > 0, k + f ( cz < k + i, A is in h(2, a), 4 has k + 2 
continuous derivatives, 4(x) = 1 for [xl< 1, $(x) = 0 for 1x1 > 2, L,(x) = 
c m~O,m~k~m~(mln)eimx,f is in L:,, D is the operator defined by Dg(x) = 
ecixg’(x) and 
T,,,f (xl = -2- = L,(x- t) - i eimx 
Et=0 
Dmt;‘x’ (‘i:- ‘)“‘]f(t)dt, 
where C depends only on a, and 
;\t II T,.,f - Tnf ll2.2a = 0. 
This analog of Theorem 7.16 is proved in exactly the same way. The only 
significant change is that we must show that 
in order to shows that T,*,f exists for general f in Li,. 
To prove (10.22) fix n, define 
m>k 
and note that g(eix) = L,(x). Differentiating this equality then shows that 
i”‘g(“‘)(e’“) = D”L,(x). (10.23) 
Using (10.23), we see that the left side of (10.22) equals 
de 
ix-it) _ i g’m~fi’) ceix-if _ eixyn 1 . 
Ill-0 
(10.24) 
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Since g is an analytic function except at 0, (10.24) is bounded by a constant 
times le-” - 1 Ik+‘, and this proves (10.22). 
To define multipliers on L& for a < - 4, we follow the procedure of 
Section 9. Given a < - i with 2a not an odd integer, define T; on LI,, as 
the multiplier operator generated by 1, and define T, on L& as the adjoint 
operator of Tf. The analogs of Theorems 8.1-8.3 are as follows; the proofs 
are analogous to the proofs in Section 8. 
THEOREM 10.25. If k > 0, -k - 2 < a < -k - i and A is in h(2, -a), 
h?n II Lfll 2.2a G WA -4 Ilfl12.2n 9 where C depends onl]) on a. 
THEOREM 10.26. If k, a, and A are as in Theorem 10.25, L(-x) = 
- C”,-, 7’:(e”““) andf is in L’ with Fourier coefficients c,, then 
T,f(x) = x &,,c,eim” - <’ - 
m<o 
m>k 
X j” f (-t) eimfDmL(t) dt, 
-n 
where D is the operator defined by Dg(x) = eciXg’(x). 
THEOREM 10.27. If k. a. and A are as in Theorem 10.25, 4 has k + 2 
continuous derivatives, i(x) = 1 for 1x1 ,< 1, 4(x) = 0 for 1x1 > 2, L,[(x) = 
c m<O,m~k~m~(m/n)eimx,f is in L&, D is the operator defined 6)) Dg(x) = 
e-‘“g’(x) and 
1 
- eimrDmL,(t) 
m! 
f t--t) dt, 
then 
II Lf II 2,2a G CW -4 llf l12.2n 3 
where C depends only on a, and 
Ji:, II T,.,f - ?f l/w, = 0. 
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