INTRODUCTION
It is the intent of this paper to report on the development of two novel methodologies for the reliability assessment of faulttolerant digital computer -based systems: Computer -Aided Reliability Estimation III and Gate Logic Software Simulation. Both technologies were developed to mitigate a serious weakness in the design and evaluation process of ultrareliable f . ORIGINAL PAGE I3 OF POOR QUALITY digital systems. The weak link is based on the unavailability of a sufficiently powerful modeling technique for comparing the stochastic attributes of one system against others. Some of the more interesting attributes are reliability, system survival, safety, and mission success.
A long-term goal of the NASA Langley Research Center is the development of this tool. The technology development process is shown in figure 1 . Historically, our interest in this subject commenced circa 1971. At that time, two math models were identified as having potential for filling the assessment gap. Figure 1 shows those models as CARE, Computer Aided Reliability Estimation, a computer program generated at NASA's Jet Propulsion Laboratory for application to long-lived, space-borne computer systems; and TASRA, Tabular System Reliability Analysis, a computer program due to Battelle Memorial Laboratories for application to the F-111 Pitch Flight Control System (refs. 1 and 2).
The CARE computer program is a very powerful reliability assessment capability for fault-tolerant system concepts that existed in the late 1960's. A major innovation in reliability modeling in CARE was the incorporation of the stochastic concept of coverage due to Roth and Bouricius, et ai. (ref. 3) . Coverage, defined as the conditional probability that a proper recovery occurs if a fault exists, was shown by Bouricius and Carter, et al., to be a significant factor for achieving high reliability in modular replacement systems (ref. 4) . Prior to this consideration, reliability analyses omitted the coverage parameter entirely which caused math models to assume a unity probability of system recovery given a fault occurrence, thereby forcing the reliability predictions to be nonconservative and hence, inaccurate. Although powerful and innovative, the CARE math model suffers from two major deficiencies, its inflexibility to model the emerging multiprocessor-based systems and the lack of a model for computing the coverage parameter.
The TASRA computer program, in contrast to CARE, utilizes the popular "Markov" analysis method which allows a very flexible modeling technique but lacks the vital coverage model as well.
Based on these findings, NASA-Langley participated in the codevelopment of CARE II with the Raytheon Company (refs. 5 al; d 6) . The primary objective in creating CARE II was to develop a coverage model to compute coverage for CARE. Figure 2 presents the coverage math model and delineates the factors comprising the coverage computation. Although the CARE II coverage model represents a quantum leap in coverage modeling, CARE II still retains the original CARE system's architectural-description inflexibility.
A gestation period ensued following the CARE II development that involved Langley in numerous studies, depicted in figure 1 as square blocks,• and the codevelopment of two nti reliability assessment methodologies, i.e., CAST (Combined Analytic Simulative Technique) and CARSRA (Computer-Aided Redundant System Reliability Analysis). The coverage impact study determined upper and lower bound values of coverage for a fault-tolerant triplex flight control computer system utilizing state of the art hardware (ref. 7) . The CAST study made two important contributions to our program at Langley: it emphasized the potential importance of transient modeling in ORIGINAL P^ -ES Of POOR QL A!_ITY reliability predictions, and it introduced the notion of Combining an analytical approach with computer simulation (ref. 8) . By partitioning the modeling of ultrareliable systems in this latter manner, an otherwise intractable problem using either technique in toto. now becomes workable. The CAST concept has become the mainstay of our approach to reliability assessment since the completion of the CAST study, circa 1974.
CARSRA was a spin-off from a Boeing Company study on the design of an Airborne Advanced Reconfigurable Computer System (ARCS)(ref. 9). The development and application of CARSRA was our first comprehensive involvement with the assessment of complicated aircraft flight control systems. The complexity of flight control systems gave rise to the creation of CARSRA in two important areas. Since CARSRA utilizes the Markov approach, a state reduction technique was required, and it became clear that the assessment technique must model stage dependencies in order to assess a variety of system configurations which constitute continued mission success. The most familiar example of this application is system survival. In a redundant fault-tolerant system, there are many system configurations which will effect the proper system output; however, there are other system configurations that may be of interest in addition to system survival. Boeing, in the ARCS study, defined the term "Functional Readiness.' It is expressed as a time-dependent probability and is applied to missions containing critical subtasks which will either be performed or not performed, depending on the operational redundancy level at the time of demand. Boeing cites, as an example, an aircraft automatic landing function for which a certain:level of hardware redundancy is required before a landing may be initiated in poor visibility and weather conditions. CARSRA also benefited from its predecessors by incorporating a multi-coverage parameter capability and an electrical transient modeling capability.
Transient modeling proceeded in two directions: the stochastic estimation of intermittent failures of computer piece-parts and the modeling of the effects of induced analog transients on digital circuitry (refs. 10 and 11). The latter study is ongoing work that relates an analog transient source with a digital system's activity. The form of this relationship will he a stochastic model for input to a system reliability assessment model. Software reliability studies are an ongoing activity at Langley. The most recent completed study suggests the possibility of estimating software reliability through testing. Although still in the experimental stages, a methodology has been proposed and demonstrated that estimates probability of software error as a funct i on of execution time and test trials (ref. 12 ).
All of the activities depicted by figure 1 have culminated to form the basis for the development of CARE III. CARE III was codeveloped by Langley and the Raytheon Company and cosponsored by the U.S. Air Force Avionics Laboratory at the Wright-Patterson Air Force Base (refs. 13, 14, and 15) . A summary of the salient features of CARE III is shown in figure 3 .
ORIGINAL OF POOR QUALITY -A General-Puroose'Reliabil
CARE III was designed to model large ultrareliable replicated systems incorporating digital electronics. Examples of such systems are shown in figure 4 (refs. 16, 11, 18, and 19 ). The CARE III assessment process is depicted ir. figure 5 and begins with an architectural description of an ultrareliable system. That description may be based on a conceptual model of the system, then CARE III is used as a design tool; or, the system jty be well-defined so that CARE III is utilized as an analysis tool. In either case, the analyst generates a set of failure rates and probability density functions for the various failure and error mechanisms he wis ps to include in the analysis. A partial list of failure and error models is delineated in figure 12 . The inclusion of any of these models will necessarily lower the system reliability estimate. The need to include a model is of course a function of the architectural structure, its fault-handling mechanisms, and the magnitudes of the parameters in the model. The large choice of failure and error models is provided to increase the realism and credibility of the analysis. The models are user options in CARE III and may be omitted at the discretion of the analyst. Usually he will omit certain models after determining that they have a minimal effect. Some of this modeling information is used to define the system fault-handling model(s) which is required as a user input, indicated by the state diagram in figure S. The remainder of the failure and error modeling data is entered as Fortran NANIELIST statements -examples will follow. Angther important step in setting up CARE III input is the generation of the system configuration and success criteria. Fault-tolerant systems are usually designed to have many hardware and functional combinations that enable proper system operation. CARE III uses the powerful fault tree language to describe system failure configurations. In large systems, the rn,mb-r of success combinations can be very large, and for this reason CARE II !_ises the "unsuccess" or failure combinations instead. In a properly designed system, the number of failure combinations should be considerably less than the number o f r system success combinations, thus easing the computational task. The fault tree language provides an excellent medium for delineating the system failure combinations.
Referring again to figure 5, the user-prepared data are initially processed by the CARE III input subprogram, CAREIN, shown as the upper disk. It is essentially composed of the fault tree language program. The second CARE III subprogram, COVRGE, processes the fault-handling model(s) data and puts them into the form required by the third subprogram, CARE3, which performs the reliability computations. CARE III is written entirely in the Fortran IV language and currently executes on the Digital Lquipment Corporation POP-10 computer and on the Control Data Corporation CYBER 170 series computers. The CARE III output data take two forms, graphical or tabular. In either case, the outputs of most interest are the total system reliability or system survival as a function of time and tw^ vital components: probability of system failure due to hardware tJundancy limitations (exhaustion of spares) and probability of system failure due to improper fault handling. In ultrareliable systems, the latter factor is the predominate cause of system failure (ref. 20).
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An example of the CARE III assessment process is given by figures d gad 7. Figure 6 is a sketch of an Ultrareliable Fault-Tolerant Multiprocessor composed of 10 memory processor pairs which communicate with each other over 5 individual bus lines shown in the chart as a solid bus line. This system
survives if at least 2 computers and 2 buses are operational. The analyst want.% to compute the probability of system survival at 10 hours of mission time for this multiprocessor system and the probability of system failure at 10 hours due to spare hardware depletion and dice to improper system-fault handling. For this simple illustrative exampia, the analyst creates two fault trees and a state diagram for system-fault handling as depicted in figure 7 . The System Fault Tree describes the system stage configurations that cause system failure. The computer stage is comprised of up to 10 computers, each having an identical failure rate. The bus stage is composed of up to 5 buses, each having an identical failure rate, most likely different than that of a computer. The OR gate in the System Fault Tree means that the system fails if a computer stage fails or a bus stage fails. A computer stage fails if less than 2 computers are operational, and a bus stage fails if less than 2 buses are operational. These conditions are described in the line beginning with "$STAGES". This statement is a Fortran NAMELIST statement. It says there are two stages, (NSTGES=2),i.e., 10 computers and 5 buses, (N-10,5), and the minimum for stage survival is 2 for each stage (M-2,2). The remainder of the line describes the fcrm of output data requested. The fault tree description for "ARE III input is shown under the heading, SYSTEM FAULT-TREE. It describes the gate interconnections and the types of gates. There is another cause of system failure that is implicit in the SYSTEM FAULT TREE and that is system failure due to single-point failures in either stage. Details of this model are discussed, later.
A unique modeling capability of CARE III is the incorporation of the effects of synergistic pairs of failures. In fault-tolerant systems, the system could contain many undetected (latent) failures which individually would not cause system failure; however, certain groupings of failures-that coexist may bring the system down. The CRITICAL-PAIR TREE enables the analyst to specify the conditions under which synergistic paired failures cause system failure. For this case, any two latent computer failures out of ten computers or any two latent bus failures out of five buses cause silstem failure. In practice, one would usually specify which paired failures cause system failure. The CRITICAL-PAIR TREE is described by the data 'isted under the heading, CRITICAL-FAULT PAIRS. The next step in the CARE III input process is the description of the FAULT-HANDLING MODEL. This simple state model is composed of two system states, active (A) and active detected (AD). The active system state is entered when a failure occurs. It is an undetected or latent state. If a fault detector is employed, d is the rate at which failures are purged from the system. CARE III assumes that if the system enters the active detected state and it has spare hardware, it will reconfigure out the faulty module and the system recovers. Note, as 6 increases, the probability of synergistic failures occurring diminishes since there will be fewer latent failures present. Line one, $FLTTYP, shows that therR is one fault model (NFTYPS-1) and defines the value of 6 as 3.6 x 104 detections per hour. Line 3, $FLTCAT, simply links failure rates denoted as RLM arrays to stages (JTYP). Line 5, $RNTIME, specifies flight time of 10 hours. CARE III input data for this example system is shown in figure 7 beginning with the statement $FLTTYP and including all the statements that follow. The CARE III output is the total system probability of failure, the system probability of failure due to improper fault handling, and the probability of system failure due to spares exhaustion.
User-Oriented Language for Describing Complex System Failure Configurations (Fault Tree)
The multiprocessor example made use of a trivial application of the CARE III fault tree language. A better example emphasizing the power of the fault tree input is given by figures 8 and 9. 
Fault-Handling Model Based on Probabilistic Description of Operative Detection, Isolation, and Recovery Mechanisms
In figure 1 , a simple fault-handling model of two states was described. CARE III has both a single-fault model and a double-fault mneel. The latter defines critically coupled, paired failures. The singleault model is given in figure 10 and is shown in the dashed box. For illustrative purposes, three additional states have been added so that the state diagram is a Markov model of a 2 unit system. Initially, the system is in state 0 and has experienced no failures. When a failure occurs, the system enters state A, the Active latent state, given by the arrival density,A(t). Depending upon the nature of the failure, i.e., permanent,transient, intermittent, etc., the fault-handling model will be defined differently. For example, if the failure were intermittent, A(t) would be the probability density function (PDF) for the arrival of an intermittent, and states A and B define the intermittent model where a and S are constant transition rates into and out of state B, respectively. When the system is in state B, the Benign state, the failed unit appears to have healed itself, i.e., the manifestation of the failure, a fault, vanishes;
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however, when the failed manifestation is once again resumed (the fault reappears), the system enters state A where at that point, the failure looks like a hard failure. It could be detected by a self-test program with POF 6(t'), and the system would enter state AD, the Active Detected state; where given that a spare exists, the system will purge the faulty unit and switch in the spare. Or while in the active state, the fault could generate error% with POF p(t'). The system then will enter the AE, Active Error state. The intermittent.failure could manifest its intermittent state again so the for the arrival of a transient, a would be set to a value greater than zero and 0 would be equal to zero. The POF 1(t) for the arrival of a permanent failure would be defined so that a-6-0. The dashed arc going from state AD to A, enables the analyst to include the effects of the system decision that the detected fault which took the system from state A to AD was, in fact, a transient. In this regard, the system would not reconfigure out a non-failed module. A judicious choice of values for the single-fault model affords the analyst a wide range of models. A dil" Brent fault model may be assigned to each stage or several models may be assigned to a given stage to cover the effects of different failure mechanisms such as transients, intermittents, hard failures, etc.
The reader will note that the reliability model in figure 10 has three measures of time associated with it which necessarily makes the model a semi-Markov process. This added complexity is required because the behavior of the system is dependent on the onset of the various fault-behavior events.
LARGE REDUCTION OF SYSTEM STATE SIZE
The capability thus described comes at no small computational price if state of the art techniques were employed. In fact,if one were to utilize the popular "Markov" modeling technique on a nontrivial system such as the flight control system shown in figure 11 (which is composed of 22 stages and 64 reconfigurable modules) coupled with a reasonable set of failure and error models (some of which are delineated in figure 12 ), the number of system states would be on the order of millions. For each state, a linear differential equation is formed. Clearly the solution of millions of differential equations is computationally intractable if not impossible with today's technology. But CARE III was designed to assess these types of systems. How does it do it?
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To understand the CARE III state reduction method, it is expedient to first examine how the state size build;-up occurs in the Markov method. A Markov state is described as an ordered n-tuple. The components of the n-tuple contain information about the number of failed reconfigurable units in the system plus system fault-handling information for each module and fault type (hard failure, transient, etc.). For the system shown in figure  11 , the n-tuple has a minimum of 22 components, i.e., one for each stage. For each stage, additional n-tuple fault-handling components are added to describe the number of failed units that are system detected, the number that are identified with a reconfigurable module, and the number that have been recovered. A set of fault -handling components is included in the n-tuple for each type of failure, e.g., transient, hard, intermittent, etc.
The total number of n-tuple components becomes very large. The product of the n-tuple components gives the number of possible system states. In contemporary practice, tractable analyses are accomplished by making numerous assumptions about the system to reduce the state size to the order of 1000. CARE III, on the other hand, retains a considerable amount of detail without the burden of unmanageable state sizes. This feat is accomplished in CARE III by separating fault-handling information from the structure model, i.e., information about the number of failed units. Each model is worked separately to a point and then recombined ( ref. 21 ). An example of this state reduction is depicted by figures 10 and 13. When CARE III processes the fault-handling model of figure 10 ,. that information is ma pped into time-varying transition rates,al(t), a2(t), as shown in figure 13 . What might have been a stationary semi-Markov process for the system of figure 10 will always become a nonstationary Markov process. For large systems, state size reductions of at least 10,000 to 1 have been estimated. The solution to the nonstationary process model of figure 13 is given by the solution to the forward Kolmogorov equation depicted in figure 14 . The system reliability is computed by summing the probabilities, P 1(t), for the allowable or success states. Numerically, it is more accurate to compute tha probability of system failure in lie , A of reliability (probability of rysten survival). The user-defined fault trees specify the system failure sates, so that, the probability of system failure is simply the sum of ".2(t) over 1, the set of system failure states. CARE III actually computes the probability of system failure using the equation,
0 where the probability of system failure is given by the sum of Q 1(t) overt the set of system failure states. CARE III has entered the first stage of validation by undergoing extensive testing at the computer program (debugged) and math model levels.
It is also being applied to several experimental ultrareliable design concepts to evaluate CARE III modeling flexibility and the user-oriented fault tree interface.
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GLOSS-GATE LOGIC SOFTWARE SIMULATION
It is one thing to implement a very powerful reliability model and quite another to make it useful. For all reliability evaluators, including CARE III, a weakness lies in the unavailability of data for miarW of the fault-handling parameters. The situation is not a total loss; however, since reasonable engineering estimates can be made in many cases, and furthermore, the sensitivity of the system reliability can be tested against variations in the marginal data. A better way, of course, is to measure or estimate the parameters based on some empirical observatitns.
LATENT-FAULT MODELING AND MEASUREMENT METHODOLOGY
Since system fault detection appears to be the most critical fault-handling parameter, NASA-Langley in 1977 initiated a series !^f studies 10 investigate a methodology for measuring the fault latency of digital computers (re f. 22). The methodology consisted of simulating a 1000 equivalent gate processor in a host CDC Cyber 173 computer. The simulated processor was a paper design and is referred to as a "hypothetical" machine. The hypothetical machine was simulated at the gate level. Actually, two copies of the hypothetical machine executed identical code in synchronism, where one machine received a stuck-at fault at the onset of the computation. Detection or nondetection was determined after the nonfaulted processor completed its execution. At that time, the computational results of the two simulated machines were compared, bit for bit. Any difference constituted detection. If no detection occurred, the code's input variables were randomly altered, and the processes were repeated for the same fault. This scheme was repeated for up to eight executions for the same fault, if detection didn't occur. If a detection occurred in less than or equal to eight repetitions, or no detection occurred after eight repetitions, then a i trial began where another stuck-at fault was induced. This overall process was repeated for up to 1000 randomly selected faults. The 1000 induced faults were selected as a function of piece-part failure rates and w ere distributed equally across the nodes of the gates. The latency time, 1.c., time to fault detection is expressed in number of code executions or repetitions. The time scale can easily be mapped into CPU seconds of code execution, if desired.
The comparison of output data from two or more computers is often referred to as a comparison-monitoring detector which is an important detection mechanism employed in many operational fault-tolerant systems. In the CARE III fault-handling model shown in figure 10 , comparison-monitoring detection is modeled by E(T)-
The results of the pilot study were both surprising and intriguing. Using six different programs ranging from a very simple fetch-and-store program to a very complex linear convergence scheme, the pilot study showed that only 50 percent of the induced faults were detected after eight repetitions for all six programs. Figure 15 depicts typical results. The ORIGINAL PAM': OF POOR QUALI Implication that these results have on reliability assessment for highly reliable systems is staggering. It suggests that highly reliable fault -tolerant systems cannot be designed with comparison monitoring or majority voting as the major stuck-at fault detector (ref. 7).
VERIFICATION OF LATENT-FAULT MEASUREMENT METHODOLOGY
It was with this concern that a series of further experiments to investigate the validity of the pilot study results were designed at NASA-Langley After all, it was not clear that similar results could be obtained for a real processor executing practical software. The goals of the follow-on work were to test the findings of the pilot study utilizing a real avionic miniprocessor, to assess the significance of injecting faults at the gate level and at the functional pin level, to evaluate an airborne self-test program, and to account for undetected faults (refs. 22, 23 9 .241,   and 25 ). The methodology for gate level simulation, which was codeveloped by NASA-Langley and Bendix, is called the GLOSS, Gate Logic Software Simulator.
The pilot study results were tested in three phases using a gat4 simulation of the Bendix BDX-930 miniprocessor, a 5000 gate equivalent CPU.
Initially the same six pilot study programs were coded using the comparable primitive instruction set of the hypothetical machine, i.e., load, store, add, subtract, and branch. The next phase allowed the six programs to be recoded using the rich instruction set of the BOX-930, and finally comparison-monitoring detection was measured for flight control system code in lieu of the six pilot study programs. The surprising outcome of this experiment is typified in flqure 16 for all six programs. The percent of nondetected faults is about the same for all the programs, instruction sets, and two different machines, i.e., 50 percent. As the code becomes more complex, the shape of the histogram bunches up so that virtually all the detcction occurs in the first execution. The latency time decreases somewhat with increased code complexity but nc;` the percent detected.
When the same set of experiments are repeated with the exception that faults are induced at the register transfer or pin level in lieu of the gate level, similar results shown by figure 17 appear.
One notable difference, 'iowever, is that the level of detection significantly rises.
As an extension to the pilot study, the latent-fault measurement methcdology was applied to an airborne self-test program consisting of 2000 BDX-930 instructions which executed in three milliseconds on the BDX-930. While the simulator executed the self-test program, faults were induced at the gate level and, in a separate experiment, at the pin level. The design goal for the self-test program was 95 percent detection. Figure 18 presents a si,mmary of the self-test detection values and the comparisonmonitoring dete:tion values. For the same level of fault inducement, the self-test code shows the highest detection, but fell short of the 95 percent requirement for gate-level faults. With considerable effort and expense, the 87 percent self-test detection was increased to 94 percent, and appears to be a practical upper bound on gate-level fault detection. Flight control system code improved fault detection substantially but still fell short of 0 percent undetected for gate-level faults. For component-level injected faults, the industry-assumed value of 0 percent undetected was achieved. equal. This concern is further exacerbated by the knowledge that the method practiced by industry, pin-level fault injection, yields the hi r detection values. At our present level of understanding of fault. propagation mechanisms, the pin-level detection values would appear to be nonconservative and should be used with great caution, if at all. This recommendation is based on our knowledge that the gate-level faults that were not detected after eight repetitions are potentially detectable or distinguishable, i.e., there exists some code or sequence of code execution that will propagate a distinguishable fault.
In the process of investigating the reason why faults were not detected after eight repetitions, it was discovered that there exists a class of faults that can never have an effect on the system and, therefore, can never be detected. This class of indistinguishable faults has been estimated to comprise 16 percent of all faults. An example of an indistinguishable fault is a stuck-at fault located at the unused output of a flip-flop circuit. An important outcome of this discovery regards the method of estimating detection coverage. The conserv ative approach, and the correct one, is to delete the 20 percent indistinguishables from the set of induced faults in the computation of detection coverage. The net effect is to reduce the magnitude of detection coverage.
The lessons learned from these latent-fault modeling and measurement studies are summarized as follows:
o Practical measurement of detection coverage for stuck-at faults is possible and is a necessary aspect cf reliability assessment. o Comparison-monitoring detection for typical application code is much less than expected, which poses serious implications for highly reliable systems. o 95 percent gate-level self-test detection coverage is measureable and achievable but expensive to accomplish.
o The industry practice of measuring self-test detection by inducing faults at the pin level may not be conservative, and in view of the fact that the reliability of highly reliable systems is very sensitive to detection, further analysis of this practice is requi red.
CONCLUDING REMARKS
The CART III and the GLOSS are presently in the developmental stages, with CARE III clearly in the lead. The CARE III math model is embodied in a Fortran IV computer program that has been receiving considerable national scrutiny. The validation of CARE III is being conducted by industry, the university community, and by the U.S. Government at NASA's Langley Research Center and by the U.S. Air Force at Wright-Patterson Air Face Base. To date, only minor correctable problems have cropped up; and, if this trend continues, CARE III will be released within a year.
The development of a generally applicable GLOSS commiter progrem, which embodies the GLOSS methodology, is currently underway. nitially, the GLOSS will execute on the VAX-11, 700 series computers but will be written for maximum computer po.•tability. 
