A fundamental concept in groundwater hydrology is the notion of steady state, or equilibrium conditions. When a system at some initial steady state condition is perturbed by pumping, a transient cone of depression will develop and the system will approach a new steady state condition. Understanding the time scale required for the transient process to occur is of practical interest since it would help practitioners decide whether to use a steady state model or a more complicated transient model. Standard approaches to estimate the response time use simple scaling relationships which neglect spatial variations. Alternatively, others define the response time to be the amount of time taken for the difference between the transient and steady state solutions to fall below some arbitrary tolerance level. Here, we present a novel approach and use the concept of mean action time to predict aquifer response time scales in a twodimensional radial geometry for pumping, injection and recovery processes. Our approach leads to relatively simple closed form expressions that explicitly show how the time scale depends on the hydraulic parameters and position. Furthermore, our dimensionless framework allows us to predict the response time scales for a range of applications including small scale laboratory problems and large scale field problems. Our analysis shows that the response time scales vary spatially, but are equivalent for pumping, injection and associated recovery processes. Furthermore, the time scale is independent of the pumping or injection flow rate. We test these predictions in a laboratory scale aquifer and find that our physical measurements corroborate the theoretical predictions.
Introduction
Population growth and associated industrial and agricultural activities can have considerable impact on groundwater resources. Since groundwater plays a significant role in our social and economic wellbeing, understanding groundwater responses to natural and anthropogenic changes is important. Several studies have examined various properties of groundwater flow processes using different tools including numerical or analytical models, field investigations and laboratory experiments (e.g. Theis, 1935; Freeze and Witherspoon, 1966; Bredehoeft et al., 1982; Hantush, 2005) . Many of these studies have included radial flow problems to investigate pumping, injection and recovery processes.
A common concept used in groundwater modeling is defining a steady state (or equilibrium) flow condition. When a forcing condition on a system at equilibrium is changed, the system will undergo a transient response to approach a new equilibrium state. A point of interest is to understand the amount of time taken for the system to reach steady state. Strictly speaking, from a mathematical point of view, an infinite amount of time is required for the system to asymptote to steady state conditions. However, this strict mathematical definition is impractical because we can never wait for an infinite amount of time. Therefore, we wish to estimate a ''sufficiently long period" of time that is required for the system to ''effectively" reach steady state (Schwartz et al., 2010) . However, the concept of a ''sufficiently long period" is subtle.
A change in flow conditions at a pumping or injection well will eventually influence regions further away from the well, potentially over very large areas, including distant boundary conditions. When the flow rate at a pumping or injection well is altered, a transition pattern, often called a cone of depression, propagates through the aquifer with time. Understanding the amount of time required for a transient system to effectively relax to equilibrium can help us decide whether to use a steady state model or a more complicated transient model to describe the groundwater flow process (Simpson et al., 2013; Jazaei et al., 2014) .
The concept of aquifer response time has been analyzed previously for various groundwater problems. Theis first considered the response of a groundwater system to pumping by solving a mathematical model describing the transient flow near a pumping well in an infinite aquifer (Theis, 1935) . After this initial study, Theis then considered the factors controlling the response time (Theis, 1940) . These factors include the aquifer transmissivity, T; the storage coefficient, S; and the length scale of the problem. Theis concluded that the rate at which the cone of depression spreads is proportional to T and inversely proportional to S. Later, other researchers presented simpler scaling formulas to estimate the aquifer response time scale (e.g. Gelhar and Wilson, 1974; Townley, 1995; Erskine and Papaioannou, 1997; Manga, 1999; Haitjema, 2006) . For example, Gelhar and Wilson (1974) suggest that the hydraulic response time is t h ¼ nL 2 =3T, where n is the average porosity and L is the aquifer length. Such scaling formulas suggest a constant time scale for the entire system and do not provide any information about how the time scale depends on position. Other studies (e.g. Schwartz et al., 2010; Kooi et al., 2000; Rousseau-Gueutin et al., 2013) define the response time as the amount of time taken for the difference between the transient and steady state solutions to fall below some tolerance. For example Rousseau-Gueutin et al. (2013) define the aquifer response time to be the amount of time required for 95% of the transient head changes to have occurred. This definition does not lead to a simple closed form expression. Recently, we presented a different framework to quantify the aquifer response time scale (Simpson et al., 2013; Jazaei et al., 2014) . Our analysis provides explicit mathematical expressions showing how the response time scale depends on position, aquifer properties and boundary conditions. This approach does not require any predefined thresholds, and avoids the need for solving the transient flow problem. However, our previous analyses were limited to one-dimensional Cartesian problems in which flows where driven by a surface recharge conditions, or changes at the interface between the surface water and groundwater. In contrast, here we analyze the time scale of a two-dimensional radial system, in which the transition between different steady state conditions is driven by flow changes at the pumping or injecting well. Our analysis is relevant for both converging and diverging flows and we employ a nondimensional framework which leads to more elegant, generalized results, which can be used to explain the difference between smaller scale laboratory flow conditions and larger scale field conditions. Our approach involves analyzing the first and second moments of the transition time distribution, which is similar to the way in which some previous studies have used temporal moment analysis to investigate spatial variations in hydraulic conductivity (Li et al., 2005; Zhu and Yeh, 2006) . We note, however, these previous studies were focusing on analyzing the hydraulic conductivity fields, and did not consider using moment analysis to derive expressions for the aquifer response time scales.
The objective of the present work is to develop a framework to quantify the spatial variations in response time scales under radial flow conditions. We investigate pumping, injection and recovery processes to understand how their response time scales depend on hydraulic and geometric properties of the aquifer. We employ two mathematical concepts, known as the mean action time (MAT) and the variance of action time (VAT) in this analysis. We employ a dimensionless framework that can be used to study both large scale field problems as well as small scale laboratory problems. Our theoretical predictions are tested using new datasets from laboratory scale experiments.
Mathematical model
In this section we first use a dimensional radial flow model to define a simpler and more general dimensionless model. Primed variables denote dimensional quantities and unprimed variables denote dimensionless quantities. 
Dimensional model
Groundwater flow near a fully penetrating well of radius r 0 w in a homogeneous confined aquifer can be analyzed using the following dimensional model (Bear, 1979) , 
The transient solution of Eq. (1) can be written as an infinite series involving Bessel functions (Bear, 1979) . We remark that the Theis solution is relevant only for aquifers of infinite extent and therefore does not apply to the finite problems considered here.
For the recovery process, we suppose that the flow rate at the well is stopped, giving Q 0 ¼ 0. Furthermore, we assume that the initial condition corresponds to the steady state of the associated pumping or injection process, given by Eq. (2). The steady state solution of the recovery process is h 
The boundary condition at r 0 ¼ R 0 is given by
Dimensionless model
To simplify our analysis, we nondimensionalize the mathematical model by introducing the following characteristic length, time and head scales,
We then define the following three dimensionless variables,
and two constants that are given by:
Physically, a is a positive constant representing the ratio of the well radius, r 0 w , to the length of the domain, R 0 . For a small scale laboratory problem we have a % 0:01 whereas in a field scale application R 0 ) r 0 w , so we are interested in the limiting condition, a ! 0. Working in this dimensionless framework we can extend our analysis to both laboratory scale and field scale applications by simply varying a.
Substituting dimensionless variables and constants into Eqs. (1), (3) and (4) 
The dimensionless initial condition for pumping and injection processes is h 0 ðrÞ ¼ 1. The associated steady state solution is h 1 ðrÞ ¼ ab lnðrÞ þ 1. We assume that the initial condition for the recovery process is equivalent to the steady state condition for the pumping or injection process. The dimensionless steady solution of the recovery process is h 1 ðrÞ ¼ 1.
Mean action time for a radial system
In this section we derive expressions for the MAT of the system using the dimensionless model. This approach leads to an expression for the dimensionless mean time scale, MðrÞ, which can be rescaled to give a dimensional time scale by multiplying by t Ã . We begin by defining two mathematical quantities (McNabb and Wake, 1991; McNabb, 1993) ,
hðr; tÞ À h 1 ðrÞ h 0 ðrÞ À h 1 ðrÞ
To apply these quantities to a particular problem we require h 0 ðrÞ -h 1 ðrÞ to ensure a transition occurs. Hence, for our problem, Eqs. (10) and (11) are indeterminate at r ¼ 1 and we will explain how to deal with this later.
For all pumping and injection processes, hðr; tÞ changes monotonically from h 0 ðrÞ to h 1 ðrÞ. Therefore, FðtjrÞ is a monotonically increasing function with an initial value of Fð0jrÞ ¼ 0, and approaches unity as t ! 1. We interpret FðtjrÞ as a cumulative distribution function (CDF). FðtjrÞ quantifies the amount of action completed at a position r, after time t. Note that here we treat t as the independent variable and r as a parameter. At t ¼ 0, the transition is yet to begin, hence Fð0jrÞ ¼ 0. As the process proceeds, the value of FðtjrÞ increases. For example, we interpret FðdjrÞ ¼ 0:5 as indicating that 50% of the transient process is completed after
By definition, the first derivative of FðtjrÞ with respect to t, given by Eq. (11), is the probability density function (PDF) (Ellery et al., 2012a,b) . Mathematically, f ðtjrÞ is proportional to the time derivative of hðr; tÞ at each position r. Therefore, f ðtjrÞ ! 0 as t ! 1, and the system reaches steady state.
The MAT is the first moment of f ðtjrÞ (McNabb and Wake, 1991; McNabb, 1993) ,
Since we know that hðr; tÞ decays to h 1 ðrÞ exponentially fast as t ! 1 (Crank, 1975) 
To solve Eq. (17) we require boundary conditions at r ¼ a and r ¼ 1. At r ¼ a, we use Eqs. (9) and (14) to define a Robin condition given by dMðaÞ dr þ MðaÞ a lnðaÞ
Since hðr; tÞ decays to h 1 ðrÞ exponentially fast as t ! 1; f ðtjrÞ must also decay to zero exponentially fast as t ! 1. Therefore, MðrÞ, defined by Eq. (12), must be finite at all locations. The coefficient of dMðrÞ=dr in Eq. (17) is infinite when r ! 1, implying that MðrÞ is not well defined. To ensure that MðrÞ is finite, we require dMð1Þ dr
Solving Eq. (17) with these boundary conditions gives us MðrÞ ¼ r 2 ð1 À lnðrÞÞ À 1 4 lnðrÞ |fflfflfflfflfflfflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl ffl}
where the constant C 1 is given by
Our solution for MðrÞ represents the dimensionless mean time scale for the radial flow process at each position, r. The expression for MðrÞ is the sum of two distinct 'geometry' and 'hydraulic' terms. The geometry term describes the spatial variation of the mean time scale. Intuitively, we expect that points closer to the well will respond faster than points further away from the well and the geometry term reflects this. The constant hydraulic term is independent of position and describes the storage effects associated with both the aquifer and the well.
The mathematical expression for MðrÞ, given by Eq. (20), is independent of Q 0 , indicating that the mean time scale is equivalent for pumping and injection processes. Furthermore, the boundary value problem is invariant if we switch the roles of h 1 ðrÞ and h 0 ðrÞ, which is the same as replacing gðrÞ with ÀgðrÞ throughout. Therefore, not only MðrÞ is equivalent for pumping and injection processes, but it is also equivalent for the associated recovery process (Simpson et al., 2013) . It is interesting to remark that we obtained our expression for MðrÞ without solving the governing flow equation for hðr; tÞ. The expression for MðrÞ is relatively straightforward and does not depend on any arbitrary thresholds. Since we did not make any subjective choice of thresholds, and we only used standard definitions of the mean of a PDF, our expression for MðrÞ is a fundamental, objectively defined quantity that shows how the mean time scale depends on relevant hydraulic and geometric properties of the problem. Plots in Fig. 1(a) illustrate how MðrÞ varies with position for two different problems chosen to illustrate the differences between a field scale application, relevant for a ! 0, and a laboratory scale application, with a > 0. Both plots show that the mean time scale increases with r, as expected.
It is useful to note that Eq. (20) can be simplified when a ! 0, for field scale applications, by evaluating the expression for C 1 in the limit as a ! 0, giving C 1 ¼ 0. Therefore, for a field scale problem, the MAT is totally independent of well storage effects because C 1 ¼ 0. Therefore, for a field scale problem, MðrÞ depends only on the geometry. Conversely, for smaller laboratory scale problems, well storage effects play a role and our general expression for MðrÞ allows us to quantify the relative importance of these effects for problems at different scales simply by varying a.
Variance of action time for a radial system
The VAT, VðrÞ, is the second moment of f ðtjrÞ (Simpson et al., 2013; Jazaei et al., 2014 ). Once we have evaluated VðrÞ, we can compute ffiffiffiffiffiffiffiffiffi ffi VðrÞ p , which is a measure of the spread of f ðtjrÞ about MðrÞ. An estimate of the time needed to reach steady state, after accounting for both the mean and variance of the PDF, can be written as,
where m is a positive integer. In this study, we begin by making a simplest possible choice by setting m ¼ 1, and we will discuss this choice later when we compare our theoretical predictions with our measurements from a physical model. This implies that our definition of time sðrÞ is subjective since it depends on the choice of m. In contrast our definition of time scale MðrÞ is completely objective. The VAT is defined as (Simpson et al., 2013; Jazaei et al., 2014) VðrÞ ¼
Using Eq. (12), together with the fact that hðr; tÞ decays to h 1 ðrÞ exponentially fast as t ! 1, we rewrite Eq. (23) 
By combining the first and the second derivatives of /ðrÞ with Eqs. (8) and (12) 
Solving Eq. (26) with these boundary conditions gives,
where C 1 is the hydraulic factor defined in Eq. (21) and,
It is interesting to note that VðrÞ is also independent of Q 0 , and this shows that the width of f ðtjrÞ is same for pumping, injection and recovery processes. Now that we have closed form solutions for MðrÞ and VðrÞ, we can calculate sðrÞ ¼ MðrÞ þ m ffiffiffiffiffiffiffiffiffi ffi VðrÞ p . Similar to our expression for MðrÞ, the expression for VðrÞ can be simplified considerably for field scale problems by considering the limit that a ! 0, giving C 1 ¼ C 2 ¼ 0. However, unlike the expression for MðrÞ, the expression for VðrÞ is more complicated and it is not obvious how to give these terms a meaningful interpretation like we did for MðrÞ.
Plots in Fig. 1(b) and (c) illustrate how ffiffiffiffiffiffiffiffiffi ffi VðrÞ p and sðrÞ (with m ¼ 1) varies with position for two different problems chosen to illustrate the differences between a field scale application and a laboratory scale application. Comparing the results for MðrÞ and ffiffiffiffiffiffiffiffiffi ffi VðrÞ p we see that the spatial variations in the mean is more pronounced than the spatial variations in the standard deviation.
Laboratory experiments
We now apply our method of calculating MðrÞ; VðrÞ and sðrÞ to a set of laboratory scale pumping, injection and recovery experiments. The experiments involve a cylindrical confined flow system with a constant head boundary condition. Fig. 2 shows horizontal and vertical cross sections through the flow tank. The tank has two distinct chambers separated by a fine screen. The lower layer was wet packed with homogeneously mixed silty sand to form a circular confined aquifer of thickness B 0 ¼ 10 cm, and a radius of R 0 ¼ 25 cm. The upper layer contained dry coarse sand and gravel material, primarily to support the confining plastic liner against the uplifting hydraulic pressure generated within the aquifer. A fully penetrating well of radius of 0:7 cm was located at the center of the aquifer. A thin tube with the radius of 0:3 cm connected to a peristaltic pump (Masterflex: L/S-7523-80) was inserted into the well to deliver water into or out of the aquifer. The effective radius of the well is approximately r 0 w ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 0:7 2 À 0:3 2 p % 0:6 cm. The well was only screened in the lower layer and the wall was sealed at the upper layer with a plastic liner. A layer of clay was used near to the wall to prevent water leaking from the aquifer to the upper layer. Two syphon-type tubes were connected to electronic manometers to monitor head changes at r 0 1 ¼ 10 cm and r 0 2 ¼ 20 cm. Head changes were monitored using 1 s time intervals, at a resolution of 0:1 mm. The ends of the syphon-type tubes were screened to prevent solid particles to enter the tubes. The confined system was monitored for three days and no leakage was detected through the confining layer. The hydraulic conductivity of the silty sand material was independently measured to be K 0 ¼ 0:0008 cm=s using a falling head permeameter. Using our estimates of K 0 and B 0 , we calculate the transmissivity,
The value of the storage coefficient was estimated to be S ¼ 0:014 by fitting a transient head dataset collected at r 0 1 ¼ 10 cm under a constant injection rate of 30 ml/min.
Analysis of transient head data
We performed one pumping and two injection experiments. We refer to these experiments as Experiment-P, Experiment-I1 and Experiment-I2, respectively. We also consider three associated recovery experiments, namely Experiment-RP, Experiment-RI1 and Experiment-RI2. The flow rates for Experiment-P, Experiment-I1 and Experiment-I2 are: Q 
These quantities allow us to define dimensionless r; t and h using Eq. (6). Transient head changes were measured at r For our experimental system we have a ¼ 0:024.
We predict the theoretical MðrÞ and VðrÞ values for six radial flow processes at two different positions using Eqs. (20) and (29), respectively. We also measured the observed time scales, which we refer to as experimental time scales using our laboratory datasets. To calculate MAT and VAT from our laboratory datasets we used the monitored transient head data to construct f ðtjrÞ. To achieve this, we use a central difference approximation to estimate @h=@t. After constructing f ðtj0:4Þ and f ðtj0:8Þ, we calculated the experimental MðrÞ and VðrÞ using Eqs. (12) and (23) flow problem to effectively reach steady state conditions. We note that setting m > 1 would lead to larger values of sðrÞ. However, the simplest possible choice of m ¼ 1 leads to a prediction of the time scale where about 87% of the transient response has taken place. Therefore, for practical purposes, setting m ¼ 1 leads to a useful and informative prediction of the relevant time at which the system effectively reaches the steady state. Fig. 3 shows the monitored transient head changes with the predicted theoretical values of MðrÞ and sðrÞ superimposed. Comparing the temporal head data and our estimates of sðrÞ indicate that sðrÞ is a useful estimate of the time required for the system to effectively reach steady state.
Summary and conclusions
In this study we develop an analytical framework that can be used to: (1) estimate the time scale of the radial flow processes; (2) explicitly show how different hydraulic and geometric factors affect the time scales of the process; and (3) show how the time scales vary spatially within the flow domain. To achieve this we introduce two time scales: MðrÞ and sðrÞ, using the concepts of mean action time (MAT) and variance of action time (VAT), respectively.
The key advantage of the MAT framework is that the mathematical expression for MðrÞ explicitly shows how the geometry and hydraulic parameters affect the time scale of the flow process. In contrast, other definitions of the relevant time scale, such as using an arbitrary threshold, does not lead to mathematical expressions that are linked to hydraulic and geometric factors. Another limitation of using a threshold approach is that the time scale predicted itself would depend upon the choice of the threshold. In contrast, MAT avoids the need for defining an arbitrary, subjective threshold.
We also define the VAT, VðrÞ, and use this information to estimate the actual time needed to reach steady state after accounting for both the mean and the width of the PDF that governs the transition. Given MðrÞ and VðrÞ we define sðrÞ ¼ MðrÞ þ m ffiffiffiffiffiffiffiffiffi ffi VðrÞ p , as an estimate of the instant that explicitly accounts for the spread in the PDF. Here, m is a positive integer, and to use this definition we must choose m. In this work we have used the simplest possible approach and have set m ¼ 1, meaning that sðrÞ corresponds to the mean plus one standard deviation. Comparing our estimate of sðrÞ with our laboratory scale data confirms that setting m ¼ 1 leads to a reasonable estimate of the time to reach steady state.
For our test problem, sðrÞ corresponds to the time required for approximately 84-89% of the transient response to have completed.
Our expressions for MðrÞ; VðrÞ and sðrÞ explicitly relate the aquifer response time scale to various parameters including aquifer transmissivity, storage coefficient, well diameter and the location of the boundary. Our analysis shows that the groundwater response time scales are equivalent for pumping, injection and recovery processes, and are independent of the flow rate at the well. Moreover, our mathematical expressions quantify the spatial variations in the aquifer response time for radial flow processes including pumping, injection and recovery processes. These predictions are confirmed by our laboratory-scale measurements.
One of the limitations of our work is that we consider groundwater flow driven by a single pumping or injection well. A possible extension of our present study is to consider flow processes driven by multiple pumping and/or injection wells. Under these conditions we have to consider a more complicated two or three dimensional flow model in a Cartesian coordinate system. However, the general mathematical framework outlined here would still apply. 
