We consider a paradigm of applications of Logic Engineering to illustrate the information interchange among different areas of knowledge, through the formal approach to some aspects of computing. We apply the paradigm to the area of distributed systems, taking the demand for specification formalisms, treated in three areas of knowledge: modal logics, first-order logic and algebra. In doing so, we obtain transfer of intuitions and results, establishing that, as far as input/output representation is concerned, these three formalisms are equivalent.
Introduction
This paper aims to illustrate how the transfer of information among different areas of knowledge can be achieved in a very profitable way through the formal approach to fundamental aspects of Computing. Difficult problems arise due to the intellectual complexity involved in the process of construction, debugging, analysis and synthesis of programs. Those questions may promote fruitful connections among interacting formal areas. On the one hand, computing brings about complex questions which, for better understanding, may be approached in different ways. On the other hand, investigation of these problems not only provides new results in each one of the areas where the problem is posed, but it also unables a better understanding of the interrelations among these areas. In this way, a better understanding of the original questions is achieved and one will end up with a broader range of mechanisms to be chosen according to their adequacy to a particular aspect of the problem to be considered.
We will consider a paradigm of applications of Logic Engineering (LE) to illustrate this information interchange. Logic Engineering deals with the study and construction of suitable formalisms for specific applications [27, 21, 16, 1] . The role of the logic engineer is, given an application, to identify, among the available formalisms, the adequate ones for such application. In the case of the inexistence of such formalism processes. In this manner, we may specify the behavior of a process by combining behaviors of component processes. Some of these have direct programming interpretation, while others are useful in specifying their behaviors. Some behavioral features (e.g. synchronization, parallelism) are not captured by such formalism. In fact, the expressive power of AL is limited to a small fragment of first-order logic (FOL) [37] . These limitations suggest that AL is not an adequate formalism for the application at hand.
On the other hand one has fork algebras (FA) [20, 36, 4, 19, 18, 34, 35] . These algebras form a class of extensions of relation algebras suitable to specify the behavior of processes with transitions going both sequentially as well as in parallel. They were shown to be suitable for specification and derivation of non-deterministic parallel programs.
Fork arrow logic (FAL) is an extension of AL obtained by the addition of a new operator, called fork. It turns out to be a modal logic related to the equational theory of fork algebras [6, 13] . In this paper we show how the addition of the fork increases the expressive power of AL in the sense that each input/output behavior expressed using FOL can also be expressed by FAL. The expressiveness correspondence between FAL and FOL can be used in a very profitable way as one now can choose either formalism to express input/output behaviors and reason about them. Due to the close relation of FAL and FA one achieves transfer of applicability and properties among these three formalisms.
It is our understanding that, in this way, we will be illustrating how the transit among different domains not only transfers results and concepts but also may introduce intuitions and insights in these domains. The structure of this paper is as follows. In Section 0.2, we give a brief overview about the relationship among programs, logic and relations. In Section 0.3, we review AL under the square semantics. In Section 0.4, we extend AL to FAL and see connections with FOL and FA. In Section 0.5, we consider the expressive power of FAL, focusing on its connections with FOL and relation algebras. In Section 0.6, we present some final remarks on the application of the logic engineering paradigm and the information transfer.
On Program Specification, Construction and Derivation
Reasoning about programs involves choices of specification formalisms and inference systems. One then faces a dilemma on the choice of a formalism that unables one to formulate the properties one wants the program to have versus the formalism manipulation complexity, i. e. how easy it is to infer properties within this formalism. Intuitively, comparing FOL and Propositional Logic, one has on the one hand easy Boolean manipulation of the propositional connectives versus more elaborated manipulation of the quantifiers and variables apparatus of FOL (e.g., variables substitution and instantiation, constraints on the introduction and elimination of quantifiers, etc.). On the other hand the expressive power of Propositional Logic is much narrower than that of FOL. Considering Modal Propositional Logics in this context one finds an intermediate behavior in the sense that they are easier to manipulate than FOL, due to the internalization of the quantifiers through the modal operators, and more expressive than Propositional Logic. A solution to the above dilemma would be to obtain modal logics that are as expressive as FOL.
Program construction refers to the process of obtaining, in a methodical manner, a program from a specification of its input/output behavior. An interesting variation is program derivation, where the emphasis is on obtaining programs by formal manipulations on specifications. One often says that the program is to be calculated from its specification [12, 9, 26] . For the purposes of program derivation, it is of interest to have a wide-spectrum formalism, supporting intermediate versions of specifications and programs as well as the manipulations transforming them [10, 5, 29, 26] . Such a formalism will be appropriate for these purposes provided it presents some features such as expressive, deductive and transformational powers. It should support:
• expression of behavioral specifications and programs, • reasoning about their properties, • transformations on specifications and programs. These features will be greatly enhanced if one can manipulate and reason about its expressions, specifications or programs, without having to resort to individuals. For instance, one would like to manipulate programs without consideration of traces corresponding to particular inputs [3] . These considerations suggest a formalism with an algebraic flavor, based mainly on terms and equations between them. We would then reason about properties in an equational manner and transform expressions in an algebraic fashion. A good candidate for such a wide-spectrum formalism that comes to mind is a calculus of binary relations. The idea is that both specifications and programs can be naturally viewed as binary relations of input/output pairs, and the transformations can be guided by properties of the operations on relations. Indeed, relational approaches to programming ideas have received considerable attention for quite some time [11, 24, 8, 2, 7, 25, 28, 33] . As we mention in the introduction, by expressing programs as relations one is able to express some programming ideas, such as non-determinism and parallelism. We illustrate these features by means of two examples.
Consider a program for computing the integer half of a natural number. A formulation in the usual manner can be as follows:
2 if n odd Its input/output behavior can be described as follows:
Now, the parity test can be expressed by the partial identities 1 Odd , 1 Evn and 1 Nat with 1 Odd = 1 Evn ∩ 1 Nat 1 and the predecessor operation in terms of successor, Prd = Succ T 2 . We thus have the following formulation of binary relation D ⊆ N × N in terms of its input/output pairs:
1 Given a subset S ⊆ U , by the partial identity on S is the binary relation 1 S := { u, u ∈ U × U/u ∈ S} on U . From the partial identity 1 S one can recover the set S it represents, since S = {u ∈ U/ u, u ∈ 1 S }. Partial identity 1 S behaves as a "filter" on S: for u ∈ S it behaves identically ( u, v ∈ 1 S iff v = u), whereas for u ∈ S it provides no output.
2T and | are, respectively, the usual relational operations of transposition and composition.
As a simple example of parallelism, consider integers represented by sign and modulus (absolute value). To double such an integer, one keeps its sign and doubles its modulus and to square it, one assigns positive to sign and squares its modulus. In either case, we are applying two processes in parallel: one to the sign and another one to the modulus. Here, each integer is represented by a record, consisting of sign and modulus; as such, parallel processes may be regarded as manipulating ordered pairs.
As a matter of fact, one does not need actual cartesian-like records; some coding for them is enough. For instance, for natural numbers, one might consider a Gödel-like coding : N × N → N, given by, say, m n := 2 m · (2n + 1), coding pair (m, n) of naturals by the single natural m n ∈ N. The intuition is that, as long as one can recover the given arguments from the coded pair, one does not care about the particular coding schema adopted. It can be thought of as an internal matter left to the system. Thus, by a pair coding on universe U, we shall mean an injective function : U ×U → U, coding each pair (u, v) of elements of U by the single element u v ∈ U. Now, we have new means of combining process behaviors. Parallel product // corresponds to parallel execution, as such
Another natural means of combining processes comes from the idea of feeding a common input to two processes. This new operation, called fork, produces relation
We can also introduce some special processes. Duplication 2 U produces two copies of the input.
We also have processes for extracting components: the left and right extractors
The examples above show that, to express input/output behavior of programs as binary relations on a universe U, this universe should have coded pairs of its elements, i. e. it is to be closed under a coding function . So, we will be dealing with a universe with structure, having objects such as a, b, a b, a (a b), (a b) a, etc. Second, we have some new, structural, operations on relations that appear to be convenient and natural on a structured universe. We shall take fork as primitive since the others are relationally definable from it [17] .
Arrow Logic
In this section we briefly review arrow logic (AL) under square semantics and consider some connections among AL, Relation Algebra (RA) and FOL.
Here we consider AL as a modal system designed to talk and reason about relational structures whose individuals are ordered pairs and the basic relations are the relations of composition and transposition of ordered pairs.
An overview of AL with an extensive bibliography can be found in [22, 23] .
Syntax and square semantics
The basic ideas underlying AL are as follows: each propositional letter is interpreted as a set of arrows and each modality is interpreted as an accessibility relation, which explains how arrows can be decomposed. We have the following formal definitions. The alphabet of arrow logic consists of a set P of propositional letters, whose elements are denoted by p, q, . . ., indexed or not; the Boolean operators ¬ and ∧; and the Peircean operators ι, ⊗, and •. The formulas of Arrow Logic with set P of propositional letters (AL[P]) are defined as follows:
Besides the Boolean and Peircean operators, we consider the following operators as defined: ⊥, , ∨, →, ↔.
Semantically, arrows are considered as concrete objects, constructed from more basic ones: their end-points. The basic relations on arrows are defined by explicit reference to these end-points.
An arrow square frame (over nonempty set U) is a 4-tuple F = S, C, R, I , where:
2 , called the identity relation, is such that:
An arrow square model is a pair M = F, V , where F is an arrow square frame and V : P → 2 S is a valuation function, i. e. V (p) is a binary relation over U for each p ∈ P. A rooted arrow square model is a pair M, (a, b) , where M is an arrow square model and (a, b) is a distinguished arrow.
Satisfaction of a formula by an arrow in a rooted arrow square model is defined by:
The behavior of an arrow formula α in an arrow square model M, denoted by M[α], is the binary relation defined by
Square translation
An axiomatization for AL with the square semantics is given in [37] , where the expressive power of AL and its natural counterpart in FOL are compared. By examining relational algebraic ideas in the modal context Venema proved that, under the square semantics, AL has the same expressive power as the limited fragment of FOL whose formulas have at most three variables, two being free. For our proposes it suffices to recall part of these ideas.
Given a set P of propositional variables whose elements are denoted by p, q, r, . . ., indexed or not, we denote by P the set whose elements are P, Q, R, . . .. indexed or not. The first-order correspondence arrow language associated to P (FOL [P] ) is the firstorder language whose non-logical symbols are the elements of P as binary predicate symbols.
Each arrow model for AL [P] corresponds to a first-order structure for FOL [P] . In fact, if M = S, C, R, I, V is a model for AL [P] , with S = U 2 , the associated firstorder structure is A = U, P A , Q A , . . . , where
. .. In this case we say that M and A are similar, denoted by M ∼ A.
Given two individual variables x, y from FOL[P], the square translation from AL[P] to FOL[P] associated to x, y is the function ST xy :
, where z is a new variable.
3 Given a set U and R, S relations over U , we define
there is b ∈ U such that (a, b) ∈ R and (b, c) ∈ S}.
Theorem 3.2 (ST and similar models) For any variables
So far, we can figure out some connections among AL, RA and FOL. Through input/output behavior, we have AL related with RA in such a way that one establishes a correspondence between modal propositions (AL formulas) and relation algebra equations (e.g. ⊗ ⊗ α ↔ α and (r T ) T = r; [⊗p • p] → ι and c T | c ≤ 1. Through the standard translation ST uz , AL relates with FOL in such a way that one establishes a correspondence between modal propositions (AL formulas) and first-order logic formulas having the same meaning. The latter connection is limited in the sense of the expressive power of AL not being the same as that of FOL [37] . We summarize these comments in the figure bellow. 
Objects

AL
Fork Arrow Logic
In this section, we extend the syntax and semantics of AL to obtain fork arrow logic (FAL).
Syntax and square semantics for FAL
The alphabet of FAL with set P of propositional letters (FAL[P]) consists of the alphabet of AL[P] augmented by the symbol ∇.
The formulas of FAL [P] are the formulas of AL[P] extended by the ones given by the following new rule:
We freely use the standard abbreviations as in AL and consider the following modalities as defined: 2 := ι∇ι, π := ⊗(ι∇ ), ρ := ⊗( ∇ι), α β :
We need the notion of a frame having appropriate type for the fork modal language, and since we will be dealing with arrows with fork, we intend to interpret formulas into fork frames over a structured universe.
A pair coding structure S = U, is a nonempty set U with an injective function : U × U → U. The fork relation induced by is the ternary relation F over U 2 such that F := { ((a, b), (c, d) , (e, f )) : a = c = e and b = d f }. A fork frame is a frame F = S, F , C, R, I where: i) S = U, is a pair coding structure. ii) U × U, C, R, I is a square frame. ii) F is the fork relation induced by .
Note that, to specify a fork frame, one needs only a coding structure U, , since the relations F , C, R, I are defined in a standard way.
The notion of fork model is analogous that of an arrow model. Satisfaction of a formula α by an arrow (a, b) in a fork model M is defined as in AL extended by the following clause:
The
Besides clauses similar to that in Lemma 0.3.1, we also have:
Square translation
An axiomatization for FAL with the square semantics is given in [14] . In the sequel, we shall consider the expressive power of FAL [?] . The first-order correspondence language where the fork arrow formulas will be translated is the extension FOL[P, ] of FOL[P] by a binary function symbol to translate the coding function 5 . As in AL, each FAL model corresponds to a first-order structure. Given a model M = S, F , C, R, I, V for FAL[P], with S = U, , the associated structure is A = U, , P A , Q A , . . . , where 
Expressive Power of Fork Arrow Logic
In the preceding section we have seen that, much as for AL, the behavior of each FAL formula can be described by a formula of FOL with exactly two free variables. This is given by the translation In this section we will see that each input/output behavior described by a formula of FOL with exactly two free variables can also be described by a FAL formula. We shall admit FOL formulas with arbitrary number of quantifiers, in contrast with the case of AL. For this purpose, we will provide a reverse translation 
Main ideas
We will now informally introduce some of the main ideas underlying the construction of the reverse translation RT xy from Frm(FOL[P, ]){x, y} to Frm(FAL[P]).
The basic idea is that we have the Boolean connectives in both languages, firstorder equality will be handled by the identity modality ι, and existential quantification (which may be regarded as a search) will be simulated by means of projection terms. Now, FOL formulas with arbitrary number of quantifiers will be admitted. So, for inductive purposes, it will be convenient to consider FOL formulas with any (non-zero) number of free variables. For this reason, a general translation GT from Frm(FOL[P, ]) to Frm(FAL[P]) will first be construct. The preceding goal brings about a problem: the behavior of a FAL formula is a binary relation, whereas that of a FOL formula with n free variables is an n-ary relation. Even if one classifies these variables as input and output, one of these categories will have more than one variable. So to compare FAL and FOL formulas, we will classify the free variables of the FOL formula as input and output and then compactify them by means of .
Also, to code a set of variables we will employ a tree-like term constructed from them by , e.g. the set {x, y, z} can be coded by the term (x y) z. The idea is that the term (x y) z gives all the information given by the set {x, y, z}; for instance assigning values c, d and e to x, y and z amounts to assigning the value (c d) e to the term (x y) z, and, conversely, since each value assigned to the term (x y) z must be of the form (c d) e, we can recover values to be assigned to x, y and z. Now, to define a unique term, we must order the variables.
Preliminary concepts
Consider a first-order language. We first fix some notation for familiar concepts. We shall use the notations vr(t) and vr(ϕ) for the set of variables occurring in term t, respectively formula ϕ. Also fv(ϕ) stands for the set of variables with free occurrences in formula ϕ. We will use ϕ(x/t) for the formula obtained by replacing each free occurrence of variable x by term t in formula ϕ.
We shall order the variables of the first-order language in an arbitrary way. This ordering shall remain fixed throughout the constructions. Thus, when we write x < y or y > x we mean that x precedes y in this fixed ordering.
It is well-known that every first-order formula is equivalent to one in term-reduced form: with atomic subformulas of the forms x ≈ y, f (x 1 , . . . , x n ) ≈ y and R(x 1 , . . . , x m ) [17] . In our case, with ordered variables, binary operation, and predicate symbols, we have an analogous result.
Lemma 5.1 (Ordered term-reduced form) Each formula of FOL[P, ] is equivalent to one in term-reduced form with atomic subformulas of the forms x ≈ x (for any variable x), x ≈ y (for any two distinct variables x and y), x y ≈ z (for any three distinct variables x < y < z), P (x, y) (for any two distinct variables x < y).
Proof. (Outline) The cases not contemplated by the ordering can be handled by equality with new variables selected as required.
The code of a nonempty finite set x = {x 1 , . . . , x m } of variables will be the of the variables in order, i. e.
Thus, we define the variable code by K({x}) := x and K(x ∪ {y}) := K(x) y whenever x m < y. Now, consider x = {x 1 , . . . , x m } with
x m is a tree-like term from which we can extract each portion by means of a fork formula.
We can use compositions of projections to extract variables. To extract x j from K(x), we can define the variable-extracting fork formula ε(x → x j ) by:
6 . It can be seen that this variable-extracting fork formula ε(x → x j ) has the desired behavior:
Similarly, we can use fork and projections to extract the code of a subset. To extract the code of subset x − {y} from that of x, we can define the subset-extracting fork formula ε(x → x − {y}) by: ε(x → x − {y}) := ι if y ∈ x, otherwise, if y = x m , ε(x → x−{y}) := π, else ε(x → x−{y}) := (π•ε(x−{x m } → (x−{x m })−{y}))∇ρ 7 . It can be seen that this subset-extracting fork formula ε(x → x − {y}) has the desired behavior 8 .
General translation from FOL to FAL
We will now indicate how to construct a general translation GT from FOL[P, ] to FAL[P], to be used next to define the reverse translation. For each first-order formula, we first classify its free variables as input and output and then translate it to a fork formula with this behavior, modulo variable coding. For atomic formulas, it suffices to provide translations for the cases mentioned in Lemma 0.5.2 on ordered term-reduced form, i. e. α := x ≈ x | x ≈ y | x y ≈ z | P (x, y), with x < y < z.
For atomic formula α := x ≈ x | x ≈ y | x y ≈ z, GT (α) = ι. For atomic α := P (x, y) with x < y, GT (α) = p. 6 For instance, with u = {x, y, z, w}, ε(u → y) is π • π • ρ; so, ε(u → y) on input K(u) = ((x y) z) w will output y.
7 For instance, with v = {x, y, z, w},
The translation of non-atomic formulas is defined inductively. We will indicate the translation of conjunction and existential formulas 9 . The translation of conjunction will be simplified if the formulas have the same free variables. To achieve this equality of sets of free variables, we will introduce some auxiliary ideas.
Consider a first-order formula ϕ with free variables classified as input i(ϕ) and output o(ϕ). To add new variables we will employ conjunctions with equality. We use y ϕ for the pre-conjunction with equality, i. e. the formula y ≈ y ∧ ϕ with i( y ϕ) := {y} ∪ i(ϕ) and o( y ϕ) := o(ϕ); dually, we use ϕ y for the post-conjunction with equality: the formula ϕ ∧ y ≈ y with i(ϕ y ) := i(ϕ) and o(ϕ y ) := o(ϕ) ∪ {y} 10 . We now wish to translate such conjunctions with equality. If y is an input variable of formula ϕ, then y ϕ has the same input variables as ϕ; so we set GT ( y ϕ) := GT (ϕ). Similarly, if y is an output variable of formula ϕ, then we set GT ( y ϕ) := GT (ϕ). It remains to consider the cases when y is a new free variable.
Let us examine the case of y ϕ when y is a new input variable. Both formulas ϕ and y ϕ have the same output variables, but distinct inputs: if ϕ has input w coded by K(w) then y ϕ will have input w ∪ {y} coded by K(w ∪ {y}). To use the translation GT (ϕ) for ϕ, we must obtain K(w) from K(w ∪ {y}). But, we can extract K(w) from K(w ∪ {y}) by the subset-extracting fork formula ε(w ∪ {y} → w). We can thus set
The case of ϕ y when y is a new output variable is easily seen to be dual. Both formulas ϕ y and ϕ have the same input variables, but distinct outputs: if ϕ has output z coded by K(z) then ϕ y has output z ∪ {y} coded by K(z ∪ {y}). So, on the output side we must convert the code of the output K(z) to K(z ∪ {y}). But, this can be done by the converse of the subset-extracting fork formula ε(z ∪ {y} → z). We can thus set GT (ϕ y ) :
In general, for a finite set v = {v 1 . . . , v m } of variables, we have the finite conjunctions with equality v ϕ and ϕ v with i(
The accompanying diagrams are meant to illustrate the ideas underlying the translation (with some language abuse).
10 For instance, consider formula P (x, z) with i(P (x, z)) = {x} and o(P (x, z)) = {z}. For a new variable y with x < y < z, y P (x, z) will be y ≈ y ∧ P (x, z), with i(y P (x, z)) = {x, y} and o(y P (x, z)) = {z}, and P (x, z)y will be P (x, z) ∧ y ≈ y, with i(P (x, z)y ) = {x} and o(P (x, z)y ) = {y, z}. 11 For instance, consider formula P (x, z) and a new variable y with x < y < z, as above. Then, y P (x, z) is y ≈ y∧P (x, z) and GT (y P (x, z)) = π•p, since GT (P (x, y)) = p and ε(i(ϕ)∪{y} → i(ϕ)) = ε({x}∪{y} → {x}) = π. 12 For instance, consider formula P (x, z) and a new variable y with x < y < z, as above. Then, P (x, z)y is P (x, z) ∧ y ≈ y and GT (P (x, z)y ) = p • ⊗ρ, since GT (P (x, z)) = p and ε(o(ϕ) ∪ {y} → o(ϕ)) = ε({z} ∪ {y} → {z}) = ρ.
and o(ϕ v ) := o(ϕ) ∪ v. We define the pre-conjunction y∪x ϕ := y ( x ϕ) and the postconjunction ϕ y∪x := (ϕ x ) y . So, we can translate them by iterating the above translations 13 . We will employ x ϕ y to abbreviate x ϕ ∧ ϕ y , with i( x ϕ y ) := x ∪ i(ϕ) and o( x ϕ y ) := o(ϕ) ∪ y, i. e. x ϕ y := ( x ϕ) y 14 . With this apparatus, the translation of conjunction becomes simple: can we set
Finally, we consider the translation of an existential formula ∃yϕ (when variable y occurs free in ϕ). We resort to the formula y ϕ y (y ≈ y ∧ ϕ ∧ y ≈ y). Note that ∃y( y ϕ y ) is logically equivalent to ∃yϕ. We have i( y ϕ y ) = {y} ∪ i(ϕ) and o( y ϕ y ) = o(ϕ) ∪ {y}. The desired behavior for ∃yϕ receives an input c and outputs d exactly when ∃y( y ϕ y ) is satisfied by c, i. e. y ϕ y is satisfied by c and some e ∈ U, which amounts to y ϕ y producing output d = d ∪ {e} on input c = c ∪ {e}, for some e ∈ U. Now, from the input c we can generate a companion e by applying the transposed extractor ⊗(ε(i( y ϕ y ) → i( y ϕ y ) − {y})) (1) to obtain some c ∪ {e}, which we then feed to GT ( y ϕ y ) and use its output d ∪ {e} to obtain d by means of the extractor ε(o( y ϕ y ) → o( y ϕ y ) − {y}) (2). In short, GT (∃y
We summarize the input/output conventions and the translation as follows [15] . 13 For instance, consider formula P (x, z) with i(P (x, z)) = {x} and o(P (x, z)) = {z}, as well as new variables y and w with x < y < z < w. We then have y,w P (x, z) = w (y P (x, z)) = w (y ≈ y ∧ P (x, z)) = w ≈ w ∧ y ≈ y ∧ P (x, z), with i(y,w P (x, z)) = {x, y, w} and o(y,w P (x, z)) = {z}. Now, since
14 For instance, consider formula P (x, y), with i(P (x, y)) = {x} and o(P (x, y)) = {y}, as well as new variables z, w and v. Then, z,w P (x, y)v is z ≈ z ∧ w ≈ w ∧ P (x, y) ∧ v ≈ v, with i(z,w P (x, y)v ) = {x, z, w} and o(z,w P (x, y)v ) = {y, v}. 15 For instance, consider formulas P (u, v) (with i(P (u, v)) = {u} and o(P (u, v)) = {v}), and x y ≈ z (with i(x y ≈ z) = {x, y} and o(x y ≈ z) = {z}). Then we have
We thus have an input-output behavior, if we classify variables x and y as input and output.
The reverse translation RT xy from formulas of FOL[P, ] with exactly two free variables to formulas of FAL[P] is defined by RT xy (ϕ) := GT (ϕ), for any first-order formula ϕ with two free variables x and y. 
Forward and backward translations
We have a forward translation from fork formulas to first-order formulas, namely the square translation ST xy , as well as backward translations from first-order formulas to fork formulas, namely the general translation and its specialization to two free variables (the reverse translation RT xy ). We can compose these forward and backward translations in two ways. The next result shows that either composition maps a formula to one with the same behavior. 
Concluding Remarks
Motivated by the need for adequate methods for specification and derivation of distributed systems presenting non determinism and parallelism, we considered formalisms to express and reason about the inpout/output behavior of processes. We examined the use of approaches coming from three formal areas, namely First-Order Logic, Modal Logic and Algebra. We focused on Fork Arrow Logic (FAL), aiming at a formalism with an adequate expressive power. This logic is an extension of Arrow Logic (AL) by the addition of a modal operator: the fork.
The expressive power of AL is limited: it provides means for specifying some behaviors of processes obtained by combining behaviors of component processes, but it does not contemplate some combined behaviors, such as process creation, parallelism and synchronization. We indicated how the introduction of the fork enriches the expressive power of AL, in the sense that within FAL one is able to express input/output behavior much as in FOL.
As far as Logic Engineering (LE) is concerned, these results would suffice, as the task of obtaining an adequate specification formalism for distributed systems presenting non determinism and parallelism was accomplished. Now, as we pointed out in the introduction, practicing LE results in establishing connections among several areas of knowledge.
We turn now to the connections involved here. FAL is a modal logic adequate to express behavior of processes with non-determinism and parallelism. Due to its close relation with Fork Algebras, (a class of extensions of Relation Algebras) it is natural to expect that FAL inherits from fork algebra the usefulness in reasoning about specifications and derivation of programs.
Logic Engineering
Modal Logic
Reasoning It should also be noted that reasoning in a modal context with the square semantics seems to be very advantageous: one deals only with binary relations (in contrast with n-ary relations for arbitrary n) and with squares (simple algebras) at the meta level. So, the correspondence language involves only equality and binary predicates in addition to a unary function symbol.
In addition, it seems natural to express and to reason about input/output behaviors using a language with binary predicates. Thus, these connections indicate that one can freely use any one of these formalisms depending on their adequacy to a particular aspect one wants to emphasize.
