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Abstract
Prolate spheroidal wave functions, because of their many remarkable properties leading to new applications,
have recently experienced an upsurge of interest. They may be defined as eigenfunctions of either a differential
operator or an integral operator (as observed by Slepian in the 1960s). There are various ways of calculating their
values based on both approaches. The standard one uses an approximation based on Legendre polynomials, which,
however, is valid only on a finite interval. An alternative, valid in a neighborhood of infinity, uses a Bessel function
approximation. In this letter we present a new method based on an eigenvalue problem for a matrix operator
equivalent to that of the integral operator. Its solution gives the values of these functions on the entire real line and
is computationally more efficient.
 2005 Elsevier Inc. All rights reserved.
Keywords: Sampling theory; Prolate spheroidal wave functions
1. Introduction
In this work we shall be concerned with the construction of prolate spheroidal wave functions (PSWFs)
and their associated prolate spheroidal wavelets (PS wavelets). The former were introduced in a classic
paper [7] by David Slepian and his collaborators in Bell Labs as solutions of an energy concentration
problem. They had previously been known as solutions of a Sturm–Liouville problem, from which many
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G. Walter, T. Soleski / Appl. Comput. Harmon. Anal. 19 (2005) 432–443 433of their properties could be derived. The scaling function of the PS wavelets introduced in [13] was based
on the first PSWF.
Both sets of functions have many interesting, even unique, properties that make them desirable as bases
[12,13]. Some of these properties are listed in the next section, and will be used to convert the energy
concentration problem from one involving integrals to one involving sequences. This in turn will enable
us to construct the PSWFs and the PS scaling function from a discrete eigenvalue problem. It should be
pointed out that this discrete problem is not the one arising from some standard numerical methods, but
rather is unique to this setting and gives exactly the same eigenvalues as the continuous integral equation.
These eigenvalues have the surprising “step function property”: they are very close to 1 for n < πτ, and
very close to 0 for larger values of n [7].
After Slepian, Pollak, and Landau discovered the connection between PSWFs and the energy concen-
tration problem during the 1960s, the PSWFs were shown to be an important tool for analyzing some
problems raised in signal processing and telecommunications [5]. But they did not have a standard rep-
resentation in terms of trigonometric functions and were, and still are, regarded as somewhat mysterious.
They are seldom used in practice because of this and because the computation of the PSWF function val-
ues themselves is a complex numerical problem [4]. Most of the standard methods of computing PSWFs
involve an expansion in Legendre polynomials for small values of t and expansion in Bessel functions
for large values [11]. In practice, it is often more convenient to use published tabulated values [1,2] to
construct the PSWFs, but then one is restricted to the values of the parameters in the tables. Although
some computer programs for evaluating the PSWFs are available [10,14], many are not portable, or not
have been tested thoroughly. Our method can be easily programmed in MAPLE, it holds for all values of
t simultaneously, it is easily extended to higher dimensions, and does not involve calculating integrals. It
should make this useful tool more widely accessible to both researches and students.
2. Background
The prolate spheroidal wave functions, (PSWFs) {ϕn,σ,τ (t)}, constitute an orthonormal basis of the
space of σ -bandlimited functions on the real line, i.e., functions whose Fourier transforms have sup-
port on the interval [−σ,σ ]. The PSWFs are maximally concentrated on an interval [−τ, τ ] in a sense
described below and depend on parameters σ and τ . There are several ways of characterizing them:
• as the eigenfunctions of a differential operator arising from a Helmholz equation on a prolate spheroid(
τ 2 − t2)d2ϕn,σ,τ
dt2
− 2t dϕn,σ,τ
dt
− σ 2t2ϕn,σ,τ = µn,σ,τ ϕn,σ,τ ;
• as the maximum energy concentration of a σ -bandlimited function on the interval [−τ, τ ]; that is,
ϕ0,σ,τ is the function of total energy 1 (= ‖ϕ0,σ,τ‖2) such that
τ∫
−τ
∣∣f (t)∣∣2 dt
is maximized, ϕ1,σ,τ is the function with the maximum energy concentration among those functions
orthogonal to ϕ0,σ,τ , etc.; or
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sin(πt)/πt :
σ
π
τ∫
−τ
ϕn,σ,τ (x)S
(
σ
π
(t − x)
)
dx = λn,σ,τ ϕn,σ,τ (t). (1)
These rather surprising connections were labeled a “lucky accident” by Slepian [8], and enable one to
use properties of both the differential operator and integral operator in studying properties of the PSWFs.
In addition to Eq. (1), the {ϕn,σ,τ } satisfy an integral equation over (−∞,∞)
σ
π
∞∫
−∞
ϕn,σ,τ (x)S
(
σ
π
(t − x)
)
dx = (ϕn,σ,τ ∗ Sσ )(t) = ϕn,σ,τ (t) (2)
with the same kernel.
As one might expect, PSWFs are closely related to their Fourier transforms. Indeed, the Fourier trans-
form of ϕn,σ,τ is given by
ϕˆn,σ,τ (ω) = (−1)n
√
2πτ
σλn,σ,τ
ϕn,σ,τ
(
τω
σ
)
χσ (ω), (3)
where χσ (ω) is the characteristic function of [−σ,σ ].
It is possible to find the relation between these functions at different scales by using the above defin-
itions and formulas. By a straightforward change of scale in the integral equation (1), we find that both
ϕn,στ,1(x) and
√
τ ϕn,σ,τ (τx) are solutions of the same eigenvalue problem. Since each of the eigenvalues
has multiplicity one it follows that each is a multiple of the other, and after normalization, we get
ϕn,στ,1(x) = √τ ϕn,σ,τ (τx). (4)
Then (4) leads to the following relation between scales for n = 0 in particular:
ϕ0,σ,τ (2x) = (1/
√
2 )ϕ0,2σ,τ/2(x). (5)
Some of these properties were used to define the PS wavelets [13] with the restriction to n = 0, i.e., the
σ -bandlimited function ϕ0,σ,τ (x) whose concentration on the interval [−τ, τ ] is maximum. While these
functions are entire functions and therefore cannot vanish on any interval, they can be made uniformly
small outside of [−τ, τ ] for τ sufficiently large, so that computationally they behave like functions with
compact support. The total energy of such a function outside of this interval is just 1 − λ0, which is quite
small even for moderate values of τ. For example, for τ = 2, and σ = π, this value is about 0.00006 (see
Table 1).
In order to construct these PS wavelets [13], the scaling function φ = ϕ0,π,τ , where τ is any positive
number, was first introduced. The integer translates of φ form a Riesz basis of a space V0 ⊂ L2(R) which
turns out to be the Paley–Wiener space Bπ of π -bandlimited functions, no matter what the choice of τ .
The PSWFs {ϕn,π,τ } also constitute an orthonormal basis of the same space Bπ .
This space then becomes part of the family of nested subspaces of a multiresolution analysis (MRA).
The other spaces are obtained, as usual, by dilations by factors of two and consist of the Paley–Wiener
spaces Vm = B2mπ . This MRA has been widely studied and has as its standard scaling function the sinc
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The five largest eigenvalues of the operator Aτ
τ λ1 λ2 λ3 λ4 λ5
0.5 0.7833634340 0.1915716491 0.0113687012 0.0001724833 0.2130088e−5
1 0.9810223036 0.7270375316 0.2435807274 0.0201691014 0.0010571060
1.5 0.9988792377 0.9628356488 0.7325947429 0.2282438174 0.0347896482
2 0.9999397739 0.9969943631 0.9591497728 0.6795628985 0.2745850110
3 0.9999998317 0.9999890806 0.9996799408 0.9934916044 0.9452729461
4 0.9999999994 0.9999999648 0.9999984114 0.9999614581 0.9992757254
5 0.9999999999 0.9999999997 0.9999999943 0.9999997936 0.9999951708
6 1.0000000000 0.9999999999 0.9999999997 0.9999999990 0.9999999735
function S(t) = sinπt/πt mentioned above. This function has very good frequency localization, but not
very good time localization. This has limited its use as a wavelet basis in comparison to the Daubechies
wavelets which have compact support in the time domain. However, this MRA has properties which make
it possible to carry out analysis in the spaces Vm, something which cannot be done when other MRA are
used. In particular, all derivatives and translations of functions in Vm are again in Vm and have explicit
formulas in terms of the scaling function approximations (see [12] for details). The following results may
be found there:
Proposition 1. Let φ(t) be the PS scaling function, then φ(k) ∈ V0 and has expansion coefficients given
by
a(k)n =
{
k!(−1)n+k+1
nk
, n = 0,
(iπ)k(1−(−1)k)
2(k+1) , n = 0.
Let the translation operator by an amount β ∈ R be denoted by Tβ , Tβf (t) = f (t − β), then Tβφ ∈ V0
and has expansion coefficients given by
an(β) = sinπ(n − β)
π(n − β) , n ∈ Z, β /∈ Z.
Thus, by using these results, the derivative and translation of any function in V0 can be found in terms
of its scaling function expansion.
3. Discrete maximization
The maximization problem mentioned above consists of maximizing the ratio
ρ =
τ∫
−τ
∣∣f (t)∣∣2 dt/ ∞∫
−∞
∣∣f (t)∣∣2 dt (6)
for π -bandlimited functions f . Such functions may be represented by the Shannon sampling theorem [6]
as
f (t) =
∞∑
f (n)S(t − n),
n=−∞
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of Bπ and hence the coefficients {f (n)} ∈ l2. We then can substitute this series into both integrals in (6)
to get, after an interchange of integrals and summations,
∞∑
n=−∞
f (n)
∞∑
k=−∞
f (k)
τ∫
−τ
S(t − n)S(t − k)dt
in the numerator and
∞∑
n=−∞
f (n)
∞∑
k=−∞
f (k)
∞∫
−∞
S(t − n)S(t − k)dt =
∞∑
n=−∞
∣∣f (n)∣∣2
in the denominator. The former is valid because of the dominated convergence theorem, while the latter
is a result of Parseval’s equality for the orthonormal basis {S(· − n)} of Bπ with an inner product in the
sense of L2(R).
We now denote by Aτ the doubly infinite matrix
Aτ :=
[
aτ (n, k)
]= [ τ∫
−τ
S(t − n)S(t − k)dt
]
. (7)
Thus the ratio in (6) can be expressed as
ρ = 〈f,Aτ f〉〈f, f〉 , (8)
where f now denotes the sequence {f (n)} and the inner product is just the l2 inner product. This doubly
infinite matrix is clearly real and symmetric. We denote by the same symbol Aτ the operator on l2 arising
from this matrix which then is self-adjoint. It is also positive definite since the inner product in the
numerator of (8) is
〈f,Aτ f〉 =
τ∫
−τ
∣∣f (t)∣∣2 dt.
This value must be positive for non-zero f , since if it were not the entire function f would be zero on
the interval [−τ, τ ], a distinct impossibility. The operator is also a Hilbert–Schmidt operator since by
Schwarz’ inequality [∫ τ−τ S(t − n)S(t − k)dt]2  ∫ τ−τ S2(t − n)dt ∫ τ−τ S2(t − k)dt and hence
∞∑
n=−∞
∞∑
k=−∞
∣∣aτ (n, k)∣∣2  ∞∑
n=−∞
∞∑
k=−∞
aτ (n,n)aτ (k, k) < ∞.
This follows from the fact that
aτ (n,n) =
τ∫
−τ
S2(t − n)dt =
τ∫
−τ
sin2 π(t − n)
π2(t − n)2 dt <
2τ
π2(n2 − τ 2) (9)
for n2 > τ 2.
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pact; its eigenvalues are positive and satisfy 1 > λ1  λ2  · · · λn  · · · > 0.
The conclusion about the eigenvalues holds for all such operators except for the statement that they
are always less than 1. But this is easy to show directly.
We now turn to the problem of maximizing the quotient in (8). This is a standard problem in optimiza-
tion and is solved by finding the maximum eigenvalue of the operator Aτ and its associated eigenvector,
i.e., by finding the sequence φ = {φn} and λ such that Aτφ = λφ, where λ is maximum value of the ratio
and ‖φ‖ = 1 in the sense of l2.
We then turn to the original maximization problem and use this solution of (8) to solve it. Indeed we
find the function maximizing (6) to be
φ(t) =
∞∑
n=−∞
φnS(t − n), (10)
and the ratio for which (6) is maximum is just ρ = λ. The function φ(t) is the scaling function for the PS
wavelets and is the first prolate spheroidal wave function.
We may extend this result to other eigenvalues and eigenvectors of Aτ in the usual way [9, p. 392]. We
let φ1 = {φ1,n} be the sequence orthogonal to φ such that (8) is maximized among all such sequences, let
φ2 = {φ2,n} be the sequence orthogonal to φ1 and φ such that (8) is maximized, etc. Then the sequence
of eigenvectors φ,φ1,φ2, . . . , is an orthonormal basis of l2. The sequence of functions {φk(t)} given by
φk(t) =
∞∑
n=−∞
φk,nS(t − n) (11)
will also be orthogonal with respect to the L2(R) inner product since the correspondence fk → f (t)
is an isometry from l2 into L2(R). In fact, the {φk(t)} constitute an orthonormal basis of Bπ (they are
normalized and the kernel of this correspondence is the zero sequence).
The original maximization problem of (6) is solved by these functions. Hence they must be the prolate
spheroidal wave functions which are the unique (up to a unimodular constant) solution of this problem
by a repetition of the same arguments. We summarize this in
Proposition 3. The prolate spheroidal wave functions φk(t) are given by (11) where the {φk,n} are the
eigenfunctions of the discrete operator Aτ on l2 given by (7) and the eigenvalues {λn} are given by
λn =
∫ τ
−τ |φn(t)|2 dt .
It should be observed that the set {φk(t)} also constitutes an orthogonal basis of L2[−τ, τ ], but need a
different normalization than in Bπ, i.e., normalization by the eigenvalues.
4. Finite approximations
Any practical computations involving these matrices and eigenvectors must be based on finite approx-
imations to both. The most natural way to do this is to truncate the matrix Aτ ; we denote the truncated
matrix as Amτ which has 2m + 1 rows and columns and is given by
Amτ :=
[
aτ (n, k)
]
, |n|m, |k|m.
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inequality preceding it, we obtain a bound for the elements of Aτ :∣∣aτ (n, k)∣∣2  aτ (n,n)aτ (k, k) 2τ
π2(n2 − τ 2)
2τ
π2(k2 − τ 2)
provided |k| > τ , |n| > τ . Furthermore, if we assume that both are bounded below by multiples of τ ,
|k| pτ , |n| pτ , then we get∣∣aτ (n, k)∣∣ 2
π2(p2 − 1)τ , |p| > 1. (12)
Thus the maximum error between Amτ and Aτ is just that given in (12) for pτ > m. If, in addition, the
parameter p is chosen to satisfy
|p| >√1 + 2/(πτε)
for any ε > 0, then it immediately follows from (12) that this same error can be made arbitrary small.
The eigenvalues and eigenvectors of Amτ are then used to approximate those of Aτ .
Unfortunately, the discrete eigenvalue–eigenvector calculations fail as τ becomes progressively larger.
While they work well for the concentration parameter up to about τ = 4, for higher values of τ the
eigenvectors are hard to find. Data from Table 1 explain why. This table contains five largest eigenvalues
of our operator Aτ corresponding to various values of the parameter τ ranging from 0.5 to 6 (to obtain
these values, the series in (10) was truncated to N = 15 terms). As τ gets larger, more of the λs become
closer and closer to 1. This turns a problem of finding the corresponding eigenvectors—the one we are
so much interested in!—into an ill-posed problem. Since there are so many eigenvalues very close to 1,
there are lots of eigenvectors that approximately solve the equation. One could get around this by using
greater precision, but then we no longer have such a friendly method.
Since even for τ = 5, the energy outside of the concentration interval [−τ, τ ] is negligible
(≈ 0.0000000001), the best way to calculate the PSWFs for small values of n is to use the Legendre
approximation in this interval and then use 0 outside the interval. However for many uses, in particular
for wavelet construction, one is interested in smaller concentration intervals with τ close to 1.
Similarly, when τ < 0.5, the φ0,π,τ becomes pretty much indistinguishable from the sinc function. This
is not bad news either since this function does not have particularly good concentration in the interval
[−τ, τ ], and hence the approximation by Legendre polynomials would not be very good. When τ is in
the range specified above, the advantages of using (10) are clear. Besides its use for the direct evaluation
of the PS function, it makes differentiation and integration of the PSWFs very easy since these operations
are to be performed only on the sinc function and its integer translates. Using additivity, all of the above
can be applied to any bandlimited function.
5. Quadrature
We can also utilize other properties of the PSWFs to obtain simple solutions to other problems which
involve using only discrete values of these functions that can be obtained directly from the solution
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orthogonality of the PSWFs [13]
∞∑
k=−∞
φn(k)φm(k) = δnm.
Then the PSWF expansion for any f ∈ V0,
f (t) =
∞∑
n=0
anφn(t)
has coefficients given by
an =
∞∑
k=−∞
φn(k)f (k).
This enables us to obtain a simple formula involving only integer values of the PSWF for the integral
∞∫
−∞
f (t)dt =
∑
n
∞∑
k=−∞
φn(k)f (k)
∞∫
−∞
φn(t)dt =
∑
n
∞∑
k=−∞
φn(k)f (k)(−1)n
√
2τ
λn
φn(0). (13)
We can similarly find an expression for the integral over the concentration interval [−τ, τ ]. It comes
from the calculations
τ∫
−τ
f (t)dt =
∑
n
∞∑
k=−∞
φn(k)f (k)
τ∫
−τ
φn(t)dt =
∑
n
∞∑
k=−∞
φn(k)f (k)
∞∫
−∞
χτ (t)φn(t)dt
=
∑
n
∞∑
k=−∞
φn(k)f (k)
1
2π
∞∫
−∞
χ̂τ (t)φ̂n(t)dt.
But this last integral can be expressed as
1
2π
∞∫
−∞
χ̂τ (t)φ̂n(t)dt = 2τ(−1)
n
2π
π∫
−π
sinωτ
ωτ
√
2τ
λn
φn
(
ωτ
π
)
dω = (−1)n
√
2τ
λn
τ∫
−τ
sinπξ
πξ
φn(ξ)dξ
= (−1)n√2τλn φn(0).
Hence we get a formula analogous to (13)
τ∫
−τ
f (t)dt =
∑
n
∞∑
k=−∞
φn(k)f (k)(−1)n
√
2τλn φn(0). (14)
The series (14) may be truncated to a small number of terms in n since |φn(t)| 1 for all integers n and
t ∈ R and the eigenvalues are close to 0 for n > 2τ . In both series, all the values can be calculated from
the discrete eigenvalue problem.
440 G. Walter, T. Soleski / Appl. Comput. Harmon. Anal. 19 (2005) 432–443Fig. 1. The graphs of the first PS function φ0,π,τ (t), τ = 1 obtained by using the sinc function (solid line) and Legendre–Bessel
approximation method (dotted line).
Fig. 2. The graphs of φ0,π,τ (t), τ = 1.5 obtained by using the sinc function (solid line) and Legendre–Bessel approximation
method (dotted line).
6. Examples
Figures 1–4 contain the graphs of φ0,π,τ corresponding to τ = 1, 1.5, 2, and 3 respectively calculated
by our method. For comparison purposes, each picture also includes the graph of the same function
obtained by using Legendre polynomials in the interval of concentration [−τ, τ ] and Bessel functions
outside of it. While the two curves are extremely close in the first three figures, an overshoot can be
G. Walter, T. Soleski / Appl. Comput. Harmon. Anal. 19 (2005) 432–443 441Fig. 3. The graphs of φ0,π,τ (t), τ = 2 obtained by using the sinc function (solid line) and Legendre–Bessel approximation
method (dotted line).
Fig. 4. The graphs of φ0,π,τ (t), τ = 3 obtained by using the sinc function (solid line) and Legendre–Bessel approximation
method (dotted line).
seen at ±τ in the Legendre–Bessel-based graph with τ = 3. Such artifacts are completely avoided in the
curves based on our sinc-based method. Figures 5 and 6 show similar results for graphs of φ3,π,τ and
φ4,π,τ approximated by both methods.
442 G. Walter, T. Soleski / Appl. Comput. Harmon. Anal. 19 (2005) 432–443Fig. 5. The graphs of φ3,π,τ (t), τ = 2 obtained by using the sinc function (solid line) and Legendre–Bessel approximation
method (dotted line).
Fig. 6. The graphs of φ4,π,τ (t), τ = 2 obtained by using the sinc function (solid line) and Legendre–Bessel method (dotted
line).
7. Conclusions
We have introduced a new method of constructing prolate spheroidal wave functions and wavelets. It
consists of first finding a solution to a discrete maximization problem which is done by finding eigen-
values and eigenvectors of a certain matrix. The eigenvalues turn out to be exactly the same as those
obtained in the continuous maximization problem associated with the PSWFs. The eigenvectors, in turn,
are composed of the values of the PSWFs at the integers. Thus the Shannon sampling theorem can be
used with these values to reconstruct the PSWFs for all real values. This method can be carried out by
any program such as MATLAB or MAPLE which can find eigenvalues and eigenvectors of matrices to
G. Walter, T. Soleski / Appl. Comput. Harmon. Anal. 19 (2005) 432–443 443a reasonable precision. This method gives approximations consisting of bandlimited functions (with the
same bandwidth as the PSWFs) valid on the entire real line and avoids all integration. Several explicit
computations have shown it to compare favorably to the standard method.
Note added in proof
It has come to the attention of the authors that a similar approach was proposed by Khare and George
[3], who should be given priority for overlapping results.
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