We propose a general semi-supervised inference framework focused on the estimation of the population mean. We consider both the ideal semi-supervised setting where infinitely many unlabeled samples are available, as well as the ordinary semi-supervised setting in which only a finite number of unlabeled samples is available. As usual in semi-supervised settings, there exists an unlabeled sample of covariate vectors and a labeled sample consisting of covariate vectors along with real-valued responses ("labels"). Otherwise the formulation is "assumption-lean" in that no major conditions are imposed on the statistical or functional form of the data. Estimators are proposed along with corresponding confidence intervals for the population mean. Theoretical analysis on both the asymptotic behavior and 2 -risk for the proposed procedures are given. Surprisingly, the proposed estimators, based on a simple form of the least squares method, outperform the ordinary sample mean. The method is further extended to a nonparametric setting, in which the oracle rate can be achieved asymptotically. The proposed estimators are further illustrated by simulation studies and a real data example involving estimation of the homeless population.
Introduction
Semi-supervised learning arises naturally in statistics and machine learning when the labels are more difficult or more expensive to acquire than the unlabeled data. While numerous algorithms have been proposed for semi-supervised learning, they are mostly focused on classification, where the labels are discrete values representing the classes to which the samples belong (see, e.g., Zhu (2008) ; Ando and Zhang (2007) ; Zhu and Goldberg (2009) ; Wang et al. (2009) ). The analyses typically rely on two types of assumptions, distributionbased and margin-based. The margin-based analysis (see Vapnik (2013) ; Wang and Shen (2007) ; Wang et al. (2008 Wang et al. ( , 2009 ) generally assumes that the samples with different labels have some separation, and the additional unlabeled samples can help enhance the separation and achieve a better classification result. The distributional approach (see Blum and Mitchell (1998) ; Zhang (2005, 2007) ) usually relies on some assumptions of a particular type of relation between labels and samples. These assumptions can be difficult to verify in practice. The setting with continuous valued y has also been discussed in the literature, see, e.g., Johnson and Zhang (2008) , Lafferty and Wasserman (2008) and Chakrabortty and Cai (2016) . For a survey of recent development in semi-supervised learning, readers are referred to Zhu and Goldberg (2009) and the references therein.
The general semi-supervised model can be formulated as follows. Let (Y, X 1 , X 2 , · · · , X p ) be a (p + 1)-dimensional random vector following an unknown joint distribution P = P (dy, dx 1 , . . . , dx p ). Denote by P X the marginal distribution of X = (X 1 , X 2 , · · · , X p ). Suppose one observes n "labeled" samples from P ,
and, in addition, m "unlabeled" samples from the marginal distribution P X X add = {X k1 , X k2 , · · · , X kp } n+m k=n+1 .
In this paper, we focus on estimation and statistical inference for one of the simplest features, namely the population mean θ = EY . No specific distributional or marginal assumptions relating X and Y are made. This inference of population mean under general semi-supervised learning framework has a variety of applications. We discuss the estimation of treatment effect (ATE) in Section 5.1 and a prototypical example involving survey data in Section 5.2. It is noteworthy that for some other problems that do not at first look like mean estimation, one can recast them as mean estimation, possibly after an appropriate transformation. Examples include estimation of the variance of Y or covariance between Y and a given X i . In work that builds on a portion of the present paper, Azriel et al. (2016) considers construction of linear predictors in semi-supervised learning settings.
To estimate θ = EY , the most straight-forward estimator is the sample averageȲ. Surprisingly, as we show later, a simple least-squares-based estimator, which exploits the unknown association of Y and X, outperformsȲ. We first consider an ideal setting where there are infinitely many unlabeled samples, i.e., m = ∞. This is equivalent to the case of known marginal distribution P X . We refer to this case as ideal semi-supervised inference. In this case, our proposed estimator iŝ
whereβ (2) is the p-dimensional least squares estimator for the regression slopes and µ = EX is the population mean of X. This estimator is analyzed in detail in Section 2.2. We then consider the more realistic setting where there are a finite number of unlabeled samples, i.e., m < ∞. Here one has only partial information about P X . We call this case ordinary semi-supervised inference. In this setting, we propose to estimate θ bŷ
whereμ denotes the sample average of both the labeled and unlabeled X's. The detailed analysis of this estimator is given in Section 2.3. We will investigate the properties of these estimators and in particular establish their asymptotic distributions and the 2 risk bounds. Both the case of a fixed number of covariates and the case of a growing number of covariates are considered. The basic asymptotic theory in Section 2 begins with a setting in which the dimension, p, of X, is fixed and n → ∞ (see Theorem 2.1). For ordinary semi-supervised learning, the asymptotic results are of non-trivial interest whenever lim inf n→∞ (m n /n) > 0 (see Theorem 2.3(i)). We then formulate and prove asymptotic results in the setting where p also grows with n. In general, these results require the assumption that p = o( √ n) (see Theorems 2.2 and 2.3(ii)). The limiting distribution results allow us to construct an asymptotically valid confidence interval based on the proposed estimators that is shorter than the traditional sample-mean-based confidence interval.
In Section 3 we propose a methodology for improving the results of Section 2 by introducing additional covariates as functions of those given in the original problem. We show the proposed estimator achieves an oracle rate asymptotically. This can be viewed as a nonparametric regression estimation procedure.
There are results in the sample-survey literature that are qualitatively related to what we propose. The earliest citation we are aware of is Cochran (1953, Chapter 7) . See also Deng and Wu (1987) and more recently Lohr (2009, Chapter 3.2) . In these references one collects a finite sample, without replacement, from a (large) finite population. There is a response Y and a single, real covariate, X. The distribution of X within the finite population is known. The sample-survey target of estimation is the mean of Y within the full population. In the case in which the size of this population is infinitely large, sampling without replacement and sampling with replacement are indistinguishable. In that case the results from this sampling theory literature coincide with out results for the ideal semi-supervised scenario with p = 1, both in terms of the proposed estimator and its asymptotic variance. Otherwise the sample-survey theory results differ from those within our formulation, although there is a conceptual relationship. In particular the theoretical population mean that is our target is different from the finite population mean that is the target of the sample-survey methods. In addition we allow p > 1 and as noted above, we also have asymptotic results for p growing with n. Most notably, our formulation includes the possibility of semi-supervised learning. We believe it should be possible, and sometimes of practical interest, to include semi-supervised sampling within a sampling survey framework, but we do not do so in the present treatment.
The rest of the paper is organized as follows. We introduce the fixed covariate procedures in Section 2. Specifically, ideal semi-supervised learning and ordinary semi-supervised learning are considered respectively in Sections 2.2 and 2.3, where we analyze the asymptotic properties for both estimators. We further give the 2 -risk upper bounds for the two proposed estimators in Section 2.4. We extend the analysis in Section 3 to nonparametric regression model, where we show the proposed procedure achieves an oracle rate asymptotically. Simulation results are reported in Section 4. Applications to the estimation of Average Treatment Effect is discussed in Section 5.1, and Section 5.2 describes a real data illustration involving estimation of the homeless population in a geographical region. The proofs of the main theorems are given in Section 6 and additional technical results are proved in the Appendix.
Procedures
We propose in this section a least squares estimator for the population mean in the semisupervised inference framework. To better characterize the problem, we begin with a brief introduction of the random design regression model. More details of the model can be found in, e.g., Buja et al. (2014) .
A Random Design Regression Model
Let (Y, X) ∼ P represent the population response and predictors. Assume all second moments are finite. Denote X = (1, X ) ∈ R p+1 as the predictor with intercept. The following is a linear analysis, even though no corresponding linearity assumption is made about the true distribution P of (X, Y). Some notation and definitions are needed. Let
Here β ∈ R p+1 are referred to as the population slopes, and δ = Y − β X is called the total deviation. We also denote
Some basic facts about the regression slope and total deviation are summarized in the following lemma.
Lemma 2.1 Let (Y, X) ∼ P have finite second moment, and let the matrix Ξ be nonsingular. Then
It should be noted that under our general model, there is no independence assumption between X and δ.
and denote the design matrix X ∈ R n×(p+1) as follows
In our notation, · means that the vector/matrix contains the intercept term; boldface indicates that the symbol is related to a multiple sample if observations. Meanwhile, denote the sample response and deviation as Y = (Y 1 , · · · , Y n ) and δ = (δ 1 , · · · , δ n ) . Now Y and X are connected by a regression model:
Letβ = (β 1 , · · · ,β p+1 ) be the usual least squares estimator, i.e.
Thenβ provides a straightforward estimator for β. β andβ can be further split into two parts,
β 1 ,β 1 and β (2) ,β (2) play different roles in the analysis as we will see later. The 2 risk of the sample averageȲ about the population mean θ = EY has the following decomposition.
Proposition 2.1Ȳ is an unbiased estimator of θ and
From (10), we can see that as long as β (2) = 0, i.e., there is a significant linear relationship between Y and X, then the risk ofȲ will be significantly greater than τ 2 . In the next two subsections, we discuss separately under the ideal semi-supervised setting and the ordinary semi-supervised setting.
Improved Estimator under the Ideal Semi-supervised Setting
We first consider the ideal setting where there are infinitely many unlabeled samples, or equivalently P X is known. To improveȲ, we propose the least squares estimator,
The following theorem provides the asymptotic distribution of the least squares estimator under the minimal conditions that [Y, X] have finite second moments, Ξ = E X X be non-singular and τ 2 = Eδ 2 > 0.
copies from P , and assume that [Y, X] has finite second moments, Ξ is non-singular and τ 2 > 0. Then, under the setting that P is fixed and n grows to infinity,
and
In the more general setting where P = P n,p varies and p = p n grows, we need stronger conditions to analyze the asymptotic behavior ofθ LS . Suppose E(X − µ)(X − µ) = Σ, we consider the standardization of X as
Clearly, EZ = 0, EZZ = I p . For this setting we assume that Z, δ satisfy the following moment conditions:
Assume that the matrix of the second moments of X exists and is non-singular and the standardized random variable Z given in (14) satisfies (15), (16) and (17), then the asymptotic behavior results (12) and (13) still hold.
Based on Theorems 2.1 and 2.2, we can construct the asymptotic (1−α)-level confidence interval for θ as
Remark 2.1 It is not difficult to see that, under the setting in Theorem 2.2,
Then the traditional z-interval for the mean of Y ,
is asymptotically more accurate than (18), which implies that the proposed least squares estimator is asymptotically more accurate than the sample mean.
Improved Estimator under the Ordinary Semi-supervised Inference Setting
In the last section, we discussed the estimation of θ based on n full observations Y k , X k , k = 1, · · · , n with infinitely many unlabeled samples {X k , k = n + 1, · · · } (or equivalently with known marginal distribution P X ). However, having P X known is rare in practice. A more realistic practical setting would assume that distribution P X is unknown and we only have finitely many i.i.d. samples (X i+1 , X i+2 , · · · , X i+m ) without corresponding Y . This problem relates to the one in previous section since we are able to obtain partial information of P X from the additional unlabeled samples. When µ or µ is unknown, we estimate bŷ
Recall thatβ = (β 1 , β (2) ) is the ordinary least squares estimator. Now, we propose the semi-supervised least squares estimatorθ SSLS ,
θ SSLS has the following properties:
• when m = ∞,ˆ µ = µ. Thenθ SSLS exactly equalsθ LS in (11);
• when m = 0,θ SSLS exactly equalsȲ. As there are no additional samples of X so that no extra information for P X is available, it is natural to useȲ to estimate θ.
• In the last term of (21), it is important to use
, in spite of the fact that the latter might seem more natural because it is independent of the term
Under the same conditions as Theorems 2.1, 2.2, we can show the following asymptotic results forθ SSLS , which relates to the ordinary semi-supervised setting described in the introduction. The labeled sample size n → ∞, the unlabeled sample size is m = m n ≥ 0 and the distribution P is fixed (but unknown) which, in particular, implies that p is a fixed dimension, not dependent on n. Let
. labeled samples from P , X n+1 , · · · , X n+m are m additional unlabeled samples from P X . Suppose Ξ is non-singular and τ 2 > 0. If P is fixed and n → ∞ then
Based on Theorems 2.3 and 2.4, the (1 − α)-level asymptotic confidence interval for θ can be written as
Since M SE ≤σ 2 Y asymptotically (with equality only when β (2) = 0), so that when β (2) = 0 the asymptotic CI in (24) is shorter than the traditional sample-mean-based CI (19).
The following statement refers to a setting in which P = P n and p = p n may depend on n as n → ∞. Consequently, Ξ = Ξ n , Σ = Σ n and Z = Z n (defined at (14)) may also depend on n.
Theorem 2.4 (Asymptotic distribution ofθ SSLS , growing p) Let n → ∞, P = P n , and p = p n = o( √ n). Suppose Ξ n is non-singular, τ 2 n > 0 and the standardized random variable Z satisfies (15), (16) and (17). Then (22) and (23) hold.
2.4
2 Risk for the Proposed Estimators
In this subsection, we analyze the 2 risk for bothθ LS andθ SSLS . Since the calculation of the proposed estimators involves the unstable process of inverting the Gram matrix X X, for the merely theoretical purpose of obtaining the 2 risks we again consider the refinement
where
y max = max 1≤k≤n Y k , y min = min 1≤k≤n Y k . We emphasize that this refinement is mainly for theoretical reasons and is often not necessary in practice.
The regularization assumptions we need for analyzing the 2 risk are formally stated as below.
(Moment conditions on δ)
There exist M 1 > 0 such that
Here · ψ 2 is defined as x ψ 2 = sup q≥1 q −1/2 (E|x| q ) 1/q for any random variable x.
2' (Bounded condition) The standardization Z n satisfies
We also note
Under the regularization assumptions above, we provide the 2 risks forθ 1 LS andθ 1 SSLS respectively in the next two theorems.
Then we have the following estimate for the risk of
for a constant C that depends on M 0 , M 1 and M 2 . The formula for A n,p is
, we have the following estimate of the risk forθ 1 SSLS ,
for constant C only depends on M 0 , M 1 and M 2 in Assumptions (27)-(29).
Comparing Proposition 2.1 and Theorems 2.5 and Theorem 2.6, we can see as long as
i.e., E(Y |X) has non-zero correlation with X,θ 1 LS andθ 1 SSLS outperformȲ asymptotically in 2 -risk.
Remark 2.2 Comparing Theorems 2.5, 2.6 and Proposition 2.1, we can see the risk of θ SSLS is approximately a linear combination ofȲ andθ LS with weight based on m and n,
Remark 2.3 (Gaussian Design) Theorems 2.5 and 2.6 only provides upper bound of the 2 risks since because only moment conditions on the distribution of Y, X are assumed. In fact, under Gaussian design of Y, X, we can obtain an exact expression for the 2 -risk of bothθ LS andθ SSLS . It is noteworthy that the truncation refinement is not necessary for both estimators under Gaussian design. All results are non-asymptotic.
If we further have m additional unlabeled samples {X k } n+m k=n+1 , then we also have
The result in Proposition 2.2 matches with the general expression of (30) and (32) as
. By comparing (35), (36), we can also see
3 Further Improvements -Oracle Optimality
In the previous sections, we proposed and analyzedθ LS andθ SSLS under the semi-supervised learning settings. These estimators are based on linear regression and best linear approximation of Y by X. We consider further improvement in this section. Before we illustrate how the improved estimator works, it is helpful to take a look at the oracle risk for estimating the mean θ = EY , which can serve as a benchmark for the performance of the improved estimator.
Oracle Estimator and Risk
Define ξ(X) = E P (Y |X) as the response surface and suppose
, our goal is to estimate EY = θ. Now assume an oracle has knowledge of ξ 0 (x), but not of θ = E(Y ), c, nor the distribution of Y − ξ 0 (X). In this case, the model can be written as
Under the ideal semi-supervised setting, P X , ξ 0 and Eξ 0 (X) are known. To estimate θ, the natural idea is to by the following estimator
Clearlyθ * is an unbiased estimator of θ, while
This defines the oracle risk for population mean estimation under the ideal semi-supervised setting as
For the ordinary semi-supervised setting, where P X is unknown but m additional unlabeled samples {X k } n+m k=n+1 are available, we propose the semi-supervised oracle estimator asθ *
Then one can calculate that
The detailed calculation of (40) is provided in the Appendix. The preceding motivation for σ 2 and σ 2 + n n+m Var P X (ξ(X)) as the oracle risks are partly heuristic, based on the arguments in (38) and (39). But it corresponds to a formal minimax statement, as follows.
Proposition 3.1 (Oracle Lower Bound) Let σ 2 > 0,
Improved Procedure
In order to approach oracle optimality we propose to augment the set of covariates X 1 , . . . , X p with additional covariates g 1 (X), . . . , g q (X). (Of course these additional covariates need to be chosen without knowledge of ξ 0 . We will discuss their choice later in this section.) In all there are now p • = p + q covariates, say
For both ideal and ordinary semi-supervision we propose to let q = q n as n → ∞, and to use the estimatorθ • LS andθ • SSLS . For merely theoretical purpose of 2 risks we consider the refinement againθ
where Trun Y (·) is defined as (26). Apply previous theorems for asymptotic distributions and moments. For convenience of statement and proof we assume that the support of X is compact, ξ(X) is bounded and Y is sub-Gaussian. These assumptions can each be somewhat relaxed at the cost of additional technical assumptions and complications. Here is a formal statement of the result.
Theorem 3.1 Assume the support of X is compact, ξ(X) = E(Y |X) is bounded, and Y is sub-Gaussian. Consider asymptotics as n → ∞ for the case of both ideal and ordinary semisupervision. Assume also that either (i) ξ(X) is continuous or (ii) that P X is absolutely continuous with respect to Lebesgue measure on {X}. Let {g k (x) : k = 1, . . .} be a bounded basis for the continuous functions on {X} in case (i) and be a bounded basis for the ordinary 2 Hilbert space on {X} in case (ii). There exists a sequence of q n such that lim n→∞ q n → ∞, and
LS for the problem with observations {Y i , X • p+qn : i = 1, . . . , n} asymptotically achieves the ideal oracle risk, i.e.
• Now we suppose lim n→∞ n n+mn = ρ for some fixed value 0 ≤ ρ ≤ 1. Applying the estimatorθ • SSLS for the problem with observations {Y i , X • p+qn : i = 1, . . . , n} and
Finally,θ • LS andθ • SSLS are asymptotically unbiased and normal with the corresponding variances.
(38) and (44) show that the proposed estimators asymptotically achieve the oracle values in (41) and (42).
Simulation Results
In this section, we investigate the numerical performance of the proposed estimators in various settings in terms of estimation errors and coverage probability as well as length of confidence intervals. All the simulations are repeated for 1000 times.
We analyze the linear least squares estimatorsθ LS andθ SSLS proposed in Section 2 in the following three settings.
1. (Gaussian X and quadratic ξ) We generate the design and parameters as follows,
It is easy to calculate that θ = EY = β 1 in this setting.
(Heavy tailed X and Y ) We randomly generate
where P 3 has density f P 3 (x) = 1 1+|x| 3 , −∞ < x < ∞. Here, the distribution P 3 has no third or higher moments. In this case, µ = EX = 0, θ = EY = 0.
3. (Poisson X and Y ) Then we also consider a setting where
In this case, µ = EX = (10, . . . , 10) ∈ R p , θ = EY = 100.
We compare the average 2 -loss ofȲ,θ LS andθ SSLS for various choices of n, p and m. The results are summarized in Table 1 . An interesting aspect is even when p grows faster than n 1/2 ,θ LS andθ SSLS are still preferable estimators toȲ. It is also noteworthy that although our theoretical analysis for the 2 -risk focused on the refined estimatorsθ 1 LS andθ 1 SSLS with bounded or sub-Gaussian designs, the refinement and assumptions are for technical needs, which might not be necessary in practice as we can see from this example.
We also compute the 95%-confidence interval for each setting above and list the average length and coverage probability in Table 2 . It can be seen that under the condition p = o(n 1/2 ), the proposed confidence intervals based onθ LS andθ SSLS are valid and shorter on average than the traditional z-confidence interval centered atȲ.
Applications
In this section, we apply the proposed procedures to the average treatment effect estimation and a real data example on homeless population.
Application to Average Treatment Effect Estimation
We first discuss an application of the proposed least squares estimator to Average Treatment Effect (ATE) estimation. Suppose Y T and Y C are the responses for the treatment population and control population respectively, then ATE is then defined as
Under Neyman's paradigm (Splawa-Neyman et al., 1990; Rubin, 1990 ), a total number of (n t +n c ) subjects are randomly assigned to the treatment group and control group. Suppose Y t,1 , · · · , Y t,nt are the responses under treatment, while Y t,1 , · · · , Y t,nc are the responses of the control group. The straight forward idea for estimating ATE is the sample average treatment effect (SATE), which simply takes the difference of average effects between the two groups. In addition, the covariates associated with the responses are often available and helpful to improve the estimation of ATE. In the estimation of ATE, we follow the model setting of Pitkin et al. (2013) . Suppose n t , n c people are from treatment group and control group respectively, where their response and predictor satisfies
Here due to the randomization setting, it is reasonable to assume P t and P c share the same marginal distribution of X: P t X = P c X = P X . There are also m additional samples possibly coming from drop-outs or any other subjects that also represent the population P X . In (p, n) Table 2 : Average length and coverage probability (in the parenthesis) 95%-CI based onȲ, θ LS andθ SSLS under different values of (p, n) and various settings. summary, the available samples include
We again introduce the population slope for both treatment and control group to measure the relationship between Y t , X t and Y c , X c respectively
Based on Lemma 2.1, β t , β c has the following close form when P t , P c have non-degenerate second moment:
Our target, the population ATE, is defined as d = EY c −EY t . We propose the corresponding semi-supervised least squares estimator
Hereβ t ,β c ∈ R p+1 are the least squares estimators for treatment and control group respectively;ˆ µ is the mean of all available predictors,
Based on the analysis we have in the previous section, the proposedd SSLS has the following asymptotic distribution with a fixed p, P t and P c .
Theorem 5.1 (Asymptotic behavior ofd SSLS ) Suppose P t , P c are fixed distribution with finite and non-degenerate second moments, then we have the following asymptotic distribution if the sample size n t , t c grow to infinity:
Here
Remark 5.1 Similarly to the procedure in Proposition 2.1, we can calculate that for the sample average treatment effect, i.e.,
We can check that asymptotically V 2 ≤ Var(d), which also shows the merit of the proposed semi-supervised least squares estimator.
Remark 5.2 The asymptotic behavior ofd SSLS and the 2 risk for a refinedd SSLS for growing p can be elaborated similarly to the previous sections.
Real Data Example: Estimating Homeless in Los Angeles County
We now consider an application to estimate the number of homeless people in Los Angeles County. Homelessness has been a significant public issue for the United States since nearly a century ago (Rossi, 1991) . A natural question for the demographers is to estimate the number of homeless in a certain region. Estimating the number of homeless in metropolitan area is an important but difficult task due to the following reasons. In a typical design of U.S. Census, demographers visit people through their place of residence. In this case, most of the homeless will not be contacted (Rossi, 1991) through this process. Visiting homeless shelter or homeless service center may collect some information of the homeless, but a large number of homeless still cannot be found since they may use the service anonymously or simply not use the service. The Los Angeles County includes land of 2000 square miles, total population of 10 million and 2,054 census tracts. In 2004-2005, the Los Angeles Homeless Services Authority (LAHSA) conducted the study for the homeless population. Due to the huge cost to perform street visit for all census tracts, the demographers perform a stratified sampling on part of them. First, 244 tracts that are believed to have large amount of homeless are preselected and visited. Kriegler and Berk (2010) . Suppose T total is the total number of homeless in Los Angeles, T pre is the number of homeless in 244 pre-selected tracts, θ ran is average number of homeless per tract in all 1,810 non-pre-selected tracts. Clearly,
The proposed semi-supervised inference framework fit into the 1,810 samples with 265 labeled and 1,545 unlabeled samples. We can apply the proposed semi-supervised least squares estimatorθ 1 SSLS to estimate θ ran and use (55) to calculate the estimate and 95% confidence interval for T total . In contrast, the estimate via sample-mean estimator was also calculated. The results are shown in Table 3 . It is easy to see that the estimate viaθ 1 SSLS is slightly larger than the one viaȲ.
To further investigate and diagnose, we calculated the least squares estimatorβ, the average predictor values across all 1,810 non-pre-selected tractsX full and the average predictor values across 265 randomly selected tractsX. These values are listed in Table 5 .2.
We can see from Table 5.2 that due to insufficiency of sampling, there is difference betweenX andX full , especially for the predictor Perc.OwnerOcc. When there is association between these prectors and reponse, it is more reasonable to adjust for this discrepancy from taking the mean. Recall the proposed estimator
The difference between two estimates exactly originated from the adjustment termβ (2) (X full − X), which has been justified in both theoretical analysis and simulation studies in the previous sections. 
Proofs of The Main Results
We prove the main results in this section. The proofs of other technical results are provided in the Appendix.
Proofs for the Properties of the Random Design Regression Model
Proof of Lemma 2.1. Since
Then Eδ = 0, EXδ = 0 have been proved since X = (1, X ) . Finally,
which has finished the proof of this lemma.
Proof of Proposition 2.1. First,Ȳ is the sample mean, which is clearly an unbiased estimator for the population mean θ. In addition, since {Y i } n i=1 's are i.i.d. samples, it can be calculated that
Proofs for Ideal Semi-supervised Inference Estimatorθ LS
Proof of Theorem 2.1. We first show thatθ LS is invariant under simultaneous affine translation on both X and µ. Specifically, suppose X k = U · Z k + α, (k = 1, · · · , n) for any fixed invertible matrix U ∈ R p×p and vector α ∈ R p . Then one has
Since EZ k = U −1 (µ − α), we knowθ LS is invariant under simultaneous affine translation on X and µ. Based on the affine transformation invariant property, we only need to consider the situation when EX = µ = 0, Cov(X) = I p , where I p is the p-by-p identity matrix. Next we discuss the asymptotic behavior forθ LS . For simplicity, we note 1 n = ( n 1, · · · , 1) , P X = X( X X) −1 X ∈ R (p+1)×(p+1) as the projection matrix onto the column space of X. X = 1 n n k=1 X k . Clearly, 1 n lies in the column space of X, which means P X 1 n = 1 n . Then,
Since P is fixed and has finite second moment, by law of large number and central limit theorem, one can show as n → ∞, p = o(n 1/2 ),
.
Since Cov(X) invertible, we know
Based on the asymptotic distributions above and (57), (58), we know
in the case that P X fixed and n → ∞.
Proof of Theorem 2.2. First, based on the proof of Theorem 2.1, the affine transformation on X would not affect the property ofθ LS . Without loss of generality, we assume that EX = 0, Var(X) = I. In other words, Z = X. Next, based on formulas (57) and (58), we have
then we only need to prove the following asymptotic properties in order to finish the proof of Theorem 2.2:
For some uniform t 1 > t 2 > 0,
Here λ max , λ min (·) represent the largest and least eigenvalues of the given matrix. Next we will show (59), (60) and (61) separately.
• Based on the assumption of the theorem, • Since X 1 , · · · , X k are i.i.d. samples with mean 0 and covariance I p , we can calculate that
Since X 1 δ 1 , · · · , X n δ n are i.i.d. samples with mean 0 and satisfying (17), we have
Thus, E X δ n 3/4 2 2 /τ 2 → 0 as n → ∞. Thus, we have (60).
• For (61), since EX = 0, Cov(X) = I p and Assumption (16) 
Therefore, under either the settings of Theorems 2.3 or 2.4,
which proves (23). The proof of (22) is more complicated. In the rest of proof, again we use C as constants does not depends on n or m, whose exact value may vary in different scenarios. Again, sinceθ SSLS is affine transformation invariant, without loss of generality we can assume that EX = 0, EXX = I p . Thus, Z = X. Similarly as (57), the following decomposition for θ SSLS − θ holds,
In order to prove these two theorems, we only need to show the following two asymptotic equalities:
We show them separately below under both settings that p is fixed (Theorem 2.3) and p grows (Theorem 2.4). For convenience, we denote
1. We first show (64). The left hand side of (64) can be further written as
Next we analyze the asymptotic distribution for S n separately under both settings when p is fixed and p is growing. Specifically, we use Lindeberg-Feller central limit theorem for the fixed p case under second moment condition and Lyapunov central limit theorem for growing p under (2 + κ)-th moment condition.
• Under the setting of Theorem 2.3, i.e., when p and the distribution P (Y, X 1 , · · · , X p ) is fixed, we check the following Lindeberg-Feller condition:
Here I{·} is the indicator random variable for given event. Note that, for any
we have
Similarly one can calculate that
By Lindeberg-Feller CLT, we know S n /s n → N (0, 1), which implies (64).
• Under the setting of Theorem 2.4, i.e., when the distribution P is not fixed and p is growing, the proof as we also have (2 + 2κ)-moment conditions. In this case, Lyapunov's condition for central limit theorem will be used as the main tool. One can check that
On the other hand,
Since as n, m → ∞,
combining (69) and (70), we have
which implies (64).
2. Next, we show (65) under both settings of fixed p and growing p. We can calculate that
• We first consider the simpler case where P is fixed, i.e., the setting in Theorem 2.3. The proof is similar to the one of Theorem 2.1. Note that EX i = 0, E X X = I p+1 , E Xδ = 0, thus by law of large number,
These facts together yields (65).
• Now we move to the case that p grows, i.e., the setting in Theorem 2.4. Similarly as the proof of Theorem 2.2, we have
Similarly these imply (65).
To sum up, we have finished the proof of Theorems 2.3 and 2.4.
Proofs for the analysis of 2 -risk
Proof of Theorems 2.5. The idea of the proof for Theorem 2.5 is to first introduce a "good event" Q such that P (Q c ) is exponentially small; then prove that E n θ LS − θ 2 1 Q has upper bound as (30) and (31). For convenience, for any subset Ω ⊆ {1, . . . , n}, we introduce the following notations
Also, we note poly(n, p) for some polynomial of n and p. We also introduce the following lemmas. The proofs are postponed to the Appendix.
• (Theorem 5.39 in Vershynin (2012b)) We have the following concentration inequality,
Here C, c are constants only depending on M 5 in Assumption (28) or M 6 in Assumption (29).
• For all q ≥ 2, the following moment condition holds for some constant C q that only depends on q under either Assumption 2 (28) or Assumption 2' (29),
• The following moment condition holds for n k=1 Z k δ k and 2 ≤ q < 4:
under either Assumption 1+2 ( (27), (28)) or 1+2' ( (27) , (29)).
Lemma 6.2 Suppose A, B are two squared matrices, A, A + B are both invertible. Then for all q ≥ 0, one has the following expansion for (A + B) −1 ,
For the proof of Theorem 2.5, we first consider the probability thatθ LS =θ 1
, then we have
≤ exp(−cn), for large n.
Set the event Q as
for some large constant C 1 > 0. Based on Lemma 6.1 and the fact that p/n = o(n −1/4 ), we have
Recall the composition ofθ LS − θ in (57), thus,
The analyses for each of the seven terms in (79) are relatively complicated, which we postpone to Lemma 6.3 in the Appendix. Based on (79) and Lemma 6.3, one has
Besides,
Our final step gets back to the 2 -risk ofθ 1 LS :
In fact, given
Therefore, we have finished the proof of Theorem 2.5. Blum, A. and Mitchell, T. (1998) . Combining labeled and unlabeled data with co-training. In Proceedings of the eleventh annual conference on Computational learning theory, pages 92-100. ACM.
Appendix: Additional Proofs
Additional Proofs for 2 -risk Analysis
Proof of Theorem 2.6. Similarly to the previous proofs, we can transform X, Y and assume µ = 0, Cov(X) = I p , X = Z without loss of generality. We start by introducing the following notations and decomposition in (63):
Xδ.
Again we note
and define the "good" event that
Then,
In the analysis below, we analyze the four terms in (81) separately.
• First of all, since δ and X are with mean zero and uncorrelated,
Thus,
• Secondly,
• The analysis of the third term in (81) is more complicated. We first decompose it as
The evaluation of the four terms above are provided separately in Lemma 6.3. Therefore,
• Similarly to (80) in Theorem 2.1, one can show
Combining (81) and the separate analyses above, we have finished the proof for this theorem.
Proof of Propositions 2.2. Similarly to the proofs for the previous theorems, we can linearly transform X and without loss of generality assume EX = 0, Var(X) = I p . We then
. The block-wise matrix inverse formula yields 1
By the expansion in (57), we havê
When X ∈ R n×p are i.i.d. standard normal, it is commonly known thatX,Σ X and δ are all independent, andX iid ∼ N (0, 1/n),Σ −1 X satisfies inverse-Wishart distribution n·W −1 p (I p , n− 1), and its expectation is EΣ
X Y − θ, by the calculation in Theorem 2.3, we havê
Since X add , δ and X are all independent with mean 0, it is easy to check that any two of the three terms above are uncorrelated. Thus,
To sum up,
Especially when X ∼ N (0, I),
X is independent ofX and satisfies the inverse Wishart distribution. At this point, EΣ
which has finished the proof of Proposition 2.2.
Proofs for Oracle Optimality Setting
Detailed Calculation for (40) (Oracle risk forθ * ss ). It is easy to see thatθ * ss is an unbiased estimator for θ, thus
which has proved (40).
Proof of Proposition 3.1. We first consider (41). For any given σ 2 > 0, ξ 0 (·) and P X , we consider the following subset of P ξ 0 (·),σ 2 ,
Based on sample {X i , Y i } n i=1 , known P X and ξ 0 (X), we can rewrite the model to
where Y i and ξ(X i ) are observable. By classical theory on normal mean estimation with Gaussian noise, inf
Note for the estimating problem in the original proposition, we target on estimating
where Eξ 0 (X) is known. Thus, estimating θ is equivalent to estimating c, which implies
Next we aim at the proof for (42). Suppose we are given fixed σ 2 ξ , σ 2 > 0 and linear function ξ 0 . If ξ 0 (X) is a constant, ε ξ always equals 0, the the problem transform to the first situation.
If ξ 0 (X) = aX +b with a = 0, since we can always normalize Y , without loss of generality let us assume ξ 0 (X) = X. We also focus on the situation for p = 1 as the proof for p > 1 essentially follows. Now we consider the following subset of P ss
After simplification for the previous equation, when V 2 → ∞, the joint posterior distribution of µ, c is
Therefore, the Bayes estimator for θ = µ + c iŝ
Similarly to the calculation for (40), it is easy to check thatθ bayes has constant risk for all different values of c and µ:
This implies that θ bayes is the minimax estimator for θ in distribution class P ss σ 2 ξ ,σ 2 . To sum up, we have finished the proof for this proposition.
Proof of Theorem 3.1. For any q ≥ 0, we denote
Clearly, τ 2 (q) is an non-increasing sequence of q. Based on either Assumption (i) or (ii) of Proposition 3.1, lim
By Proposition 2.1,
. By the law of total variance,
SSLS are the least squares estimator and semisupervised least squares estimator with the basis (X 1 , . . . , X p , g 1 (X), . . . , g q (X)). Corresponding, suppose (θ Therefore, there exists sequence {q n } growing slowly enough that guarantees (43) and (44). Finally, the asymptotic distribution results hold similarly which we do no repeat here.
Proof of Technical Lemmas
We collect all technical proofs in this section. Proof of Lemma 6.1.
• Part 1 directly follows from Theorem 5.39 in Vershynin (2012a).
• For Part 2, it can be calculated that
By Marcinkiewicz-Zygmund inequality (Chow and Teicher, 2012) , under either Assumption 2 or 2', we have
Hölder's ineq
Thus, we conclude that (74) holds.
• Thus, by Marcinkiewicz-Zygmund inequality (Chow and Teicher, 2012) ,
Hölder's ineq ≤ C q n q/2−1 n k=1 E|Z ki δ k | q ≤ C q n q/2−1 , i = 1, · · · , p. Lemma 6.3 (Separate Analysis of (79)) Under the setting of the proof for Theorem 2.5, one has ( 1 m + n X i β (2) + 1 n δ i ) (0, X j ) X X −1
Proof of Lemma 6.4. We first consider (109). By the fact that X 1 , · · · , X n are i.i.d. distributed, we have E n i,j,k=1
Note the expansion of Similarly to the proof of Lemma 6.3, we can compute that 1 n EX 1 β (2) (0, X 2 ) Ξ Similarly for the other terms in (114), we can compute that
Combining the inequalities above, decomposition (114) along with the fact that p = o(n 1/2 ), we can get (109). Next, the proofs of (110) and (113) are essentially the same as (109), which we do not repeat here. The proofs to (111) and (112) follows from the setting that {X i } n+m i=n+1 are with mean zero and independent of {(δ i , X i )} n i=1 .
