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Abstract
Video Quality Assessment (VQA) is a very challenging task due to its highly subjective nature. Moreover, many
factors influence VQA. Compression of video content, while necessary for minimising transmission and storage require-
ments, introduces distortions which can have detrimental effects on the perceived quality. Especially when dealing with
modern video coding standards, it is extremely difficult to model the effects of compression due to the unpredictability
of encoding on different content types. Moreover, transmission also introduces delays and other distortion types which
affect the perceived quality. Therefore, it would be highly beneficial to accurately predict the perceived quality of video
to be distributed over modern content distribution platforms, so that specific actions could be undertaken to maximise
the Quality of Experience (QoE) of the users. Traditional VQA techniques based on feature extraction and modelling
may not be sufficiently accurate. In this paper, a novel Deep Learning (DL) framework is introduced for effectively
predicting VQA of video content delivery mechanisms based on end-to-end feature learning. The proposed framework
is based on Convolutional Neural Networks, taking into account compression distortion as well as transmission delays.
Training and evaluation of the proposed framework are performed on a user annotated VQA dataset specifically created
to undertake this work. The experiments show that the proposed methods can lead to high accuracy of the quality
estimation, showcasing the potential of using DL in complex VQA scenarios.
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1. Introduction
Due to the large size of uncompressed video signals,
video compression is essential to ensure that content can
be efficiently and timely distributed to final users. In order
to obtain the low bit-rates required for smooth video deliv-
ery over conventional networks, video distribution systems
rely on lossy compression. Modern video coding solutions
such as the H.265/High Efficiency Video Coding (HEVC)
standard [1] are capable of achieving very high compression
ratios, while minimising the distortion introduced during
compression. Nonetheless, the processing performed by
HEVC encoders may introduce some amount of distortion
or artefacts in the video signal, which negatively impact
the user’s perceived quality of the received video signal.
HEVC relies on a flexible approach which allows con-
tent to be compressed with different strengths (defined by
the Quantisation Parameter, QP, used within the com-
pression loop), depending on the application. Higher QPs
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result in lower quality of the compressed signal, at smaller
average bit-rates, whereas low QPs result in better quality
content at higher bit-rates. When distributing content in
challenging network conditions, it is crucial to ensure that
bit-rates are not too high and do not exceed the capacity of
the network, otherwise users will experience delays which
also contribute negatively to the perceived quality of the
received signal. Moreover, it is worth noticing that using
the same settings on different video content may produce
very different results in terms of quality and bit-rate of
the compressed signal. This is due to the complex mech-
anisms adopted by standards such as HEVC, which rely
on exploiting spatial, temporal and statistical redundan-
cies within the video signal to achieve compression. Due
to the unpredictability of the compression step, it is very
difficult to predict the Quality of Experience (QoE) per-
ceived by viewers watching compressed content distributed
through a transmission network.
QoE is defined by the International Telecommunication
Union (ITU) as ”the overall acceptability of an application
or service, as perceived subjectively by the end-user” [2].
As such, QoE may include the complete end-to-end sys-
tem effects (acquisition, processing, compression, storage,
transmission, etc.), as well as being influenced by user ex-
Preprint submitted to Elsevier 27th September 2018
pectations and context. In this paper, focus is given to per-
ceived subjective Video Quality Assessment (VQA), taking
into account the effects of coding distortion and transmis-
sion delays. Subjective VQA can be measured in psycho-
physical experiments in which a number of subjects rate a
given set of content. Depending on the application, tests
can be performed with Full-Reference (FR), where viewers
are asked to compare the processed video against the ori-
ginal reference; or tests can be performed with Reduced-
Reference, in which the comparison happens based on a
specific number of features from the reference video; or fi-
nally, in case only the processed videos are presented to the
viewers, No-Reference (NR) tests can be performed. The
latter is the case for the NR subjective tests used within
this paper (which will be described in more details in the
rest of the paper), in that the assessment was performed
at the receiving end, where there is no availability of the
uncompressed signal before transmission.
In order to obtain representative ratings, a certain num-
ber of non-expert viewers (to avoid potential subject bias)
should be invited. According to ITU-T (recommendation
P.910) [3], any number between 4 and 40 is desirable.
Moreover, due to possible influence factors from hetero-
geneous contexts, tests should be performed in a neutral
environment (e.g. a dedicated laboratory room). After the
tests, the scores for all participants are averaged to com-
pute so-called Mean Opinion Scores (MOS). Obviously,
preparing and running such tests can be expensive and
time consuming.
For that reason, methods to objectively predict the
VQA of video content are highly desirable. In this pa-
per, a Deep Learning (DL) approach for automatic VQA
based on Convolutional Neural Networks (CNN) is pro-
posed, with the goal of predicting the expected perceived
quality of compressed video content after transmission.
The system is tailored for very challenging applications
entailing usage of User Generated Content (UGC) which
is more and more relevant in many scenarios. As such, the
proposed system was trained and tested under challenging
conditions both from the compression perspective (in that
content contains noise, fast motion, and is in general of
lower quality than professionally-captured video content)
as well as the transmission (in that mobile device users
may be in areas with low network coverage).
The system is capable of making the VQA prediction at
the source and, differently than other methods, it accepts
as input raw visual data, without performing any further
processing or transmission, thus reducing the necessary
complexity. Moreover, differently than other alternative
techniques, the supervised DL approach assures end-to-
end feature learning, and the regression-flavoured task is
transformed into a classification task, aiming to provide
results which are easily exploitable within the distribution
chain, as illustrated in the rest of this paper.
The rest of this paper is organised as follows. Sec-
tion 2 briefly summarises the basic concepts of existing ap-
proaches towards NR VQA methods and metrics, provides
basic notations and preliminaries of supervised DL predic-
tion techniques, and gives an overview of state-of-the-art
methods. In Section 3, the proposed DL-based QoE pre-
dictive NR framework is presented, while the evaluation
methodology and the respective experiments take place in
Section 4. Section 5 provides extensive experimental eval-
uation of the proposed model and analysis of the results.
Finally, concluding remarks are pointed out in Section 6.
2. State of the art
The simplest way of evaluating quality of video signals
is using FR metrics such as the Peak Signal-to-Noise Ra-
tio (PSNR) [4], which is a function of the Mean Square
Error (MSE) between each frame of the reference and the
processed video signal. PSNR is widely used in video cod-
ing for instance for rate-distortion optimisation, where it
has proven to work well while being inexpensive to com-
pute. On the other hand, PSNR may not match well with
perceived visual quality due to the complex, highly non-
linear behaviour of the human visual system [5], and it
cannot be used to measure some of the effects of trans-
mission (such as delays), because it does not generalise to
the temporal dimension. Similarly, the popular Structural
Similarity (SSIM) index [6], [7] is frequently used for estim-
ating video quality. The computation is also performed in
a frame-by-frame manner to the luminance component of
the video sequence, and, in conjunction with the contrast
and structure components, the overall degradation is com-
puted as the average of the SSIM indexes at each frame
level. When dealing with variations across scales, SSIM
can be extended to Multi-Scale Structural Similarity (MS-
SSIM) [8]. More complex FR metrics have been proposed,
including the Video Quality Metric (VQM) [9] and the
Motion-based Video Integrity Evaluation (MOVIE) [10],
or the Visual Information Fidelity (VIF) [11].
On the other hand, NR metrics have also been pro-
posed to estimate the quality of video content [12] [13].
These metrics typically require lower computational com-
plexity [14], [15], [16], [17], in order to be used on-line for
quantifying the quality of video content. A DCT-based
approach for estimating the effects on quality of various
types of compression distortions is proposed in [18], while
a more general approach relying on statistical properties
of undistorted videos is presented in [19]. In an overview
study [20] a comparison of different metrics is presented,
stating that there is no universally effective metric, in-
dicating that for many applications automatic VQA is an
open research question.
In addition to the aforementioned models which try to
directly model the distortion in a picture, statistical mod-
els can also be defined, in which independent variables are
fit against results obtained in a subjective quality evalu-
ation test using regression techniques. These methods rely
on the availability of a set of pre-annotated training data,
generated by means of subjective VQA. As such, instead
of directly trying to model the distortions, these methods
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try to correlate the annotated assessment with the refer-
ence signal. One way of achieving this goal is by manually
defining specific features that are assumed to be relevant
to the subjective quality, and subsequently use a map-
ping between the feature space and the subjective quality
space. Unfortunately, manually designing such mapping
may be difficult, and as such these methods may not be
ideal especially in cases where the processing consists in
complex unpredictable operations, such as those entailed
by modern video encoders.
As a possible alternative, ML based methods have been
recently proposed. These methods typically rely on two
steps: Feature extraction, in which representative features
of the video content are computed; and classification, where
the extracted features are mapped into class scores based
on a trained algorithm. From an abstract perspective,
ML schemes usually perform a dimensionality reduction
technique to reduce the original data space, followed by
a prediction scheme performed by trainable algorithmic
methods. Among such methods, Support Vector Machines
(SVMs), k-Nearest Neighbors (k-NN) and Decision Trees
(DT) have all been used in VQA [21], [22], [18], [23], [24].
A typical ML system tries to learn and gain knowledge
from the training data it is provided with, in order to be
able to make predictions concerning new test data it will
be shown. Nonetheless, several issues must be taken into
consideration. First of all, ML learning methods depend
heavily on sophisticated feature extraction methods de-
signed specifically for a certain task. These methods are
based on the assumption that the selected features are rel-
evant to the subjective quality, but varying datasets of the
same nature can limit the effectiveness of such assumption.
Furthermore, such techniques only consider the distortions
introduced by compression, and do not take into account
transmission.
A few approaches have been presented dealing with
predicting the perceived quality after transmitting video
content through a network. In [25], the authors consider
video impairments based on playback interruptions, mainly
caused by bandwidth limitations. A set of features is de-
rived, which are then used to fit a regression-based predict-
ive approach [26]. Regression is performed using different
models such as Support Vector Regression (SVR), Ran-
dom Forests (RF) or Gaussian Boosting (GB). In [27], a
ML scheme is adopted for wireless communication applica-
tions. The proposed method involves a Pseudo-Subjective
Quality Assessment (PSQA) procedure, during which a fi-
nite set of high-influential parameters is selected, and sub-
sequently video content is rated by subjective viewers. The
subjective data is then fed to a regression model.
In [28] the authors propose a regularised linear regres-
sion NR model called Elastic Net (EN). The video features
extracted are based on an approach described in [29], with
the goal of estimating the QP used during the encoding
and the corresponding PSNR, similar to the work presen-
ted in [30]. Another approach is proposed in [31], where
the authors present the results of a subjective study in or-
der to assess the effects of viewing conditions and display
devices on the VQA process. Furthermore, they propose a
FR metric called SSIMplus [32] which operates in real-time
for predicting the quality of video content.
A NR machine learning based approach for streaming
applications can be found in [33]. The authors extract
eight NR video features (occurring in bit-stream and pixel
level) and combine them with the nominal bit-rate and
estimated level of packet loss in order to form a repres-
entative feature set. This feature set is subsequently fed
to regression based predictive algorithms, which carry out
the QoE assessment. Such algorithms vary between Mul-
tiple Linear Regression (MLR) and Standard Regression
Trees to GP regression and SVRs. Finally, a deep unsu-
pervised learning scheme is proposed in [34]. In this work,
the authors employ Restricted Boltzmann Machines com-
bined with eight NR features.
Inspired by the fact that DL techniques are effective
on many problems in image and video processing (for in-
stance image/video classification, human activity recog-
nition, etc.) compared to conventional machine learning
techniques, a DL framework for efficient VQA prediction
is proposed in this paper. The choice of a DL approach to-
wards VQA is two-folded. Firstly, DL models can acquire
remarkable generalisation capabilities when sufficient data
is used for training, especially if using data augmentation
techniques such as those utilised in the proposed method-
ology. Secondly, DL models do not depend on sophistic-
ated feature extraction and selection techniques, which is
the case with traditional machine learning techniques men-
tioned above, but perform end-to-end learning and optim-
isation via linear and non-linear transformations to raw
pixel data. Due to the subjective nature of this problem,
defining a set of features that appropriately correlate with
the final VQA is not trivial, and as such DL approaches are
suitable for this task in that they overcome this step. DL
models based on Convolutional Neural Networks (CNNs)
have recently been used for picture-quality prediction [35].
The approach proposed in this paper goes beyond state of
the art, by investigating usage of CNNs towards higher-
order models. In particular, temporal information is con-
sidered by feeding three dimensional patches to the al-
gorithm, ensuring that variations of quality over time are
taken into account. The VQA is posed as a classification
problem as shown in the following section.
3. Problem formulation
In this section, some background is provided to for-
mulate the problem of predicting VQA using deep neural
networks. In addition, a description of the dataset used for
training and testing of the approach is provided. The data-
set was created specifically to develop the work presented
in this paper.
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3.1. VQA as a classification problem
When applying ML for predictive VQA modelling pur-
poses, training data is used to make a prediction. This
prediction should generalise well on new data on which
there is no ground truth. As such, predictive modelling
can be described as the goal of approximating a mapping
function from input variables to output variables. In the
case described in this paper, the output variable is a score
of the predicted VQA of the current piece of content being
considered. The output variable to represent the VQA can
be treated as either a discrete or continuous parameter. In
the latter case, a continuous scale could be used to score
the VQA from a minimum to a maximum.
In ideal conditions assuming availability of a large train-
ing set, this case could better fit the ground truth obtained
from subjective testing, which is obtained as the average
of the MOS scores provided by the test participants. Such
averages are expressed as continuous variables. On the
other hand, posing the problem in such a way that the
output variable is continuous does not work well for the
cases in which limited items are available for training. Un-
der these conditions, the networks have limited ability of
learning from the data, and generalisation is more difficult
to obtain. For that reason, a discretised output variable
can be more suitable, leading to higher accuracy of the
prediction, despite the limited size of the training set. In
case the output variable is a discrete variable, the task
is typically referred to as a classification problem. The
input variables in a classification problem can be either
real-valued or discrete-valued.
Following from the aforementioned observations, the
following scheme is proposed in this paper. The objective
is to predict the VQA of a given piece of compressed video
content that needs to be transmitted through a trans-
mission network under known network conditions. The
CNN is input raw pixel data. This data is obtained by
means of decoding the compressed bitstream, and then
pre-processing the data in order to embed the effects of
the network within the signal. In this respect, several
parameters which affect the network conditions need to
be taken into account, including Maximum Segment Size
(MMS),Round-Trip Time (RTT), and loss rate. The rate
throughput is then estimated (assuming that Transmission
Control Protocol, TCP, is used) as:
R =
1.22M
T
√
L
, (1)
where M is the MMS, T is the RTT and L is the loss rate.
Finally, for a given video content with a bit-rate B
of length N (in seconds), the following delay can be con-
sidered:
δ =
B
R
N (2)
The delay δ is manually added at the beginning of the
raw pixel data signal before this is fed to the CNN. Train-
ing is performed using a dataset consisting of annotated
content (as described in the following of this section). The
ground truths used during the training are average MOS
training values, which are discretised into a fixed number
of classes. In order to estimate the performance of the pro-
posed classification predictive model, the accuracy of the
prediction can be computed, corresponding to the percent-
age of correctly classified samples over the total number
of estimations in a test set. A scheme of the proposed
approach is illustrated in Figure 1.
Figure 1: Proposed CNN-based approach for VQA prediction.
3.2. Dataset
In designing DL solutions and training ML models, the
definition of a suitable training and test set is a critical
task. With regards to VQA, a set of video sequences with
different levels of perceived quality is required. In addition,
the annotated associated perceived QoE for each video is
also essential to act as the ground truth in the training
process. The subjects should annotate video clips under
known conditions in terms of compression parameter as
well as network conditions under which the video content
was transmitted.
Given the nature of the problem presented in this paper
and the general approach depicted in Figure 1, a suitable
dataset was difficult to identify in the literature. There-
fore, a new dataset was built specifically for the prob-
lem at hand. The dataset comprises video clips encoded
with different QPs which are transmitted through simu-
lated enforced network conditions. As already mentioned,
the method should be capable of dealing with challenging
scenarios such as those imposed by using UGC, which is
typically of poorer quality than broadcast content.
In this regard, 3 UGC video sequences from the open
access 2016 Edinburgh Festival dataset [36] were selected.
Each video clip is of 10 seconds in length, comprising 300
frames, a spatial resolution of 1920 × 1080 samples, and
frame rate of 25 Hz. Exemplary frames from the 3 afore-
mentioned UGC video sequences can be seen in Figure 2.
The sequences were encoded with 5 different QPs. The
encoding was performed using a practical HEVC encoder
solution. The Turing codec was used at this purpose [37],
an open-source practical HEVC software implementation
which is capable of compressing video content at very high
compression efficiency, while at the same time providing
features typical of practical encoders, such as low complex-
ity, high parallelisation capabilities, and minimal memory
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Figure 2: The UGC sequences used for the creation of the annotated
VQA dataset.
requirements. This is beneficial to ensure that the pro-
posed approach can be used within practical use case scen-
arios.
Encoding was performed with different QP values aimed
at simulating various compression distortions witnessed in
distribution conditions. Hence the values 18, 24, 28, 32,
and 40 were selected, to cover a wide range of delivery
requirements. As already mentioned, the effects of encod-
ing using different QP values on the actual quality of the
decoded signal are difficult to predict, and highly content-
dependent. As an example, Figure 3 shows frames extrac-
ted from two of the three UGC sequences in the dataset,
encoded with different QP values. As can be seen, the ef-
fects of high quantisation are generally very evident in that
the sequence is on average of much lower quality. On the
other hand, such effects are not uniform. Smoother areas
of content, such as the hand or the background in the se-
quence shown in Figure 3a tend to be compressed more
easily even when using higher QP values. Conversely, tex-
tured areas with higher amount of details suffer more from
usage of high QP values, as is evident from the sequence
shown in Figure 3b.
In addition to considering the effects of compression,
transmission is also considered in the dataset. By con-
sidering various combinations of the aforementioned net-
work parameters, four realistic conditions were modelled
each represented by a final overall network throughput rate
(and corresponding delay δ, obtained as in Equation 2).
The selected network conditions are listed as the follow-
ing:
• R = 1.70 Mbps rate associated with T = 50ms, and
L = 3%
• R = 7.32 Mbps rate associated with T = 20ms, and
L = 2%
• R = 20.70 Mbps rate associated with T = 5ms, and
L = 1%
• R = 92.60 Mbps rate associated with T = 5ms, and
L = 0.1%
An MSS of M = 1500 Bytes was considered for all
cases. The effects of the above network conditions was
incorporated in the encoded sequences by means of pre-
processing (as illustrated in Figure 1).
The combination of the different encoding parameters
and network parameters resulted in 3× 5× 4 = 60 differ-
ent video clips, that created the basis for the dataset. The
video clips and the simulations described above created
the training data to be fed to the DL model as the input.
During the training phase, the network creates QoE rat-
ings associated with each input that need to be compared
with ground truth values. Hence it is necessary to have an
annotated dataset of VQA values associated with the de-
scribed video content. To address this, a subjective assess-
ment of the video dataset was performed, and the quality
of the videos were rated based on the existing distortions
introduced by compression and network conditions.
The subjective assessment was based on the standard
Absolute Category Rating (ACR) metric recommended by
ITU [3, 38], that measures the perceived quality based on
source stimuli that are presented to the viewers separately
and are rated independently. The VQA rates are ranged
from 1 to 5, that represent bad, poor, fair, good, and ex-
cellent QoE.
In this regard, 8 subjects were selected to participate in
the subjective assessment. They were asked to watch the
60 items in the dataset. Viewing conditions were carefully
controlled to simulate normal scenarios in which viewers
usually watch TV. Normal displays with a native resolu-
tion of 1920 × 1080 pixels were used for the assessment.
Participants were instructed to consider the general qual-
ity of the items, considering all the existing conditions in
the videos, including the content, visual artefacts and dis-
tortions, starting delay, camera movements, etc., giving a
single rating from 1 to 5 to describe the QoE of watching
that specific item.
The subjects were shown the 60 items in a random or-
(a) UGC sequence 1
(b) UGC sequence 2
Figure 3: Example frames extracted from two of the UGC sequences
used for the dataset, compressed with QP=18 (left) and QP=40
(right).
5
der, in full-screen mode. Randomisation is important in
order to avoid creating a bias on the participants. The
evaluation took approximately one hour for each candid-
ate. After performing the experiments, the obtained opin-
ion scores were averaged to obtained a single MOS for
each item, which was used for the training of the CNNs.
Moreover, further processing was applied to the QoE scores
in terms of discretisation, by grouping the average QoE
values into classes.
4. Proposed method
In this section a description of the proposed method-
ology for predicting VQA of video signals is presented.
Details on how the CNN used for performing the VQA
estimation was designed are also presented.
4.1. Data pre-processing and augmentation
CNNs require a considerable amount of data in order
to ensure that sufficient generalisation is achieved dur-
ing the training. Moreover, directly processing frames of
1920 × 1080 samples is too complex from the perspect-
ive of memory requirements during the training, as well
as during the classification when applying the CNNs for
performing the VQA prediction.
In order to tackle this problem, a patch-based data aug-
mentation technique was applied to the training data. For
simplicity, only the luminance component was considered
in the proposed approach. Each video volume (correspond-
ing to the three dimensional matrix of luminance pixel
values of size 1920× 1080×N , where N is the number of
frames in the sequence) was split into a sequence of non-
overlapping cubic patches of size k×k×k containing pixel
values, which serve as the examples to be used for training
the CNN. Since each entire video sequence is annotated
with a single label, the same VQA label is propagated to
each of the training samples belonging to the dataset item.
The obtained training examples are then grouped together
in order to form the dataset which is used for training the
CNN.
4.2. Spatio-temporal learning with higher-order CNNs
The proposed method fits within classification-flavoured
supervised learning, employing higher-order CNNs for ef-
ficient spatio-temporal feature learning of the video con-
tent. Unlike conventional neural networks, CNNs employ
the notion of local receptive fields in order to effectively
extract features from raw data. More specifically, each loc-
ally connected input subset of the input neuron is mapped
to a single output neuron, a process which is performed
in a stacked manner throughout convolutional layers, in
order to capture as many representative features as pos-
sible. The connection between input and output neurons is
performed via convolutions by means of trainable kernels,
namely filters with specific filter coefficients. The number
Figure 4: Proposed CNN-based architecture for QoE prediction.
of such filters can be trimmed using pooling layers in order
to avoid over-fitting issues.
Formally, the value of a convolved output neuron at
position (k, l) in the j-th feature map of the i-th layer can
be expressed as follows:
y
k,l
i,j = f(
H−1∑
i=0
W−1∑
j=0
wi,jx(k+i)(l+j) + bi,j), (3)
where f(.) is an activation function, wi,j stands for the
value of the kernel connected to the current feature map
at the position (i, j), x(k+i)(l+j) represents the value of
the input neuron, bi,j is the bias of the computed feature
map, and H and W are the height and width of the kernel
respectively.
Processing video signals implies that in addition to spa-
tial information, temporal (inter-frame) redundancies also
exist among neighbouring frames. In order to exploit such
information, a 3D-CNN approach is proposed in this pa-
per for effective preservation of temporal and motion fea-
tures which may be essential to VQA. 3D convolution is
an extension of the 2D convolution operation, in which
the learnable convolution kernel is a 3-dimensional cube
which considers local spatial regions extracted from adja-
cent frames. Formally, the third-order analogue of Equa-
tion 3 can be expressed as follows:
yklmi,j,p = f(
H−1∑
i=0
W−1∑
j=1
T−1∑
p=1
wi,j,px(k+i)(l+j)(m+p) + bi,j,p), (4)
where T depicts the temporal dimension of the kernel cube,
and the respective quantities in Equation 3 are extended
to their three dimensional counterparts. Adopting such
a strategy, the feature maps in the convolution layer are
connected to multiple contiguous frames in the previous
layer, leading to better capturing motion information.
4.3. QoE prediction modelling
The architecture of the CNN used throughout this pa-
per was inspired by work in human action recognition [39].
The network utilises multiple stacks of convolutional lay-
ers, max-pooling layers, normalisation layers and Rectified
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Linear Unit (ReLU) activation layers. It has been shown
(for instance in [39]) that small receptive fields of 3 × 3
convolution kernels may lead to higher classification ac-
curacies than using larger kernels. Extending the assump-
tion to the temporal dimension, while also noting that tem-
poral redundancy generally quickly decreases with time, an
equivalent temporal length of 3 was also considered in this
paper. A representation of the architecture of the network
described in this section is presented in Figure 4.
In terms of the number of stacks of layers employed,
architectures comprising of 2 and 3 layers were explored.
In the proposed model, each convolution layer is always
followed by a max-pooling layer. These layers are then
followed by two fully-connected layers. Finally, a final soft-
max layer is considered for the prediction task.
Regarding the number of filters, a ”doubling-depth”
strategy was adopted in which deeper layers in the network
utilise double the number of filters used for convolution
in the previous layer. This approach was shown to be
successful in tasks in which it is crucial for the network to
learn abstract features [39].
In order to preserve as much temporal information as
possible, the max-pooling layer following the first convo-
lutional layer in the network has a size of 2×2×1 (corres-
ponding to reducing the input signal by a factor of 4). This
ensures that temporal redundancies are not discarded in
the initial phases of the signal path. All subsequent max-
pooling layers following deeper convolutional layers in the
network have a size of 2 × 2 × 2 samples, which corres-
ponds to reducing the input signal by a factor of 8. The
first and the second fully-connected layer have 1024 and
512 outputs, respectively.
In terms of the optimiser, both standard SGD optim-
isation with learning rates of 10−2 and 10−3 , as well as
Adagrad optimisation [40] were investigated. The latter
was selected due to its adaptive selection of reducing the
learning rate of parameters with high gradients and, con-
versely, increasing that of parameters which have small or
infrequent updates. Categorical Cross-Entropy was used
as the loss function.
Training was performed using varying number of epochs
(e.g. 50, 500, 750), with the goal of observing how the pre-
diction accuracy changes by increasing the epochs. The
CNN performance was measured in terms of Classification
Accuracy and Loss with respect to the total number of
epochs, measured for each patch. However, patches are
extracted from specific video sequences, and it is therefore
important to also assess the performance of the network in
terms of its ability in predicting the VQA of an entire video
sequence. To that extent, an aggregation process was con-
sidered in order to obtain a single accuracy score for each
item in the dataset. At this purpose different strategies can
be utilised. In this paper, the two approaches described in
[35] are considered, namely:
• Aggregation in terms of majority-vote strategy;
• Using a pre-trained model strategy.
Figure 5: Majority-voting strategy for patch aggregation.
When considering aggregation in terms of majority-
vote strategy, patch aggregation is not performed during
the actual training process. On the contrary, training is
performed as if each patch is independent from the others
disregarding the fact that patches may be extracted from
the same item. After training, during the classification,
the labels associated with patches belonging to the same
item are grouped together, and the label that is selected
most frequently is selected as label for the entire video se-
quence. This strategy is represented in Figure 5. When
adopting this strategy, each patch is therefore independ-
ently ”regressed” onto the global subjective score for the
video sequence.
As an alternative to the majority-vote strategy, a pre-
trained model can instead be considered. In this case the
patch aggregation process is incorporated within the train-
ing process, as illustrated in Figure 6. The aforementioned
3D-CNN is initially trained on video signal data using each
patch individually, as is the case for the majority-vote
strategy. The network gains knowledge from this data
and embeds such knowledge within the trained weights.
These weights can be extracted and then transferred to
another CNN, to perform the actual classification. Form-
ally, a given number of patches are randomly extracted
from a given video. Refer to each patch as p = 0, 1, ...P−1
where P is the total number of extracted patches (a value
of P = 1000 was used in the rest of this paper). After
each patch is fed to the CNN, the training is performed
by means of backpropagation. The trained set of weights
is then extracted and arranged in a one dimensional vec-
tor Wp of length T , where T is the total number of filter
coefficients in the CNN. Finally, these vectors are then ar-
ranged in a single feature vector W = [W0,W1, ...,WP −1]
of length P · T .
These feature vectors, extracted from the set of train-
ing videos, are then used to train an additional one-dimen-
sional CNN. The input to the CNN is a one-dimensional
vector of length P · T . The structure of this CNN is
identical to that of the 3D CNN, but the 3D filters are
replaced by their 1D counterparts. The output is again for-
mulated in terms of classification as a single discrete value,
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Figure 6: Patch aggregation using pre-trained model.
representing the predicted VQA of the current video.
When applying this approach on a new video from a
test set, the first 3D CNN is trained again (using the P
patches extracted from the test video), to obtain the fea-
ture vector W . This is then input to the second CNN, to
output the final VQA prediction. Intuitively, this strategy
implies that instead of training the 1D CNN from scratch,
the learned features of each video item are transferred from
the 3D CNN. This allows good classification accuracy even
if the second 1D CNN is actually trained with a very lim-
ited number of training samples (equal to the number of
video sequences in the training set). This strategy over-
comes the limitations of the data augmentation technique
used, while avoiding usage of the majority-vote strategy
which may lead to unsatisfactory results. A detailed ana-
lysis of the performance of both strategies is presented in
the rest of this paper.
To further quantify the performance of the proposed
system, apart from the Classification Accuracy and Loss,
other metrics were also used, namely True Positive Rate
(TPR), False Negative Rate (FNR), False Positive Rate
(FPR), True Negative Rate (TNR) and accuracy-per-class.
5. Experimental evaluation
In this section, results of the adopted CNNs under dif-
ferent scenarios using various parameters are presented
and discussed, to illustrate the performance of the meth-
odologies introduced in this paper.
5.1. Effects of compression in VQA prediction
In a first set of experiments, the proposed DL-based
VQA prediction was assessed only taking into account
the effects of compression. To this end, network condi-
tions were considered constant. The experiments only util-
ise 15 items in the dataset, corresponding to the 3 UGC
clips compressed with the 5 QP values, transmitted using
the best available network conditions. In all experiments
presented in this subsection, the discrete labels used for
training and testing were obtained quantising the aver-
age MOS ratings using non-overlapping intervals of equal
sizes (of size 1.33), resulting in three labels, where label
1 corresponds to the lowest annotated QoE and label 3
corresponds to the highest QoE.
The training samples used to feed the CNN are patches
of size 16× 16× 16. For the purpose of this experiment, a
two-layers model was used, with the parameter specifica-
tions described in Section 4. The effects of using different
optimisers as well as varying number of trainable filters
were investigated. Also, increasing number of epochs was
used for training, in order to highlight the effects of the
number of epochs on the network performance.
First, a two-layered CNN was considered, with 16 fil-
ters in the first layer and 32 filters in the second layer. A
comparison between the conventional SGD optimiser and
the Adagrad optimiser is first performed using 50 epochs
for training. Results of this analysis are shown in the plots
in Figure 7. The plot shows the patch-wise CNN accuracy
for training and validation with respect to the number of
epochs up to which the network was trained.
The results of this experiment show that the SGD op-
timiser produces less stable results than the Adagrad op-
timiser. Both optimisation algorithms lead to validation
accuracy of up to 70%. In the case of using Adagrad, the
model accuracy steadily increases with the epoch, and the
accuracy with the validation set stabilises towards that
of the training set, showing that the model is capable in
generalising well during the training.
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Figure 7: Patch-wise classification accuracy for the Adagrad (left)
and SGD (right) optimisers with 16-32 filters.
In an attempt to obtain more representative features,
the number of trainable filters per layer was also invest-
igated. In order to isolate these effects, the conventional
SGD optimiser was again used for these experiments. The
number of filters was increased by a factor of 4, correspond-
ing to using 64 filters in the first layer and 128 filters in
the second layer. The performance of the system in terms
of model accuracy as well as model loss is illustrated in
Figure 8.
The plots in Figure 8 (left) show that the CNN achieves
good classification accuracy, even though the accuracy for
specific patches is considerably lower than what obtained
with smaller number of filters, pointing to the fact that the
generalisation properties of the CNN may have decreased
as an effect of increasing the number of filters. The de-
caying trend of the model loss depicted in Figure 8 (right)
further confirms this claim.
To increase the generalisation properties, an additional
experiment was then performed in which training was per-
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Figure 8: Patch-wise classification accuracy (right) and loss (left) for
SGD optimiser with 128-256 filters.
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Figure 9: Patch-wise classification accuracy (left) and loss (right) for
training the system with 500 epochs.
formed with 500 epochs, instead of 50 epochs as in the
aforementioned experiments. Results of this experiment
are presented in Figure 9.
It can be observed that while the accuracy stabilises
and does not seem to improve further with the increas-
ing number of epochs, the system increases its generalisa-
tion properties, resulting in a decreasing number of patches
with low classification accuracy. This is also reflected in
less peaks in the loss function shown on the right of Figure
9.
Table 1 reports the classification accuracy of the system
when utilising the majority-vote strategy to obtain item-
wise classification accuracy (as opposite to the patch-wise
results shown in the aforementioned plots). Sequence-wise
accuracy of 80% is obtained in the experiments. Due to the
generally good accuracies obtained patch-wise, when util-
ising a majority-vote strategy, the CNN obtains consist-
ently good results, smoothing out the effects of the varying
conditions presented in these experiments.
5.2. Joint effects of compression and network conditions
in VQA prediction
In a second set of experiments, the analysis was exten-
ded to include the rest of the dataset, considering impair-
Table 1: Patch-wise (P) and Sequence-wise (S) classification accur-
acy for various optimisers, number of filters and epochs.
Optimiser Filters Epochs P-Accuracy S-Accuracy
Adagrad 16-32 50 77.58% 80%
SGD 16-32 50 76.88% 80%
SGD 128-256 50 77.14% 80%
SGD 128-256 500 74.20% 80%
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Figure 10: Patch-wise classification accuracy (left) and loss (right)
for SGD optimiser with 16-32 filters and 50 epochs.
ments due to both compression and transmission. A sim-
ilar analysis as that from the previous subsection was per-
formed in order to investigate the influence of the para-
meters on the CNN performance. In the initial set of
experiments presented in this subsection, non-overlapping
intervals of equal size 1.33 were used for discretisation,
resulting in three labels.
First, the conventional SGD optimiser is used, using
the CNN with 16 filters in the first layer and 32 filters in
the subsequent layers. The results obtained in terms of
patch-wise accuracy and loss are depicted in Figure 10.As
can be seen, the network does not generalise well, provid-
ing low classification accuracy on the validation set. The
model loss increases with the number of epochs, highlight-
ing that the CNN parameters are not suitable to model
the combined effects of network and compression.
Given that the Adagrad optimiser was shown to per-
form better in the results presented in the previous subsec-
tion, this optimiser was also tested under these conditions.
Moreover, increasing the number of epochs was also shown
to have a positive effect on the CNN performance and
therefore, 500 epochs were used for the subsequent test.
Under these conditions, the CNN performances increase
considerably, especially in terms of validation accuracy, as
shown in Figure 11.
The results of the experiment demonstrate that Ad-
agrad behaves again more consistently than SGD in terms
of patch-wise classification. These two models were com-
pared also using the majority-vote strategy to obtain sequence-
wise accuracy. The first model utilising the conventional
SGD optimiser resulted in an accuracy of 66.67% , whereas
the second model utilising the Adagrad optimiser outper-
formed that, reaching an accuracy of 73.33%.
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Figure 11: Patch-wise classification accuracy (left) and loss (right)
for Adagrad optimiser with 16-32 filters and 500 epochs.
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In an attempt to obtain better classification perform-
ance, the number of filters per layer was increased to 128 in
the first layer and 256 for the subsequent layers. The ob-
tained patch-wise classification accuracy is shown in Fig-
ure 12.
The aforementioned results were used as basis to con-
struct a final model for the CNN, using 128 filters in the
first layer and 256 in the subsequent layers, trained with
a large number of epochs, and making use of the SGD
optimiser. Figure 13 presents results of this experiment,
ending up with patch-wise accuracy of up to 64.43% and
sequence-wise accuracy of 80%.
An analysis of the label-wise accuracy of classification
was performed, to understand whether the CNN is better
in predicting specific labels. Figure 14 shows the accuracy
of classification obtained for each label. As expected, the
labels at the extremes are easier to predict (in that the cor-
responding impairments are either very clear, or the items
provide very high QoE). Nonetheless, the CNN predicts
each label with an accuracy of at least 60%.
To further analyse the performance of the CNN label-
wise, the classification problem was treated as a statistical
hypothesis testing, and its performance was investigated
in terms of respective commonly used performance metrics
such as the aforementioned TPR, FNR, FPR and TNR.
These results can be seen in Figure 15. It is commonly
accepted that FPR below 25% for two out of three classes
indicates good classification capabilities.
Finally, the model was tested using the pre-trained
strategy for patch aggregation. A two-layered 3D CNN
with 128 filters in the first layer and 256 filters in the sub-
sequent layers was used. This was followed by a 1D CNN,
consisting of 3 layers with 64, 128 and 256 filters per layer,
respectively. When using this strategy, the sequence-based
classification is incorporated during the training. Still,
even though the training of the two subsequent CNNs is
performed with the goal of obtaining a single sequence-
wise classification, the performance of the first (3D) CNN
can still be assessed in order to evaluate its classification
accuracy. Results of this test are shown in Figure 16,
where it can be seen that good classification is obtained
patch wise, even though the results in the validation set
are less stable than those obtained using the majority-
vote strategy. Sequence-wise, an accuracy of 66.7% was
obtained. This shows that the pre-trained model does not
5 10 15 20 25 30 35 40 45 50
Epoch
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Cl
as
sif
ica
tio
n 
Ac
cu
ra
cy
Model Accuracy
Training Set
Validation Set
Figure 12: Patch-wise classification accuracy using 128-256 filters
and 50 epochs.
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Figure 13: Patch-wise classification accuracy obtained with final
model parameters, using majority-vote strategy.
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Figure 15: Statistical Hypothesis Testing performance metrics.
150 300 450 600 750 900 1050120013501500
Epoch
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Cl
as
sif
ica
tio
n 
Ac
cu
ra
cy
Model Accuracy
Training Set
Validation Set
Figure 16: Patch-wise classification accuracy obtained with final
model parameters, using the pre-trained model strategy.
perform as well as the model making use of the majority-
vote. Nonetheless, using such model avoids the need for
grouping the labels and performing majority-vote patch
aggregation, because a single classification can directly be
obtained as output of the 1D CNN. Due to the fact that
better performance are obtained with the majority-vote
strategy, this was selected as the model of choice, unless
the application requires the network to directly provide a
single classification for each video item.
Different discretisation strategies can be adopted when
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Figure 17: Sequence-wise classification accuracy with majority-vote
strategy (blue) and pre-trained model with different number of out-
put labels (classes).
transforming the continuous average MOS ratings into dis-
crete labels. An analysis of different strategies was per-
formed in order to verify which strategy to adopt when
constructing the discrete classes. Four different scenarios
are considered, corresponding to dividing the continuous
range of MOS ratings (from 1 to 5) in non-overlapping in-
tervals using different sizes of 1.33, 0.5, 0.25 or 0.125. A
total of 3, 5, 8 and 14 labels are obtained in each case,
respectively.
Results of these experiments were computed in terms
of sequence-wise accuracy, using both patch aggregation
strategies described in this paper. Results can be seen in
Figure 17. It can be observed that the classification ac-
curacy drops considerably when considering smaller sizes
of the discretisation intervals. This is to be expected,
in that the problem becomes more complex given as the
CNN has to classify each item into more classes. Inter-
estingly, while the majority-vote strategy outperforms the
pre-trained model in the case of 3 labels, opposite be-
haviour is obtained in other cases, where the pre-trained
model performs better. Especially in the case of 5 labels,
the pre-trained model achieves a much higher accuracy
than the majority-vote strategy. Nonetheless, the results
justify the choice of using a total of 3 output labels, which
outperforms all other cases.
The results presented in this section justify the choice
of the model parameters, and highlight an acceptable per-
formance of the proposed approach stressing its good gen-
eralisation properties, especially taking into account the
complexity of the problem tackled within this paper.
6. Conclusions
This paper presents a novel DL approach to predict the
perceived quality of video content affected by compression
and network conditions.The approach is based on higher-
order CNNs, for learning efficient spatio-temporal feature
representations. The method was designed by means of
an ad-hoc dataset comprising various pieces of challenging
UGC material affected by HEVC encoding and various
network conditions. The problem was posed as a classi-
fication problem, where two strategies are proposed in or-
der to obtain sequence-wise classification. Extensive eval-
uation is provided to identify suitable network parameters,
showing that the method is capable of achieving consistent
classification accuracy under challenging conditions.
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