Abstract-This technical note proposes a novel set-membership state estimation approach based on zonotopes for discrete-time descriptor linear parameter-varying systems. The consistency test between the system model and measured outputs is implemented to construct a parameterized intersection zonotope with respect to a correction matrix. With a defined zonotope minimization criterion, we propose a novel offline optimization problem to obtain the optimal correction matrix. In addition, with the proposed approach, an adaptive bound of the radius of the intersection zonotope is also provided. Finally, a case study with a truck-trailer system is shown to illustrate the proposed approach.
I. INTRODUCTION
Set-membership approaches, known as a class of deterministic methods assuming an unknown-but-bounded description of uncertainties, have been widely investigated in the last decade. A direct application of a set-membership approach is state estimation [1] , [2] , where uncertainties originally bounded in some given sets are propagated to system states using a mathematical model with measurement information. Besides, set-membership approaches have also been applied to parameter estimation [3] , [4] , fault diagnosis [5] , [6] as well as fault-tolerant control [7] , allowing a worst-case analysis.
In the literature, there are two categories of set-based estimation approaches: the one based on the interval observer and the other using a set-membership approach. The interval observer approach (see, e.g., [8] , [9] ) relies on separately generating upper and lower bounds of estimated states using two observers. However, it is usually nontrivial to design an interval observer since the design conditions are restric-tive. Unlike this approach, a set-membership state estimation approach (e.g., [1] ) makes use of a predefined geometrical set for uncertainty propagations. On the one hand, a zonotopic set-membership approach is able to obtain accurate estimation results taking into account that operations on zonotopes can effectively eliminate wrapping effects inherent to the use of an iterative approach [10] . On the other hand, the computation load of this approach is low, since the computation of linear transformations (i.e., Minkowski sum) is efficient. As also discussed in [11] , the complexity of operations on zonotopes can be significantly reduced by means of a suitable zonotope order reduction technique. Besides, instead of using online computations as in [2] , an offline method could be used for the design of parameters in this approach.
In a large amount of industrial processes, system behaviors are described including not only system dynamics by differential/difference equations but also static relations by algebraic equations due to energy or mass balances. Such systems are called descriptor systems, also known as singular [12] or differential-algebraic systems [13] , which have played a significant role in a variety of applications, such as water distribution networks [14] , aircraft systems [15] , and chemical systems [16] . In [17] , the reachability analysis of nonlinear descriptor systems has been investigated based on the set-based approach to propagate a zonotopic reachable set. A nonlinear descriptor model can be formulated as a polytopic linear parameter-varying (LPV) model (see, e.g., [18] , [19] ). However, few research work in the literature related to set-membership state estimation approaches can be found for this type of systems.
The main contribution of this technical note is to propose a zonotopic set-membership state estimation approach for discrete-time descriptor LPV systems affected by unknown-but-bounded system disturbances and measurement noise. The consistency test between the system model and measured outputs is implemented by approximating the consistent state set in a parameterized intersection zonotope. A novel zonotope minimization criterion is defined, which is used for an offline optimization problem to obtain polytopic correction matrices. With the proposed approach, an adaptive bound of the radius of the intersection zonotope is provided. Finally, the proposed approach is tested through a case study of the truck-trailer system inspired by [19] .
Notation: For z ∈ R n , the 2-norm is denoted by z = √ z z, the weighted 2-norm is denoted by z P = √ z P z, where P ∈ R n ×n with P = P 0 is a weighting matrix, and diag(z) denotes a diagonal matrix with the diagonal elements determined by z.
We use to represent a term that can be induced by symmetry. For a matrix M , M is said to be positive definite if the scalar z M z is positive for arbitrary nonzero column vector z of real numbers, which is denoted by M 0 while M ≺ 0 denotes negative definiteness. M 0 denotes positive semidefiniteness and M 0 denotes negative semidefiniteness. Besides, rank(M ) returns the rank of M . We use I r to denote an identity matrix of dimension r. Note that we may drop the index when the dimension can be inferred in the context. A r-order zonotope Z = p, H ∈ R n (n ≤ r) with 2 r vertices is defined as
with the center p ∈ R n and a generator matrix H ∈ R n ×r . Let us denote B r = [−1, +1] r as a hypercube of the order r and the Minkowski sum as ⊕. Therefore, the zonotope Z = p, H can be also formulated as Z = p ⊕ HB r . Besides, the following properties hold:
where denotes the linear image product, L is a matrix of appropriate dimensions, ↓ q ,W (H) denotes the reduction operator with n ≤ q ≤ r proposed in [2] , q is the maximum column of the generator matrix after reduction, W is a weighting matrix of appropriate dimension, and rs(H) denotes the row sum of the matrix H. The set p, rs(H) is also called the interval hull of Z. Besides, we use X × Y to denote the Cartesian product of two sets X and Y.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider the class of the discrete-time descriptor LPV systems described by
where x ∈ R n x , u ∈ R n u , and y ∈ R n y denote the state, input, and output vectors, respectively. d ∈ R n d denotes the system uncertainty vector. C ∈ R n y ×n x and F ∈ R n y ×n d are measurement matrices. Besides, E ∈ R n x ×n x is a singular matrix corresponding to the definition of the descriptor system. As in [20] , A θ k , B θ k , and D θ k are matrices taking the following polytopic form:
n θ is a scheduling vector that can be measured online, and ρ j (θ k ) for j = 1, . . . , h are weighting functions satisfying
In (1), the uncertainty vector d can also be divided as d
are the vectors of system disturbances and measurement noise. Be- [12] , [13] ): The descriptor LPV system (1) is said to be (completely) observable or C-observable if the initial condition x 0 of the system can be uniquely determined by u k and y k ∀k ∈ N.
Definition 1. (C-Observability
From Definition 1, refer to [13, Th. 4.11] and [21] , the following assumption is used in this note.
Assumption 2: The descriptor LPV system (1) is assumed to be Cobservable. Then, matrices E, A j , and C satisfy rank[
= n x holds from Assumption 2, there exist two matrices T and N , such that
Then, the general solutions of T and N are given by
, and α 2 = 0 I n y , where Ψ † is the pseudoinverse matrix of Ψ and S is an arbitrary matrix of appropriate dimension.
According to the guaranteed state estimation approach in [1] , since the uncertain state x k −1 is bounded in the zonotope
as a prior, the estimated uncertain state x k is overapproximated by implementing three steps including prediction, measurement, and correction. We first introduce some necessary sets as follows.
Definition 2: Given the descriptor LPV system (1) and Assumption 1 holds, the uncertain state setX k propagated by (1a) is defined asX
Definition 3: Given the descriptor LPV system (1) and a measured output y k , the measurement consistent state set at time instant k is defined as
Definition 4: Given the descriptor LPV system (1), the exact consistent uncertain state set X k , which encloses uncertain states consistent with measured outputs, is defined as
In general, the steps of the set-membership state estimation approach are expressed as follows: 1) Prediction Step: Compute the uncertain state setX k at time instant k using (1); 2) Measurement Step: Compute the measurement consistent state set X y k with the measured output y k ; and 3) Correction Step: Compute a zonotopic outer approximationX k of the consistent uncertain state set X k as an intersection betweenX k and X y k . In this technical note, the objective is to propose a set-membership state estimation approach for the descriptor LPV system (1), where all uncertain states are bounded by means of zonotopes. Note that it is impossible to find an explicit characterization of the exact consistent uncertain state set. By following the iterative steps presented above, the state bounding zonotope is defined as an outer-approximation of the exact consistent uncertain state set.
III. MAIN RESULT
We now present the set-membership state estimation approach for discrete-time descriptor LPV systems. Based on the system model (1), the prediction step can be implemented using the Minkowski sum and the model information through the forward set propagation. With the output data measured from the real system, the set defined in (7) can be obtained in the measurement step. Then, we compute the consistent state set (8) by a suitable approximation allowing to implement the consistency test in the correction step.
A. Parameterized Intersection Zonotope
The set X k defined in (8) is a polytope obtained by an intersection between the zonotopeX k and the polytope X y k . To implement the steps of the set-membership state estimation approach in an iterative way, we first construct a parameterized intersection zonotope to overapproximate X k in the following theorem, which includes the three steps of the set-membership state estimation.
Theorem 1: Consider the descriptor LPV system (1),
, a measured output y k , a measurement consistent state set X y k , and a parameter-varying correction matrix Λ (θ k −1 ) ∈ R n x ×n y . Then, the consistent uncertain state set X k is overapproximated by the zonotopeX k Λ (θ k −1 ) :
witĥ
First, in the prediction step, fromx k ∈X k and (1a), there exists an unitary vector z 1 , such that
Therefore, in the measurement step, fromx k ∈ X y k and (1b), there exists another unitary vector z 2 , such that
With a pair of T and N satisfying (4), (11) and (12) can be combined to obtain
Set R k in (10c) and s = z 1 z 2 . Finally, in the correction step, we introduce a parameter-varying correction matrix Λ (θ k −1 ) ∈ R n x ×n y and a correction term Λ (θ k −1 ) CR k s such that substitutingx k into (12) by (13) , it becomes
Adding and subtracting this correction term Λ (θ k −1 ) CR k s in (13), we havê
from which we obtain the zonotopeX k Λ (θ k −1 ) with the cen-
Remark 2: Along an iterative estimation procedure, the order ofX k Λ (θ k −1 ) ∀k ∈ N + is growing because at each time step the term
From the application point of view, the order of the intersection zonotope with time should be limited. To achieve this, we use the reduction operator ↓ q ,W (·) to fix the maximum number of columns of the intersection zonotope to preserve the inclusion property:
, where q is maximum column ofH k −1 and W denotes a weighting matrix of appropriate dimension.
Considering the polytopic form of the system (1), we introduce the polytopic representation of the parameterized intersection zonotope in the following corollary.
Corollary 1: Consider the descriptor LPV system (1). If there exists a parameter-varying correction matrix Λ (θ k −1 ) in the following polytopic form:
with (15) 
with ρ j (θ k −1 ) ≥ 0 and
By combining (9) with (14) and (16), we obtain (15).
B. Optimal Correction Matrix
Since all the uncertain states are bounded in the intersection zonotopeX k Λ (θ k −1 ) , we would like to find a suitable correction matrix Λ (θ k −1 ) in such a way that the size ofX k Λ (θ k −1 ) is limited. We first introduce two definitions for measuring the size of a zonotope.
Definition 5: Given Z = p, H ⊆ R n , the radius is defined by
Definition 6: Given Z = p, H ⊆ R n , the P -radius is defined by
with P ∈ R n ×n and P = P 0. Based on these definitions, we propose the condition to limit the size ofX k Λ (θ k −1 ) in the following theorem.
Theorem 2: Consider the descriptor LPV system (1) andX k Λ (θ k −1 ) in (9) . If there exists a matrix P ∈ R n x ×n x with P = P 0, a parameter-varying correction matrix Λ (θ k −1 ) ∈ R n x ×n y , and a positive scalar γ > 0 such that (19) shown at the bottom of this page, and
where α, β ∈ (0, 1) and
Proof: From Definition 6, the P -radius of the intersection zonotopeX k Λ (θ k −1 ) in (9) at time instant k can be formulated as
n + 2n d is an unitary vector. According to (10b), the vectorẑ can be partitioned to beẑ = z b 1 b 2 withz ∈ B n . By combining (21a) and (22), we obtain that
Therefore, we obtain a sufficient condition of (23) aŝ
for ∀ẑ ∀z ∀b 1 , and
with
By the definition of a positive definite matrix, (25) implies Ω ≺ 0. By applying the Schur complement lemma [22] to this matrix inequality, we obtain (19) .
On the other hand, by Definition 5, the radius of the intersection zonotopeX k Λ (θ k −1 ) in (9) at time instant k can be formulated as
. From (21b), we derive
By applying the Schur complement lemma to (26), we thus obtain (20) .
Considering that A(θ k −1 ) and Λ(θ k −1 ) are defined in the polytopic form, (19) leads to a double sum problem. The following result is used for the reformulation of a double sum problem.
Lemma 2 ([23] , [24] ): Consider the following double-sum condition:
Then, condition (27) is fulfilled provided that the following conditions hold:
Based on Lemma 2, we now reformulate (19) with multiple vertices in the form of (27) in the following corollary.
Corollary 2: Consider the descriptor LPV system (1). If there exist matrices P ∈ R n x ×n x with P = P 0 and Y i ∈ R n x ×n y for i = 1, . . . , h such that
with Ψ i,j as in (30), shown at the bottom of this page, then (19) is satisfied.
Proof: For the polytopic representation of (19) can be reformulated in a double-sum form as (27) . Thus, we obtain (29) by means of (28).
Based on the condition in Theorem 2, an adaptive bound, which is the upper bound of the radius of the intersection zonotope, can be obtained in the following theorem.
Theorem 3: The L ∞ performance of the radius of the intersection zonotopeX k Λ (θ k −1 ) in (9) at time instant k is characterized by
with 0 = max (3) and (22), we have d = max
Therefore, from (21b), we obtain
which gives (31). Remark 3: Note that Theorem 2 provides a procedure to obtain the most adjusted zonotope that outer-bounds the intersection of the measurement consistent state setX k and the consistent uncertain state set X y k . The radius k (introduced in Definition 5) is used to measure the size of the resulting zonotope. According to Theorem 2, this radius satisfies (21b). On the other hand, Theorem 3 introduces a timevarying bound for this radius considering the worst-case disturbances. As shown in the proof of Theorem 3, the relation of this worst-case bound with the one obtained in Theorem 2 is given by (32), which leads to (31). This inequality establishes that the time-varying radius k is bounded by 0 (from the initial condition), the worst-case disturbance, a given scalar α ∈ (0, 1) as well as a scalar γ > 0. As the time k increases, the term α k is going to be zero. Hence, for k ≥ k M (let us denote k M as an arbitrary large integer), a worst-case bound for k is obtained considering the worst-case disturbance as
for γ > 0. Based on Remark 3, the optimal polytopic correction matrices Λ i for i = 1, . . . , h can be found by solving the following optimization problem:
subject to (20) and (29), which produces the least conservative worst case bound of k that can be obtained. Then, the optimal solutions of the optimization problem (33) give
The constraints in (29) are linear and hence convex with given α, β ∈ (0, 1). To deal with term γP in (20) , the optimization problem (33) can be solved by a linear programming solver with a line search to find the minimum γ.
Remark 5: Condition (21a) can be replaced by (9) in [25] , which can be formulated as
with σ ∈ [0, 1) and is a scalar that can be determined by system uncertainties. From d k = w k v k ∈ D ∀k ∈ N, we consider that the set D can be rewritten by the Cartesian product as D = W × V with w k ∈ W = 0, H w and v k ∈ V = 0, H v ∀k ∈ N, where H w and H v are the segment matrices of appropriate dimensions. Therefore, Obtain θ k −1 ; 6:
Measure y k ; 7:
Compute the intersection zonotope by (15) obtaininĝ
Obtain the upper and lower bounds
: end for according to [25] , can be estimated by = max
From (34), we follow the proof of Theorem 2 to obtain (35), shown at the bottom of this page, which can also be reformulated to be the polytopic form as presented in Corollary 2. Besides, when time tends to infinity, (34) can be bounded by ∞ ≤ σ ∞ + , leading to ∞ ≤ 1 −σ . Based on [25, Algorithm 2], to minimize the P -radius ∞ of the intersection zonotope (9), we can solve an eigenvalue optimization problem with a scalar τ > 0 as follows:
subject to
(1−σ )P τ I and the polytopic form of (35). Then, the optimal solutions of (36) giveΛ *
Remark 6: The main difference between using criteria (21a) and (34) is that although the resulting approaches compute the intersection zonotope based on the same structure in Corollary 1, the corresponding correction matrices Λ * i andΛ * i for i = 1, . . . , h are obtained using different objectives. In the case of the approach based on (21a) proposed in this paper, the optimization problem (33) seeks to minimize the upper bound of the time-varying radius (based on Definition 4) of the intersection zonotope, while in the approach based on (34), the optimization problem (36) minimizes the steady P -radius of the intersection zonotope.
Finally, we summarize the proposed set-membership state estimation approach for the discrete-time descriptor LPV system (1) in Algorithm 1. 
IV. CASE STUDY

A. Truck-Trailer Model
From [19] , the truck-trailer system is modeled by (1) 
From Lemma 1, since S is an arbitrary matrix in (5), we take S = ⎡ ⎢ ⎢ ⎢ ⎣ 
From (21a), the convergence rate of the P -radius k is described by α. By simulations, we tune α ∈ (0, 1) to find a minimum γ. Moreover, we choose β = 0.5 considering the worst-case uncertainties in two equivalent parts.
B. Results
The optimization problem (33) is solved using the YALMIP toolbox [26] and the MOSEK solver [27] . All the simulations are carried out in a PC with CPU of Intel (R) Core (TM) i7-5500U 2. are obtained from online numerical computation using Corollary 1 (Theorem 1). As shown in Table I , the average computation time per one iteration with Λ * i andΛ * i is less than 0.01 s, which is significantly shorter than the sampling time Δt = 0.2 allowing the real-time implementation.
Besides, with the proposed approach, the time-varying radius of the intersection zonotope is expected to be lower than the adaptive bound based on γ (as presented in Theorem 3), which is called the L ∞ performance. In Fig. 4 , with the optimal solution γ, we can see that the radius of the intersection zonotope at each time is always constrained.
V. CONCLUSION
In this technical note, we have presented a zonotopic set-membership state estimation approach for discrete-time descriptor LPV systems considering unknown-but-bounded uncertainties. We have constructed the parameterized intersection zonotope to bound the set of uncertain states that are consistent with the descriptor LPV model and the measured outputs. In the proposed approach, the optimal correction matrix can be obtained by solving an offline optimization problem that minimizes a time-varying radius. Besides, the obtained estimation result is obtained in a deterministic zonotope, whose radius is bounded using the L ∞ performance index. In the truck-trailer case study, we have compared the proposed approach with the one based on an existing P -radius criterion. It can be concluded that in this case study, the proposed approach is able to provide more accurate state estimation results. Moreover, since only offline optimization is involved, the proposed approach can be easily implemented in real-time applications.
