On the removal of weak compactness arguments in proof mining by Ferreira, Fernando et al.
ar
X
iv
:1
81
0.
01
50
8v
4 
 [m
ath
.L
O]
  2
5 J
ul 
20
19
On the removal of weak compactness arguments in proof mining
Fernando Ferreiraa, Laurent¸iu Leus¸teanb,c,d and Pedro Pintoa
a Departamento de Matema´tica, Faculdade de Cieˆncias, Universidade de Lisboa,
Campo Grande, Ed. C6, 1749-016 Lisboa, Portugal
b The Research Institute of the University of Bucharest (ICUB), University of Bucharest,
Bd. M. Koga˘lniceanu 36-46, 050107, Bucharest, Romania
cFaculty of Mathematics and Computer Science, University of Bucharest,
Academiei 14, 010014, Bucharest, Romania
dSimion Stoilow Institute of Mathematics of the Romanian Academy,
Calea Grivit¸ei 21, 010702 Bucharest, Romania
E-mails: fjferreira@fc.ul.pt, laurentiu.leustean@unibuc.ro, pedrosantospinto@hotmail.com
Abstract
The main observation of this paper is that some sequential weak compactness arguments in Hilbert
space theory can be replaced by Heine/Borel compactness arguments (for the strong topology). Even
though the latter form of compactness fails in (infinite-dimensional) Hilbert spaces, it nevertheless trivial-
izes under the so-called bounded functional interpretation. As a consequence, the proof mining program
of extracting computational bounds from ordinary proofs of mathematics can be applied to modified
proofs which use these false Heine/Borel compactness arguments. Additionally, the bounded functional
interpretation provides good logical guidance in formulating quantitative versions of analytical state-
ments. We illustrate these claims with three minings. The bounded functional interpretation is here
used for the first time in proof mining.
Keywords: Proof mining; Bounded functional interpretation; Rates of metastability; Nonexpansive map-
pings; Quantitative versions; Conservation results.
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1 Introduction
Proof mining is a research program whose aim is to extract computational information from proofs in
mathematics. There are two main aspects in the practice of proof mining. One relevant aspect is finding a
quantitative version of the theorem under analysis. For instance, many theorems analyzed with the proof
mining methodology say that, under certain circunstances, a given sequence converges. This is the case with
the three results mined in this paper. Suppose that the theorem asserts that a given sequence (un)n∈N of
elements of a Hilbert space converges. This is equivalent to saying that the sequence enjoys the Cauchy
property:
∀k ∈ N ∃n ∈ N ∀m ∈ N ∀i, j ∈ [n,m]
(
‖ui − uj‖ <
1
k + 1
)
,
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where [n,m] := {n, n+ 1, . . . ,m}, for any n,m ∈ N. In general, there is no computable rate of Cauchyness,
i.e., there is no computable numerical function h : N → N such that
∀k ∈ N ∀m ∈ N ∀i, j ∈ [h(k),m]
(
‖ui − uj‖ <
1
k + 1
)
There are, in fact, already counterexamples for this assertion in R with computable Cauchy sequences of
rational numbers. Instead of the Cauchy property, we consider a quantitative version thereof:
∀k ∈ N, f ∈ NN ∃n ∈ N ∀i, j ∈ [n, f(n)]
(
‖ui − uj‖ <
1
k + 1
)
This is called the metastable version of the Cauchy property. The reader can stare a bit at the Cauchy
property and its metastable version and convince himself that they are equivalent (suggestion: fix k and
negate what follows). A proof mining analysis provides a concrete computable functional φ : N × NN → N
(a rate of metastability) such that
∀k ∈ N, f ∈ NN ∃n ≤ φ(k, f) ∀i, j ∈ [n, f(n)]
(
‖ui − uj‖ <
1
k + 1
)
In the proof mining analyses of this paper, we obtain concrete computable functionals as above for the
sequences under consideration. This is the other main aspect of a proof mining analysis. Why is this
possible? For instance, if the proof of the theorem is formalizable in suitable systems based on finite-type
Peano arithmetic, then a (computable) rate of metastability is ensured a priori by a logical metatheorem and
(in this situation) the associated computable functionals are rather simple conceptually (they come from the
so-called primitive recursive functionals in the sense of Go¨del). In actual practice, a proof mining analysis
can ultimately be done without knowing in detail its underlying theoretical basis and the functionals that
appear are typically obtained using very familiar mathematical constructions, like iterations.
Compactness results are the bread and butter of the analyst and they are used in many equivalent ways
in mathematics without a second thought. However, in proof mining studies, there are certain distinctions
that must be made because they are of crucial importance for a computational analysis. Take, for instance,
the compactness of the closed unit interval. From the proof mining point of view, it makes a substantial
difference how the compactness argument is used. One can use the fact that a sequence of real numbers
of the closed unit interval has a convergent subsequence. This is a sequential compactness argument. One
can also use the fact that every open covering of the closed unit interval has a finite subcovering. This
is the Heine/Borel covering principle. Even though these two formulations of compactness are equivalent,
they are – from the proof mining point of view – quite dissimilar. Heine/Borel compactness can be dealt
within the simple framework of the primitive recursive functionals, whereas sequential compactness needs
more sophisticated functionals. More importantly, within certain formal systems, a deeper analysis shows
that Heine/Borel compactness arguments can be removed from arguments whose conclusion is a quantitative
statement. This is emphatically not the case with sequential compactness arguments.
In Hilbert spaces, there are two important topologies at play: the strong and the weak topologies. Both
coincide in having the same closed convex subsets. However, the topologies do come apart in infinite
dimensional Hilbert spaces (they are the same in finite dimension). What does it mean for a sequence
(un)n∈N of elements of a Hilbert space to converge (to an element u) in any one of these topologies? It
converges strongly if limn ‖un−u‖ = 0. It converges weakly if, for every element v of the space, the sequence
of real numbers (〈un, v〉)n∈N converges to the real number 〈u, v〉. (Here, 〈·, ·〉 is the inner product of the
Hilbert space.) It is not in general the case that a sequence of elements of a bounded closed convex subset of
a Hilbert space has a subsequence which converges strongly to a point of the subset. For instance, the closed
unit ball of an infinite dimensional Hilbert space is never compact for the strong topology. It is, however, a
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classical result of Hilbert space theory that bounded closed convex subsets of a Hilbert space are sequentially
compact for the weak topology. This means that every sequence of elements of a bounded closed convex
subset of a Hilbert space has a subsequence which converges weakly to a point of that subset.
In this paper, we analize a famous strong convergence theorem of Felix Browder. Browder’s original proof
in [3] uses a sequential weak compactness argument. As commented before, this poses a problem for a per-
spicuous proof mining analysis. The fundamental observation of this paper is twofold. Browder’s sequential
weak compactness argument can be replaced by a Heine/Borel compactness argument for the strong topol-
ogy. More specifically, one can prove Browder’s theorem in a certain formal theory using the Heine/Borel
covering principle
∀x ∈ C ∃n ∈ N (x ∈ Ωn)→ ∃n ∈ N ∀x ∈ C ∃k ≤ n (x ∈ Ωk),
where C is a bounded closed convex subset of a Hilbert space, and (Ωn)n∈N is a sequence of open sets for
the strong topology. Even though the above Heine/Borel covering principle is false in (infinite dimensional)
Hilbert spaces, its use within certain formal theories can be removed from proofs of quantitative statements.
This is the other aspect of the observation. The fact that this removal is a priori possible is explained
by the so-called bounded functional interpretation, introduced in [6] by the first author of this paper and
Paulo Oliva. More to the point, one mines a modified proof of Browder’s theorem, knowing that the above
Heine/Borel covering principle trivializes under the bounded functional interpretation.
The paper is organized as follows. In the next section, we look into Browder’s proof of his strong convergence
result. We briefly recall this proof and show how the sequential weak compactness argument of the proof
can be replaced by a Heine/Borel argument. (If the reader feels like it, he can jump now to the beginning
of Section 2 to see this modified proof.) Next, we introduce a formal theory in which the modified proof of
Browder’s theorem can be formalized. We tried to be brief and rely on the available literature but, of course,
this part is unavoidably technical. We state a metatheorem for this theory which guarantees the a priori
existence of computational bounds and justifies the trivial use of the above Heine/Borel covering principle.
Later on, we exemplify this technique with the concrete minings (obtainment of rates of metastability) of
three theorems in nonlinear analysis: the already mentioned strong convergence theorem of Browder [3],
the strong convergence of Wittmann [30] for nonexpansive iterations and Bauschke’s generalization [1] of
Wittmann’s result to families of nonexpansive mappings. Browder’s and Wittmann’s theorems have already
been mined by Ulrich Kohlenbach in [15], where he analyzes two proofs of Browder’s theorem: Browder’s
original proof, and an alternative proof of Benjamin Halpern [10] which does not rely on a weak compactness
argument. Generalizations of Browder’s and Wittmann’s theorems have also been mined by the second
author and Kohlenbach for CAT(0) spaces [18, 20], by the second author and Adriana Nicolae for CAT(κ)
spaces (with κ > 0) [26] and, recently, by Kohlenbach and Andrei Sipos¸ for uniformly smooth and uniformly
convex Banach spaces [21] (completing a partial analysis of Wittmann’s theorem from [19]). A metastable
version of a generalization of Bauschke’s theorem has been obtained, using also proof mining methods and
extending [15], by Daniel Ko¨rnlein [22] (see also Ko¨rnlein’s PhD thesis [23]).
The mining of the paradigmatic projection argument is done in Section 3 using the bounded functional
interpretation, and this is a novelty. In Section 4, we prove a result that isolates the Heine/Borel technique
for the minings of this paper. We also state a general principle and obtain a general quantitative result
that can be used in several situations. In Section 5, we finish the first two minings, obtaining in this way
quantitative results which are numerically similar to those of Kohlenbach [15]. Section 6 is dedicated to the
mining of Bauschke’s strong convergence result [1]. We also use the bounded functional interpretation for
doing it. Firstly, the general principle is widened to cover the new situation. Afterwards, some necessary
estimates are worked out in detail for this new case. These results are then finally put together in order to
conclude the mining.
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1.1 Further (and more specialized) introductory remarks
The theoretical basis underlying the current practice of proof mining rests on a modification of Go¨del’s
functional dialectica interpretation [8] – the so-called monotone functional interpretation of Kohlenbach,
introduced in [11] – and focuses on the extraction of computational bounds, as opposed to precise witnesses.
Working with the monotone functional interpretation makes possible some of the most distinctive features
of proof mining, viz. its uniformity results or the simple analysis of certain forms of compactness. A
fundamental milestone of proof mining was the introduction of abstract types, first in [12] (for the metric
bounded case) and then in [7] (for the unbounded case). With this extension, a new base type X is added to
the base type of the natural numbers. The new base type stands for an abstract metric space, but one can
choose to be more specific and consider normed, hyperbolic, Hilbert, CAT(0) spaces, etc. Special conceived
variants are also very useful, as we will illustrate.
The introduction of new base (abstract) types has several advantages. For instance, we are no longer re-
stricted to state theorems for “computable” or “representable” spaces only (as it is usually done in construc-
tivism). In many cases, the extraction of computable bounds makes sense for arbitrary spaces. Extractions
are obtained for genuinely non-denumerable data (e.g, nonseparable Hilbert spaces), that could not – even
in principle – be “computationally representable.” With the new base types, we do not have to work with
tedious representations of data. We deal with the objects directly, as points of an abstract space (as does the
ordinary mathematician). Another important advantage is that, by abstracting from the representations of
the mathematical objects, the logical form of the analyzed statements simplifies. As a consequence, we can
formulate better quantitative versions of these statements (with a view to working out concrete bounds).
These two advantages do not operate in isolation. The abstraction from concrete representations and the
attending simplification of logical form work in tandem and, in fact, are inextricably intertwined.
That notwithstanding, the main advantage of the introduction of new base abstract types lies elsewhere. It
lies in the abstract axiomatization. The axioms have the crucial instrumental role of delimiting precisely
what is used in a proof. This is important because the use of certain principles may obstruct a computational
analysis. In order to be able to extract computational information, certain hypotheses cannot be used even
though, in the end, the extraction also applies to structures verifying those hypotheses. The most dramatic
example of this phenomenon is that full extensionality cannot be used in proof mining. This is related to
the well-known fact that full extensionality does not have a dialectica interpretation in Go¨del’s T (Go¨del’s
T is a version of finite-type arithmetic). The reader can find in pp. 394–395 of [14] a practical discussion
of these matters. Of course, all ordinary mathematical structures satisfy full extensionality and the minings
apply to them. A less dramatic example, but an important one for applications, is that the use of the
separability hypothesis in Hilbert spaces (the statement that the space has a countable dense subset) in
some computational analyses unduly restricts the range of applications to finite-dimensional spaces (see p.
443 of [14]). On the other hand, an analysis that does not use separability applies to all Hilbert spaces,
separable and nonseparable alike.
The formulation of good quantitative versions of mathematical statements can be difficult to uncover by the
ordinary mathematician because it depends on the logical form of the statements. This particular point has
often been emphasized by Kohlenbach, most recently in [16]. Ordinary mathematicians are very good at
understanding what a mathematical claim claims, e.g., on what assumptions a claim rests, but are for the
most part blind to the logical forms of the statements themselves. Within the context of a different discussion,
Georg Kreisel has commented on this state of affairs in [24] when he wrote that “in his own work [the
ordinary mathematician] never gives a second thought to the form of the predicate in a comprehension axiom!
(This is the reason why, e.g., Bourbaki is extremely careful to isolate the assumptions of a mathematical
theorem, but never (. . . ) what instances of the comprehension axioms are used. (. . . ))” Logical guidance
plays an important role in arriving at good formulations of quantitative versions of analytical statements.
In proof mining, the logical guidance is given by the functional interpretation. The monotone functional
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interpretation and the bounded functional interpretation differ in their formulations. The difference between
the two formulations does not show up in the analysis of simple statements. For instance, they coincide
in the quantitative formulation of Cauchyness (both give the metastability formulation discussed before).
However, significant differences do appear in more involved statements. In this paper, these differences can
be seen clearly in the formulation of the quantitative version of the projection argument (see the beginning
of Section 3).
A concrete mining of a mathematical result is just a piece of ordinary mathematics. No logic is needed in
laying, or explaining, the arguments and computations of a piece of mining. However, the arguments and
computations are not ad hoc. They follow a method. The method is based on certain metatheorems that
have the following general form: If such-and-such theorem of ordinary mathematics is provable in a such-
and-such axiomatic (formal) system, then such-and-such type of computational bounds can be extracted
from the (formal) proof. The actual mining exhibits concrete computational bounds. The metatheorems
ensure a priori that if an ordinary proof of mathematics can be formalized in a certain axiomatic system,
then a certain computational bound exists. In practice, the proof mining researcher does not formalize the
ordinary mathematician’s proof. Rather, he convinces himself that the proof can be formalized within a
certain axiomatic system and proceeds swiftly with the extraction of the bounds. The method of extraction
follows the proof of the metatheorems in the following sense: one associates to each step of the proof its
quantitative formulation (given by the functional interpretation) and, at the same time, one finds concrete
computational bounds realizing the formulation. This is always possible because logical transitions preserve
this association. Given that the ordinary mathematician’s proof is not formal, this is done rather loosely
in practice but, in the end, one does obtain a concrete bound and a rigorous mathematical proof that the
bound does the job that it is supposed to do. (See [17] for further discussions on related proof-theoretic
issues and, especially, for examples.)
As a rule, ordinary mathematicians do not care much about which principles they use in a proof. However,
as we have already observed, what is used in a proof is of paramount importance for the enterprise of proof
mining, not only as a question of principle (to ensure the very existence of uniform bounds) but also for
knowing what kind of mining analyses and bounds can be expected. The metatheorems of [12] and [7] apply
to very strong systems (using the so-called bar recursive functionals of Clifford Spector [29]). However,
bar recursive functionals seldom appear in a proof mining analysis – only the much more simple primitive
recursive functionals of Go¨del’s T do appear. This is because certain forms of comprehension and some
principles of choice are not used essentially in the proofs that have so far been mined (it is an interesting
question to ask whether this phenomenon is due to a selective choosing in actual research, or if it is mostly like
that in ordinary mathematics). For instance, mathematicians take infima of positive real sequences without
a second thought. From the logical point of view, this is equivalent to a certain form of comprehension
(technically, arithmetical comprehension). Even though this form of comprehension falls within the scope
of the general metatheorems in [12] and [7], its analysis uses bar recursive functionals. What often happens
is that taking infima is not essential to the proofs of computational relevant facts (one only needs to be as
close to the infimum as one wants). The proof mining researcher analyzes instead a modified proof, one that
avoids some of the spurious principles that are used by the ordinary mathematician.
A good example of this situation is the proof of Browder’s strong convergence result of [3]. We will look
carefully at the ordinary proof of this theorem, its modification and the corresponding mining. This will be
done in the next section, in Section 3 and in Section 5. The argument relies on the existence of certain fixed
points whose existence could be problematic but, in fact, is not. Subsequently, it uses a projection argument
where one must take an infimum and apply a certain strong (from the logical point of view) form of choice.
These procedures turn out not to be essential to the proof. However, the second part of Browder’s proof
raises a new problem because it uses a sequential weak compactness argument. There seemed to be no way
of avoiding this argument in Browder’s proof. In spite of the presence of this argument, a successful mining
was obtained in [15]. According to the section of acknowledgements of that paper, Eyvind Briseid pointed
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out that the use of sequential weak compactness in that mining has a trivial solution. There is no need
to use any real strength of sequential weak compactness and, therefore, no need to rely on a complicated
[sic] bar recursive solution. Is there a theoretical explanation for this situation? As discussed in the first
part of this introduction, the bounded functional interpretation provides a theoretical explanation for this
situation. One can see the mining of Browder’s proof as applying to a modified proof which uses Heine/Borel
compactness instead of a sequential weak compactness argument. A form of Heine/Borel covering principle
trivializes under minings operated by the bounded functional interpretation and, additionally, it is removed
from proofs of quantitative statements.
Before concluding this introduction, let us make a logical comment. The fact that the bounded functional
interpretation trivializes a form of the Heine/Borel covering principle in Hilbert spaces has the consequence
that this principle is conservative over a suitable base theory with respect to a certain class of formulas
(which includes the Π02-formulas). The conservation result of the metatheorem of Subsection 2.3 (or, even
better, of the metatheorem of Sub-subsection 2.5.4) is, in fact, similar to the the well-known result of reverse
mathematics that the theory WKL0 is Π
0
2-conservative over the base theory RCA0 (for reverse mathematics,
see [28]). The curious difference, as already observed, is that whereas weak Ko¨nig’s lemma is true, the
Heine/Borel covering principle is false (in infinite-dimensional Hilbert spaces). That notwithstanding, ac-
cording to the bounded functional interpretation, the explanatory root of these two conservation results is
the same.
Notation: N∗ denotes the set of positive natural numbers. For any set X and any mapping T : X → X ,
we denote by Fix(T ) the set of fixed points of T , that is, Fix(T ) = {x ∈ X | T (x) = x}.
2 A modified proof of a theorem of Browder
Let us recall the following well-known strong convergence result due to Felix Browder.
Theorem 2.1 (Browder). Let X be a real Hilbert space and U : X → X a nonexpansive mapping. Assume
that C is a bounded closed convex subset of X, that v0 ∈ C, and that U maps C into itself. For each natural
number n, let
Un(x) :=
(
1−
1
n+ 1
)
U(x) +
1
n+ 1
v0 (1)
and consider un to be the unique fixed point of this strict contraction. Then the sequence (un)n∈N converges
strongly to a fixed point of U in C (the closest one to v0).
This theorem appeared in [3] (a map U is said to be nonexpansive if ‖U(x) − U(y)‖ ≤ ‖x − y‖, for all
x, y ∈ X). The purpose of this section is to adapt Browder’s proof so that it can be formalized in a theory
TB
+ for which a proof mining metatheorem applies. We present this theory in Subsections 2.1 and 2.3. The
highlight – as described in the introduction – is that TB
+ postulates a form of Heine/Borel compactness for
the strong topology of the Hilbert space X . The metatheorem is stated at the end of Subsection 2.3. We
show in Subsection 2.4 that a modification of Browder’s proof is formalizable in the theory TB
+. Meanwhile,
in the following, we review in broad lines Browder’s argument and show how the sequential weak compactness
argument of Browder can be replaced by an application of Heine/Borel compactness.
Browder starts his proof of the above theorem by showing that the set F := Fix(U) of fixed points of U is
nonempty, convex and closed. The arguments for the closedness and convexity of F are simple. However,
in order to argue that there is a fixed point, Browder refers to papers that rely on Zorn’s lemma. Next,
Browder’s argument invokes Hilbert’s projection theorem to justify the existence of a (unique) point of F
closest to v0. The projection theorem can be proved in the following way. One considers λ := infx∈F ‖x−v0‖.
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By definition,
∀k∃x ∈ F
(
‖x− v0‖ ≤ λ+
1
k + 1
)
.
We can frame the above claim differently, and sidestep the existence of the infimum:
∀k∃x ∈ C
(
U(x) = x ∧ ∀y ∈ C
(
U(y) = y → ‖x− v0‖ < ‖y − v0‖+
1
k + 1
))
. (2)
The projection argument proceeds by taking a sequence (xk)k∈N of fixed points of U in C such that, for all
k ∈ N,
∀y ∈ C
(
U(y) = y → ‖xk − v0‖ ≤ ‖y − v0‖+
1
k + 1
)
.
One can show that (xk) is a Cauchy sequence and, hence, that it converges (to the point of F closest to v0).
However, in order to obtain the sequence (xk), one needs a strong principle of choice (see the second part of
the introduction).
In his mining of Browder’s theorem, Kohlenbach made the crucial observation that (2) is already enough to
carry on with Browder’s argument. Therefore, the mentioned application of choice is not needed. In order
to continue Browder’s argument, we need two technical facts:
(I) ∀k∃x ∈ C
(
U(x) = x ∧ ∀y ∈ C
(
U(y) = y → 〈x− v0, x− y〉 <
1
k+1
))
;
(II) ∀n∀x ∈ C
(
U(x) = x→ ‖un − x‖
2 ≤ 〈x− v0, x− un〉
)
.
Both facts are essentially argued in Browder’s paper. Fact (I) uses heavily the convexity of C together with
the projection result. Fact (II) is the combinatorial core of Browder’s argument: its proof relies on very
simple computations.
We can now prove that the sequence (un) is a Cauchy sequence. To prove this, let k ∈ N be given. By (I),
take x˜ ∈ C such that U(x˜) = x˜ and
∀y ∈ C
(
U(y) = y → 〈x˜− v0, x˜− y〉 <
1
k + 1
)
. (3)
By (II), it is enough to show that
∃n ∀i ≥ n
(
〈x˜− v0, x˜− ui〉 <
1
k + 1
)
. (4)
Assume not. Then
∀n ∃i ≥ n
(
〈x˜− v0, x˜− ui〉 ≥
1
k + 1
)
. (5)
Take (vn) a subsequence of (un) such that
∀n
(
〈x˜− v0, x˜− vn〉 ≥
1
k + 1
)
At this point, we invoke a sequential weak compactness argument. Take (wn) a subsequence of (vn) weakly
converging to a certain point y ∈ C. It is easy to see
∀n
(
‖U(un)− un‖ ≤
b
n+ 1
)
, (6)
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where b is an upper bound of the diameter of C. Using this fact, it can be shown that U(y) = y. By weak
convergence, we get 〈x˜− v0, x˜− y〉 ≥
1
k+1 . This contradicts (3).
At this juncture, we show how to replace the above sequential weak compactness argument by a Heine/Borel
argument. We need to argue (4). By (3),
∀y ∈ C
(
∀m ∈ N
(
‖U(y)− y‖ ≤
1
m+ 1
)
→ 〈x˜− v0, x˜− y〉 <
1
k + 1
)
.
Hence, C ⊆
⋃
m Ωm, where
Ωm :=
{
y ∈ X : ‖U(y)− y‖ >
1
m+ 1
}
∪
{
y ∈ X : 〈x˜ − v0, x˜− y〉 <
1
k + 1
}
.
By Heine/Borel compactness, there is ℓ ∈ N such that C ⊆ Ωℓ (note that the sequence of the Ωs is increasing).
Therefore
∀y ∈ C
(
‖U(y)− y‖ ≤
1
ℓ+ 1
→ 〈x˜− v0, x˜− y〉 <
1
k + 1
)
.
Using (6), it is clear that (4) follows.
2.1 The formal theory
In Section 2.3, we state a logical metatheorem of the kind discussed in the introduction. In order to do this in
a rigorous manner, we need to describe an appropriate formal language, as well as to formulate appropriate
theories. The present section is one of logical and technical flavor, its objective being the description of a
formal theory TB adequate to formulate Browder’s theorem.
The formal language of TB is the language of finite types with two base types: the base type 0 of the
natural numbers and the (abstract) base type X . With some minor differences (discussed below), we follow
the framework of chapter 17 of [14] (see also [12] and [7]). The language has only one relation symbol,
namely the equality symbol =0 of type 0. It includes the usual constants associated with logic (combinators,
extended to the new types) and with arithmetic (zero, sucessor and the primitive recursive functionals in the
sense of Go¨del, extended to the new types). For the base type X , there are some constants for inner product
spaces and some ad hoc constants specially introduced to analyze Browder’s strong convergence result. We
find that the introduction of these ad hoc constants (and associated axioms) is very convenient because their
presence greatly simplifies matters.
The proof of the metatheorem of Subsection 2.3 relies on the so-called bounded functional interpretation
adapted to the new situation, with a base abstract type. So far, there is only one place in the literature
where the bounded functional interpretation, extended to an abstract type, has been treated, viz. in the
doctoral dissertation of Patr´ıcia Engra´cia [4]. As it is characteristic of bounded functional interpretations, an
intensional (i.e., rule-governed) majorizability relation plays a crucial role (as well as the notion of intensional
bounded formula). In this paper, we have managed to avoid speaking of this intensional relation. The cost
of the simplification is that the statement of the metatheorem in Subsection 2.3 is unduly restricted and
not formulated in its proper natural setting. However, the restricted metatheorem is enough for our present
purposes. Another cost is that we will not be able to prove the metatheorem in this paper. The proof
requires the introduction of the full apparatus (or something close enough) and that would make the paper
quite long. A proof can be obtained by adapting the proof of Theorem 35 of [4]. Unfortunately, intensionality
issues cannot be avoided altogether. A few of these issues do necessarily arise. We deal with these issues in
a case-by-case basis (instead of uniformly, as it is done by the bounded functional interpretation).
In order to be brief and follow familiar usage, we choose to rely on the available established literature as
much as possible. Accordingly, we lean on Section 17.3 of [14] and treat inner product spaces as the special
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case of normed spaces in which the parallelogram law holds. There are vector space constants 0X , +X , −X
and ·X of types (respectively) X , X → (X → X), X → X and 1 → (X → X). They stand (respectively)
for the zero vector and the vector operations of sum, symmetric of a vector and scalar multiplication. The
functional for scalar multiplication should be interpreted in the following way: given a function γ : N → N
and x ∈ X , γ ·X x is the scalar multiplication of the real γR with the vector x. Here, γR is the representation
of a real associated – in a primitive recursive way (in the sense of Kleene) – to the number theoretic function
γ. This can be done adequately in several ways. Kohlenbach uses in [14] a representation based on Cauchy
sequences. Engra´cia uses the signed digit representation in [4]. We opt for the latter representation. Be that
as it may, it is important to note that the (defined) relations of =R and ≤R between (representations of) real
numbers are given by Π01-formulas, and strict equality <R is given by a Σ
0
1-formula. Furthermore, there is a
constant ‖·‖ of type X → 1 that stands for the norm. We assume that ‖x‖ is always a type 1 functional of
the form γR.
There are also some ad hoc constants related to the statement of Browder’s strong convergence result. We
include a constant v0 of type X for the given point in Browder’s theorem, a constant C of type X → 0 for
the characteristic function of the bounded closed convex subset of X and a constant b of type 0 for a positive
bound on the diameter of C. Finally, we also have a constant u of type 0 → X whose intended meaning is
that u(n) gives the unique fixed point of the contraction Un. We write x ∈ C instead of C(x) =0 0 and un
instead of u(n).
Let us introduce the theory TB, framed in the above described language. Equality is treated as in chapters
3 and 17 of [14], with Spector’s weak extensionality rule. The axioms related to the combinators and the
arithmetical constants are as usual (the scheme of induction is unrestricted). Note that equality between
elements of X , written x =X y, is a defined notion and stands for ‖x− y‖ =R 0 (equality between elements
of X is a Π01-notion). We do not have axioms stating that =X is a congruence for the relevant notions, nor
even that it is an equivalence relation (the direct postulation of transitivity or congruence is not given by
universal statements). However, with a careful universal axiomatization of (real) normed vector spaces, it
can be proved that =X is indeed an equivalence relation and that it is congruent with respect to the normed
vector space notions (see Section 17.3 of [14] for details). It is also congruent with respect to U , but not
with respect to C. In fact,
∀xX , yX(x =X y ∧ x ∈ C → y ∈ C),
is not provable in our theory (see Subsection 2.5.3).
To simplify matters and notation, we have a special axiom for the norm: ∀xX∀n0(‖x‖(n) =0 ‖x‖R(n)). This
axiom says that the type 1 functional ‖x‖ is always a representation of a real number. The inner product
functional 〈 , 〉 of type X → (X → 1) is defined by
〈x, y〉 :=
1
4
(‖x+ y‖2 − ‖x− y‖2)
(we are using some liberty in the notation above – omitting subscripts – and will take such liberties whenever
we find convenient). The above mentioned careful axiomatization of (real) normed vector spaces together
with the axiom giving the parallelogram law
∀xX , yX(‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2))
entails the usual properties of the inner product.
We now describe the ad hoc axioms of TB. Firstly, the axioms for v0 and C:
v0 ∈ C
∀x, y ∈ C (‖x− y‖ ≤ bR)
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∀x, y ∈ C ∀γ1 ((1− γ[0,1]) · x+ γ[0,1] · y ∈ C)
We need to make several comments. The second axiom is an abbreviation of
∀xX , yX(C(x) =0 0 ∧ C(y) =0 0→ ‖x− y‖ ≤R bR),
where bR (of type 1) is a given representation of the real associated with b
0 (note the benign duplicity of
the notation bR). We classify a quantification of the form ∀x ∈ C (. . .) as a bounded quantification. Dually,
quantifications of the form ∃x ∈ C (. . .) are also classified as bounded.
In the above third axiom, γ[0,1] is maxR(0R,min(1R, γR)), where the notation is self-explanatory (the function-
als maxR and minR can be appropriately defined). However, it is crucial for our treatment that there exists
a fixed functional l1 such that ∀γ1∀n0(γ[0,1](n) ≤ l(n)). This is the case with the signed digit representation:
l can be taken to be λn.5 (cf. [4]). We write the third axiom in a more readable way:
∀x, y ∈ C ∀γ ∈ [0, 1] ((1− γ) · x+ γ · y ∈ C)
In general, a quantification of the form ∀γ1(. . . γ[0,1] . . .) is written ∀γ ∈ [0, 1] (. . . γ . . .). Note that, due to
lack of extensionality, this quantification is not always equivalent to ∀γ1(0R ≤R γR ≤R 1R → (. . . γR . . .)).
The latter quantification implies the former, but not vice-versa. We also classify quantifications of the form
∀γ ∈ [0, 1] (. . .) or (dually) ∃γ ∈ [0, 1] (. . .) as bounded quantifications.
There are also ad hoc axioms of TB for U . They are the following two axioms:
∀x ∈ C (U(x) ∈ C)
∀x, y ∈ X (‖U(x)− U(y)‖ ≤ ‖x− y‖)
Finally, there are two ad hoc axioms for the constant u of type 0→ X :
∀n (un ∈ C)
∀n
((
1− 1
n+1
)
U(un) +
1
n+1 v0 = un
)
The last axiom says that, for each natural number n, un is the fixed point of Un.
We are done describing the formal theory TB.
2.2 Brief semantical considerations
TB does not postulate the Cauchy completeness of the space X , nor the closedness of C. These are not
universal properties and, therefore, not suitable for a proof mining metatheorem. This is characteristic of
proof mining studies. However, the two (universal) axioms regarding the constant u0→X have a tinge of
completeness. For each natural number n, Un is a strict contraction (with contraction constant 1 −
1
n+1 ).
A (unique) fixed point of Un is only guaranteed to exist by Cauchy completeness (Banach fixed point
theorem). Moreover, the fixed point is only guaranteed to be in C provided that C is closed. At the cost of
some complications, it would have been possible to work without the constant u and its corresponding two
axioms. We, nevertheless, opted for our present simpler treatment.
Let X be a (real) Hilbert space, C a closed convex subset with diameter bounded by a positive natural
number b, v0 ∈ C and U : X → X a nonexpansive function that maps C into itself. To each such quintuple
(X,C, b, v0, U), we can associate a model of TB. The base types 0 and X are interpreted by the natural
numbers and by the given Hilbert space X , respectively. The remaining finite types are interpreted by the
full set-theoretic structure over the base types 0 and X . With the exception of the norm, the interpretations
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of the constants are completely natural (as discussed, each un is interpreted as the unique fixed point of the
map Un). In the case of the norm, a selection of a (signed digit) representative for each real number ‖x‖ has
to be made. Any selection will do for our purposes.
In the metatheorem of the next subsection, a certain conclusion is provable in TB. Therefore, the conclusion
is true for the structures associated to the quintuples (X,C, b, v0, U) described in the previous paragraph.
2.3 The first metatheorem
In this subsection, we add to the theory TB a principle of choice and two “Heine/Borel principles.” They are
“characteristic principles” of the bounded functional interpretation (cf. [6], [5] and [4]). These character-
istic principles trivialize under the bounded functional interpretation (in the same sense that, for instance,
Markov’s principle trivializes under Go¨del’s dialectica interpretation for Heyting arithmetic). In order to
formulate these principles, we need to introduce some simple notions.
A formula of the language of TB is called bounded if it can be obtained from atomic formulas using proposi-
tional connectives and bounded quantifications, i.e., quantifications of the form ∀k ≤0 n (. . .), ∃k ≤0 n (. . .),
∀x ∈ C (. . .), ∃x ∈ C (. . .), ∀γ ∈ [0, 1] (. . .) or ∃γ ∈ [0, 1] (. . .). A Σ-formula is a formula of the form ∃n0B(n),
where B is a bounded formula. Π-formulas are defined dually. Given a type 1 functional f , f˜ denotes the
type 1 functional given by
f˜(n) := max
k≤n
f(k)
The bounded choice principle, dubbed bAC, is
∀n0∃k0A(n, k)→ ∃f1∀n∃k ≤ f˜(n)A(n, k),
where A is a Σ-formula (possibly with parameters).
The bounded collection principles, dubbed bC, are the following principles:
∀i ≤0 m∃n
0A(i, n) → ∃n∀i ≤ m∃k ≤ nA(i, k),
∀γ ∈ [0, 1] ∃n0A(γ, n) → ∃n∀γ ∈ [0, 1] ∃k ≤ nA(γ, k)
and
∀x ∈ C∃n0A(x, n) → ∃n∀x ∈ C∃k ≤ nA(x, k),
where the A’s are Σ-formulas (possibly with parameters). The first principle is, of course, provable by
induction. We nevertheless include it, in order to display theoretical uniformity. The last two principles
are “Heine/Borel” like. For instance, the third principle says that if C ⊆
⋃
n{x ∈ X : A(x, n)}, then C is
already covered by finitely many of the sets {x ∈ X : A(x, n)}. Note that this “Heine/Borel” principle is
restricted to countable coverings.
In the presence of the principles bC, it is clear that the class of Σ-formulas is closed under bounded quan-
tifications. This fact will be used many times in the sequel without mention.
Definition 2.2. The theory TB
+ is the theory TB together with the principles bAC and bC.
Our first proof mining metatheorem is the following:
First metatheorem. Suppose that the theory TB
+ proves the sentence ∀k0∀f1∃n0A(k, f˜ , n), where A is a
Σ-formula. Then there is a closed functional φ of type 0→ (1→ 0) such that the theory TB proves
∀k∀f∃n ≤ φ(k, f)A(k, f˜ , n).
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This is partly a conservation result. Clearly, if TB
+ ⊢ ∀k∀f∃nA(k, f˜ , n), then TB ⊢ ∀k∀f∃nA(k, f˜ , n). If
the variable f is absent, we get in particular Π02-conservation. Note also that, when the Π
0
2-sentence is just
0 = 1, we obtain the relative consistency of the theory TB
+ with respect to the theory TB. This observation
shows the nontrivial fact that the theory TB
+ is consistent (note that there is no obvious model of TB
+).
Additionally, the above metatheorem is an extraction result in the sense that it extracts a bound φ from a
certain given (formal) proof. The bound is extracted constructively. This is a consequence of the proof of the
metatheorem. Given a formal derivation σ1, σ2, . . . , σn in TB
+, one effectively associates with it a sequence
of formulas σbfi1 , σ
bfi
2 , . . . , σ
bfi
n (given by the bounded functional interpretation) and a sequence of functionals
φ1, φ2, . . . , φn such that each φi bounds the “existential witnesses” of σ
bfi
i , provably so in TB. In the minings
of the theorems of this paper – given that their ordinary proofs have a simple logical complexity – it is
sufficient to use only the above characteristic principles to effect a bfi-transformation and obtain formulas of
the form ∀k∀f∃nA(k, f˜ , n), with A a Σ-formula (the full apparatus of the bounded functional interpretation
is not needed). We call this a quantitative form of the given formula. One then tries to construct bounds
φ as in the theorem. This modus faciendi is well illustrated in the analysis of the projection argument in
Section 3.
2.4 The modified proof in the formal theory
The main point of this section is to show that Browder’s proof can be modified so that the following holds:
Theorem 2.3. The theory TB
+ proves
∀k ∃n ∀m ∀i, j ∈ [n,m]
(
‖ui − uj‖ <R
1
k + 1
)
.
The metatheorem of the previous section cannot be applied directly to the conclusion above, because the
latter does not have the right logical form. As discussed in the introduction, we consider the metastable
version of the conclusion:
Corollary 2.4. There is a closed functional φ of type 0→ (1→ 0) such that the theory TB proves
∀k0∀f1∃N ≤ φ(k, f)∀i, j ∈ [N, f˜(N)]
(
‖ui − uj‖ <R
1
k + 1
)
.
Proof. By the above theorem, the theory TB
+ proves ∀k∃n∀m ∀i, j ∈ [n,m] (‖ui − uj‖ <R
1
k+1 ). It logically
follows that
∀k∀f∃N ∀i, j ∈ [N, f˜(N)]
(
‖ui − uj‖ <R
1
k + 1
)
Note that the formula after the quantification “∃N” is equivalent to a Σ-formula. Now, just apply the
metatheorem of the previous subsection.
The corollary predicts the existence of a closed functional φ as above. An explicit bounding functional φ is
computed in Theorem 5.3. This is what a proof mining study amounts to.
Let us now prove Theorem 2.3. We follow the review of Browder’s argument in the opening of this section.
In TB
+ we cannot speak literally of sets, and we also do not need the closedness of F := Fix(U). The
convexity of F can be stated in the formal language as
∀x, y ∈ C ∀γ ∈ [0, 1]
(
U(x) = x ∧ U(y) = y → U((1 − γ)x+ γy) = (1− γ)x+ γy
)
, (7)
and its proof can be readily formalized in TB. The claim that ∃x ∈ C
(
U(x) = x
)
is quite another matter.
For strict proof mining purposes, there is however a very simple way of dealing with this problem. Just
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postulate the existence of a fixed point! Formally, this means extending the language with a constant c of
type X and accepting the axiom U(c) = c. This works because the axiom is universal and true. However,
as it happens, it is very easy to prove in TB
+ the existence of a fixed point. This follows immediately from
bC using (6). We can apply (the contrapositive of) bC in the form
∀n∃x ∈ C∀k ≤ n
(
‖U(x)− x‖ ≤
1
k + 1
)
→ ∃x ∈ C ∀n
(
‖U(x)− x‖ ≤
1
n+ 1
)
in order to conclude the existence of fixed points.
As a matter of fact, the above argument can be seen as an application of Heine/Borel compactness for
the strong topology. Suppose that there is no such fixed point. For each n ∈ N, let Γn be the open set
{x ∈ X : ‖U(x) − x‖ > 1
n+1}. By the supposition, C ⊆
⋃
n Γn. Therefore, by Heine/Borel compactness,
there is ℓ ∈ N such that C ⊆ Γℓ (note that the sequences of Γs is increasing). Then, obviously, for all x ∈ C,
‖U(x)− x‖ > 1
ℓ+1 . This contradicts (6).
Next, Browder’s argument invokes Hilbert’s projection theorem. As we saw, it is enough to show (2). This
fact can easily be proved in TB
+ by contradiction. To see this, suppose that there is k0 such that
∀x ∈ C
(
U(x) = x→ ∃y ∈ C
(
U(y) = y ∧ ‖x− v0‖ ≥ ‖y − v0‖+
1
k0 + 1
))
.
Let x0 ∈ C be a fixed point of U . A simple inductive argument shows that
∀n∃y ∈ C
(
U(y) = y ∧ ‖x0 − v0‖ ≥ ‖y − v0‖+
n
k0 + 1
)
.
This is a contradiction.
Browder’s argument, as we saw in the beginning of this section, needs the two technical facts (I) and (II).
These two facts can be proven in TB without much ado. Finally, as discussed, we can use Heine/Borel
compactness in order to prove that the sequence (un) is a Cauchy sequence. The crucial passage is from
∀y ∈ C ∃m0
(
‖U(y)− y‖ ≤
1
m+ 1
→ 〈x˜− v0, x˜− y〉 <
1
k + 1
)
to
∃ℓ ∀y ∈ C∃m ≤ ℓ
(
‖U(y)− y‖ ≤
1
m+ 1
→ 〈x˜− v0, x˜− y〉 <
1
k + 1
)
.
This follows from an application of the bounded collection principle bC.
2.5 Observations
Before starting a new section, we make four observations:
2.5.1 The uniform boundedness principle
We have presented an argument that circumvents the application of weak sequential compactness. Our
argument uses the characteristic principles of the bounded functional interpretation (specially bounded col-
lection) but the argument can also be made within the framework of the monotone functional interpretation
by appealing to the so-called generalized uniform boundedness principle ∃-UBX (see [13] or Sections 17.7
and 17.8 of [14]). Whereas the bounded functional interpretation trivializes the use of Heine/Borel com-
pactness, the monotone functional interpretation interprets it with the aid of a postulate which is true in
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Bezem’s structure of the strongly majorizable functionals. With the latter technique, one does not obtain
the provability of the conclusion of Corollary 2.4 in the theory TB (no conservation result is obtained), but
only the set-theoretic truth of the conclusion. Of course, the latter is already sufficient for proof mining
purposes. It remains to be seen whether the bounded functional interpretation, with its bounded collection
principles, has applications that cannot be obtained using ∃-UBX instead.
2.5.2 On getting to the truth with false principles
The proof of Theorem 2.3 gives rise to a new proof of Theorem 2.1. In effect, given X , C, v0 and U as in
Browder’s theorem, and given b ∈ N a positive bound for the diameter of C, the conclusion of Corollary 2.4
is true in the structure (X,C, b, v0, U). Using countable choice in the real world, that conclusion implies the
Cauchyness – and, hence, the convergence – of the sequence (un) in X . The object lesson is that the use
of the false Heine/Borel compactness principle in the context of TB
+ is a perfectly good way of proving the
convergence of sequences in Hilbert spaces.
2.5.3 The non-extensionality of the convex set C
In Subsection 2.1, we said that C is not extensional in the sense that ∀xX , yX(x =X y ∧ x ∈ C → y ∈ C) is
not provable in TB. In fact, it is not provable in TB
+. For, suppose it is. By instanciating the variable x by
0X and the variable y by −y, we get
TB
+ ⊢ ∀yX(y =X 0X ∧ 0X ∈ C → −y ∈ C).
In particular
TB
+ ⊢ ∀y ∈ C
(
∀n
(
‖y‖ ≤
1
n+ 1
)
∧ 0X ∈ C → −y ∈ C
)
and, hence,
TB
+ ⊢ ∀y ∈ C ∃n
(
‖y‖ ≤
1
n+ 1
∧ 0X ∈ C → −y ∈ C
)
.
Applying the bounded collection principle bC, we get
TB
+ ⊢ ∃n∀y ∈ C
(
‖y‖ ≤
1
n+ 1
∧ 0X ∈ C → −y ∈ C
)
.
By the first metatheorem, there is a concrete number nb (which depends only on a bound b for the diameter
of C) such that
TB ⊢ ∀y ∈ C
(
‖y‖ ≤
1
nb + 1
∧ 0X ∈ C → −y ∈ C
)
.
Therefore, the sentence after the provability sign is true in the structure (R, [0, 1], 1, 0, id). We get
∀y ∈ [0, 1]
(
|y| ≤
1
n1 + 1
→ −y ∈ [0, 1]
)
.
This is false.
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2.5.4 Weakening the base theory
Instead of the theory TB, one can also consider its fragment TB↾, where we have only the recursor R0 for
type-0 recursion, and induction is restricted to the scheme of bounded induction:
A(0) ∧ ∀n0(A(n)→ A(n+ 1))→ ∀nA(n),
where A is a bounded formula, possibly with parameters. Note that the arithmetical functionals of the
language of TB↾ are the so-called Kleene’s primitive recursive functionals of finite type (see [14]). The theory
TB↾
+ is the theory TB↾ together with the principles bAC and bC.
Second metatheorem. Suppose that the theory TB↾
+ proves the sentence ∀k0∀f1∃n0A(k, f˜ , n), where A
is a Σ-formula. Then there is a closed functional φ of type 0→ (1→ 0), primitive recursive in the sense of
Kleene, such that the theory TB↾ proves
∀k∀f∃n ≤ φ(k, f)A(k, f˜ , n).
This theorem is proved like the First Metatheorem of Subsection 2.3. The scheme of bounded induction
does not pose a problem for the bounded functional interpretation because it is equivalent to a scheme of
Π-formulas:
∀n0
(
A(0) ∧ ∀r < n(A(r) → A(r + 1))→ A(n)
)
,
where A is a bounded formula, possibly with parameters (not even the recursor R0 is necessary to interpret
the scheme of bounded induction). However, as it is easy to argue, the presence of the recursor R0 (and of
bAC) permits to lift induction to Σ-formulas. A well-known trick of bounded arithmetic shows that one can
also derive induction for Π-formulas.
It should be noticed that the three theorems mined in this paper have proofs that can be formalized within
the restrited theory TB↾
+.
3 The interpretation and mining of the projection argument
As reported in Subsection 2.4, the weaker projection statement (2) is already sufficient to carry on Browder’s
argument. In this section, we interpret and mine the proof of this projection statement using the bounded
functional interpretation. We apply the methodology described at the end of Subsection 2.3: we will try to
rewrite (2) in a quantitative form ∀k∀f∃NA(k, f˜ , n), with A a Σ-formula, using the characteristic principles
bAC and bC. Well, (2) is equivalent to
∀k∃x ∈ C
[
U(x) = x ∧ ∀y ∈ C
(
∀N
(
‖U(y)− y‖ ≤
1
N + 1
)
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
)]
and, hence, equivalent to
∀k∃x ∈ C
(
U(x) = x ∧ ∀y ∈ C ∃N
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
.
Since the formula after the quantifier ‘∃N ’ is equivalent to a Σ-formula, by bC we easily get
∀k∃x ∈ C
(
U(x) = x ∧ ∃N∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
or, equivalently,
∀k∃N∃xC∀m
(
‖U(x)− x‖ <
1
m+ 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
.
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(We are writing xC instead of x ∈ C for typesetting reasons, in order to save space.) In turn, this obviously
implies
∀k∃N∀m∃xC
(
‖U(x)− x‖ <
1
m+ 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
and, with more reason,
∀k∀f∃N ∃xC
(
‖U(x)− x‖ <
1
f˜(N) + 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
.
Given that the formula after the quantifier ‘∃N ’ is equivalent to a Σ-formula, the bounded functional in-
terpretation (see the metatheorem of Section 2) guarantees the existence of a bounding functional of N in
terms of k and f˜ . The obtaining of the bounding gives the quantitative version of the projection argument.
(The reader should compare the end formula above with the corresponding formula given by the monotone
functional interpretation in p. 2772 of [15].)
The bounding property guaranteed by the metatheorem of Section 2 is provable in TB but, following the usual
procedure of proof mining studies, we will only worry next about the truth of the statement in appropriate
structures. So, in the remainder of this section, X is a pre-Hilbert space, C is a convex subset of X whose
diameter is bounded by a positive natural number b, U is a nonexpansive function that maps C into C and
v0 is a point of C. Since (2) was proved by induction, it is not a surprise that the bounding of N is defined
by recursion:
Proposition 3.1. For any k ∈ N and f : N → N, there is N ∈ N such that N ≤ (f˜ + 1)(r)(0) and
∃x ∈ C
(
‖U(x)− x‖ <
1
f˜(N) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
,
where r := b2(k + 1) and (f˜ + 1)(r) is the r-th fold composition of the function f˜ + 1.
Proof. It is convenient to prove instead the following slight modification of the above proposition: for any
k ∈ N and f : N → N, there is N ∈ N such that N ≤ f˜ (r)(0) and
∃x ∈ C
(
‖U(x)− x‖ ≤
1
f˜(N) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
,
where r := b2(k + 1).
The difference is twofold. In the new version, the witness N is taken to be bounded by the r-th fold
composition of f˜ , instead of f˜ + 1. This better bound is possible because we have relaxed the conclusion
(replacing a < by a ≤). Note that the above proposition is an immediate consequence of the new version by
applying it to f + 1.
Assume that the modified result is not true. Then there are k ∈ N and f : N → N, such that for all N ∈ N
with N ≤ f˜ (r)(0):
∀xC
(
‖U(x)− x‖ ≤
1
f˜(N) + 1
→ ∃yC
(
‖U(y)− y‖ ≤
1
N + 1
∧ ‖y − v0‖
2 ≤ ‖x− v0‖
2 −
1
k + 1
))
. (8)
First of all, note that the i-sequence given by the expression f˜ i(0) is monotone (because f˜ is). We define a
finite sequence x0, x1, . . . , xr, xr+1 of elements of C as follows:
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x0 :
By (6), let x0 be such that
‖U(x0)− x0‖ ≤
1
f˜ (r+1)(0) + 1
.
xj+1, for j ≤ r :
Assume that we have xj such that ‖U(xj) − xj‖ ≤
1
f˜(r−j+1)(0)+1
. By (8) applied to N = f˜ (r−j)(0) and to
x = xj , we conclude that there is y ∈ C satisfying
‖U(y)− y‖ ≤
1
f˜ (r−j)(0) + 1
∧ ‖y − v0‖
2 ≤ ‖xj − v0‖
2 −
1
k + 1
.
Let xj+1 be one such y.
By the definition, for all j ≤ r,
‖xj+1 − v0‖
2 ≤ ‖xj − v0‖
2 −
1
k + 1
,
which implies the contradiction
‖xr+1 − v0‖
2 ≤ ‖x0 − v0‖
2 −
r + 1
k + 1
≤ b2 −
b2(k + 1) + 1
k + 1
< 0.
We have insisted upon the formulation of the above proposition with a < instead of a ≤ because it is the
former version, not the latter, which is the quantitative form of (2). In this paper, we make the point of
being very clear about the theoretical background of the calculations. Nevertheless, for the strict purpose of
getting bounds, we could have worked with the simpler bound (and this would reflect as well in the bounds
computed in the remainder of this paper). As a matter of fact, the simpler bound can also be accounted
theoretically but the explanation for this relies on intensional majorizability (cf. [27]).
After this comment, let us proceed with the minings. Claim (I) of Section 2 is a refinement of the projection
result. Its bounded functional interpretation is similar to the interpretation of (2). It is:
∀k∀f∃N ∃xC
(
‖U(x)− x‖ <
1
f˜(N) + 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ 〈x− v0, x− y〉 <
1
k + 1
))
.
The corresponding mining result is:
Proposition 3.2. For any k ∈ N and f : N → N, there is N ∈ N such that N ≤ 12b((fˇ +1)(R)(0)+ 1)2 and
∃x ∈ C
(
‖U(x)− x‖ <
1
f˜(N) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ 〈x− v0, x− y〉 <
1
k + 1
))
,
with R := b4(k + 1)2 + b2 and fˇ(m) := max{f˜(12b(m+ 1)2), 12b(m+ 1)2}.
As we will explain, this mining can be obtained from Proposition 3.1 and the following two estimates,
essentially due to Kohlenbach in [15]:
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Lemma 3.3. For all k ∈ N and x1, x2 ∈ C,
2∧
j=1
(
‖U(xj)− xj‖ ≤
1
12b(k + 1)2
)
→ ∀γ ∈ [0, 1]
(
‖U(wγ(x1, x2))− wγ(x1, x2)‖ <
1
k + 1
)
.
In the above (and below), wγ(u, v) := (1 − γ)u+ γv, for γ ∈ [0, 1].
Lemma 3.4. For all k ∈ N and x, y ∈ C,
∀γ ∈ [0, 1]
(
‖x− v0‖
2 ≤ ‖wγ(x, y)− v0‖
2 +
1
b2(k + 1)2 + 1
)
→ 〈x− v0, x− y〉 <
1
k + 1
.
Lemma 3.3 is nothing but the mining of (7) using the bounded functional interpretation. The explanation
for this is more straightforward than that of the projection result (2). Let us do it. As usual, we apply the
methodology of Subsection 2.3. The above cited claim (7) says that, for all x1, x2 ∈ C,
2∧
j=1
∀m
(
‖U(xj)− xj‖ ≤
1
m+ 1
)
→ ∀γ ∈ [0, 1] ∀k
(
‖U(wγ(x1, x2))− wγ(x1, x2)‖ <
1
k + 1
)
.
By classical logic, this is equivalent to
∀k∃m
 2∧
j=1
(
‖U(xj)− xj‖ ≤
1
m+ 1
)
→ ∀γ ∈ [0, 1]
(
‖U(wγ(x1, x2))− wγ(x1, x2)‖ <
1
k + 1
) .
Given that x1 and x2 are arbitrary elements of C, two successive applications of bC yield,
∀k∃m∀xC1 ∀x
C
2
 2∧
j=1
(
‖U(xj)− xj‖ ≤
1
m+ 1
)
→ ∀γ ∈ [0, 1]
(
‖U(wγ(x1, x2))− wγ(x1, x2)‖ <
1
k + 1
) .
The formula between square parentheses is equivalent to a Σ-formula and, therefore, the metatheorem of
Section 2 predicts a bound for m in terms of k. That bound was computed by Kohlenbach and is presented
in Lemma 3.3.
We have the following interim result:
Corollary 3.5. For any k ∈ N and f : N → N, there is N ∈ N such that N ≤ 12b((fˇ + 1)(r)(0) + 1)2 and
there is x ∈ C for which the following two properties hold:
‖U(x)− x‖ <
1
f˜(N) + 1
and
∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ ∀γ ∈ [0, 1]
(
‖x− v0‖
2 < ‖wγ(x, y)− v0‖
2 +
1
k + 1
))
,
with r := b2(k + 1) and fˇ(m) := max{f˜(12b(m+ 1)2), 12b(m+ 1)2}.
Proof. Let k and f be given. By Proposition 3.1, there exist x ∈ C and N ′ ∈ N such that N ′ ≤ (fˇ +1)(r)(0)
with
‖U(x)− x‖ <
1
fˇ(N ′) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N ′ + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
)
, (9)
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where r = b2(k + 1). Let N := 12b(N ′ + 1)2. Clearly, N ≤ 12b((fˇ + 1)(r)(0) + 1)2. This entails that
‖U(x)− x‖ <
1
f˜(N) + 1
because f˜(N) = f˜(12b(N ′ + 1)2) ≤ fˇ(N ′). Now, take y ∈ C such that ‖U(y) − y‖ ≤ 1
N+1 . Hence
‖U(y)− y‖ ≤ 112b(N ′+1)2 . On the other hand, we also have
‖U(x)− x‖ <
1
fˇ(N ′) + 1
≤
1
12b(N ′ + 1)2
.
By Lemma 3.3, we get ‖U(wγ(x, y)) − wγ(x, y)‖ ≤
1
N ′+1 . The result follows from the second conjunct of
(9).
Lemma 3.4 is nothing but the mining of the following result:
∀γ ∈ [0, 1]
(
‖x− v0‖
2 ≤ ‖wγ(x, y)− v0‖
2
)
→ 〈x− v0, x− y〉 ≤ 0.
This result is implicit in Browder’s proof [3] and is needed to show (I) of Section 2. Proposition 3.2 is an
immediate consequence of Lemma 3.4 and Corollary 3.5: just instantiate in the latter k by b2(k + 1)2.
3.1 An observation concerning the mining of the projection argument
In rewriting (2) in a quantitative form, we seem to have lost the equivalence between (2) and the quantitative
form itself. A similar situation already occurred in the proof of Corollary 2.4. There is nothing wrong in
proceeding in this manner (as long as the weakening is sufficient to carry out the mining analysis through
the end). However, it so happens that the equivalence in these two cases has not been lost provided that one
uses the characteristic principles. In the case of Corollary 2.4, the equivalence obtains due to the bounded
choice principle. In the case of the mining of the projection argument, one needs to argue that the logical
transition from
∀k∃N∃xC∀m
(
‖U(x)− x‖ <
1
m+ 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
to
∀k∀f∃N∃xC
(
‖U(x)− x‖ <
1
f˜(N) + 1
∧ ∀yC
(
‖U(y)− y‖ ≤
1
N + 1
→ ‖x− v0‖
2 < ‖y − v0‖
2 +
1
k + 1
))
is, in fact, an equivalence. Well, the first formula above is equivalent to
∀k∃N∃xC∀m
(
‖U(x)− x‖ ≤
1
m+ 1
∧ ∀yC
(
‖U(y)− y‖ <
1
N + 1
→ ‖x− v0‖
2 ≤ ‖y − v0‖
2 +
1
k + 1
))
.
We made this move to ensure that the formula after the quantifier ‘∀m’ is equivalent to a Π-formula. Hence,
by (the contrapositive of) bC, this is equivalent to
∀k∃N∀m∃xC
(
‖U(x)− x‖ ≤
1
m+ 1
∧ ∀yC
(
‖U(y)− y‖ <
1
N + 1
→ ‖x− v0‖
2 ≤ ‖y − v0‖
2 +
1
k + 1
))
.
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The formula after the quantifier ‘∀m’ is equivalent to a Π-formula and so, by (the contrapositive of) bAC,
we obtain
∀k∀f∃N∃xC
(
‖U(x)− x‖ ≤
1
f˜(N) + 1
∧ ∀yC
(
‖U(y)− y‖ <
1
N + 1
→ ‖x− v0‖
2 ≤ ‖y − v0‖
2 +
1
k + 1
))
This is equivalent to what we want. Note – and this is interesting – the equivalence for the projection case
uses the set-theoretically false collection principles.
We had to perform a curious dance between strict and nonstrict inequalities in order to put the formulas in
the right complexity class, but this is unavoidable without the intensional sign mentioned in Subsection 2.1.
4 A useful general principle and its mining
In this section, we isolate the technique that replaces the weak compactness argument by the Heine/Borel
covering principle. We also obtain a quantitative theorem that can be used in a number of situations. The
formal theory behind our result is the theory of bounded metric spaces. The language has two base types
0 and X , the latter for a (bounded) metric space. The situation is analogous to the language of the theory
TB of the Subsection 2.1. In the case at hand, there are only two (mathematical) constants for the metric
spaces: a constant d of type X → (X → 1) for the distance function, and a positive constant b of type
0 that bounds the diameter of X . Equality x =X y between elements of the metric space is defined as
d(x, y) =R 0. The theory TM follows the same framework as before. We have the special (and simplifying)
axiom ∀xX , yX∀n0(d(x, y)(n) =0 d(x, y)R(n)) and the following four (mathematical) axioms for bounded
metric spaces:
(i) ∀xX(d(x, x) =R 0R)
(ii) ∀xX , yX(d(x, y) =R d(y, x))
(iii) ∀xX , yX , zX(d(x, z) ≤R d(x, y) + d(y, z))
(iv) ∀xX , yX(d(x, y) ≤R bR)
The notion of bounded quantification in the bounded metric setting is similar to the one given in Subsec-
tion 2.3. Instead of ∀x ∈ C and ∃x ∈ C we now have ∀xX and ∃xX (given that the metric space is bounded,
this quantification runs in parallel with the boundedness of C in the previous section). Mutatis mutandis,
we have the characteristic principles bAC and bC. For the latter, the third scheme of bounded collection (see
Subsection 2.3) takes now the form
∀xX∃n0A(x, n)→ ∃n∀xX∃k ≤ nA(x, k),
where the A is a Σ-formula (possibly with parameters).
The theory TM
+ is the theory TM together with the principles bAC and bC.
Third metatheorem. Suppose that the theory TM
+ proves the sentence ∀k0∀f1∃n0A(k, f˜ , n), where A is
a Σ-formula. Then there is a closed functional φ of type 0→ (1→ 0) such that the theory TM proves
∀k∀f∃n ≤ φ(k, f)A(k, f˜ , n).
The next proposition isolates our Heine/Borel technique (the notation is purposely informal):
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Proposition 4.1. The theory TM
+ proves the following mathematical statement. Let U be a map from X
to X and (un)n∈N a sequence of elements of X such that limn d(U(un), un) = 0. Consider F := Fix(U).
Given k ∈ N, λ ∈ R and θ : X → R, if
∀y ∈ F
(
λ < θ(y) +
1
k + 1
)
(10)
then, for n sufficiently large,
λ < θ(un) +
1
k + 1
(11)
Proof. We reason inside TM
+. By hypothesis
∀y ∈ X
(
∀m ∈ N
(
d(U(y), y) ≤
1
m+ 1
)
→ λ < θ(y) +
1
k + 1
)
.
Hence,
∀y ∈ X∃m ∈ N
(
d(U(y), y) ≤
1
m+ 1
→ λ < θ(y) +
1
k + 1
)
.
By bC,
∃l ∈ N∀y ∈ X∃m ≤ l
(
d(U(y), y) ≤
1
m+ 1
→ λ < θ(y) +
1
k + 1
)
.
Take one such l = l0. Clearly
∀y ∈ X
(
d(U(y), y) ≤
1
l0 + 1
→ λ < θ(y) +
1
k + 1
)
.
Since limn d(U(un), un) = 0, the result follows.
In proof mining terms, the crux of the matter of the proposition above reduces to the following triviality:
d(U(un), un) ≤
1
r + 1
∧ ∀y ∈ X
(
d(U(y), y) ≤
1
r + 1
→ λ < θ(y) +
1
k + 1
)
→ λ < θ(un) +
1
k + 1
.
For the applications in this paper, we need an immediate corollary of the above proposition.
Proposition 4.2 (General principle). The theory TM
+ proves the following mathematical statement. Let U
be a map from X to X, ϕ a map from X ×X to R, and (un)n∈N be a sequence of elements of X such that
limn d(U(un), un) = 0. Consider F := Fix(U). If
∀k ∈ N ∃x ∈ F ∀y ∈ F
(
ϕ(x, x) < ϕ(x, y) +
1
k + 1
)
then
∀k ∈ N ∃x ∈ F ∃n ∈ N ∀m ≥ n
(
ϕ(x, x) < ϕ(x, um) +
1
k + 1
)
.
Proof. Given k ∈ N take, by hypothesis, x˜ ∈ F such that ∀y ∈ F (ϕ(x˜, x˜) < ϕ(x˜, y) + 1
k+1 ). Let λ := ϕ(x˜, x˜)
and θ(y) := ϕ(x˜, y). Now apply Proposition 4.1.
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We will apply the above proposition to the bounded metric space C, where the metric is induced by the
norm. In the case of Browder’s theorem, ϕ(x, y) is the map (x, y) 7→ 〈x − v0, y〉. The next result is a
quantitative (mining) version of Proposition 4.2. To state the result (and other results of this paper), we
need the notion of monotone functional. Given f, g ∈ NN, we say that g ≤∗ f if
∀n∀k ≤ n
(
g(k) ≤ f(n) ∧ f(k) ≤ f(n)
)
.
Given α, β functionals from N× NN to N, we say that α ≤∗β if
∀n∀f∀k ≤ n∀g ≤∗f
(
α(k, g) ≤ β(n, f) ∧ β(k, g) ≤ β(n, f)
)
.
This is a particular case of the notion of strong majorizability introduced in [2]. We say that f ∈ NN is
monotone if f ≤∗f . Note that this notion coincides with the usual notion of monotonicity of a numerical
function. We will often need to quantify over monotone functions. Instead of writing ∀f(f ≤∗f → . . .),
we write ∀˜f (. . .). Finally, a functional α from N × NN to N is monotone if α ≤∗ α. (Note that monotone
functionals are strongly majorizable in the sense of [2].)
Proposition 4.3 (Quantitative version of the general principle). Let (X, d) be a metric space. Let U be a
map from X to X, ϕ a map from X ×X to R and (un)n∈N be a sequence of elements of X. Suppose that
there are monotone functionals α and β from N× NN to N satisfying:
(a) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ α(k, f)∀n ∈ [N, f(N)]
(
d(U(un), un) <
1
k + 1
)
;
(b) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ β(k, f)
∃x ∈ X
(
d(U(x), x) <
1
f(N) + 1
∧ ∀y ∈ X
(
d(U(y), y) ≤
1
N + 1
→ ϕ(x, x) < ϕ(x, y) +
1
k + 1
))
.
Then, for every k ∈ N and any monotone function f ∈ NN, there is a natural number N with N ≤ ψ(k, f)
such that
∃x ∈ X
(
d(U(x), x) <
1
f(N) + 1
∧ ∀n ∈ [N, f(N)]
(
ϕ(x, x) < ϕ(x, un) +
1
k + 1
))
, (12)
where ψ(k, f) is the monotone functional given by ψ(k, f) := α
(
β
(
k, f̂
)
, f
)
, with f̂ the monotone function
m 7→ f(α(m, f)).
Proof. Take k ∈ N and a monotone function f ∈ NN. By (b), applied to k and f̂ there are N1 ≤ β
(
k, f̂
)
and x˜ ∈ X such that
d(U(x˜), x˜) <
1
f̂(N1) + 1
and
∀y ∈ X
(
d(U(y), y) ≤
1
N1 + 1
→ ϕ(x˜, x˜) < ϕ(x˜, y) +
1
k + 1
)
. (13)
Apply (a) to N1 and f to get N ≤ α(N1, f) satisfying
∀n ∈ [N, f(N)]
(
d(U(un), un) <
1
N1 + 1
)
. (14)
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We have N ≤ α(N1, f) ≤ α
(
β
(
k, f̂
)
, f
)
= ψ(k, f) and, by the monotonicity of f ,
d(U(x˜), x˜) <
1
f̂(N1) + 1
=
1
f (α(N1, f)) + 1
≤
1
f(N) + 1
.
Also, for n ∈ [N, f(N)], by (13) and (14), we have
ϕ(x˜, x˜) < ϕ(x˜, un) +
1
k + 1
.
There are several differences between Propositions 4.1 and 4.2. However, the difference worth remarking
is that x is a fixed point in the latter proposition. This is essential for obtaining the mining of Browder’s
theorem. The statement with an arbitrary x ∈ X would simplify a bit the bounds of Proposition 4.3.
4.1 The general principle is false
The mathematical statement of Proposition 4.1 is false, even when X is a (bounded) complete metric space,
U is continuous and has fixed points, and θ is bounded and continuous. For a counterexample, take X as the
unit ball of the normed space ℓ1 (the space of real-valued sequences whose series is absolutely convergent).
Let U be the shift operation U(x0, x1, x2, . . .) := (0, x0, x1, . . .) and θ(x0, x1, x2, . . .) = −
∑∞
i=0 |xi| (i.e., θ(x)
is the symmetric of the norm of x). Note that the only fixed point of U is the zero vector. Let un be the vector
( 1
n+1 , . . . ,
1
n+1 , 0, 0, . . .), where there are n+1 nonzero entries. Clearly, θ(un) = −1 and ‖U(un)−un‖ =
2
n+1 .
The mathematical statement of Proposition 4.1 fails in this case for λ := 0 (for any natural number k).
The general principle also fails in this setting. Just consider ϕ(x, y) := −‖y‖.
4.2 The explanation of the bounded functional interpretation
The reader may have noticed that we did not require in Proposition 4.3 the boundedness of the metric
space (X, d). As can be seen from the proof, this hypothesis is not necessary. Proposition 4.3 is a just a
simple mathematical fact. In our applications, however, the given monotone functionals α and β depend on
the bound of the metric space (as well as the concluding bounding functional ψ). A similar situation also
happens in the forthcoming Proposition 5.2.
The full bounded functional interpretation can explain the form (given in Proposition 4.3) taken by the
quantitative version of Proposition 4.2 (provided that the space is bounded). Let us try to explain this
(in the explanation, we must use some facts that can be found in [6] and [4]). In order to simplify the
exposition, we assume that the function ϕ is bounded (this is actually automatic in the bounded functional
interpretation; naturally, the bounds obtained by the mining may depend on the bound of ϕ).
The mathematical statement of Proposition 4.2 is of the following sort:
∀UX→X∀ϕX→(X→1)∀u0→X (Hyp1 ∧ Hyp2 → Con),
where (Hyp1) is limn d(U(un), un) = 0, (Hyp2) is the other assumption and (Con) is the conclusion. Using
bC and bAC and ignoring the parameters U , ϕ and u for the moment, we can put the three formulas (Hyp1),
(Hyp2) and (Con) in quantitative form. Therefore, the mathematical statement of Proposition 4.3 takes the
form
∀r, g∃mA(r, g˜,m) ∧ ∀k, f∃nB(k, f˜ , n)→ ∀s, h∃q C(s, h˜, q),
where C is a Σ-formula, and A and B are (for technical reasons) bounded formulas. In its fullest generality,
the bounded choice principle applies to all finite types. In this case, we get
∃˜α∀r, g∃m ≤ α(r, g˜)A(r, g˜,m) ∧ ∃˜β∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n)→ ∀s, h∃q C(s, h˜, q).
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Here α and β are of type 0 → (1 → 0) and they are monotone in the intensional sense (this is what the
tildes above the quantifiers mean). The reader can, however, ignore these (and similar) fine points and still
get the gist of the explanation. Therefore, we have
∀s, h ∀˜α, β ∃q
[
∀r, g∃m ≤ α(r, g˜)A(r, g˜,m) ∧ ∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n)→ C(s, h˜, q)
]
.
What about the parameters or, better still, the block of universal quantifiers ∀UX→X∀ϕX→(X→1)∀u0→X?
Since X is bounded (as well as the map ϕ), all these quantifications are classified as bounded quantifications.
So, displaying all the variables, we have
∀bU∀bϕ∀bu ∀s, h ∀˜α, β ∃q
[
∀r, g∃m ≤ α(r, g˜)A(r, g˜,m, U, ϕ, u) ∧ ∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n, U, ϕ, u)
→ C(s, h˜, q, U, ϕ, u)
]
,
where the quantifiers ∀b denote bounded quantifications. The formula between square parentheses is a Σ-
formula in an appropriate sense (this is the reason why we required that the formulas A and B be bounded).
In its fullest generality, the bounded collection principle applies to all finite types. In our case, we get
∀s, h∀˜α, β ∃l
[
∀bU∀bϕ∀bu ∃q ≤ l
(
∀r, g∃m ≤ α(r, g˜)A(r, g˜,m, U, ϕ, u) ∧ ∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n, U, ϕ, u)
→ C(s, h˜, q, U, ϕ, u)
)]
.
Once again, the formula between square parentheses is a Σ-formula in an appropriate sense. The full
metatheorem guarantees the existence of a closed term t in Go¨del’s T such that
∀s, h∀˜α, β ∃l ≤ t(s, h, α, β)∀bU∀bϕ∀bu ∃q ≤ l
[(
∀r, g∃m ≤ α(r, g˜)A(r, g˜,m, U, ϕ, u)∧
∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n, U, ϕ, u)
)
→ C(s, h˜, q, U, ϕ, u)
]
.
Therefore, for any U , ϕ and u, one has
∀s, h∀˜α, β∃q ≤ t(s, h, α, β)
[
∀r, g∃m ≤ α(r, g˜)A(r, g˜,m, U, ϕ, u) ∧ ∀k, f∃n ≤ β(k, f˜)B(k, f˜ , n, U, ϕ, u)
→ C(s, h˜, q, U, ϕ, u)
]
.
Notice that the bound given by t does not depend on U , ϕ or u (uniformity of the bound). Of course, this
is what happens in Proposition 4.3, where the bound ψ only depends on k, f , α and β.
The form of the quantitative version is almost fully explained. For the full explanation, one must first notice
that (a) of Proposition 4.3 comes from the metastable version of (Hyp1). The reader may worry that the
matrix of this formula is a Σ-formula, not a bounded formula (as was required, for technical reasons). What
happens is that in the proper setting of the bounded functional interpretation the matrix would indeed be a
bounded formula, were we allowed to use intensional majorizability relations. A similar situation also occurs
in the forthcoming analysis of (Hyp2).
Secondly, the conclusion of Proposition 4.3 comes from working out a quantitative form of (Con) as in the
case of the projection statement (2), done at the beginning of Section 3.
Finally, it remains to work out a quantitative form of (Hyp2). Well, (Hyp2) is
∀k∃n∃x ∈ X
(
∀r
(
d(U(x), x) ≤
1
r + 1
)
∧ ∀i ≥ n
(
ϕ(x, x) ≤ ϕ(x, ui) +
1
k + 1
))
.
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This is equivalent to
∀k∃n∃x ∈ X∀r
(
d(U(x), x) ≤
1
r + 1
∧
(
r ≥ n→ ϕ(x, x) ≤ ϕ(x, ur) +
1
k + 1
))
.
Using (the contrapositive of) bC, we get
∀k∃n∀r∃x ∈ X
(
d(U(x), x) ≤
1
r + 1
∧ ∀i ∈ [n, r]
(
ϕ(x, x) ≤ ϕ(x, ui) +
1
k + 1
))
.
By (the contrapositive of) bAC, we get
∀k∀f∃n ∃x ∈ X
(
d(U(x), x) ≤
1
f˜(n) + 1
∧ ∀i ∈ [n, f˜(n)]
(
ϕ(x, x) ≤ ϕ(x, ui) +
1
k + 1
))
.
By fiddling with k and f , we get
∀k∀f∃n
[
∃x ∈ X
(
d(U(x), x) <
1
f˜(n) + 1
∧ ∀i ∈ [n, f˜(n)]
(
ϕ(x, x) < ϕ(x, ui) +
1
k + 1
))]
.
Note the change to strict inequalities. This move turns the formula between square parentheses into a
Σ-formula (up to equivalence). This explain the form that (b) takes in Proposition 4.2.
5 The minings of the theorems of Browder and Wittmann
In this section we shall obtain, using the quantitative general principle, uniform effective versions of the first
two theorems: Browder’s and Wittman’s. By an analysis of the proofs of these results, one can see that they
finish with a simple argument that relies on an application of modus ponens (and the triangle inequality).
Let us isolate this argument.
Lemma 5.1. The theory TM proves the following mathematical statement. Let U be a map from X to X,
ϕ a map from X ×X to R and (un)n∈N be a sequence of elements of X. Consider F := Fix(U). Suppose
that
∀k ∈ N ∃x ∈ F ∃n ∈ N ∀m ≥ n
(
ϕ(x, x) ≤ ϕ(x, um) +
1
k + 1
)
and that there is a monotone function δ : N → N such that, for all k ∈ N and x ∈ F ,
∃n ∈ N ∀m ≥ n
(
ϕ(x, x) ≤ ϕ(x, um) +
1
δ(k) + 1
)
→ ∃M ∈ N ∀m ≥M
(
d(um, x) ≤
1
k + 1
)
.
Then, (un) is a Cauchy sequence.
Clearly, the lemma is correct. Following the explanation of Subsection 4.2, it is not difficult to find the form
that the quantitative version of the above lemma must take under the bounded functional interpretation. A
quantitative form of the first assumption was worked out at the end of Subsection 4.2.
The second assumption is
∀k∀x ∈ X
[
∀r
(
d(U(x), x) ≤
1
r + 1
)
∧ ∃n∀i ≥ n
(
ϕ(x, x) ≤ ϕ(x, ui) +
1
δ(k) + 1
)
→ ∃M∀m ≥M
(
d(um, x) ≤
1
k + 1
)]
.
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By (the contrapositive of) bAC, the conclusion of the implication is equivalent to
∀f∃M∀m ∈ [M, f˜(M)]
(
d(um, x) ≤
1
k + 1
)
.
Therefore, the second assumption is equivalent to
∀k, n∀f∀x ∈ X∃r∃i ≥ n∃M
[
d(U(x), x) ≤
1
r + 1
∧ ϕ(x, x) ≤ ϕ(x, ui) +
1
δ(k) + 1
→ ∀m ∈ [M, f˜(M)]
(
d(um, x) <
1
k + 1
)]
.
Notice the change to strict inequality at the end. Since the formula in square brackets is equivalent to a
Σ-formula, by bC we have
∀k, n∀f∃r, i,M∀x ∈ X∃rˇ ≤ r∃j ∈ [n, i]∃Mˇ ≤M
[
d(U(x), x) ≤
1
rˇ + 1
∧ ϕ(x, x) ≤ ϕ(x, uj) +
1
δ(k) + 1
→ ∀m ∈ [Mˇ, f˜(Mˇ)]
(
d(um, x) <
1
k + 1
)]
.
Therefore
∀k, n∀f∃r, i,M∀x ∈ X
[
d(U(x), x) ≤
1
r + 1
∧ ∀j ∈ [n, i]
(
ϕ(x, x) ≤ ϕ(x, uj) +
1
δ(k) + 1
)
→ ∃Mˇ ≤M∀m ∈ [Mˇ, f˜(Mˇ)]
(
d(um, x) <
1
k + 1
)]
.
The quantitative version of Lemma 5.1 takes, then, the following form:
Proposition 5.2 (Quantitative version of 5.1). Let (X, d) be a metric space. Let U be a map from X to X,
ϕ a map from X ×X to R and (un)n∈N be a sequence of elements of X. Suppose that there are monotone
functions δ, ψ, γ, η and σ satisfying:
(i) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ ψ(k, f)
∃x ∈ X
(
d(U(x), x) <
1
f(N) + 1
∧ ∀n ∈ [N, f(N)]
(
ϕ(x, x) < ϕ(x, un) +
1
k + 1
))
and
(ii) ∀k, n ∈ N ∀˜f ∈ NN ∀x ∈ X[
d(U(x), x) ≤
1
γ(k, n, f) + 1
∧ ∀i ∈ [n, η(k, n, f)]
(
ϕ(x, x) ≤ ϕ(x, ui) +
1
δ(k) + 1
)
→ ∃M ≤ σ(k, n, f)∀m ∈ [M, f(M)]
(
d(um, x) <
1
k + 1
)]
.
Then
∀k ∈ N ∀˜f ∈ NN ∃M ≤ φ(k, f)∀m,n ∈ [M, f(M)]
(
d(um, un) <
1
k + 1
)
, (15)
where φ(k, f) := σ
(
2k + 1, ψ
(
δ(2k + 1), f
)
, f
)
and f(m) := max{γ(2k + 1,m, f), η(2k + 1,m, f)}.
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Proof. Let k ∈ N and monotone f ∈ NN be given. We apply condition (i) to δ(2k+ 1) and f in order to get
N1 ≤ ψ(δ(2k + 1), f) and x˜ ∈ X such that
d(U(x˜), x˜) <
1
f(N1) + 1
and
∀n ∈ [N1, f(N1)]
(
ϕ(x˜, x˜) < ϕ(x˜, un) +
1
δ(2k + 1) + 1
)
. (16)
Now apply (ii) to 2k + 1, N1, f and x˜ ∈ X and obtain
d(U(x˜), x˜) ≤
1
γ(2k + 1, N1, f) + 1
∧ ∀i ∈ [N1, η(2k + 1, N1, f)]
(
ϕ(x˜, x˜) ≤ ϕ(x˜, ui) +
1
δ(2k + 1) + 1
)
→ ∃M ≤ σ(2k + 1, N1, f)∀m ∈ [M, f(M)]
(
d(um, x˜) <
1
2k + 2
)
. (17)
Since γ(2k + 1, N1, f), η(2k + 1, N1, f) ≤ f(N1), by (16) we have the antecedent of (17). Therefore
∃M ≤ σ(2k + 1, N1, f)∀m ∈ [M, f(M)]
(
d(um, x˜) <
1
2k + 2
)
Finally, we haveM ≤ σ(2k+1, N1, f) ≤ σ
(
2k+1, ψ
(
δ(2k+1), f
)
, f
)
= φ(k, f) and, by the triangle inequality,
the result follows.
5.1 The mining of Browder’s theorem
In the following, we are in the hypotheses of Browder’s Theorem 2.1. Thus, X is a real Hilbert space, C is a
bounded closed convex subset of X , U : X → X is a nonexpansive mapping that maps C into itself, v0 ∈ C
and the sequence (un) is defined as in Theorem 2.1.
We use the quantitative general principle (Proposition 4.3) and Proposition 5.2 for the bounded metric space
C with the metric induced by the Hilbert space norm and for the mapping ϕ(x, y) := 〈x− v0, y〉. Let b ∈ N
∗
be an upper bound on the diameter of C. Let us define first the following functions:
r : N → N, r(k) = b4(k + 1)2 + b2. (18)
and, for every g : N → N,
ωg : N → N, ωg(m) = max{g(12b(m+ 1)
2), 12b(m+ 1)2}+ 1. (19)
As an immediate consequence of (6) of Section 2, we get that condition (a) of Proposition 4.3 is fulfilled with
N := α(k, f) := b(k + 1).
Furthermore, condition (b) of Proposition 4.3 is satisfied with
β(k, f) := 12b
(
ω
(r(k))
f (0) + 1
)2
.
This was worked out in Proposition 3.2.
Therefore we can apply Proposition 4.3 in order to obtain condition (i) of Proposition 5.2 with
ψ(k, f) := 12b2
(
ω
(r(k))
f̂
(0) + 1
)2
+ b,
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where f̂(m) := f(α(m, f)) = f(b(m + 1)). We now need to show that hypothesis (ii) of Proposition 5.2
holds. This follows from the mining of (II) of Section 2. It can be read from Kohlenbach’s computations of
Lemma 2.11 of [15] that, for all x ∈ C and k, n ∈ N,
‖U(x)− x‖ ≤
1
2b(n+ 1)(k + 1)2 + 1
∧ 〈x − v0, x− un〉 ≤
1
2(k + 1)2
→ ‖un − x‖ <
1
k + 1
. (20)
Therefore, condition (ii) of Proposition 5.2 holds with
γ(k, n, f) := 2b(f(n) + 1)(k + 1)2, δ(k) := 2(k + 1)2 − 1, η(k, n, f) := f(n) and M := σ(k, n, f) := n.
Finally, the conclusion of Proposition 5.2 yields:
Theorem 5.3 (Quantitative Browder). Under the conditions of Browder’s theorem, let b ∈ N∗ be an upper
bound on the diameter of C. Then, for all k ∈ N and every monotone function f : N → N,
∃N ≤ φb(k, f)∀i, j ∈ [N, f(N)]
(
‖ui − uj‖ <
1
k + 1
)
,
where
φb(k, f) := 12b
2
(
h(R)(0) + 1
)2
+ b,
with R := 64b4(k + 1)4 + b2 and h(m) := max{8b(f(12b2(m+ 1)2 + b) + 1)(k + 1)2, 12b(m+ 1)2}+ 1.
Proof. Apply Proposition 5.2 and remark that
f(m) = 8b(f(m) + 1)(k + 1)2,
φb(k, f) = σ
(
2k + 1, ψ
(
δ(2k + 1), f
)
, f
)
= ψ
(
δ(2k + 1), f
)
= 12b2
(
ω
(r(δ(2k+1)))
̂
f
(0) + 1
)2
+ b
= 12b2
(
h(R)(0) + 1
)2
+ b.
5.2 The mining of Wittmann’s theorem
In this section we show how, using Propositions 4.3 and 5.2, we can mine the proof of a special case of the
following important result proved by Rainer Wittmann in [30].
Theorem 5.4 (Wittmann). Let X be a Hilbert space, C be a nonempty closed convex bounded subset of X
and U : C → C be a nonexpansive mapping.
Assume that (λn)n∈N is a sequence in (0, 1) satisfying
(C1) limλn = 0, (C2)
∞∑
n=1
λn =∞, (C3)
∞∑
n=1
|λn − λn+1| <∞.
Let u ∈ C and define the sequence (un)n∈N as follows:
u0 := u, un+1 := λn+1u0 + (1 − λn+1)U(un). (21)
Then (un) converges strongly to a fixed point of U in C (the closest one to u).
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The sequence (un) is known as the Halpern iteration, studied for the first time by Benjamin Halpern in [10] in
the particular case u = 0. One can easily see that λn :=
1
n+1 satisfies conditions (C1)-(C3). Furthermore, if
U is linear and λn :=
1
n+1 , then the Halpern iteration becomes the usual ergodic average. Thus, Wittmann’s
result is a nonlinear generalization of the von Neumann mean ergodic theorem and (un) can be seen as a
nonlinear ergodic average.
In the sequel, for simplicity, we obtain a quantitative version of Wittmann’s theorem in the case λn :=
1
n+1 .
As in the case of Browder’s theorem, we work with the bounded metric space C with the metric induced
by the Hilbert space norm. Let b ∈ N∗ be an upper bound on the diameter of C. This time, we use the
mapping
ϕ(x, y) := 〈x− u0, U(y)〉.
We must adjust Proposition 3.2 to the new ϕ. For every k ∈ N and every g : N → N, let
γk,g : N → N with γk,g(m) = max{g(m), 2b(k + 1)}. (22)
Proposition 5.5. For any k ∈ N and monotone f : N → N, there is N ∈ N such that N ≤ 12b(ω
(r(2k+1))
γk,f (0)+
1)2 and
∃x ∈ C
(
‖U(x)− x‖ <
1
f(N) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ 〈x− u0, U(x)− U(y)〉 <
1
k + 1
))
,
where ωγk,f is defined by (19) and r is defined by (18).
Proof. Let k ∈ N and f : N → N be monotone. Applying Proposition 3.2 to 2k + 1 and to the monotone
function γk,f , we get the existence of x ∈ C and N ∈ N, N ≤ 12b(ω
(r(2k+1))
γk,f (0) + 1)
2 such that
‖U(x)− x‖ <
1
γk,f (N) + 1
∧ ∀y ∈ C
(
‖U(y)− y‖ ≤
1
N + 1
→ 〈x− u0, x− y〉 <
1
2(k + 1)
)
. (23)
Since γk,f (N) ≥ f(N), we have that
‖U(x)− x‖ <
1
f(N) + 1
. (24)
Let now y ∈ C be such that ‖U(y)−y‖ ≤ 1
N+1 . As U is nonexpansive, we also have that ‖U(U(y))−U(y)‖ ≤
1
N+1 . Thus, we can apply (23) to conclude that
〈x− u0, x− U(y)〉 <
1
2(k + 1)
.
Since
〈x − u0, U(x)− U(y)〉 ≤ 〈x − u0, U(x)− x〉 + 〈x− u0, x− U(y)〉
≤ b‖U(x)− x‖+
1
2(k + 1)
<
b
γk,f (N) + 1
+
1
2(k + 1)
and γk,f (N) ≥ 2b(k + 1), it follows that
〈x− u0, U(x)− U(y)〉 <
1
k + 1
. (25)
By (24) and (25), the result follows.
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Hence, condition (b) of Proposition 4.3 holds with
β(k, f) := 12b
(
ω(r(2k+1))γk,f (0) + 1
)2
.
The bound α for (a) of Proposition 4.3 was computed in [15, Lemma 3.1]:
α(k, f) := 4b(k + 1)
(
4b(k + 1) + 2
)
= 16b2(k + 1)2 + 8b(k + 1).
From the conclusion of Proposition 4.3, we get that the condition (i) of Proposition 5.2 holds with
ψ(k, f) = α
(
β
(
k, f̂
)
, f
)
= 16b2
(
β
(
k, f̂
)
+ 1
)2
+ 8b
(
β
(
k, f̂
)
+ 1
)
= 16b2
(
12b
(
ω(r(2k+1))γ
k,f̂
(0) + 1
)2
+ 1
)2
+ 8b
(
12b
(
ω(r(2k+1))γ
k,f̂
(0) + 1
)2
+ 1
)
,
where f̂(m) := f(α(m, f)) = f(16b2(m+ 1)2 + 8b(m+ 1)).
For the condition (ii) of Proposition 5.2, we rely on the following result, which is an immediate consequence
of the more general Proposition 6.9 (see the immediate paragraph after the proof of this proposition).
Proposition 5.6. For all x ∈ C and all k, n, p ∈ N,
‖U(x)− x‖ ≤
1
9b(k + 1)2(p+ 1)
∧ ∀i ∈ [n, p]
(
〈x− u0, U(x)− U(xi)〉 ≤
1
12(k + 1)2
)
→ ∀m ∈ [σ′(k, n), p]
(
‖um − x‖ <
1
k + 1
)
,
where σ′(k, n) := exp
(
n˜+ 1 + ⌈ln(3b2(k + 1)2)⌉
)
, with n˜ := max{n, 6b2(k + 1)2}.
Applying Proposition 5.6 with x, n, k and p := f(σ′(k, n)), we get condition (ii) of Proposition 5.2 with the
following data:
γ(k, n, f) := 9b(k + 1)2(f(σ′(k, n)) + 1)− 1, δ(k) := 12(k + 1)2 − 1,
η(k, n, f) := f(σ′(k, n)) and M := σ(k, n, f) := σ′(k, n).
As in the case of the mining of Browder’s theorem, we can apply Proposition 5.2 to get the following result.
Theorem 5.7 (Quantitative Wittmann). Under the conditions of Wittmann’s theorem, let b ∈ N∗ be an
upper bound on the diameter of C. Then, for all k ∈ N and every monotone function f : N → N,
∃N ≤ φb(k, f)∀i, j ∈ [N, f(N)]
(
‖ui − uj‖ <
1
k + 1
)
,
where
φb(k, f) := σ
′
(
2k + 1, ψ
(
48(k + 1)2 − 1, f
))
,
with σ′ and ψ defined above and f(m) = 36b(k + 1)2(f(σ′(2k + 1,m)) + 1)− 1.
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6 The analysis of Bauschke’s theorem
In the sequel we give, for the first time, the mining of Bauschke’s generalization of Wittmann’s theorem to
a finite family of nonexpansive mappings [1]. Throughout this section, we fix a natural positive number ℓ.
Let (X, d) be a bounded metric space and let U0, . . . , Uℓ−1 be mappings fromX toX . Consider also mappings
ϕ0, . . . , ϕℓ−1 from X ×X to R and (un)n∈N a sequence of elements of X such that limn d(Ui(un), un) = 0,
for all i < ℓ. We denote by
F :=
ℓ−1⋂
i=0
Fix(Ui)
the set of common fixed points of the mappings U0, . . . , Uℓ−1.
The following result shows that a general principle similar to the one given by Proposition 4.2 holds in this
setting too.
Proposition 6.1. The theory TM
+ proves the following mathematical statement. Assume that
∀k ∈ N ∃x ∈ F ∀y ∈ F ∀i < ℓ
(
ϕi(x, x) < ϕi(x, y) +
1
k + 1
)
. (26)
Then
∀k ∈ N ∃x ∈ F ∃n ∈ N ∀m ≥ n ∀i < ℓ
(
ϕi(x, x) < ϕi(x, um) +
1
k + 1
)
. (27)
Proof. Let k ∈ N be arbitrary. By (26), there exists x˜ ∈ F such that ∀y ∈ F∀i < ℓ
(
ϕi(x˜, x˜) < ϕi(x˜, y) +
1
k+1
)
.
By the definition of F , we get that
∀y ∈ X
(
∀i < ℓ ∀r ∈ N
(
d(Ui(y), y) ≤
1
r + 1
)
→ ∀i < ℓ
(
ϕi(x˜, x˜) < ϕi(x˜, y) +
1
k + 1
))
.
so, using classical logic,
∀y ∈ X ∃r ∈ N
(
∀i < ℓ
(
d(Ui(y), y) ≤
1
r + 1
)
→ ∀i < ℓ
(
ϕi(x˜, x˜) < ϕi(x˜, y) +
1
k + 1
))
.
Since the formula inside the outer parentheses is equivalent to a Σ-formula, we can apply bC to obtain
∃r ∈ N ∀y ∈ X
(
∀i < ℓ
(
d(Ui(y), y) ≤
1
r + 1
)
→ ∀i < ℓ
(
ϕi(x˜, x˜) < ϕi(x˜, y) +
1
k + 1
))
.
Take r0 to be one such r. Since limn d(Ui(un), un) = 0 for all i < ℓ, we have that
∀i < ℓ ∀r ∈ N ∃n ∈ N ∀m ≥ n
(
d(Ui(um), um) ≤
1
r + 1
)
.
Note that the bounded quantification “∀i < ℓ” stands really for a finite conjunction because ℓ is a fixed
natural number. We really have
∀r ∈ N
∧
i<ℓ
∃n ∈ N ∀m ≥ n
(
d(Ui(um), um) ≤
1
r + 1
)
.
Therefore, we easily obtain that
∀r ∈ N∃n ∈ N
∧
i<ℓ
∀m ≥ n
(
d(Ui(um), um) ≤
1
r + 1
)
.
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That is,
∀r ∈ N∃n ∈ N∀m ≥ n∀i < ℓ
(
d(Ui(um), um) ≤
1
r + 1
)
.
The result now follows by instantiating r by r0.
We recapture Proposition 4.2 when ℓ = 1. Thus, Proposition 6.1 is a generalization of Proposition 4.2.
Moreover, since the definition of the new set F only differs from the original fixed point set by a bounded
quantification, it is easy to see that we also have a quantitative version of the above proposition. One can
argue essentially in the manner of the proof of Proposition 4.3.
Proposition 6.2 (Quantitative version of 6.1). Suppose that there are monotone functionals α and β from
N× NN to N satisfying:
(a) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ α(k, f)∀n ∈ [N, f(N)] ∀i < ℓ
(
d(Ui(un), un) <
1
k + 1
)
;
(b) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ β(k, f)∃x ∈ X
(
∀i < ℓ
(
d(Ui(x), x) <
1
f(N) + 1
)
∧ ∀y ∈ X
(
∀i < ℓ
(
d(Ui(y), y) ≤
1
N + 1
)
→ ∀i < ℓ
(
ϕi(x, x) < ϕi(x, y) +
1
k + 1
)))
.
Then, for every k ∈ N and any monotone function f ∈ NN, there is a natural number N with N ≤ ψ(k, f)
such that
∃x ∈ X
(
∀i < ℓ
(
d(Ui(x), x) <
1
f(N) + 1
)
∧ ∀n ∈ [N, f(N)] ∀i < ℓ
(
ϕi(x, x) < ϕi(x, un) +
1
k + 1
))
,
where ψ(k, f) is defined as in Proposition 4.3.
In analogy with Lemma 5.1, we also have:
Lemma 6.3. The theory TM proves the following mathematical statement. Suppose that
∀k ∈ N ∃x ∈ F ∃n ∈ N ∀m ≥ n ∀i < ℓ
(
ϕi(x, x) ≤ ϕi(x, um) +
1
k + 1
)
and that there is a monotone function δ : N → N such that, for all k ∈ N and x ∈ F ,
∃n ∈ N ∀m ≥ n ∀i < ℓ
(
ϕi(x, x) ≤ ϕi(x, um) +
1
δ(k) + 1
)
→ ∃M ∈ N ∀m ≥M
(
d(um, x) ≤
1
k + 1
)
.
Then, (un) is a Cauchy sequence.
By the same reasoning of the proof of Proposition 5.2, we get the following quantitative version of Lemma 6.3:
Proposition 6.4 (Quantitative version of 6.3). Suppose that there are monotone functions δ, ψ, γ, η and σ
satisfying:
(i) ∀k ∈ N ∀˜f ∈ NN ∃N ≤ ψ(k, f)
∃x ∈ X
(
∀i < ℓ
(
d(Ui(x), x) <
1
f(N) + 1
)
∧ ∀n ∈ [N, f(N)] ∀i < ℓ
(
ϕi(x, x) < ϕi(x, un) +
1
k + 1
))
and
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(ii) ∀k, n ∈ N ∀˜f ∈ NN ∀x ∈ X[
∀i < ℓ
(
d(Ui(x), x) ≤
1
γ(k, n, f) + 1
)
∧ ∀m ∈ [n, η(k, n, f)] ∀i < ℓ
(
ϕi(x, x) ≤ ϕi(x, um) +
1
δ(k) + 1
)
→ ∃M ≤ σ(k, n, f)∀m ∈ [M, f(M)]
(
d(um, x) <
1
k + 1
)]
.
Then
∀k ∈ N ∀˜f ∈ NN ∃M ≤ φ(k, f)∀m,n ∈ [M, f(M)]
(
d(um, un) <
1
k + 1
)
, (28)
where φ(k, f) is defined as in Proposition 5.2.
Note that the above quantitative versions (Proposition 6.2 and Proposition 6.4) are also true when the metric
space is unbounded. This is similar to the situation discussed in Subsection 4.2.
6.1 Mining Bauschke’s theorem
In the following, X is a Hilbert space, C is a nonempty closed convex bounded subset of X , b ∈ N∗ is an
upper bound on the diameter of C and T0, . . . , Tℓ−1 are nonexpansive selfmappings of C. Let F be the set
of common fixed points of the mappings T0, . . . , Tℓ−1.
For each n ∈ N, define the mapping
Un := Tnmod ℓ. (29)
Obviously, Ui = Ti for all i < ℓ and F =
⋂ℓ−1
i=0 Fix(Ui) =
⋂
n∈N Fix(Un).
Let (λn)n∈N be a sequence in (0, 1) satisfying the conditions
(C1) limλn = 0, (C2)
∞∑
n=1
λn =∞, (C3[ℓ])
∞∑
n=1
|λn − λn+ℓ| <∞.
Given u ∈ C, we define the sequence (un)n∈N by
u0 := u, un+1 := λn+1u0 + (1 − λn+1)Un+1(un). (30)
The following theorem was proved by Heinz Bauschke in [1].
Theorem 6.5 (Bauschke). With the above assumptions, suppose furthermore that
F = Fix(Tℓ−1 · · ·T1T0) = Fix(T0Tℓ−1 · · ·T1) = · · · = Fix(Tℓ−2 · · ·T0Tℓ−1). (31)
Then (un) converges strongly to a common fixed point of T0, . . . , Tℓ−1 (the closest one to u).
Obviously, for ℓ = 1 one gets Wittmann’s theorem.
We remark first that (31) is equivalent to
F = Fix(Um+ℓ · · ·Um+1) for all m ∈ N. (32)
The left-to-right inclusion is obvious. Therefore, (32) holds if, and only if,
∀m ∈ N (F ⊇ Fix(Um+ℓ · · ·Um+1)) .
In order to find the quantitative version of this statement, we display its logical form. The above statement
can be rewritten as
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∀m ∈ N ∀x ∈ C
(
∀r ∈ N
(
‖x− Um+ℓ · · ·Um+1(x)‖ ≤
1
r + 1
)
→ ∀i < ℓ ∀k ∈ N
(
‖x− Ui(x)‖ <
1
k + 1
))
.
Since the mappings Um are defined cyclically, the quantification “∀m ∈ N” above can be seen as bounded.
Therefore, we get in our formal setting, by using bC, that
∀k ∈ N ∃r ∈ N ∀m ∈ N ∀x ∈ C
(
‖x− Um+ℓ · · ·Um+1(x)‖ ≤
1
r + 1
→ ∀i < ℓ
(
‖x− Ui(x)‖ <
1
k + 1
))
. (33)
Hence, for the quantitative version of (33), we ask for a monotone function τ : N → N satisfying
∀k ∈ N ∀m ∈ N ∀x ∈ C
(
‖x− Um+ℓ · · ·Um+1(x)‖ ≤
1
τ(k) + 1
→ ∀i < ℓ
(
‖x− Ui(x)‖ <
1
k + 1
))
. (34)
The quantitative versions of the conditions (C1), (C2) and (C3[ℓ]) on the sequence (λn) assume the existence
of monotone functions µ, ν, ξ : N → N satisfying:
(i) µ is a rate of convergence for (λn) towards zero, that is
(C1q) ∀k ∈ N ∀n ≥ µ(k)
(
λn ≤
1
k + 1
)
;
(ii) ν is a rate of divergence for
∑
n λn, that is
(C2q) ∀k ∈ N
ν(k)∑
j=0
λj ≥ k
 ;
(iii) ξ is a Cauchy modulus for the series
∑
n |λn − λn+ℓ|, that is
(C3[ℓ]q) ∀k ∈ N ∀n ∈ N
∗
 ξ(k)+n∑
j=ξ(k)+1
|λj − λj+ℓ| ≤
1
k + 1
 .
Note that ν(k) ≥ k. In the sequel, we prove some useful properties of the sequence (un). First, let us remark
that, for all n ∈ N∗ and all m ∈ N,
‖un+m+ℓ − un+m‖ ≤ b ·
n+m∑
j=n
|λj+ℓ − λj |+ ‖un+ℓ−1 − un−1‖ ·
n+m∏
j=n
(1 − λj+ℓ). (35)
The proof is an easy induction on m (see the proof of [1, Theorem 3.1]).
Lemma 6.6. For each k ∈ N, the following holds:
(i) ∀n ≥ µ(b(k + 1))
(
‖un+1 − Un+1(un)‖ ≤
1
k+1
)
(ii) ∀n ≥ χ(k)
(
‖un+ℓ − un‖ ≤
1
k+1
)
, where χ(k) := ν(ξ(2b(k + 1)) + 1 + ℓ+ ⌈ln(2b(k + 1))⌉).
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(iii) ∀n ≥ α˜(k)
(
‖un − Un+ℓ · · ·Un+1(un)‖ ≤
1
k+1
)
, where α˜(k) := max{µ(2ℓb(k + 1)), χ(2k + 1)}.
(iv) ∀n ≥ α̂(k)∀i < ℓ
(
‖un − Ui(un)‖ <
1
k+1
)
, where α̂(k) := α˜(τ(k)), with τ satisfying (34).
Proof. (i) Since un+1 = λn+1u0 + (1− λn+1)Un+1(un), for n ≥ µ(b(k + 1)) we have
‖un+1 − Un+1(un)‖ = λn+1‖u0 − Un+1(un)‖ ≤ λn+1b ≤
1
k + 1
.
(ii) Let N := ξ(2b(k + 1)) + 1. Applying (35) with n := N and using (C3[ℓ]q) and the fact that 1 − x ≤
exp(−x) for x ≥ 0, we get that for all m ∈ N,
‖uN+m+ℓ − uN+m‖ ≤
1
2(k + 1)
+ b · exp
−N+m∑
j=N
λj+ℓ
 (36)
Let M := χ(k)−N = ν(N + ℓ+ ⌈ln(2b(k + 1))⌉)−N . By (C2q), it follows that for all m ≥M ,
N+m+ℓ∑
i=0
λi ≥
N+M∑
i=0
λi ≥ N + ℓ+ ⌈ln(2b(k + 1))⌉ ≥
N+ℓ−1∑
i=0
λi + ln(2b(k + 1)).
Therefore,
N+m∑
i=N
λi+ℓ =
N+m+ℓ∑
i=N+ℓ
λi ≥ ln(2b(k + 1)), which yields
b · exp
(
−
N+m∑
i=N
λi+ℓ
)
≤
1
2(k + 1)
. (37)
Now, apply (36) and (37) to get (ii).
(iii) Let n ≥ α˜(k) be arbitrary. For every 1 ≤ i ≤ ℓ, let Si := Un+i · · ·Un+1. We get
‖un − Un+ℓ · · ·Un+1(un)‖ = ‖un − Sℓ(un)‖ ≤ ‖un − un+ℓ‖+ ‖un+ℓ − Sℓ(un)‖
≤
1
2(k + 1)
+ ‖un+ℓ − Sℓ(un)‖
The inequality is explained by (ii), given that n ≥ χ(2k + 1).
Remark that
‖un+ℓ − Sℓ(un)‖ ≤ ‖un+ℓ − Un+ℓ(un+ℓ−1)‖ + ‖Un+ℓ(un+ℓ−1)− Sℓ(un)‖
≤ ‖un+ℓ − Un+ℓ(un+ℓ−1)‖ + ‖un+ℓ−1 − Sℓ−1(un)‖,
since Un+ℓ is nonexpansive. Reasoning in the same way, it follows that
‖un+ℓ − Sℓ(un)‖ ≤
ℓ∑
i=1
‖un+i − Un+i(un+i−1)‖ ≤
ℓ
2ℓ(k + 1)
=
1
2(k + 1)
,
by (i), given that n ≥ µ(2ℓb(k + 1)).
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(iv) Just apply (iii) and (34).
We show now that we can apply our quantitative results (Propositions 6.2 and 6.4) by considering, for every
i = 0, . . . , ℓ− 1,
ϕi(x, y) := 〈x− u0, Ui(y)〉. (38)
Note that, as an immediate consequence of Lemma 6.6.(iv), the functional
α : N× NN → N, α(k, f) := α̂(k) (39)
satisfies condition (a) of Proposition 6.2.
In the sequel, we show how to compute a functional β satisfying condition (b) of Proposition 6.2. We consider
the projection onto a different set F than the one in Section 3. Since now F is {x ∈ C | ∀i < ℓ (Ui(x) = x)},
the only difference to the analysis of the projection argument is in the innocuous addition of the bounded
quantification “∀i < ℓ.” We get, using similar arguments to the ones used in the proof of Proposition 3.2,
the following result:
Proposition 6.7. For any k ∈ N and monotone f : N → N, there exist N ∈ N with N ≤ 12b(ω
(r(k))
γk,f (0)+1)
2
and x ∈ C such that and
∀i < ℓ
(
‖Ui(x)− x‖ <
1
f(N) + 1
)
∧ ∀y ∈ C
(
∀i < ℓ
(
‖Ui(y)− y‖ ≤
1
N + 1
)
→ 〈x− u0, x− y〉 <
1
k + 1
)
,
where r is defined by (18) and and ω(·) is defined by (19).
We must change the conclusion of the implication to be compatible with our functions ϕi. I.e., we must
replace the conclusion 〈x− u0, x− y〉 <
1
k+1 by
∀i < ℓ
(
〈x− u0, Ui(x) − Ui(y)〉 <
1
k + 1
)
.
This is done, in two steps, in the proposition below.
Proposition 6.8. Let k ∈ N and f : N → N be monotone.
(i) There exist N0 ∈ N with N0 ≤ β0(k, f) and x ∈ C such that
(a0) ‖Ui(x) − x‖ <
1
f(N0)+1
for all i < ℓ, and
(b0) for all y ∈ C, ∀i < ℓ
(
‖Ui(y)− y‖ ≤
1
N0+1
)
→ ∀i < ℓ
(
〈x− u0, Ui(x) − y〉 <
1
k+1
)
;
(ii) There exist N ∈ N with N ≤ β(k, f) and x ∈ C such that
(a) ‖Ui(x) − x‖ <
1
f(N)+1 for all i < ℓ, and
(b) for all z ∈ C, ∀i < ℓ
(
‖Ui(z)− z‖ ≤
1
N+1
)
→ ∀i < ℓ
(
〈x− u0, Ui(x)− Ui(z)〉 <
1
k+1
)
,
where
β0(k, f) := 12b(ω
(r(2k+1))
γk,f
(0) + 1)2 and β(k, f) = 3β0(k, g) + 2, (40)
with g(m) = f(3m+ 2).
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Proof. (i) Applying Proposition 6.7 to 2k + 1 and to the monotone function γk,f , we get N0 ≤ β0(k, f)
and x ∈ C such that ‖Ui(x)− x‖ <
1
γk,f (N0)+1
for all i < ℓ and, for all y ∈ C,
∀i < ℓ
(
‖Ui(y)− y‖ ≤
1
N0 + 1
)
→ 〈x − u0, x− y〉 <
1
2(k + 1)
. (41)
By the definition of γk,f , we have that, for all i < ℓ, ‖Ui(x) − x‖ <
1
γk,f (N0)+1
≤ 1
f(N0)+1
. Thus,
(a0) holds. Let now y ∈ C be such that the premise of the implication in (b0) holds and let i < ℓ be
arbitrary. It follows that
〈x − u0, Ui(x)− y〉 = 〈x− u0, Ui(x)− x〉+ 〈x− u0, x− y〉 ≤ b · ‖Ui(x) − x‖+
1
2(k + 1)
by (41)
≤
1
2(k + 1)
+
1
2(k + 1)
=
1
k + 1
,
since ‖Ui(x)− x‖ ≤
1
γk,f (N)+1
≤ 12b(k+1) . Hence, (b0) holds too.
(ii) Apply (i) for k and g to get N0 ≤ β0(k, g) and x ∈ C satisfying (a0) for g and (b0). Let N := 3N0+2 ≤
3β0(k, g)+2 = β(k, f). Then, for all i < ℓ, we have that ‖Ui(x)−x‖ <
1
g(N0)+1
= 1
f(N)+1 , so (a) holds.
In order to prove (b), assume that z ∈ C is such that ∀i < ℓ
(
‖Ui(z)− z‖ ≤
1
N+1
)
.
For all i, j < ℓ, we have that
‖Ui(Uj(z))− Uj(z)‖ ≤ ‖Ui(Uj(z))− Ui(z)‖+ ‖Ui(z)− z‖+ ‖z − Uj(z)‖
≤ ‖Uj(z)− z‖+
2
N + 1
≤
3
N + 1
=
1
N0 + 1
.
Thus, we can apply (b0) for y := Uj(z), with j < ℓ arbitrary, and conclude
∀i < ℓ ∀j < ℓ
(
〈x− u0, Ui(x) − Uj(z)〉 <
1
k + 1
)
.
Take j := i above to get (b).
Thus, we can apply Proposition 6.2 to get, for every k ∈ N and any monotone function f ∈ NN, an N ∈ N
with N ≤ ψ(k, f) and x ∈ C such that
∀i < ℓ
(
‖Ui(x)− x‖ <
1
f(N) + 1
)
∧ ∀n ∈ [N, f(N)] ∀i < ℓ
(
〈x− u0, Ui(x) − Ui(un)〉 <
1
k + 1
)
,
where
ψ(k, f) := α
(
β
(
k, f̂
)
, f
)
= α̂
(
β
(
k, f̂
))
, with f̂(m) := f(α(m, f)). (42)
Hence, condition (a) of Proposition 6.4 is satisfied with ψ as above.
Next, we present the quantitative result of the main combinatorial step in Bauschke’s proof, slightly adapted
to fit into the general principle.
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Proposition 6.9. Assume that k, n, p ∈ N and x ∈ C satisfy
∀i < ℓ
(
‖Ui(x) − x‖ ≤
1
9b(k + 1)2(p+ 1)
)
∧ ∀r ∈ [n, p] ∀i < ℓ
(
〈x− u0, Ui(x) − Ui(ur)〉 ≤
1
12(k + 1)2
)
.
Then
∀m ∈ [σ′(k, n), p]
(
‖um − x‖ <
1
k + 1
)
,
where σ′(k, n) := ν(n˜+ 1 + ⌈ln(3b2(k + 1)2)⌉) with n˜ := max{n, µ(6b2(k + 1)2)}.
Proof. First, let us remark that for all r ∈ N and x ∈ C,
‖ur+1 − x‖
2 = ‖λr+1u0 + (1− λr+1)Ur+1(ur)− x‖
2 = ‖λr+1(u0 − x) + (1− λr+1)(Ur+1(ur)− x)‖
2
= λ2r+1‖u0 − x‖
2 + 2λr+1(1− λr+1) 〈u0 − x, Ur+1(ur)− x〉+ (1− λr+1)
2‖Ur+1(ur)− x‖
2
= λ2r+1‖u0 − x‖
2 + 2λr+1(1− λr+1)(〈x− u0, x− Ur+1(x)〉 + 〈x− u0, Ur+1(x) − Ur+1(ur)〉
+(1− λr+1)
2‖(Ur+1(ur)− Ur+1(x)) + (Ur+1(x)− x)‖
2
≤ λ2r+1b
2 + 2bλr+1(1− λr+1)‖x− Ur+1(x)‖ + 2λr+1(1− λr+1) 〈x− u0, Ur+1(x)− Ur+1(ur)〉
+(1− λr+1)
2(‖ur − x‖
2 + 2‖ur − x‖‖Ur+1(x)− x‖ + ‖Ur+1(x)− x‖
2)
≤ λ2r+1b
2 + 2bλr+1(1− λr+1)‖x− Ur+1(x)‖ + 2λr+1(1− λr+1) 〈x− u0, Ur+1(x)− Ur+1(ur)〉
+3b(1− λr+1)
2‖x− Ur+1(x)‖ + (1− λr+1)
2‖ur − x‖
2
≤ λ2r+1b
2 + 2λr+1(1− λr+1) 〈x− u0, Ur+1(x)− Ur+1(ur)〉
+(2bλr+1(1 − λr+1) + 3b(1− λr+1)
2)‖x− Ur+1(x)‖ + (1− λr+1)
2‖ur − x‖
2
≤ λr+1(λr+1b
2 + 2 〈x− u0, Ur+1(x) − Ur+1(ur)〉)
+3b(1− λr+1)‖x− Ur+1(x)‖ + (1− λr+1)‖ur − x‖
2
Fix k, n, p ∈ N and x ∈ C, and assume that they satisfy the hypothesis of the theorem. Take r ∈ N with
r ∈ [n˜, p] ⊆ [n, p]. Then λr+1 ≤
1
6b2(k+1)2 , since r + 1 > n˜ ≥ µ(6b
2(k + 1)2) and µ satisfies (C1)q. Moreover,
〈x− u0, Ur+1(x) − Ur+1(ur)〉 ≤
1
12(k+1)2 by hypothesis. Hence,
λr+1b
2 + 2 〈x− u0, Ur+1(x)− Ur+1(ur)〉 ≤
1
3(k + 1)2
.
Furthermore, as ‖x− Ur+1(x)‖ ≤
1
9b(k+1)2(p+1) , we get that
‖ur+1 − x‖
2 ≤ λr+1
1
3(k + 1)2
+ (1− λr+1)
1
3(k + 1)2(p+ 1)
+ (1− λr+1)‖ur − x‖
2.
By induction on m, we can prove that for m ∈ [n˜+ 1, p],
‖um − x‖
2 ≤
1
3(k + 1)2
+Am
1
3(k + 1)2(p+ 1)
+Bm‖un˜ − x‖
2 (43)
where Am =
∑m
i=n˜+1
∏m
j=i(1− λj) and Bm =
∏m
j=n˜+1(1 − λj).
Let m ∈ [σ′(k, n), p] be arbitrary. Since m ≤ p, we have that Am ≤ m− n˜ < p+ 1. As σ
′(k, n) ≥ n˜+ 1, it
follows that m ∈ [n˜+ 1, p], so we can apply (43) and get
‖um − x‖
2 <
1
3(k + 1)2
+
1
3(k + 1)2
+Bm‖un˜ − x‖
2 (44)
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Now, because m ≥ σ′(k, n), we get
m∑
j=0
λj ≥
σ′(k,n)∑
j=0
λj ≥ n˜+ 1 + ln(3b
2(k + 1)2) ≥
n˜∑
j=0
λj + ln(3b
2(k + 1)2).
Therefore,
m∑
j=n˜+1
λj ≥ ln(3b
2(k + 1)2). This, in turn, implies
Bm‖un˜ − x‖
2 ≤ b2 exp
− m∑
j=n˜+1
λj
 ≤ 1
3(k + 1)2
. (45)
The conclusion follows.
Note that Proposition 5.6 is the particular case of the above proposition. One can see this by putting ℓ = 1
and λn =
1
n+1 , and taking into account that µ(n) = n is a rate of convergence towards 0 for the sequence(
1
n+1
)
and that ν(n) = exp(n) is a rate of divergence for
∑
n
1
n+1 .
We are now in position to apply Proposition 6.9 with x, n, k and p := f(σ′(k, n)) in order to obtain condition
(ii) of Proposition 6.4. Just let
γ(k, n, f) := 9b(k + 1)2(f(σ′(k, n)) + 1)− 1, δ(k) := 12(k + 1)2 − 1,
η(k, n, f) := f(σ′(k, n)) and M := σ(k, n, f) := σ′(k, n).
Finally, we apply Proposition 6.4 to obtain the metastable version of Bauschke’s theorem.
Theorem 6.10. Let X be a Hilbert space, C be a nonempty closed convex bounded subset of X, b ∈ N∗ be
an upper bound on the diameter of C and T0, . . . , Tℓ−1 be nonexpansive selfmappings of C.
For each n ∈ N, let Un be the mapping defined by (29) and assume that τ : N → N is a monotone function
τ : N → N satisfying (34). Consider a sequence (λn) in (0, 1) and monotone functions µ, ν, ξ : N → N such
that (C1q), (C2q) and (C3[ℓ]q) hold. Let u0 ∈ C be given and (un) be the iteration defined by (30).
Then, for all k ∈ N and every monotone function f : N → N,
∃N ≤ φb(k, f)∀i, j ∈ [N, f(N)]
(
‖ui − uj‖ ≤
1
k + 1
)
, (46)
where
φb(k, f) := σ
′
(
2k + 1, ψ
(
48(k + 1)2 − 1, f
))
,
with σ′ defined in Proposition 6.9, ψ defined by (42) and f(m) = 36b(k + 1)2(f(σ′(2k + 1,m)) + 1)− 1.
It is well-known that condition (C2),
∑
n λn =∞, is equivalent with
(C4)
∏
n→∞
(1− λn) = 0.
Hence, one can obtain general quantitative results by using, instead of a rate of divergence ν for
∑
n λn, the
quantitative version of (C4), asserting the existence of a rate of convergence θ for
∏
n→∞(1− λn):
(C4q) ∀k ∈ N
θ(k)∏
i=1
(1− λi) ≤
1
k + 1
 .
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This was done in [18], where Kohlenbach and the second author obtained rates of metastability for the
generalization of Wittmann’s theorem to CAT(0) spaces using both (C2q) and (C4q). As Kohlenbach
remarked in [15], for λn =
1
n+1 , one has an exponential ν and a linear θ, so one gets, by using (C4q),
a quadratic rate of asymptotic regularity for the Halpern iteration (see [15, Lemma 3.1]), significantly
improving the exponential bound obtained in [25], where (C2q) is used. As a consequence, better rates of
metastability for Wittmann’s theorem are obtained in [15, 18] compared to our Theorem 5.7.
One can replace (C2q) with (C4q) also in the quantitative analysis of Bauschke’s theorem and prove cor-
responding versions of Proposition 6.9 and Theorem 6.10 having as a consequence, for ℓ = 1, a metastable
version of Wittmann’s theorem with bounds similar to the ones computed in [15, 18]. The drawback is that
the proof of this new version becomes much more technical. In this paper, the focus is not on the complexity
of the bounds, but on the method used to obtain them, so we think that it is better to keep the computations
as simple as possible.
We finish by pointing out that recently, Ko¨rnlein [22] applied proof mining methods to obtain quantitative
versions of strong convergence results, due to Yamada [31], for the hybrid steepest descent method. As a
consequence, he also obtains a metastable version of Bauschke’s theorem. A direction for future research
would be to explore if the methods developed in this paper, based on bounded functional interpretation, can
be used to obtain similar results with those in [22].
7 Coda
The remote origins of this paper can be traced to an early intention of the first author to eventually use
the bounded functional interpretation in proof mining. When the third author approached the first author
for a possible PhD supervision, an opportunity arose to carry out this plan. We decided to apply the
bounded functional interpretation first to a result already mined. Of the myriad of such results, we have to
thank Ulrich Kohlenbach for suggesting Browder’s strong convergence theorem. The third author found that
the mining of the projection argument in Browder’s proof turns out to be simpler and more elegant with
the bounded functional interpretation. The first author was, however, still disatisfied with the theoretical
standing of the sequential weak compactness argument in Browder’s proof. In the summer of 2017, he came
up with the idea of using Heine-Borel compactness instead. The second author visited Lisbon for a week
in October 2017. Together with the third author, they generalized the Heine-Borel compactness argument
to metric spaces and proposed themselves to apply this general principle to the minings of the theorems
of Wittmann and Bauschke. From February to April 2018, the third author visited the second author in
Bucharest, where more work was done. The end result of these endeavours is the present article.
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