Weather simulation models (or weather generators) are often used to generate synthetic daily weather for use in studies of crop growth, water quality, water availability, soil erosion, climate change, etc. Synthetic weather sequences are needed when long-term measured data are not available, measured data contain missing records, or collection of actual data is cost or time prohibitive. Weather generators produce synthetic values of precipitation, air temperature, solar radiation, humidity, and wind speed. In this study, we focused on the generation procedure for daily maximum and minimum temperature. Most weather generators, including, USCLIMATE, WXGEN, LARS-WG, CLIMGEN, and CLIGEN use the normal distribution to generate daily maximum and minimum temperature values. Our objective was to analyze the assumption of normality in daily maximum and minimum temperature. To accomplish this objective, we examined how well the normal distribution fit measured air temperature data and evaluated the appropriateness of generating random temperature data from the normal distribution. Based on this analysis, we determined that measured daily maximum and minimum temperature are not generally normally distributed in each month but are often slightly skewed which contradicts the assumption of normality used by most weather generators. In addition, generating temperature from the normal distribution resulted in several physically improbable values.
Introduction
It is common to assume daily maximum and minimum air temperature data are normally distributed, but in many cases the data are non-normal (Grace and Curran, 1993; Toth and Szentimrey, 1990; Brooks and Carruthers, 1953; Dumont and Boyce, 1974) . Deviations from normality occur when data are skewed, have relatively greater or smaller concentration near the mean (kurtosis), or have a relatively greater or smaller number of outliers (Helsel and Hirsch, 1993; Haan, 1977) . This assumption of normality is important as most commonly used weather generation models use the normal distribution for simulating daily maximum and minimum temperature.
Realizing that this generally accepted assumption may not adequately represent measured temperature and that many efforts are underway to analyze and improve existing weather generation models, and develop new ones, we feel that a fundamental analysis of the assumption of normality in daily maximum and minimum temperature is needed. Bruhn et al. (1980) evaluated the normality assumption on a limited data set, but to our knowledge, no detailed evaluation on the ability of the normal distribution to adequately represent measured daily maximum and minimum daily temperature across the United States has been conducted.
Our objective was to conduct a fundamental analysis of normality in daily maximum and minimum temperature. To accomplish this objective, we examined how well the normal distribution fit measured temperature data from 15 sites across the US and evaluated the appropriateness of generating random temperature data from the normal distribution.
Procedures
Daily maximum and minimum temperature values for 15 sites (Figure 1) First we used graphical techniques to evaluate the normality of temperature data. Frequency histograms for each site were plotted for January (winter), April (spring), July (summer), and October (fall). An expected frequency curve (assuming a normal distribution with mean and standard deviation of the measured data) was placed on each histogram to visually analyze goodness of fit and to determine if specific patterns were evident.
Then more quantitative evaluations were used to identify possible deviations from the normal distribution. We used the Kolmogorov-Smirnov test (á = 0.05) to evaluate the hypothesis that daily maximum and minimum temperatures are normally distributed in each month. We also calculated the monthly coefficient of skew (the adjusted third moment divided by the standard deviation cubed) for each site to provide another measure of deviation from the normal distribution, which has a zero value for the coefficient of skew.
The mean and standard deviations of measured monthly data were used with the normal distribution to generate thirty years of random daily temperature data for each month. It was important to examine generated data in addition to measured data because whether or not measured temperatures were judged as normal in a strict statistical sense, 1) generated data may or may not have adequately represented measured values, and 2) generating data from an infinite distribution, such as the normal distribution, may have resulted in physically improbable extreme temperature values. Daily maximum and minimum temperature have each been shown to be serially correlated and on the same day cross correlated (Richardson, 1982) ; however, the serial and cross correlation were neglected in this study to simplify the evaluation of normality. 
Results and Discussion
In comparing histograms with expected normal frequency curves for January (winter), April (spring), July (summer), and October (fall), it appeared that for some months temperature data were adequately represented by the normal distribution ( Figure 2 ). However, for most months data appeared skewed and may not be adequately represented by the normal distribution (Figures 3 a, b ). It also appeared that minimum temperature data generally fit the normal distribution more closely than maximum temperature data. These observations, made without regard to whether the normality hypothesis was accepted or not, we re then confirmed quantitatively. Caribou, ME
The Kolmogorov-Smirnov test was applied to a total of 180 months each for daily maximum and minimum temperature data (12 months for each of 15 sites). For both maximum and minimum temperature, tests indicated that the data were generally not normally distributed. For daily maximum temperature, the hypothesis that the data are normally distributed was rejected in 126 of 180 months; and for daily minimum temperature, the hypothesis was rejected in 119 of 180 months. The only readily apparent geographical pattern for normality in maximum temperature was for data from only 4 of 60 possible months for the four southern sites. However for minimum temperature, several geographical patterns were apparent. Data for April through October tended to be normally distributed in the northwestern sites, and data for the winter months (November through January) tended to be normal in the southwest. In contrast, data for the southeastern states were not normally distributed for any month. A summary of seasonal trends in the normality of maximum and minimum temperature is given in Table 1 .
Quantification of skew also indicated that generally the normal distribution fit minimum temperature data more closely than maximum temperature. Skew coefficients for maximum temperature ranged from -0.86 to 0.66 (median = -0.18, average = -0.17) and were generally of larger magnitude than for minimum temperature (median = -0.08, average = -0.10, range -1.07 to 0.75). A summary of seasonal trends in the skew of maximum and minimum temperature data appear in Table 1 . It is interesting to note that generally both maximum and minimum temperature were positively skewed in the spring, negatively skewed in the winter and summer, and equally distributed in the fall. The only readily apparent geographical pattern of skew for maximum temperature data is that all of the southern sites are negatively skewed in all four seasons. For the other sites, no pattern in skew for maximum temperature and minimum temperature was observed. October (fall) 7 6/9 * Number of sites out of 15, at which the hypothesis of normality failed to be rejected. † Number with positive skew (+) and negative skew (-) out of 15 sites. Generating temperature data with the normal distribution using the mean and standard deviation of measured data ensures that monthly means and standard deviations are reproduced (in theory with sufficient sample size); however, generated extreme events deserve attention. In order to compare measured and generated extreme events, we analyzed the frequency of measured and generated extreme hot and cold days and also analyzed the temperature on the hottest and coldest days for each month over the 30 year period.
For extreme cold days, the frequency of days with measured and generated daily low temperature below -13 ºC and -18 ºC were compared for each month. The frequency of days with generated low temperatures below -13 ºC compared well with measured frequencies throughout the year (Figure 4) . However, days with low temperature below -18 ºC were not generated as often as were measured for December through February. For extreme hot temperatures, the frequency of days with measured and generated high temperature above 32 ºC and 37 ºC were compared for each month. Figure 5 shows that the frequency of days with generated high temperatures above 32 ºC was less than the measured frequency in the warmest months. In November through April, however, generated daily high temperatures above 32 ºC occurred much more frequently than were measured. For example across all 15 sites, 65 days were generated with high temperatures above 32 ºC in November, but only 2 were measured. For daily high temperatures above 37 ºC, generated frequencies generally exceeded measured frequencies. This difference was especially important in the cool season from October to April. For example, 10 days with high temperatures greater than 37 ºC were generated in March, but only one was measured. Also several unrealistically hot days (9 days greater than 37 ºC) were generated in November through February, but none were measured. The one time hottest and coldest measured temperatures for each month over the 30 year period were plotted against generated monthly maximums and minimums for each site. Generated extreme cold temperatures generally matched measured extremes, especially above -20 ºC (Figure 6 ). The regression line on Figure 6 shows that little systematic error occurred in generated data, but that measured extreme cold below -20 ºC tended not to be reproduced by generated data. Absolute errors for all months across the sites averaged 2.7 ºC. Coefficient of determination (R 2 ) values for generated and measured minimum monthly temperatures for each site ranged from 0.90 to 0.99 (with an overall R 2 = 0.93). The lowest R 2 values, below 0.93, were all from the northwestern states. A notable geographical pattern occurred in the northwestern sites from November to May, as the generated monthly extreme cold temperatures were generally warmer than measured extremes. A drastic example occurred in November for Spokane, WA, when the coldest generated temperature was -16 ºC compared to the measured extreme of -29 ºC. jan feb mar apr may jun jul aug sep oct nov dec month % of days less than measured < -13C generated < -13C measured < -18C generated < -18C Figure 6 : Generated versus measured minimum temperatures for all months Generated extreme hot temperatures did not match measured extremes as well as generated extreme cold temperatures (Figure 7 ). Substantial systematic error is illustrated by the regression line in Figure 7 showing that generated extreme hot temperatures exceed measured extremes throughout the range of measured values. The generation of excessive extreme hot temperatures occurs for most of the sites for all months. Absolute errors for each month across the sites (average = 3.2 ºC) tended to be greater than for extreme cold temperatures. R 2 values for generated and measured maximum monthly temperatures ranged from 0.35 to 0.98 (with an overall R 2 = 0.90). R 2 values for three southern sites, Savannah (0.35), Temple (0.47), and Mobile (0.57) were low, but values for the other sites were all above 0.73. In the southern and southeastern sites in colder months, generated extreme hot temperatures exceeded measured values (e.g., for Mobile, AL in December, the generated extreme was 39 ºC compared to a measured 27 ºC). However in the northern states, generated extreme hot temperatures exceeded measured values in summer months. 
Conclusion
In this paper, we examined in depth the assumption of normality in measured temperature data and the adequacy of the normal distribution to model daily maximum and minimum temperature. We determined that measured daily maximum and minimum temperature are not generally normally distributed in each month but are indeed slightly skewed. This result contradicts the standard assumption of most weather generators that temperature data are normally distributed. This violation does not affect reproduction of monthly means and standard deviations, but does result in simulated monthly temperature populations that do not represent the distribution of measured data. In addition, generating temperature from the unbounded normal distribution resulted in several physically improbable values (especially extreme hot temperatures). Thus, procedures to skew generated data and prevent generation of unrealistic temperature values are needed.
A continuation of this effort will examine other distributions and procedures to improve the temperature generation procedures in a weather generator under development, Generation of weather Elements for Multiple applications (GEM). In contrast to this study, analysis of the temperature routine in the GEM model (which has the necessary correlation structure in place) will allow evaluation of properties such as: frost free period, length of cold and hot spells, first freeze, etc. These important features, which impact climate change and crop simulation modeling, must be realistically represented by temperature routines in weather generators. 
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