Abstract. This paper proposes some nonlinear Uzawa methods for solving linear and nonlinear saddle-point problems. A nonlinear inexact Uzawa algorithm is first introduced for linear saddlepoint problems. Two different PCG techniques are allowed in the inner and outer iterations of the algorithm. This algorithm is then extended for a class of nonlinear saddle-point problems arising from some convex optimization problems with linear constraints. For this extension, some PCG method used in the inner iteration needs to be carefully constructed so that it converges in a certain energy norm instead of the usual l 2 -norm. It is shown that the new algorithm converges under some practical conditions and there is no need for any a priori estimates on the minimal and maximal eigenvalues of the two local preconditioned systems involved. The two new methods perform more efficiently than the existing methods in the cases where no good preconditioners are available for the Schur complements.
1.
Introduction. This paper is mainly concerned with the construction of efficient nonlinear inexact Uzawa algorithms for solving the nonlinear saddle-point system
where B is an n × m matrix with full column rank (m ≤ n), and F : R n → R n is a nonlinear vector-valued function, not necessarily differentiable.
The nonlinear saddle-point system of form (1.1) arises frequently in augmented Lagrangian formulations of inverse problems [16] , electromagnetic Maxwell equations [13] , [15] , and nonlinear optimizations, for example, of the form (cf. [12] , [22] , [41] ) min x∈R n {J(x) − (f, x)} s.t. B t x = g, (1.2) where J(x) is the function satisfying ∇J(x) = F (x).
When F (x) is linear, for example, F (x) = Ax with A being an n × n symmetric positive definite matrix, system (1.1) reduces to the well-known (linear) saddle-point problem
As we shall see, the Schur complement matrix
associated with system (1.3), and its preconditioners, play an essential role in solving the saddle-point problem.
During the past decade, there has been a growing interest in preconditioned iterative methods for solving the indefinite saddle-point system of equations like (1.3); see [4] , [10] , [11] , [18] , [20] , [37] , [39] . The standard Uzawa-type method [2] , [3] and the minimal residual (MINRES) method are the most popular iterative methods for solving (1.3) . LetÂ andK be two positive definite matrices, which are assumed to be the preconditioners for the matrices A and K, respectively. Then it is known that the convergence rates of both the standard Uzawa-type method and the MIN-RES method depend on the condition numbers cond(Â −1 A) and cond(K −1 K) of the two local preconditioned systems, and they are much less efficient when one of the two condition numbers is relatively larger than the other. To effectively deal with the case where cond(Â −1 A) is relatively larger than con(K −1 K), a nonlinear inexact Uzawa algorithm was proposed in [10] , in which the inner iteration uses a (nonlinear) iterative method to replace the action of A −1 . Recently we have introduced two new algorithms (Algorithms 3.1 and 4.1 in [29] ) to improve the existing algorithms and convergence results. These two algorithms were, respectively, designed to effectively treat two different cases: (a) cond(Â −1 A)
It was shown that Algorithm 3.1 in [29] is efficient for case (a), but Algorithm 4.1 there may not always be efficient for case (b), as there is one condition (see (4.2) in [29] ) which may not be easily guaranteed in applications.
The purpose of this paper is twofold. To better understand the difference between linear and nonlinear saddle-point problems, we first propose some improved version of Algorithm 4.1 in [29] for solving linear system (1.3). As we shall see, the new algorithm is always convergent without any assumptions on the spectra of the preconditioned systems K −1 K and A −1 A. This seems to be an important advantage of the new algorithm over the existing iterative methods for saddle-point problems. Then we extend this improved algorithm to effectively solve nonlinear saddle-point problems of form (1.1), which is assumed to arise from some convex minimization problems with linear constraints.
To our knowledge, there have been very few investigations into the rate of convergence for preconditioned iterative methods for nonlinear saddle-point systems. AlBaali and Fletcher studied in [1] rates of convergence of preconditioned nonlinear conjugate gradient (CG) methods for unconstrained optimizations, when the preconditioning matrix is taken to be the exact Hessian matrix at each iteration. In [14] , Chen gave a deep analysis on rates of convergence of inexact Uzawa methods for nonlinear saddle-point systems, when the exact Hessian matrix at each iteration is used in the preconditioner for the Schur complement. Most existing analyses are carried out in the standard l 2 -norm, which may not be so natural and accurate for many problems from applications.
In this paper, we shall make an effort to study convergence rates of inexact Uzawa algorithms in the energy-norm when the exact Hessian matrix in the Schur complement is replaced by some inexact preconditioner at each iteration. Due to the nonlinearity of the saddle-point system, the conditioning of the preconditioned Schur complement may become much worse than that of the preconditioned Hessian matrix at each iteration. In this case, a special nonlinear preconditioning process is first introduced to improve the conditioning of the preconditioned Schur complement. Further, a preconditioned nonlinear CG method is introduced in the inner iteration for the nonlinear system related to F (·) at each iteration. To ensure the convergence of the global inexact Uzawa algorithm, the preconditioned nonlinear CG method needs to be carefully constructed so that it converges in a certain energy norm instead of the usual l 2 -norm. As we shall see, the new algorithm is always convergent without any assumptions on the spectra of the preconditioned Schur complement systems and Hessian matrices. More important, all the tolerance parameters involved in the inner iterations of the inexact Uzawa algorithm can be taken to be some fixed constants independent of the iterations, for example, 1/2 or 1/3. This appears to be an important advantage of the new algorithm over the existing ones.
Although quite different from what we are doing here, we mention another interesting and popular approach widely used in the optimization community. This approach intends to solve a nonlinear equality-constrained minimization problem by sequential quadratic programming in which successively quadratic subproblems are solved. Each quadratic subproblem amounts to solving a linear Karush-Kuhn-Tucker (KKT) saddle-point system. Global preconditioners for the resulting KKT coefficient matrices have been widely studied, and maintain the block structures of the original KKT matrices; see [5] , [6] , [7] , [23] , [32] , and the references therein.
The rest of this paper is organized as follows. First, in section 2 we propose an improved variant of Algorithm 4.1 studied in [29] for linear saddle-point problems. The algorithm is then extended for nonlinear saddle-point problems in section 3, and its rate of convergence is also analyzed under some weak smoothness assumptions on the nonlinear functions F (·). Finally, in section 4 we apply two new algorithms proposed in sections 2 and 3 to solve an algebraic system of nonlinear saddle-point problem and a linear saddle-point problem arising from the domain decomposition method with Lagrange multiplier.
Nonlinear inexact Uzawa algorithms for linear saddle-point problems.
In this section, we shall propose an improved variant of Algorithm 4.1 from [29] for solving the linear saddle-point problem (1.3) and study its convergence. This improved algorithm will be extended in section 3 to solve the nonlinear saddle-point system (1.1). To do so, we need to introduce some notation. R l will mean the usual l-dimensional Euclidean space. For any l × l positive definite matrix G, x G will represent the G-induced norm, namely x G = (Gx, x) 1/2 for all x ∈ R l . To describe the nonlinear inexact Uzawa algorithm, we introduce a nonlinear mapping Ψ A : R n → R n such that for any given ξ ∈ R n , Ψ A (ξ) is an "approximation" to the solution ϕ of the linear system
The following assumption was often made on the accuracy of the approximation (e.g., see (4.2) in [10] ):
for some δ ∈ (0, 1). Assumption (2.2) is natural and can be satisfied, for example, by the approximate inverse generated by the preconditioned conjugate gradient (PCG) iteration or by one sweep of a multigrid method with conjugate gradient smoothing [10] . We first recall an algorithm from [29] for solving the linear saddle-point problem (1.3).
. . , by the following.
Step
Step 2.
Then compute the relaxation parameter
To study the convergence of Algorithm 2.1, we assume Ψ A satisfies
for two positive constants δ f < 1 and δ d < 1. We remark that one can simply take δ f and δ d to be the constant δ in (2.2). But the introduction of these two different constants enables us to see how the rate of convergence depends more explicitly on the accuracies of the nonlinear inner iterations in (2.3) and (2.5).
To measure the convergence rate of Algorithm 2.1 more accurately, an appropriate norm is very crucial. For each element v from the product space R n × R m , we will write it as v = {v 1 , v 2 }, where v 1 ∈ R n and v 2 ∈ R m . Then, as we did in [28] , [29] , we shall use the norm
Finally, we introduce three error vectors e
and two parameterŝ
then we have the following estimates on the rate of convergence of Algorithm 2.1 in [29] .
Lemma 2.1. Assume that (2.6) and (2.7) are satisfied with the parameters δ f < 
where the rate of convergenceρ < 1 and can be estimated bŷ
(2.12)
Remark 2.1. Algorithm 2.1 converges when a general preconditionerK is used for the Schur complement system K = B t A −1 B and a general nonlinear iteration Ψ A is used for solving Aϕ = ξ involved in the inner iteration. However, the steepest descent method converges with a reasonable rate only when a good preconditioner is available for the Schur complement system, namely,κ = cond(K −1 K) is not large. This is the case when the saddle-point problem arises, for example, from the Stokes problem [39] . Without such a good preconditioner the method may converge with a very slow rate. Particularly, Algorithm 2.1 may be much less effective when cond(
Another algorithm (Algorithm 4.1) was proposed in [29] that combines the nonlinear inexact Uzawa algorithm with the CG method, in an effort to accelerate the nonlinear inexact Uzawa algorithm when cond(
. This is the case when the saddle-point problems arise from the domain decomposition method with Lagrange multiplier [27] , [34] , or from the Lagrange multiplier formulations for optimization problems [25] and the parameter identification [16] , [33] . But the algorithm still does not seem satisfactory, as its convergence can be guaranteed only under some restriction; see (4.2) in [29] . Next, we propose an improved variant of Algorithm 4.1 in [29] .
Let H = B tÂ−1 B. Consider the equation
where g i = B t x i+1 − g comes from Algorithm 2.1. We apply the PCG method with the preconditionerK to solve system (2.13) and let Ψ H (g i ) be the approximation generated by this iteration. Assume that the approximation satisfies
for some δ g ∈ (0, 1). For the approximation d i = Ψ H (g i ), we introduce a relaxation parameter τ i such that the error
But the action of A −1 is usually very expensive, and thus will be replaced by the action of Ψ A :
With this parameter τ i , we propose the following new algorithm.
Algorithm 2.2 (nonlinear inexact Uzawa with mixed iteration).
Then compute the parameter τ i :
and update 
This relation tells us the actual effect of introducing of approximation Ψ H : when (2.20) which implies for i = 1, 2, . . . that
where the rate of convergence ρ(< 1) can be estimated by [29] ). In applications, the parameter δ g is much less than 1, so we can choose a larger parameter than 1/2 in (2.18), e.g., 7/10.
3. Nonlinear inexact Uzawa algorithms for nonlinear saddle-point problems. In this section, we discuss how to effectively extend the new Algorithm 2.2 proposed in section 2 for the linear saddle-point problem (1.3) to solve the nonlinear saddle-point system (1.1), which is assumed to arise from some convex minimization problems with linear constraints, e.g., of the form
where J(x) is the function satisfying ∇J(x) = F (x).
Notation and assumptions.
We start with a few smoothness descriptions on the nonlinear mapping F : R n → R n in (1.1) and recall some existing results from [18] and [36] , which will be used in the subsequent analysis.
As standard assumptions for nonlinear systems (cf. [1] , [14] ), we assume that F is Lipschitzian and strongly monotone with modulus μ, i.e.,
By Rademacher's theorem [18] , the Lipschitzian property of F implies that F is differentiable almost everywhere. Let D F be the set of points where F is differentiable, and let ∇F (ξ) be the gradient of F at ξ ∈ D F . Then at any point x ∈ R n , we introduce a set ∂ s F (x):
With this set, we can define a generalized Jacobian of F at x in the sense of Clarke [18] by
where co ∂ s F (x) is the convex hull of the set.
It is known (cf. [18] ) that if F is locally Lipschitzian, then the following generalized mean-value theorem holds: for any ξ, η ∈ R n ,
where ξη is the line segment between ξ and η, and co ∂F (ξη) = co{V ∈ ∂F (ζ), ζ ∈ ξη}.
A nice consequence (cf. [36] ) of the strong monotone property (3.2) is that all matrices from ∂F (η) for any η ∈ R n are positive definite, and the following holds for any V ∈ ∂F (η):
As in [14] , we do not assume F is differentiable everywhere but that it is semismooth on R n in the sense that for any ξ ∈ R n there is a positive definite matrix A ξ such that
Nonlinear saddle-point problems with nondifferentiable but semismooth vector-valued functions F arise from some convex optimizations and numerical solutions of certain nonlinear partial differential equations; we refer to [14] for such examples.
Properties of F in terms of its generalized Jacobian.
Note that all the descriptions in section 3.1 of the smoothness of the nonlinear mapping F : R n → R n are in terms of the l 2 -norm. As we will see later, it is more accurate to interpret these smoothness properties in terms of the so-called energy-norm, that is, the induced norm by the generalized Jacobian of F , especially by the generalized Jacobian A x of F at x, where {x, y} ∈ R n × R m is the exact solution of system (1.1). This will be the task of this section. For the sake of simplicity, we shall write A x as A below.
First, directly from (3.4) and (3.5), we know that if F is semismooth on R n , then for any ξ ∈ R n there is a positive definite matrix A ξ such that
Next, by the strictly monotone and Lipschitzian property of F we immediately know there are two positive constants c 0 and C 0 , which will be frequently needed later, such that
The use of constants c 0 and C 0 is more reasonable than the use of the corresponding constants in the sense of the l 2 -norm. For instance, when F (x) is linear, say F (x) = Ax, then c 0 = C 0 = 1, but the corresponding constants in the sense of the l 2 -norm depend on the smallest and largest eigenvalues of A.
Starting now, we shall often use S V (ξ, r) to denote a ball in R n which is centered at point ξ, with radius r measured in the · V -norm. The next lemma gives two further properties of the nonlinear vector-valued function F .
Lemma 3.1. There are two positive constants c 1 ≤ 1 and C 1 ≥ 1 depending only on constants c 0 and C 0 such that
Proof. We first consider (3.9). It follows from (3.8) that for any ζ, ξ ∈ R n ,
But for any η ∈ R n , by (3.6) there exists a positive number r = r(η) such that
This, together with (3.7), leads to
So we have
Noting that inequality (3.13) is invariant with respect to any constant scaling of α, (3.9) follows readily from (3.11) and (3.13) with
Now we consider (3.10). By (3.12) and (3.8), we derive
which is invariant up to any constant scaling of α, while by (3.7) we have
Then (3.10) follows immediately from (3.14) and (3.15), with
. We end this section by assuming some sort of Lipschitzian property on the generalized Jacobian of F : there exists a positive constant L such that for any two vectors
Algorithms and their convergence.
We are now going to extend the new Algorithm 2.2 in section 2 for the linear saddle-point problem (1.3) to solve the nonlinear saddle-point problem (1.1). As we have observed, an essential improvement of this new algorithm over the existing ones (cf. [10] ) lies in the fact that its convergence is guaranteed and its rate of convergence can be estimated by assuming only constant upper bounds for the error reduction factors (δ f < 1/3 and δ d < 1/2) in the nonlinear inner iterations. These conditions may be easily satisfied, for example, by the approximate inverse generated by the PCG iteration with the preconditionerÂ. Such loose requirements come as the consequence of the choice of a particular norm ||| · |||; see Remark 2.1 in [29] . In order to preserve this good feature in the current nonlinear saddle-point system, one should use a norm similar to ||| · ||| involving the matrix A = A x . But unlike the linear saddle-point problem, the matrix A x is not available now since it involves the x-component of the exact solution {x, y} to system (1.1). This fact brings in one of the major difficulties of nonlinear systems and can be regarded as the main distinction between the linear and nonlinear saddle-point problems. Now, we discuss how to extend Algorithm 2.2 of section 2 to solve the nonlinear saddle-point problem (1.1). Let {x i , y i } ∈ R n × R m be the ith iterate, and set
Let x i+1 be an approximate solution of the nonlinear equation
with 0 ≤ δ 0 < 1. In general, the approximation x i+1 can be obtained by some iterative method with x i as a natural initial guess. This will be discussed in detail in section 3.4.
Let A i = A xi be a positive definite matrix as defined in (3.5), and letÂ i be a (positive definite) preconditioner of A i ; then we obtain an exact Schur complement at x i and its approximation:
LetK i be a preconditioner for H i , and set g i = B t x i+1 − g. Similarly to the introduction of the mapping Ψ H in (2.14), we define a nonlinear mapping Ψ Hi :
i+1 Bd i Ai+1 (3.20) for some γ ∈ [0, 1). As we observed in the linear saddle-point case, a relaxation parameter τ i (see (2.15) ) is important to ensure the convergence of our new algorithm:
Unfortunately, the matrix A = A x is no longer available for the current nonlinear problem (1.1). One alternative is to use the approximation A i+1 of A; this leads to the following new choice of the relaxation parameter τ i :
With this parameter and the motivation of Algorithm 2.2 for linear saddle-point problems, we propose the following algorithm for solving the nonlinear saddle-point system (1.1).
Algorithm 3.1 (nonlinear inexact Uzawa with mixed iteration).
and update
To understand and more accurately describe the convergence of this new algorithm, we need to introduce a few more parameters. First, by (3.6) we know that for any parameter ω ∈ (0, 1), there is a positive number r ω such that
Then we introduce a constant δ d that is the minimal positive number satisfying
Now set r γ = (1 − 2γ)/(6L) for any positive parameter γ < 1 2 , and
we will see
, and hence we have 0 < β 0 < 1. The following few parameters will be used to describe the convergence region and convergence rate of Algorithm 3.1:
(3.27) Our final preparation is to choose an appropriate norm in which the convergence can be ensured and well measured. As for the linear saddle-point problem, we define ||| · ||| to be the same as in (2.8), but with A = A x and K = B t A −1 B here. Now we are ready to state our main results of this section about the convergence of Algorithm 3.1, whose proof will be provided in section 3.5. 
where ρ * 0 = ρ 0 + ρ ω < 1, and Remark 3.2. In Theorem 3.2, the initial guess {x 0 , y 0 } is required to lie within a small neighborhood of {x, y}. Care must be taken for the choice of such initial guesses. In applications, the initial guess may be obtained using a globally convergent algorithm for (1.1) with one or two iterations, for example, the simple perturbation method as described below.
Given a small positive number μ, approximate (1.1) by the perturbed system
Expressing y in terms of x from the second equation and then substituting it into the first equation, we obtain
One can solve this nonlinear equation using some classical iterative methods, for instance, the steepest descent method, which is known to have slow convergence but usually converges very fast at the first few iterations. Once an approximation of x is available, the approximation of y can be obtained directly from the second equation in (3.29) . As this process is used to generate only an initial guess, the perturbation parameter μ need not be too small, e.g., one may take μ = 0.1.
Solution of system (3.17).
One major task in Algorithm 3.1 is to find some effective way to compute x i+1 such that the tolerance requirement (3.18) is satisfied with δ 0 < 1 3 . In this subsection we will propose an iterative algorithm for computing x i+1 which meets the requirement.
Let x * i be the exact solution of (3.17); then we have f − By i = F (x * i ), and (3.18) can be written as
When nonlinear equation (3.17) is solved by an iterative method with the initial guess x i , condition (3.31) should come from the convergence results in the underlying norm. Unfortunately, this conclusion is not straightforward here since the convergences of most iterative methods for nonlinear equations are analyzed in the l 2 -norm (cf. [30] , [31] , [36] ), not in the "energy-norm" as required in (3.31) .
Let G i be a functional defined by
where J(x) is the functional in (3.1) satisfying ∇J(x) = F (x). Then (3.17) amounts to the following minimization problem: Find x * i ∈ R n such that
Next, we propose a PCG-type method to solve this minimization problem. 
Step 1. Compute the parameter τ
Step 2. Compute
Before analyzing the convergence of Algorithm 3.2, let us introduce a few useful constants. For the sake of simplicity, we shall write A
below. First, we can easily see the existence of the two constants C 
The first constant C (k) i ≥ 1 is the smallest positive number satisfying 
It is obvious that for a less accurate estimate one may simply take the above two constants C (k) i and c
to be the constants C 1 and c 1 from (3.9) and (3.10), respectively. Now define
Clearly, we see that ρ be generated by Algorithm 3.2. Then the following estimate holds:
for some positive integer k 0 , then
Proof. Using the generalized mean-value theorem and (3.34), we have for any τ > 0, (3.41)
But it follows from (3.37) with ξ = x (k) i and α = t τ p
Plugging this into (3.41) yields
Noting that the parameter τ
satisfies (3.33), we obtain
if we take in (3.42) that
To further estimate the fraction in (3.43), we first know from (3.33) that
Using this, and making the scalar product of both sides of (3.36) with
On the other hand, by direct computing using (3.36) and (3.35) we get
Now it follows from (3.45), (3.46), (3.43), and a well-known matrix-eigenvalue inequality (see (3.1) in [29] ) that
But noting ∇G i (x * i ) = 0, we deduce from (3.38) that
This, along with (3.47), implies
Furthermore, by the generalized mean-value theorem and the fact that ∇G i (x * i ) = 0 again, we can write
Combining this with (3.48) leads to
which proves the desired result. Remark 3.3. Algorithm 3.2 is always convergent, so we have x
Remark 3.4. The second inequality in (3.46) cannot become an equality except that
But this orthogonality does not hold, since we have only (∇G
in general. So (3.46) should be a strict inequality, and in turn the actual rate of convergence of Algorithm 3.2 is faster than that described by (3.39), i.e., the convergence rate of the steepest descent method (cf. [35] ). Also, we remark that the exact line search is assumed in Algorithm 3.2. For the cases with inexact line searches, the relaxation parameter θ (k) i needs to be corrected somehow, and the discussion is much more technical (cf. [1] , [19] , [40] ).
With the convergence rate estimate given by Lemma 3.3, the next lemma discusses how to meet the tolerance condition (3.18).
Lemma 3.4. For a given pair {x
be a sequence generated by Algorithm 3.2 for the minimization problem (3.32) . Then for any δ 0 ∈ (0, 1), there exists an integer k 0 depending on δ 0 such that with By i ) satisfies the tolerance condition (3.18) .
Proof. Let x * i be the minimizer in (3.32) and the solution to (3.17) . It follows from (3.8) that
By the mean-value theorem and the fact that ∇G i (x * i ) = 0, we can write
This, along with (3.7), leads to
combining it with (3.49) and (3.39), we have
. On the other hand, using the mean-value theorem and (3.8), we see
But it follows from (3.7) that
which implies that
This combined with (3.51) gives
Now we obtain from (3.50) that
which leads to the satisfaction of (3.18) when k 0 is chosen such thatδ i ≤ 
An analysis on the convergence of Algorithm 3.1.
We are now ready to study the convergence of Algorithm 3.1 and show Theorem 3.2. For this purpose, we need a few auxiliary lemmas. We remark that all notation below will be the same as in subsection 3.3. But for the sake of convenience, let us recall some frequently used notation here: {x, y} is the exact solution to (1.1), A ξ is a positive definite matrix defined by (3.6) at any given point ξ ∈ R n , but with A x simply denoted as A and A xi as A i . The following are some error, or residual, vector quantities:
The first lemma below gives conditions on the current approximation pair {x i , y i } to ensure x i+1 lies in a specified neighborhood of x.
Lemma 3.5. Let r ω be a fixed positive number, and let the pair {x i , y i } be given such that
n is generated such that condition (3.18) holds for the residual
Proof. We know from the first equation of (1.1) that f = F (x) + By; hence
which implies
This, along with (3.18), leads to (3.53) which proves the desired result.
The next lemma demonstrates that the matrix A = A x will be close to A i+1 as long as x i+1 stays close to x. Lemma 3.6. For any given positive ε < 1, and any x i+1 ∈ S A (x, ε/(2L)), we have
So all the eigenvalues of the matrix
, and
Proof. Clearly (3.54) is invariant with respect to any constant scaling of α. Therefore it suffices to show that there is a number α 0 > 0 such that (3.54) holds for all α ∈ R n satisfying α A ≤ α 0 . To show this, we rewrite (A − A i+1 )α as
then by the triangle inequality we have
But for any given positive ε < 1, we know from (3.6) that there is a positive number α 0 such that the following two estimates hold for any α ∈ R n satisfying α A ≤ α 0 ,
Clearly, the Lipschitzian property of F implies the same property for G. Thus by (3.3) there is a matrix V ∈ co ∂G(x i+1 x) such that
this gives (3.59)
so it follows from (3.16) that
This with (3.59) yields
Thus for any x i+1 ∈ S A (x, ε/(2L)), we have
this, along with (3.57) and (3.58), proves (3.54). Now by writing (3.54) as
we see that the eigenvalues of
which leads to estimate (3.55). Remark 3.5. We see from the proof of Lemma 3.6 that estimate (3.54) is a direct consequence of (3.5) or (3.6). If F is smooth, then inequality (3.54) amounts to the condition that the gradient of F is Lipschitzian.
Lemma 3.7. For a given parameter γ < 
To see this, first by the triangle inequality,
Using (3.55) and (3.61) above we derive
On the other hand, it follows from (3.54) and (3.55) that
Substituting this and (3.63) into (3.62), and using Lemma 3.6 again, leads to Recalling that g i , τ i , and Ψ Hi (g i ) are the quantities used in Algorithm 3.1, that the parameter β 0 is defined in (3.25) , and that K = B t A −1 B is the exact Schur complement with A = A x , using (3.24) ensured by Lemma 3.7 we can derive the following lemma, which is basically the same as Lemma 3.1 in [29] (but with different notation).
Lemma 3.8. For a given parameter γ < 1 2 , assume x i+1 ∈ S A (x, ε/(2L)) with ε < (1 − 2γ)/3, and (3.20) is satisfied. Then there is a symmetric and positive definite matrix Q i such that
The following lemma is basically Lemma 3.5 in [28] , with slight modifications. Lemma 3.9. Let N be an n × n symmetric and positive semidefinite matrix, and let F(N ) be a block matrix given by
If all positive eigenvalues of N lie in the interval
Proof of Theorem 3.2. With the previous technical preparations, we are now ready to demonstrate Theorem 3.1. First, we recall that ρ 0 , ρ ω , and r * ω are three parameters defined in (3.26) and (3.27). Then for Theorem 3.2 it suffices to prove that ρ * 0 = ρ 0 + ρ ω < 1, and the following relations hold for i = 0, 1, 2, . . .:
We shall achieve this by induction. We start with the verification of this for i = 0. To do so, we shall first derive an error propagation equation. We know from (3.52) (i = 0) that
But by the assumption of Theorem 3.2 on the initial guess {x 0 , y 0 } and the definition of r * ω , we know
. This enables us to apply Lemma 3.8(i) and Algorithm 3.1 to write
With (3.66), we can further deduce
where
, we obtain from (3.67) and (3.68) that
Then using the fact that
we derive from (3.69) and (3.70) that
Now by defining for k = 0, 1, 2, . . . ,
we come to the following propagation equation using (3.69) and multiplying (3.71) by √ δ 0 :
We know from Lemma 3. Using this and the bound F(N 0 ) ≤ ρ 0 , we derive from (3.72) that
, it follows from (3.23), (3.53) , and the definition of ρ ω in (3.27 ) that
Then we know from (3.73) that
Noting the fact that ω is taken from the range (0, ω 0 ), we have
This, with the definition of ω 0 in (3.27), shows ρ ω < 1 − ρ 0 , so ρ * 0 = ρ ω + ρ 0 < 1, and
which verifies (3.65) for i = 0. Now we assume (3.65) holds for i = k − 1 with any integer k > 1; then in exactly the same manner as for deriving the error propagation equation (3.72), we have
. With this relation, one can follow exactly the same proof as for i = 0 above to verify that (3.65) holds for i = k. This completes the proof of (3.65) by induction.
Numerical experiments.
In this section, we shall apply two new algorithms proposed in sections 2 and 3, Algorithms 2.2 and 3.1, and some other existing algorithms, to solve a linear saddle-point problem arising from a domain decomposition method with a Lagrange multiplier and a nonlinear saddle-point problem.
4.1.
A linear saddle-point problem arising from a domain decomposition method with a Lagrange multiplier. Domain decomposition methods with Lagrange multipliers have become popular in solving second order elliptic problems; see, for example, [8] , [27] , [34] , and the references therein. This method allows nonmatching grids to be used in different subdomains, with Lagrange multipliers introduced to preserve necessary interface continuities between local solutions from neighboring subdomains. A domain decomposition method with a Lagrange multiplier results in a saddle-point system with respect to the primal variable and the Lagrange multiplier. Two different approaches are often used to solve the resulting saddle-point system: the first one eliminates the primal variable in the system and forms an interface equation for the multiplier, then solves the interface equation by a PCG method [26] ; the second directly solves the saddle-point system by some preconditioned iterative method [27] , [34] . We shall compare the efficiency of these two different approaches.
Consider the model elliptic problem
where Ω is a three-dimensional rectangular domain
2 . We decompose Ω into two subdomains Ω 1 and Ω 2 :
, and then triangulate each subdomain Ω k (k = 1, 2) into smaller cubic elements, each with edges of equal length h k . We remark that the two triangulations in Ω 1 and Ω 2 , denoted T h1 and T h2 , respectively, are not required to match on the interface Γ = Ω 1 ∩ Ω 2 . By N h k we denote the set of vertices of all elements in the triangulation of Ω k , and
to be the standard Q 1 finite element space [17] , [24] , associated with the triangulation T h k , and
Now the finite element approximation of the elliptic problem (4.1) can be formulated as follows:
By introducing a discrete Lagrange multiplier χ to remove the constraints on the interface as required in the finite element space V h g (Ω), system (4.2) can be written as the algebraic saddle-point system [27] ⎛
where A 1 and A 2 are the stiffness matrices associated with the bilinear form (a∇·, ∇·) Ω k under the nodal basis of V
By eliminating the variables U 1 and U 2 in (4.3), we obtain the interface equation [26] 
We note that the Schur complement K is a dense matrix, possibly of large size. The direct solver for system (4.4) is very expensive. Instead, we will consider the following three iterative methods for solving (4.3).
M1. Solve the interface equation (4.4) by the CG method. Recall that we are mainly interested in the case where no good preconditioners are available for the Schur complement, so CG is used here instead of PCG, although some effective preconditioners are available for the current Schur complement; see, e.g., [9] , [21] . In fact, this main interest prompts us to choose the worst preconditioner, the identity, for the Schur complement K involved in all three algorithms we shall test. M2. Solve the saddle-point system (4.3) directly by the well-known preconditioned MINRES method [39] . We will take an (algebraic) multigrid preconditioner (cf. [42] ) to be the preconditionerÂ for the first 2 × 2 block matrix in the coefficient matrix of (4.3) and the identity matrix to be the preconditionerK for the Schur complement K. M3. Solve the saddle-point system (4.3) directly by Algorithm 2.2 of section 2.
The preconditionersÂ andK are taken to be the same as in M2. The approximation Ψ A (φ) is taken to beÂ −1 φ for any φ, while the approximation Ψ H (g i ) is generated by two PCG iterations for solving (2.13). (Note that PCG is the same as CG here sinceK is taken to be the identity.) Table 4 .1 shows the numerical results with M1, M2, and M3, where the coefficient a(x, y, z) in (4.1) is taken to be a(x, y, z) = 1+xyz, and functions f and g are taken so that the exact solution of (4.1) is u(x, y, z) = (x + y + z) 1 5 . Considering the singularity of the solution at the origin, we take h 1 = h 2 /2. In all the experiments, the initial guesses for the three iterative methods are taken to be zero, and the outer iterations terminate when the relative error of the residual reaches 10 −5 . We mentioned in Remark 2.3 that the coefficient 1/2 in (2.18) can be replaced by a larger number than 1/2, which is now tested in Table 4 .1 with two different choices of this coefficient, denoted by a parameter θ.
We remark that the actions of the Schur complement K involve the actions of the local solvers A −1 k . These actions must be very accurate, since our target is to solve system (4.3) or (4.4). One may use both direct solvers or iterative solvers to realize the actions of these local solvers. But if iterative solvers are used, the stopping criterion should be up to a very high accuracy. So we have chosen in our experiments to realize these local solvers by the standard direct solver, a banded sparse version of the Gauss elimination.
From Table 4 .1 we see that the new method (M3), Algorithm 2.2, outperforms M1 and M2 essentially, and this appears to be more evident when the discrete system becomes larger.
An algebraic nonlinear saddle-point problem.
We now consider an algebraic nonlinear saddle-point problem and compare the convergence of the new Algorithm 3.1 of section 3 and the well-known augmented-Uzawa method, which has been widely used for nonlinear saddle-point systems.
Let I m be the m × m identity matrix, and let T m an m × m matrix with entries given by
For n = 2m, we define an n × n symmetric positive definite matrix M and an n × m matrix B with full rank as follows:
The smallest and largest eigenvalues of M are given by [14] λ 1 = 4 sin π.
Now we define the nonlinear mapping F as
One can verify that F is strongly monotone and Lipschitz continuous. Moreover, we have i B is a dense matrix without any special structure, it is difficult to find a reasonable preconditionerK i for K i . Therefore we will take the worst preconditionerK i = I m .
The functional J(ξ) satisfying ∇J(ξ) = F (ξ) can be written as One can see that J(ξ) is uniformly convex. This enables us to realize the nonlinear inner iteration in Algorithm 3.1 for finding x i+1 by Algorithm 3.2.
The right-hand side functions f and g in (1.1) are generated using system (1.1) when the exact solution is taken to be x = (1, 1, . . . , 1) t , y = 1, 1 2 , . . . , 1 m t .
We will compare the new nonlinear inexact Uzawa algorithm (Algorithm 3.1) with the well-known augmented-Uzawa method (see [38, pp. 234-244] ). The augmentedUzawa method converges, provided that the inner iteration involved is accurate enough, and the augmented parameter r is taken to be sufficiently large (or the initial guess is very close to the exact solution).
The initial guess x 0 for both Algorithm 3.1 and the augmented-Uzawa method will be taken to be the approximation generated by three steps of the steepest descent method for solving the perturbation system (3.30) with μ = 1/10 and the zero initial guess. With x 0 available, y 0 is then determined from the second equation of (3.29) . The iterations of Algorithm 3.1 and the augmented-Uzawa method terminate when
We first apply Algorithm 3.1 for the nonlinear saddle-point problem (1.1) with the data described as above. There are three stopping parameters δ 0 , δ g , and γ involved in the inner iterations. For the convenience of numerical tests, we will replace the norms used in (3.18), (3.19) , and (3.20) by the l 2 -norms of the relative errors of the residuals, and take δ 0 = 1/4 and γ = 1/4, but a few different choices for δ g . The convergence results of Algorithm 3.1 are summarized in Table 4 .2.
We then apply the augmented-Uzawa method for the nonlinear saddle-point problem (1.1) with the data described as above. Each nonlinear inner iteration involved in the augmented-Uzawa algorithm is realized by 30 or 40 iteration of Algorithm 3.2-a preconditioned CG-type method. The numerical results are summarized in Table 4 .3 (30 inner iterations) and Table 4 .4 (40 inner iterations). In order to better understand the effect of the inner iterations, we have also implemented stopping the inner iterations by the standard stopping criterion, which is set to stop the inner iterations when the relative residual is less thanε. The numerical results are summarized in Table 4 .5. Tables 4.3-4.5 indicate that both the convergence rate and the CPU time of the augmented-Uzawa algorithm depend strongly on the augmented parameter r. But there is still no theory about the selection of a reasonable or optimal parameter r.
One can see from Tables 4.2-4.5 that Algorithm 3.1 is evidently more efficient than the augmented-Uzawa method (even if the optimal parameter r may be found). For the augmented-Uzawa method, one can clearly see that it converges faster with more inner iterations, which, however, does not necessarily lead to less CPU times; see the figures in Table 4 .3 and 4.4 with r = 50. When the inner iterations are set to be too accurate, the total CPU time may be much longer; compare the figures in Tables 4.4 and 4.5 with r = 50. But how to set the stopping criterion for the inner iterations of the augmented-Uzawa method is rather difficult and often quite problem dependent.
