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Abstract. The Volume Integral Equation Method (VIEM)
has been used for the solution of three-dimensional non-
linear magnetostatic ﬁeld problems. The number of un-
knowns is minimal as only the magnetic material has to be
discretized. For accurate solutions of problems where the
magnetic ﬁeld is small compared to the excitation ﬁeld a
difference ﬁeld formulation has been developed. To reduce
computationalcoststhefastmultipolemethodisappliedboth
on compression of the system matrix and during post pro-
cessing. The efﬁciency of the formulation is demonstrated in
several examples.
1 Introduction
The Boundary Element Method (BEM) has already proved
to be very applicable when linear magnetostatic problems
are solved since only surface integrals have to be carried
out. For problems with non-linear B (H) characteristics ad-
ditional volume integrals occur. This generalization of the
BEM is called Volume Integral Equation Method (VIEM).
Its number of unknowns is minimal since only magnetized
materials have to be discretized. Also the surrounding space
is taken into account inherently, contrary to the Finite Ele-
ment Method for example.
The main drawback of the method is its fully dense system
matrix. It implies that memory requirements and the num-
ber of operations to solve the system of equations with an
iterative solver grow by O
 
N2
, where N is the number of
unknowns. Also as integration is performed in three spatial
directions, computational costs grow with third order with
respect to the number of integration points.
A way to overcome these obstacles is to apply a suitable
matrix compression technique. It can be used to compute
the vector-by-matrix products during the iterative solving of
linear system of equations. In Buchau et al. (2003a) it has
been shown that with the fast multipole method (FMM) com-
putational costs with BEM computations are reduced from
O
 
N2
to approximately O (N). As opposed to other com-
pression techniques such as ACA (Buchau et al., 2003b)
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large reduction of computation time is also achieved with
the FMM during post processing. This is why we decided
to apply the FMM to the VIEM.
2 Formulation
The considered problem consists of free space, the magne-
tized material in the domain m with relative permeability
µr and a solenoidal excitation ﬁeld HS due to free currents
which can be computed with Biot-Savart’s law. The total
magnetic ﬁeld can be split into the sum of the excitation ﬁeld
and the unknown induced ﬁeld Hi,
H (r) = HS (r) + Hi (r). (1)
If problems with highly permeably materials are solved H
can become very small inside the magnetizable material
compared to the excitation ﬁeld. This is the case when HS
and Hi are almost anti-parallel. This is why huge cancella-
tion errors usually occur. To overcome this problem a dif-
ference ﬁeld formulation has been developed (Haﬂa et al.,
2002) with which both linear and non-linear problems can
be solved.
With Eq. (1) the basic equations for non-linear magneto-
static problems are
rot (HS + Hi) = 0 (2)
divB = 0 (3)
and the constitutive relation
B = µ0H + M = µ0µr (|H|)H (4)
The induced ﬁeld Hi can be represented by the integral
formulation
Hi (r)=−
Z
V
ρ
 
r0
∇G
 
r,r0
dV 0−
Z
A
σ
 
r0
∇G
 
r,r0
dA0(5)
where σ and ρ are the equivalent surface and volume charges
respectively and with Green’s function of free space
G
 
r,r0
=
1
4πµ0
1

r − r0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With this approach the irrotational condition Eq. (2) for Hi
is always fulﬁlled. Considering induction’s solenoidality
Eq. (3) with Eq. (4) for points on the surface of m and
within m gives two integral equations which have to be
solved simultaneously (Babi´ c et al., 2000; Kim et al., 2000).
- Integral equation from induction’s solenoidality on ∂m
Applying divB=0 on ∂m yields the integral equation
(McWhirter et al., 1982)
σ (r)
2λ(r)
−


Z
A
σ
 
r0
∂nG
 
r,r0
dA0+
Z
V
ρ
 
r0
∂nG
 
r,r0
dV 0


= n(r) · HS (r) (7)
with
∂nG
 
r,r0
= n(r) · ∇G
 
r,r0
, (8)
λ(r) =
µr (r) − 1
µr (r) + 1
. (9)
Thenormalvectornpointsoutwardsfromm. Toavoidcan-
cellation errors Eq. (7) can be solved in a ﬁrst step for inﬁnite
permeability. In that case and if m is single-connected,
H = Hi

 
µr→∞
+ Hs = 0, (10)
so that Eq. (7) becomes an equation for the sources σ∞ of the
scalar magnetic potential of the excitation ﬁeld,
1
2
σ∞ (r)+
Z
A
σ∞
 
r0
∂nG
 
r,r0
dA0 = n(r)·HS (r).(11)
Once Eq. (11) has been solved, it can be used to substitute
the right-hand side in Eq. (7). This leads with the difference
surface charge
δσ := σ − σ∞ (12)
to the integral equation
δσ (r)
2
+λ(r)


Z
A
δσ
 
r0
∂nG
 
r,r0
dA0+
Z
V
ρ
 
r0
∂nG
 
r,r0
dV 0


=
σ∞ (r)
2
(λ(r) − 1) (13)
From Eq. (10) follows
HS (r) = − Hi (r)



µr→∞
=
Z
A
σ∞
 
r0
∇G
 
r,r0
dA0(14)
so the induced magnetic ﬁeld can be computed with
H (r) = −
Z
V
ρ
 
r0
∇G
 
r,r0
dV 0
−
Z
A

δσ
 
r0
[δσ+σ∞]
 
r0

∇G
 
r,r0
dA0+

0
HS (r)

if

r ∈ m
r / ∈ m

. (15)
- Integral equation from induction’s solenoidality in m
In cases where the relative permeability µr (H) de-
pends on the magnetic ﬁeld, solenoidality of induction
within m leads to non-vanishing volume charges (Krstaji´ c
et al., 1992)
ρ (r) + µ0H (r) · ∇lnµr (r) = 0. (16)
Substituting Eq. (15) into Eq. (16) for r ∈ m gives
ρ (r) −
Z
V
ρ
 
r0
∇G
 
r,r0
· ∇lnµr (r)dV 0
−
Z
A
δσ
 
r0
∇G
 
r,r0
· ∇lnµr (r)dA0 = 0. (17)
- Solution Procedure
After Eq. (11) has been solved, the coupled system Eqs. (13),
(17) can be solved. As it is in general non-linear an iterative
procedure such as direct iteration has to be used where in
every step Eq. (13), Eq. (17) is solved for a linear inhomo-
geneous distribution of µr. Between every non-linear iter-
ation step the distribution of relative permeability must be
updated. To enable convergence for problems where µr (H)
characteristics have a maximum, we use
µ(k)
r =
(
B
 
H(k) 
µ0H(k)
,H(k) < Hm
˜ B(k)
.
µ0H

˜ B(k)

,H(k) ≥ Hm
(18)
where Hm is the ﬁeld strength where this maximum occurs,
k denotes the iteration step number, and H (B) is the inverse
magnetization characteristic H (B) with ˜ B(k)=µ
(k−1)
r H(k).
3 Fast Multipole Method
The fully dense system matrix of the IEM arises from the
fact that all elements interact with all the other. In most cases
the matrix itself is not explicitly needed but it is only used to
compute matrix-by-vector products, as for iteratively solv-
ing the linear system of equations for example. In the FMM
algorithm, the matrix-by-vector product can be split into a
near-ﬁeld part due to elements that are close to each other
and a far-ﬁeld part for the remaining elements,
y = [A] · {x} = [Anear] · {x} +

yfar
	
.
The division of element interactions into a near-ﬁeld and a
far-ﬁeld part is carried out by means of a hierarchical group-
ing scheme that is based on cubes, the so-called octree. The
near-ﬁeld matrix [Anear] is a sparse matrix that equals the
total matrix with the far-ﬁeld interactions removed. Ele-
ments whose distance from each other is sufﬁciently large
are considered group-wise, where the size of the group de-
pends on the distance. Their interactions are given respect
to in

yfar
	
. Therefore Green’s function is approximated by
a truncated series expansion into spherical harmonics Y−m
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Fig. 1. Investigated models; ﬁnest meshes with problem oriented
meshing strategy are shown.
The coefﬁcients of the series expansion are called multipole
coefﬁcients Mm
n . For the presented formulations they can be
calculated from the surface and volume charge densities,
Mm
n =
Z
V
ρ
 
r0 1
r0n+1 Y−m
n
 
θ0,ϕ0
dV 0
+
Z
A
σ
 
r0 1
r0n+1 Y−m
n
 
θ0,ϕ0
dA0. (19)
We noticed that compared to BEM where only surface el-
ements occur, it is much more important with the IEM to
keep the number of near-ﬁeld interactions as small as possi-
ble. This is because of two reasons. First, integrations with
volume elements are in general much more time-consuming
than with surface elements. Second, elements in the near-
ﬁeld are often located in all three spatial directions and not
only in two as in the case of BEM. The latter not only leads to
more computation time but also to a lower memory compres-
sion rate. A small near-ﬁeld requires higher order L of series
expansions. It was shown (Buchau et al., 2003a) that compu-
tational costs can be reduced with modiﬁed transformations
of the multipole coefﬁcients from O
 
L4
to O
 
L3
.
Also, the different sizes of surface and volume elements
have to be considered for the grouping scheme (Buchau et
al., 2003c).
4 Numerical Results
The coupled system of Eqs. (13) and (17) has been dis-
cretized with Galerkin’s method and second order isoparam-
teric volume and surface nodal elements. GMRES with Ja-
cobi preconditioner was used as linear solver. In the follow-
ing the properties of the FMM with respect to the IEM are
investigated. Then an example ﬁeld problem is presented.
4.1 Fast Multipole Method
We investigated the application of the FMM to the IEM con-
cerning three aspects that may inﬂuence compression rates.
The ﬁrst is the overall shape of the model. The second is
the inﬂuence of the two different meshing strategies, prob-
lem oriented meshing and meshing with the aim to create as
many as possible elements of the same size. And third, how
the compression rate depends on the number of degrees of
freedom (DOF).
Fig. 2. Computational costs by application of the FMM.
The three different models shown in Fig. 1 were used for
these investigations. Therefore all of them where meshed
with both problem oriented and homogeneous meshes.
Again for each of these two cases three different meshes
with different number of elements where generated, so all in
all 18 different meshes were used.
- Overall Model Shape
With BEM near-ﬁeld interactions between surface ele-
ments are often found only in two dimensions. With volume
elements near-interactions can occur up to all three dimen-
sions depending on the overall model structure. Therefore
we used the models in Fig. 1 with long and thin structures
(Model I), ﬂat structures (Model II) and bellied structures
(Model III).
As it can be seen from Fig. 2a where the time per DOF
for near-ﬁeld assembling is shown, the time for model III
is the lowest while the two other models are nearly the
same. The time per DOF and iteration step during solving
of the linear system of equations is displayed in Fig. 2b. In
Fig. 2c memory requirements per DOF are shown. They
depend roughly only on the number of DOF and not on the
respective model.
- Meshing Strategy
When the FMM is applied to BEM calculations it becomes
apparent that mesh homogeneity can have a signiﬁcant
inﬂuence on the compression rate. In conventional BEM one
usually tries to use as few elements as possible. This mostly
results in meshes with elements of largely varying sizes.
The geometrical dimensions of the near-ﬁeld of elements of
large size are usually large. This means that if many small
elements lie in the neighborhood of large elements, a high
number of near-ﬁeld integrations have to be computed which
results in a lower compression rate. To investigate this we
considered both homogeneous and problem oriented meshes.198 W. Haﬂa et al.: Fast Multipole Method Applied to Volume Integral Equation Method
Fig. 3. Investigated arrangement of pole shoes for Magnetic Trans-
mission X-ray Microscopy Project (6812 surface elements, 3130
volume elements, 36912 unknowns).
From Figs. 2a and 2c it can be seen that the increased size
of the near-ﬁeld of problem oriented meshes is reﬂected in
increased computational costs for near-ﬁeld assembly as
well as an increase of total memory requirements.
- Number of Degrees of Freedom
For all three models different mesh sizes where used,
both for homogeneous and problem oriented meshes. The
assembly time per DOF of the near-ﬁeld matrix in Fig. 2a is
approximately independent of the number of DOF. Except
for the coarse problem oriented mesh a logarithmic depen-
dency between the number of DOF and computation time
can be seen in Fig. 2b. The increase of memory requirements
per DOF in Fig. 2c is believed to be caused by a growth of
average near-ﬁeld interactions due to the increasing number
of volume elements.
4.2 Difference Field Formulation
For the Magnetic Transmission X-ray Microscopy Project at
BESSY II (Eim¨ uller, 2002) the ﬁeld distribution in the air
region between the pole shoes shown in Fig. 3a was investi-
gated.
The ﬂux lines run between the horizontal pole shoes. The
inﬂuence of the passive vertical pole shoes was to be inves-
tigated especially at the sample location which is directly
above the lower one. The vertical pole shoes don’t saturate,
so their relative permeability could be assumed constant, e.g.
1700 even for high accuracy calculation.
The stopping criterion of mean(1µ/µ)<2.5% of the non-
linear solver was chosen to obtain accurate results in the re-
gion of interest. It was reached after 28 iterations and about
110h. As the system matrix was compressed with the FMM
only 729MByte were required to solve the problem. Without
the FMM about 10.1GByte would have been required. This
equals a compression rate of 93%.
Flux density was calculated at the nodes of the very ﬁne
evaluation mesh (19101 nodes) shown in Fig. 3b. The cal-
culation of the ﬁeld at all 28389 evaluation points took only
2min.
5 Conclusions
A new indirect Volume Integral Equation Method formula-
tion for non-linear magnetostatic problems was developed.
Uniform treatment of surface and volume charges results in
an elegant coupling of integral equations. Non-linear prob-
lems are tackled by consecutively solving linear problems. It
has been shown that application of the fast multipole method
leads to a large reduction of computational costs and there-
fore to an efﬁcient and practicable alternative to e.g. Finite
Element Method.
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