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Abstract
We study equivariant linear maps between finite-dimensional matrix algebras, as introduced in [1].
These maps satisfy an algebraic property which makes it easy to study their positivity or k-positivity.
They are therefore particularly suitable for applications to entanglement detection in quantum information
theory. We characterize their Choi matrices. In particular, we focus on a subfamily that we call
(a, b)-unitarily equivariant. They can be seen as both a generalization of maps invariant under unitary
conjugation as studied by Bhat in [2] and as a generalization of the equivariant maps studied in [1].
Using representation theory, we fully compute them and study their graphical representation, and show
that they are basically enough to study all equivariant maps. We finally apply them to the problem of
entanglement detection and prove that they form a sufficient (infinite) family of positive maps to detect
all k-entangled density matrices.
1 Introduction
Due to their crucial role in numerous tasks in quantum processing and quantum computation, it is of great
importance to decide whether a certain density matrix on a bipartite system is entangled or not [3, 4].
However this problem, referred to as entanglement detection, is known to be a computationally hard one in
quantum information theory [5, 6]. In the last two decades, lots of effort have been accomplished in order to
determine necessary and sufficient conditions for a density matrix to be entangled. For instance, one such
criterion is the k-extendibility hierarchy [7], which provides a sequence of tests to check that the density
matrix is separable, that ultimately detects all entangled states.
Another appealing method is the positive map criterion [8], which gives an operational interpretation
of the Hahn–Banach theorem applied to the convex set of separable density matrices. The Horodecki’s
Theorem thus states that a density matrix ρ is entangled if and only if there exists a positive map Φ such
that (i ⊗ Φ)(ρ) is not positive semi-definite, where Φ only acts on one of the two subsystems. Necessarily,
this positive map is not completely positive.
The most well-known example of such map is the transpose map, and it leads to the positive partial
transpose (PPT) criterion [9]. However, because of the complex geometrical structure of the set of separable
density matrices, an infinite number of maps that one does not know how to describe efficiently would be
necessary to detect all entangled states (see for instance [10]). The goal of this article is to propose a family
of maps, with increasing complexity, which suffice to detect any entanglement. Their main interest lies in
that it is rather easy to check if they are positive or not.
Compared to the k-extendibility hierarchy, the Horodecki’s Theorem can be generalized to test the
degree of entanglement of a density matrix quantified by its Schmidt number. A density matrix ρ has Schmidt
number less than or equal to t if and only if (i ⊗ Φ)(ρ) ≥ 0 for all t-positive maps.
Similarly to positivity, we propose a sufficient family of t-positive maps for the problem of t-positivity
detection. Again, it is rather easy to check if they are t-positive or not.
Indeed, proving that a map is completely positive is easy: it is enough to check that its Choi matrix is
positive semi-definite [11]. Such a criterion does not exist in general to check that a given map is t-positive,
which makes it difficult to find interesting examples of positive but not completely positive maps. Choi [12]
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gave in 1973 the first example of a linear map on Mn(C) which is (n − 1)-positive but not n-positive. One
decade later in 1983, Takasaki and Tomiyama [13] gave a method to construct any number of linear maps
on finite-dimensional matrix algebras, which are (k − 1)-positive and not k-positive. Interestingly, all these
examples fall in the class of maps introduced by Collins et al. in [1], called equivariant maps. In the same
article, they proved that if a linear map happens to be equivariant, its k-positivity depends upon the positivity
of a k-blocks submatrix of the corresponding Choi matrix. In a sense, it means that it is as easy to check that
an equivariant map is k-positive, as it is to check that it is completely positive. They subsequently studied a
parametric family of equivariant linear maps on M3(C) with values in M3(C)
⊗2. In this article, we analyse
in more depth equivariant maps from Mn(C) to Mn(C)
⊗k for all k, n ≥ 1, and characterize a large class
of them. Note however that not all known examples of positive maps are equivariant (see for instance [14, 15]).
More precisely, we are concerned with two different objectives. The first one is to get a full
understanding of equivariant maps. We only get sparse results in this direction. As a first insight, we give
a characterization of equivariant maps in terms of their Choi matrices in Theorem 3.1. We also define a
subclass of them, the unitarily equivariant maps, which are more tracktable objects. Corollary 3.3 is one
of the main results of this paper, where we prove that unitarily equivariant maps - were the equivariance
property is given in terms of a unitary representation - are in fact covariant maps with respect to a unitary
representation of the unitary group.
The second objective is to fully compute a subclass of such maps, the (a, b)-unitarily equivariant maps,
generalizing the examples in [1] and the characterization in [2] of linear maps invariant under conjugation.
We then focus on the application to entanglement detection of such maps. We prove that any
t-entangled density matrix - that is with Schmidt Number strictly lower than t - can be detected using a
t-positive unitarily equivariant map. Combined with previous result, this gives an explicit family of t-positive
maps that are sufficient of t-entanglement detection.
This article is organized as follows. In Section 2, we introduce the equivariant maps, list some of their
properties and give some examples, among which the one of Choi [12], Takasaki and Tomiyama [13]. In
section 3, we give different characterizations mentioned above. We study the graphical representations of
the Choi matrices of (a, b)-unitarily equivariant maps in Section 4. We focus on entanglement detection in
Section 5.
2 Equivariant maps: definitions and examples
In this section, we present definitions of equivariant linear maps and give an explanation as to why it is
important to study these maps.
2.1 Notations, definitions and first examples
For a positive integer n, Mn(C) is the set of square matrices, with entries from C of size n, with canonical
orthonormal basis (eij)1≤i,j≤n. The unitary group on Cn is denoted by Un. We denote by 1n the identity
matrix in Mn(C) and by in the identity map acting on Mn(C). We write Bn =
∑n
i=1 |ei〉 ⊗ |ei〉, the
non-normalized maximally entangled Bell vector in (Cn ⊗ Cn). The rank-one projection on Bn is denoted
by Bn2 = BnB
∗
n. Finally, A
t and Tr(A) denote the transpose and (non-normalized) trace of a matrix
A ∈Mn(C) respectively. θn denotes the transpose map A 7→ A
t on Mn(C).
If H and K are two complex Hilbert spaces, B(H) denotes the space of all bounded linear operators
on H and B(H,K) the space of all bounded linear maps from H to K. A self-adjoint map Φ ∈ B(H,K) is
such that Φ(X∗) = Φ(X)∗ for allX ∈ H. In the following, we will assume that all linear maps are self-adjoint.
We are now ready to give the main definitions of this article.
Definition 2.1. Let n,N ≥ 2 be two natural numbers. A linear map Φ :Mn(C)→MN(C) is called:
(i) Equivariant, if for every unitary matrix U ∈Mn(C) there exists V = V (U) ∈MN (C) such that
Φ(UXU∗) = V (U)Φ(X)V (U)∗ ∀ X ∈Mn(C); (1)
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(ii) Unitarily equivariant, if furthermore the operator V (U) in the previous definition can be taken unitary.
(iii) (a, b)-unitarily equivariant, if there are a, b natural numbers such that N = na+b and MN (C) ≡
Mn(C)
⊗a ⊗Mn(C)⊗b, and such that for every unitary U ∈Mn(C),
Φ(UXU∗) = (U
⊗a
⊗ U⊗b)Φ(X) (U
⊗a
⊗ U⊗b)∗ ∀ X ∈Mn(C). (2)
Thus, (a, b)-unitarily equivariant maps are a subfamily of unitarily equivariant maps, that is itself
a subclass of equivariant maps. We prove in Corollary 3.3 that every unitarily equivariant map where
U 7→ V (U) is a unitary representation can be seen as a corner of a sum of (a, b)-unitarily equivariant maps.
In the following, we give a family of equivariant and not unitariy equivariant maps.
Example 2.2. Let A ∈Mn(C) be a non-unitary invertible matrix. Define:
ΦA : Mn(C) → Mn(C)
X 7→ AXA∗
Let U ∈Mn(C) be a unitary. Then for every X ∈Mn(C),
Φ(UXU∗) = AUXU∗A∗
= (AUA−1)(AXA∗)(A∗)−1U∗A∗
= (AUA−1)Φ(X)(AUA−1)∗
Clearly, AUA−1 may not be a unitary as A is not unitary. Therefore, ΦA is equivariant and not
unitarily equivariant.
Example 2.3. Bhat characterized in [2] all (0, 1)-unitarily equivariant maps (that is, for a = 0 and b = 1)
on B(H) for some Hilbert space H, not necessarily finite dimensional. More precisely, he proved that a linear
map Φ acting on B(H) satisfies Φ(UXU∗) = UΦ(X)U∗ for all X ∈ B(H) iff there exist α, β ∈ C such that
Φ(X) = αX + β Tr [X ]IH .
Directly from this, we get that any (1, 0)-unitarily equivariant map Ψ on Mn(C) is of the form Ψ(X) =
αθn(X) + β Tr [X ]IH, where θn is the transpose map. Indeed, we can check that θn ◦ Ψ is (0, 1)-unitarily
equivariant and apply Bhat’s result. We shall similarly characterize all (a, b)-unitarily equivariant maps in
Theorem 3.4, thus generalizing these two case, when H is finite dimensional.
Establishing k-positivity of a linear map is a difficult task, even on low dimensional matrix algebras.
In this regard, a criterion which is a necessary and sufficient condition for an equivariant map to be k-positive
was given in [1].
Theorem 2.4. [1, Theorem 2.2] Let Φ : Mn(C) → MN(C) be an equivariant map. Then, for k ≤
min{n,N}, Φ is k-positive if and only if the block matrix [Φ(eij)]
k
i,j=1 is positive semi-definite, where
(eij)1≤i,j≤n are the matrix units in Mn(C).
Incidentally, some well-known examples of k-positive but not completely positive linear maps are
actually examples of unitarily equivariant maps, even though this was not explicitly stated when they were
introduced. We recall these examples and give alternative proof of their k-positivity, based on Theorem 2.4.
(i) Every ∗-homomorphism or ∗-anti-homomorphism on a finite-dimensional matrix algebras is equivariant.
Such maps are always completely positive or co-completely positive.
(ii) Choi [12, Theorem 1] gave the first example of a linear map on Mn(C) which is (n − 1)-positive but
not n-positive, given by
Φ : Mn(C) → Mn(C)
A 7→ {(n− 1)Tr(A)}1n − A .
The above map is unitarily equivariant (take V (U) = U). We apply Theorem 2.4 to prove that Φ is
(n−1)-positive. The eigenvalues of [Φ(eij)]
n−1
i,j=1 are 0 with multiplicity 1 and (n−1) with multiplicities
(n(n− 1)− 1), which are positive. Hence, Φ is (n− 1)-positive.
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(iii) Tomiyama [16, Theorem 2] gave an example of a parametric family of linear maps and studied the
conditions of its k-positivity. The map is defined by:
Ψ : Mn(C) → Mn(C)
A 7→ λnTr(A)1n + (1− λ)A .
This map is k-positive for any 1 ≤ k ≤ n if and only if 0 ≤ λ ≤ 1 + 1nk−1 . We give an alternative proof
based on Theorem 2.4. Indeed, Ψ is unitarily equivariant (take V (U) = U) and to find the conditions of
k-positivity on Ψ, we only need to find the values of λ such that [Ψ(eij)]
k
i,j=1 is positive. It can be easily
seen that λn and
λ
n + (1 − λ)k are two distinct eigenvalues of [Ψ(eij)]
k
i,j=1 with different multiplicities.
Therefore, the map Ψ is k-positive if and only if λ ≥ 0 and λ ≤ 1 + 1nk−1 .
(iv) Collins et.al [1] gave the following family of parametric linear maps which are (1, 1)-unitarily equivariant.
Let α and β be two real numbers and n ≥ 3. Then the family of maps,
Φα,β,n : Mn(C) → Mn(C)⊗Mn(C)
A 7→ At ⊗ 1n + 1n ⊗A+Tr(A)(α1n2 + βBn2) .
(3)
There are values of parameters α and β for which the family of maps Φα,β,n is positive and not
completely positive, more detail can be found in [1].
2.2 Properties of equivariant linear maps
In this section, we study some basic properties of equivariant linear maps, which will help us to give a
characterization of these maps.
Lemma 2.5. Let a, b ∈ N. Then,
(1) The set of all (a, b)-unitarily equivariant maps is a vector space.
(2) The set of all unitarily equivariant maps is not a vector space. Neither is the set of equivariant maps.
Proof. It is an easy calculation to show that the set of all (a, b)-unitarily equivariant maps is closed under
addition and scalar multiplication. Hence, this set is a vector space.
We give an example of two unitarily equivariant maps such that their sum is not even equivariant, which is
enough to conclude that both sets are not vector spaces.
Let Φ1,Φ2 : M2(C)→M2(C) be given by Φ1 = i2 and Φ2 = θ2. It is straightforward that both maps
are unitarily equivariant. We prove that the map (Φ1 +Φ2) is not equivariant, that is, there exists a unitary
U ∈M2(C) such that there is no V ∈M2(C) with
(Φ1 +Φ2)(UXU
∗) = V (Φ1 +Φ2)(X)V ∗ ∀ X ∈M2(C) .
Let
U =
[
1√
2
1√
2−ι√
2
ι√
2
]
.
Take X = e11, where e11 is a matrix unit in M2(C) and ι
2 = −1. We prove that there is no V ∈M2(C) such
that,
(Φ1 +Φ2)(Ue11U
∗) = V (Φ1 +Φ2)(e11)V ∗ . (4)
(Φ1 +Φ2)(Ue11U
∗) =
[
1 0
0 1
]
.
Therefore, rank((Φ1 +Φ2)(Ue11U
∗)) = 2.
Since, rank(Φ1 +Φ2)(e11) = 1. Therefore there exists no V ∈M2(C) such that,
(Φ1 +Φ2)(Ue11U
∗) = V (Φ1 +Φ2)(e11)V ∗ . (5)
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Example 2.6. To conclude this section, we give an example of a completely positive linear map on M2(C)
which is not equivariant. Consider the linear map
Φ : M2(C) → M2(C)
A 7→ A−At +Tr(A)12
.
The map Φ is completely positive, but it is not equivariant.
Let
U =
[
1√
2
1√
2−ι√
2
ι√
2
]
and X = −ιe11 + ιe22
Where ι2 = −1. Then
Φ(UXU∗) =
[
0 2
−2 0
]
and Φ(X) =
[
0 0
0 0
]
.
Therefore, there exists no V ∈M2(C) such that Φ(UXU
∗) = V Φ(X)V ∗ for unitary U and X = −ιe11+ ιe22.
Hence, Φ is not equivariant.
3 Characterization of equivariant maps
In this section, we tackle the problem of characterizing equivariant maps defined on finite-dimensional matrix
algebras. We first characterize general equivariant linear maps in terms of their Choi matrices in Theorem 3.1.
Then, we prove that every unitarily equivariant map where U 7→ V (U) is a unitary representation can be
realized as an ⊕i∈I(ai, bi)-unitarily equivariant map for a finite set I and for some values of ai and bi. Finally,
we compute explicitly all (a, b)-unitarily equivariant maps in Theorem 3.4.
3.1 Characterization of equivariant maps in terms of their Choi matrix
We recall that the Choi matrix CΦ of a linear map Φ ∈ B(Mn(C),MN(C)) is defined by
CΦ := (in ⊗ Φ)(Bn2 ) (6)
where Bn2 is the unnormalized Bell density matrix. Equation (6) defines a one-to-one linear correspondence
between matrices C ∈MnN (C) and maps Φ ∈ B(Mn(C),MN (C)). The following theorem is applicable to all
equivariant maps.
Theorem 3.1. Let Φ :Mn(C)→MN(C) be a linear map. Then the following two assertions are equivalent:
(i) Φ is an equivariant map.
(ii) For all unitary matrices U in Mn(C), there exists a matrix V = V (U) ∈MN(C) such that
[CΦ, U ⊗ V ] = 0.
Proof. To prove (i) =⇒ (ii), we use the fact that (U ⊗ U) commutes with Bn2 for every unitary matrix
U ∈Mn(C). We have the following
CΦ = (in ⊗ Φ)(Bn2)
= (in ⊗ Φ)(U ⊗ U)(
∑
i,j
eij ⊗ eij)(U ⊗ U)
∗
= (
∑
i,j
UeijU
∗
)⊗ Φ(UeijU
∗) (7)
Since Φ is equivariant, for every unitary U ∈Mn(C) there exists V ∈MN (C) such that Φ satisfies Equation
(1). From Equation (7), CΦ becomes,
CΦ =
∑
i,j
UeijU
∗
⊗ V Φ(eij)V
∗
= (U ⊗ V )CΦ(U ⊗ V )
∗ .
5
Hence, CΦ commutes with (U ⊗ V ).
We now prove the converse implication (ii) =⇒ (i). Assume that assertion (ii) holds. Then the previous
computation shows that (U ⊗V )CΦ(U ⊗V )
∗ is the Choi matrix of the map Y 7→ V Φ(U∗Y U)V ∗. By unicity
of the Choi matrix, we get that for all Y ∈Mn(C),
Φ(Y ) = V Φ(U∗Y U)V ∗ .
Taking X = U∗Y U yields the result. Hence, the proof is completed.
3.2 Characterization of unitarily equivariant maps
The definition of equivariant maps given by Equation (1) is quite general in the sense that we do not put any
constraint on the operator V (U). It turns out that in the case of unitary invariance, the following theorem
implies that U → V (U) might be assumed to be a group morphism:
Theorem 3.2. Let Φ :Mn(C)→MN(C) be a unitarily equivariant linear map. Then there exists a unitary
representation U 7→ V (U) of the unitary group Un on C
N such that for all X ∈ Mn(C) and all unitary
U ∈ Un,
Φ(UXU∗) = V (U)Φ(X)V (U)∗ .
Proof. We denote by A(Φ) the C∗-algebra generated by the image of Φ: it is the subalgebra of MN (C)
spanned by the identity operator 1N and products of Φ(X),
Φ(X)∗ for X ∈Mn(C). Given U ∈ Un, we define on A(Φ) an endomorphism as follows.
We fix a basis of A(Φ) as a vector space, (Φ(Xj1) · · ·Φ(Xjl)) where the jis run in some finite set J .
The endomorphism LU is defined by extending by linearity the formula
LU (Φ(Xj1) · · ·Φ(Xjl)) = Φ(UXj1U
∗) · · ·Φ(UXjlU
∗) .
It can be noted that thanks to the unitarity assumption, this equation becomes
LU (Φ(Xj1) · · ·Φ(Xjl)) = V Φ(Xj1) · · ·Φ(Xjl)V
∗ ,
therefore for any Y ∈ A(Φ), the map is actually
LU : Y ∈ A(Φ) 7→ V (U)Y V (U)
∗ ,
therefore this is actually a ∗-automorphism of A(Φ).
Let us record two other important properties of L : Un → Aut (A(Φ)) , U 7→ LU . First of all, L is
continuous, as any linear map between finite dimensional spaces is continuous and so is the multiplication
of operators. Secondly, L is actually a group morphism. Indeed, for any U1, U2 ∈ Un and any X1, ..., Xk ∈
Mn(C),
LU1U2 (Φ(X1) · · ·Φ(Xk)) = V (U1)Φ(U2X1U
∗
2 ) · · ·Φ(U2XkU
∗
2 )V (U1)
∗
= LU1 ( Φ(U2X1U
∗
2 ) · · ·Φ(U2XkU
∗
2 ) )
= LU1 ◦ LU2 (Φ(X1) · · ·Φ(Xk)) .
So, L : Un → Aut (A(Φ)) , U 7→ LU is a continuous group morphism.
It follows from the classification of automorphisms of a finite-dimensional C∗-algebra [24, Proposition
2.2.6] that there exists W =W (U) in MN (C) that normalizes A(Φ) such that LU (X) =WXW
∗ and this W
is unique up to a central element in the algebra generated by A(Φ) and the normalizer of the commutant of
A(Φ) (which we will call NCA(Φ) for the purpose of this proof).
So, the map L : Un → Aut (A(Φ)) , U 7→ LU gives rise to a continous application Un →
UN/Z NCA(Φ) , U 7→ W which implements LU (the continuity follows from the fact that a continuous
bijection between two compact sets is bi-continuous).
In order to complete the proof, we have to prove that this map can be lifted continuously to a map
Un → UN , U 7→W that generates the same LU . This follows from the fact that, by construction, W can be
taken as an element of NCA(Φ), so, given a minimal projection P in Z NCA(Φ), it is enough to show that
there exists a continuous choice for PW .
There exists θ(U1, U2) ∈ R such that
PW (U1)W (U2) = e
ιθ(U1,U2)PW (U1U2) (8)
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Note that it follows from the above that the phase eιθ(U1,U2) is a continuous function of U1, U2. Let
us prove that PW can undergo a phase modification that will turn it into a special unitary representation.
First of all, without loss of generality, we may assume that θ(In, In) = 0, at the possible expense of replacing
PW by eιθ(In,In)PW . Then, by continuity looking in a vicinity of the identity, taking the determinant, we
get that
detPW (U1) detPW (U2) = e
N ιθ(U1,U2) detPW (U1U2) ,
in other words
eιθ(U1,U2) = (detPW (U1) detPW (U2)/ detPW (U1U2))
1/N ,
where the N -th root is obtained with the prinicipal branch of the logarithm, which is well defined in a
neighbourhood of 0.
So, we may rewrite Equation (8) as
PW (U1)PW (U2) = (detPW (U1) detPW (U2)/ detPW (U1U2))
1/NPW (U1U2),
or equivalently,
PW (U1) detPW (U1)
−1/NPW (U2) detPW (U2)−1/N = PW (U1U2)(detPW (U1U2))−1/N
Therefore, setting
PW˜ (U1) = PW (U1) detW (U1)
−1/N ,
and doing the same for each minimal projection P in Z NCA(Φ) we see that, in a neighbourhood of 0,
W˜ (U1)W˜ (U2) = W˜ (U1U2).
It is known that a finite dimensional representation of a Lie group is in one to one correspondance with that
of its Lie algebra, and therefore that it suffices to define it on a neighbourhood of identity, in the simply
connected case. So, this proves that W˜ extends on SUn to a representation of SUn (note that the above is a
modification of Bargmann’s results [17, 18]). We can therefore decompose pi into irreducible representations:
C
N =
⊕
λ
Eλ ⊗ C
Nλ ,
where Eλ are irreducible representations of SUn appearing in the unitary representation pi with multiplicity
Nλ. We denote by piλ the unitary representation of SUn on Eλ induced by pi.
By [19, Proposition 22.2], corresponding to every irreducible representation piλ of SUn, there exists an
irreducible representation p˜iλ of Un such that p˜iλ|SUn = piλ. Hence, p˜i =
⊕
λNλp˜iλ is a unitary representation
of Un. This complete the proof.
Let us note that the last part of the proof can be slightly simplified in case A(Φ) =MN(C). Indeed, in
this case it is enough to replace UN/Z NCA(Φ) , U 7→W by PUN (the projective unitary group) and we can
refer to Bargmann’s theorem. It is also interesting to note that no continuity is needed in the assumption, it
is granted automatically by the theorem (together with rationality and analyticity) when one replaces V by
W .
The next corollary builds a bridge between unitarily equivariant maps and (a, b)-unitarily equivariant
maps. It justifies the computation of the latter in the next section.
Corollary 3.3. Let Φ ∈ B(Mn(C),MN (C)) be a unitarily equivariant map. Then there exist a finite sequence
of pair (ai, bi) of natural integers, a partial isometric map W : C
N → ⊕i(C
n)⊗ai ⊗ (Cn)⊗bi and
an ⊕i(ai, bi)-unitarily equivariant map Ψ on Mn(C) such that for all X ∈Mn(C),
WΦ(X)W ∗ = Ψ(X) . (9)
Proof. This is a direct consequence of the representation theory of the unitary group. Indeed, for any
representation, there exist a finite sequence of pairs (ai, bi) of natural integers such that this representation
appears in the unitary representation (see [20] for instance)
U 7→ ⊕iU
⊗ai
⊗ U⊗bi .
It means that there exists a partial isometry W from CN to ⊕i(C
n)⊗ai ⊗ (Cn)⊗bi such that for all U ∈ Un,
W V (U)W ∗ = P ⊕i (U
⊗ai
⊗ U⊗bi)P ,
where P is the orthogonal projection on some supspace of ⊕i((C
n)⊗ai⊗(Cn)⊗bi) invariant by ⊕i(U
⊗ai
⊗U⊗bi)
for all U ∈ Un. We can then define the map Ψ : X 7→W Φ(X)W
∗ and it can be readily checked that it is an
⊕i(ai, bi)-unitarily equivariant map.
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3.3 Characterization of (a, b)-unitarily equivariant maps
We now deal with the question of characterizing (a, b)-unitarily equivariant maps. More explicitly, let a, b ∈ N
and n ≥ 2. Then, what are all the linear maps
Φ :Mn(C)→Mn(C)
⊗a ⊗Mn(C)⊗b
such that for every unitary U ∈Mn(C), Φ satisfy Equation (2). By Lemma 2.5(1) the set of all (a, b)-unitarily
equivariant maps is a vector space. Characterizing this vector space is then equivalent to exhibiting one
of its basis. In order to do that, we need some basic results from group representation theory and more
precisely the Schur-Weyl duality Theorem [21, Theorem 8.2.10]. More detail can be found in [21, Chapters
7,8].
Let us define two unitary representations σk and ρk on (C
n)⊗k, with a+b = k, of the symmetric group
Sk and the unitary group Un respectively. For all v1, ..., vk ∈ C
n, pi ∈ Sk and U ∈ Un, they are defined as
σk(pi) (v1 ⊗ · · · ⊗ vk) = (vpi−1(1) ⊗ · · · ⊗ vpi−1(k)) ,
ρk(U) (v1 ⊗ · · · ⊗ vk) = (Uv1 ⊗ · · · ⊗ Uvk) .
We denote by σk(C[Sk]) (resp. ρk(C[Un]))
the ∗-algebra generated by the representation σk (resp. ρk). That is,
σk(C[Sk]) = {σk(pi) ; pi ∈ Sk}
′′ =
{∑
pi∈Sk
f(pi)σk(pi) ; f : Sk → C
}
,
ρk(C[Un]) = {ρk(U) ; U ∈ Un}
′′ ,
where the prime symbol denotes the commutant of a set (we will not need the explicit formula for the elements
of ρk(Un)). Then Schur-Weyl duality Theorem asserts that σk(C[Sk]) and ρk(C[Un])) are the commutant of
each other.
In other words, for any operator C ∈Mn(C)
⊗k,
[U⊗k, C] = 0 ∀ U ∈ Un iff C ∈ σk(Sk) . (10)
We refer to [21, Theorem 8.2.8] for instance for a presentation of this Theorem. With this result in hand, we
can now prove one of the main results of this paper.
Theorem 3.4. Let a, b ∈ N and Φ : Mn(C) → Mn(C)
⊗a ⊗Mn(C)⊗b. Then the following assertions are
equivalent.
(i) Φ is (a, b)-unitarily equivariant.
(ii) [CΦ, U
⊗a+1
⊗ U⊗b] = 0 for all U ∈ Un, where CΦ is the Choi matrix of Φ.
(iii) There exists f : Sk+1 → C such that
CΦ =
∑
pi∈Sk+1
f(pi)
(
θ⊗a+1n ⊗ i
⊗b
n
)
[σk+1(pi)] , (11)
where θn is the transpose map on Mn(C).
Proof. The equivalence of (i) and (ii) is clear from Theorem 3.1.
(ii)⇒ (iii).
Assume that CΦ commutes with (U
⊗a+1
⊗ U⊗b) for all U ∈ Un, that is,
(U
⊗a+1
⊗ U⊗b)CΦ(U
⊗a+1
⊗ U⊗b)∗ = CΦ (12)
Remark that the transpose map θn ∈ B(Mn(C)) is (1, 0)-unitarily equivariant, so that for all U ∈ Un and all
C ∈Mn(C)
⊗a+b+1,
(θ⊗a+1n ⊗ i
⊗b
n )(U
⊗a+1
⊗ U⊗b C (U
⊗a+1
⊗ U⊗b)∗) = U⊗k+1 [(θ⊗a+1n ⊗ i
⊗b
n )C]U
∗⊗k+1 . (13)
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where k = a+ b. Applying Equations (12) and (13), we get:
(θ⊗a+1n ⊗ i
⊗b
n )[CΦ] = U
⊗k+1 (θ⊗a+1n ⊗ i
⊗b
n )[CΦ]U
∗⊗k+1 .
Consequently, (θ⊗a+1n ⊗ i
⊗b
n )[CΦ] ∈ ρk(Un)
′. By the Schur-Weyl duality given in Equation (10), we obtain
that (θ⊗a+1n ⊗ i
⊗b
n )[CΦ] ∈ σk+1(C[Sk+1]), which implies (iii).
(iii)⇒ (ii) is straightforward using the converse part of Schur-Weyl duality and the previous computation.
Clearly by point (iii) in Theorem 3.4, the set of (a, b)-unitarily equivariant maps is isomorphic as a
vector space to the space σk+1(C[Sk+1]). Therefore we get the straightforward corollary:
Corollary 3.5. A basis of (a, b)-unitarily equivariant maps is given by the maps {Φpi : pi ∈ Sk+1}, where
k = a+ b, with the corresponding Choi matrices:
CΦpi = (θ
⊗a+1
n ⊗ i
⊗b
n )[σk+1(pi)] , (14)
where the matrix σk+1(pi) acts on vectors (v1 ⊗ · · · ⊗ vk+1) as
σk+1(pi) (v1 ⊗ · · · ⊗ vk+1) = vpi−1(1) ⊗ · · · ⊗ vpi−1(k+1) . (15)
In particular, when n ≥ k + 1, then the dimension of this vector space is (k + 1)!.
We discuss the graphical representation of this basis in the next section.
4 Graphical representation of the Choi matrix of (a, b)-unitarily
equivariant maps
In this section we study the graphical representation of (a, b)-unitarily equivariant maps for any a, b ∈ N.
This gives a visual and very convenient method to compute them. We illustrate this with the (1, 1)-unitarily
equivariant maps from [1].
The following table in Figure 1 represents the graphical representation of operators defined on Hilbert
spaces, their tensor product and how the operations of transpose, multiplication of operators perform
graphically. More detail about the graphical calculus can be found in [22, 23].
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Graphical representationVectors/Operators
|v〉 ∈ Cn |v〉
〈v| ∈ (Cn)∗ 〈v|
T ∈ B(H) T
T ∈ B(H1 ⊗H2) T
H1
H2
H1
H2
AB ∈Mn(C) A B
At ∈Mn(C) A
Figure 1: Graphical representations of vectors and operators
Let Wa,b denote the vector space of all (a, b)-unitarily equivariant maps. Recall from Section 3.3 that
the maps CΦpi = (θ
⊗a+1
n ⊗ i
⊗b
n )(σk+1(pi)) form a basis of Wa,b with pi running through the permutation group
Sk+1, where σk+1 is the unitary representation of the permutation group defined in Equation (15). Based
on the graphical representations given in Table 1, we give the graphical representations of the CΦpi . We first
consider the case of a = 1 and b = 1 and make some observations. We discuss the general case in Theorem
4.1.
We compute the graphical representation of the Choi matrices CΦpi with pi ∈ S3, by first computing
the one of σ3(pi). We start with the representation of σ3(123) as an example. This map is defined as follows:
σ3(123) : (C
n)⊗3 → (Cn)⊗3
v1 ⊗ v2 ⊗ v3 7→ v3 ⊗ v1 ⊗ v2
.
Its graphical representation is given on the left in Figure 2. By Equation (14), CΦ(123) = (θ
⊗2
n ⊗ in)σ3(123).
Using the graphical representation of the transpose map, we obtain that CΦ(123) is represented by the right
figure in Figure 2.
θ⊗2n ⊗in(·)−→
Figure 2: Graphical representation of σ3(123) (on the left) and CΦ(123) (on the right)
We take the following convention in order to represent the operators σk+1(pi): input on the left are
represented by black (full) dots while output on the right are represented by white (empty) dots. The
graphical representation of the operator σk+1(pi) then corresponds to tracing a wire from the ith (black) dot
on the left to the pi−1(i) (white) dot on the right. Using graphical computation, it can be directly check that
σk+1(pi) and U
⊗k+1 commute for all unitary operator U ∈ Un.
Then, applying the transpose map to the first (a+1) tensors corresponds graphically to interchange the black
and the white dot at the first (a + 1) rows (starting from the highest). Again, it can be directly checked
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UU
U
U t
U t
U∗
=
Figure 3: Graph of CΦ(123) . Each black dot is connected to a white dot in a one-to-one way, according to the
permutation (123).
from a graphical computation that CΦ(pi) and (U
⊗a+1
⊗U⊗b) commute. This is illustrated in the case of the
permutation (123) in Figure 3.
We can obtain similarly the graphical representations of the Choi matrices CΦpi corresponding to all
pi ∈ S3. There are 3! = 6 different possibilities to trace a wire between black and white dots in a one-to-one
way. Each of them corresponds to a different permutation pi ∈ S3. This is illustrated in Figure 4.
pi
CΦpi
1 (23) (12) (13) (123) (132)
Figure 4: Graphical representations of the CΦpi for each pi ∈ S3
Figure 4 gives the basis elements of the vector space W1,1. Theorem 4.1 generalizes this fact to any
(a, b)-unitarily equivariant map. We omit the proof, as it follows exactly the same idea as the example above.
Theorem 4.1. The graphical representation of the Choi matrices of the basis elements CΦ(pi) of the vector
space Wa,b is given by the following rule. Being a matrix on (C
n)⊗k+1, its graphical representative has (k+1)
input (on the left) and (k + 1) output (on the right). The first (a + 1) inputs are symbolized by black (full)
dots, the remaining b by white (empty) dots. In the same way, the first (a + 1) outputs are symbolized by
white (empty) dots, the remaining b by black (full) dots. Then each element of this basis corresponds to a
possible wiring between black and white dot, in a one-to-one way.
Theorem 4.1 gives a graphical representation of the Choi matrices of the basis elements of Wa,b,
which completes the characterization of the vector space Wa,b of all (a, b)-unitarily equivariant maps. As an
illustration, we study the graphical representation of the Choi matrix of the family of linear maps Φα,β,3
studied in [1] and given by Equation (3). It is given as follows:
+ +α + β
Figure 5: Graphical representation of CΦα,β,n
Remark that it corresponds to taking linear combinations of the graphical representations of the
permutations (12), (13), (1) and (23) respectively and from left to right. A more general 3-parameters family
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can be defined by adding the permutations (123) and (132) and it gives:
Φα,β,γ,n : Mn(C) → Mn(C)⊗Mn(C)
A 7→ At ⊗ 1n + 1n ⊗A+Tr(A)(α1n2 + βBn2)
+γ (Bn2(1n ⊗A) + (1n ⊗A)Bn2) .
(16)
We leave the study of this more general map to future work.
5 Application to entanglement detection
One application of positive maps that are not completely positive is entanglement detection in quantum
information theory. We recall that a density matrix inMn(C) for some integer n ≥ 0 is a positive semi-definite
operator on Cn with trace equal to one. We denote by S(n) the set of density matrices on Cn and by S(m×n)
the set of density matrices on (Cm ⊗ Cn). Then a density matrix on (Cm ⊗ Cn) is called separable if it is
in the convex hull of tensor-product density matrices. We denote by SEP(m,n) the set of separable density
matrices on (Cm ⊗ Cn), that is,
SEP(m,n) =
{∑
i
λiρ
i
A ⊗ ρ
i
B ; ρ
i
A ∈ S(m), ρ
i
B ∈ S(n) , λi ≥ 0,
∑
i
λi = 1
}
.
We are interested in the complement of this set in S(m × n). If a density matrix ρ is called S(m ×
n)\ SEP(n,m), it is called entangled. The first operational characterization of entanglement/separability
was proved in [8]: a density matrix ρ ∈ S(m × n) is entangled if and only if there exists a positive map
φ : Mn(C) → Mm(C) such that (im ⊗ φ)(ρ) is not positive semi-definite. Remark that if φ is completely
positive, then (im⊗φ)(ρ) is necessarily positive semi-definite. This means that positive – but not completely
positive - maps lead to entanglement detectors. The most well-known example of positive maps leading to
entanglement detection is the partial transpose, and the density matrices that remain positive under its
action are the so-called PPT density matrices. More generally, given a positive map φ : Mn(C) → MN (C)
for any natural number N > 0, we can define
Sm(φ) = {ρ ∈ S(m × n) ; (im ⊗ φ)(ρ) ≥ 0} . (17)
Thus the set of PPT density matrices on Cm ⊗ Cn is Sm(θn), where θn is the transposition on Mn(C).
Apart from (m,n) = (2, 2) or (m,n) = (2, 3), it is known that Sm(θn) is strictly different from SEP(m,n).
In fact, deciding whether a density matrix is separable or not is known as a hard computational problem
[5, 6]. It means in particular that an infinite number of positive maps are needed to detect all entangled
density matrices. It is thus a central question in quantum information theory to find families of maps that
are sufficient for this task.
More generally, it is also interesting to detect the amount of entanglement contains in a bipartite
density matrix. The Schmidt number represents in this respect a good integer quantifier. We recall its
definition. Recall that any norm-one vector ψ ∈ (Cm ⊗ Cn) admits a unique Schmidt decomposition as
ψ =
t∑
i=1
√
λi ψ
m
i ⊗ ψ
n
i ,
where (ψmi )i=1,...,t (resp. (ψ
n
i )i=1,...,t) is an orthogonal family on C
m (resp. on Cn) with consequently
1 ≤ t ≤ min{m,n}, and where
∑t
i=1 λi = 1. Then its Schmidt rank is defined as SR(ψ) := t. The Schmidt
number of a density matrix ρ ∈ S(m× n) is defined subsequently as
SN(ρ) := min
maxj SR(ψj) ; ρ =∑
j
ρj |ψj〉〈ψj |
 ,
where the minimum is over all possible decompositions of ρ as a linear combination of pure states.
We denote by SNt(m,n) the set of density matrices with Schmidt number smaller than t ≥ 1. We
shall also refer to elements of this set as t-separable density matrices and elements of its complement
S(m × n)\ SNt(m,n) as t-entangled density matrices. Remark in particular that the separable density
matrices are exactly the ones with Schmidt number equal to one: SEP(m,n) = SN1(m,n). In the same way
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that separability (or 1-separability) can be checked using positive maps, t-separability can be checked using
t-positive maps. That is, a density matrix ρ ∈ S(m × n) is t-separable if and only if (im ⊗ φ)(ρ) ≥ 0 for all
t-positive maps φ :Mn(C)→Mn(C).
We are now in position to state the main result of this article.
Theorem 5.1. Let φ : Mn(C) → MN (C) be a t-positive - but not completely positive - map, with 1 ≤ t ≤
min{m,n}. Then there exists a family of unitarily equivariant t-positive maps (Φa)a≥1 with Φa : Mn(C)→
MNa(C), lim
a→+∞
Na = +∞, such that (Sm(Φa))a≥1 form a decreasing family of sets and:
∩
a≥1
Sm(Φa) ⊂ Sm(φ) . (18)
In other words, for all t-entangled density matrices ρ /∈ Sm(φ), there exists an integer a0 ≥ 1 such that
ρ /∈ Sm(Φa) for all a ≥ a0.
We divide the proof of Theorem 5.1 in two parts: first in Section 5.1, we prove the existence of a Φ :
Mn(C)→ B(H), for some universal infinite dimensional Hilbert spaceH and universal unitary representation
U 7→ V (U) that fulfills the equivariance property (1), such that Sm(Φ) ⊂ Sm(φ). Then we prove the theorem
by an application of the Peter-Weyl Theorem together with Corollary 3.3.
5.1 Proof of Theorem 5.1 with infinite dimensional image
Theorem 5.2. Let φ : Mn(C) → MN (C) be a t-positive map. Then there exists a unitarily equivariant
t-positive map Φ : Mn(C)→ B(H) for some Hilbert space H such that:
Sm(Φ) ⊂ Sm(φ) , (19)
where these quantities were defined in Equation (17).
Before proving the theorem, we recall some facts about the left regular representation of the unitary
group Un. Recall that L2(Un) is the Hilbert space of square integrable functions on Un with respect to the
Haar measure:
L2(Un) = {f : Un → C ;
∫
Un
|f(U)|2µHaar(dU) < +∞} .
The left regular representation λ of Un on L2(Un) is defined for all W ∈ Un as:
λW f ∈ L2(Un) 7→ (U 7→ f(W
∗U)) . (20)
Now define H = L2(Un,C
N) ≈ L2(Un)⊗ C
N , that is,
H =
{
(ψU )U∈Un ; ψU ∈ C
N ∀U ∈ Un ,
∫
Un
‖ψU‖
2µHaar(dU) < +∞
}
(21)
where the integration is with respect to the Haar measure on Un. The Hilbert space H will play the role of
the image of Φ in Theorem 5.2. The equivariance property will be given in terms of the following unitary
representation of Un on H:
V :W 7→
(
V (W ) : ψ ∈ H 7→ (ψW∗U )U∈Un
)
. (22)
We can readily check that V is the left regular representation on L2(Un) tensored with the trivial
representation on CN , that is, V = λ⊗ iN .
Finally, let φ ∈ B(Mn(C),MN (C)) be a linear map. We can define a map Φ ∈ B(Mn(C),B(H)) as
X ∈Mn(C) 7→ Φ(X) = (φ(U
∗XU))U∈Un . (23)
Thus for all X ∈Mn(C) and all (ψU )U∈Un ∈ H, Φ(X)ψ = (φ(U
∗XU)ψU )U∈Un .
Lemma 5.3. Let φ ∈ B(Mn(C),MN (C)) be a linear map and define the linear map Φ : Mn(C) → B(H) as
in Equation (23). Then Φ is unitarily equivariant with respect to the unitary representation U 7→ V (U). If
furthermore φ is t-positive, then Φ is also t-positive.
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Proof. We first prove that Φ is U 7→ V (U) equivariant. Indeed, for all W ∈ Un, X ∈Mn(C) and all ψ ∈ H,
V (W )∗ Φ(WXW ∗)V (W )ψ = V (W )∗ Φ(WXW ∗) (ψW∗U )U∈Un
= V (W ∗)
(
φ((W ∗U)∗X (W ∗U))ψW∗U
)
U∈Un
= Φ(X)ψ .
Secondly, we prove that Φ is t-positive. As it is equivariant, by Theorem 2.4, we only need to check that the
matrix (Φ(eij))1≤i,j≤t is positive semi-definite, where (eij)1≤i,j≤n are the matrix units in Mn(C). This can
be directly checked by noticing that H⊗ Ct ≃ L2(Un,C
tN ) so that
(Φ(eij))1≤i,j≤t ≃ ((φ(U∗ eij U))1≤i,j≤t)U∈Un .
If φ is t-positive, then (φ(U∗ eij U))1≤i,j≤t is positive semi-definite for all U ∈ Un, and so is (Φ(eij))1≤i,j≤t.
Proof of Theorem 5.2. Let ρ ∈ S(m × n) be a t-entangled density matrix such that (im ⊗ φ)(ρ) is not
positive semi-definite, i.e. ρ /∈ Sm(φ). We can now show that Φ “detects” ρ, that is, (im ⊗ Φ)(ρ) is not
positive semi-definite. Indeed, this is true as by continuity there exist a vector ϕ ∈ (Cm ⊗ CN ) and a small
neighborhood U of In in Un such that for all U ∈ U , 〈ϕ , (im ⊗ φ)(Im ⊗ U ρ Im ⊗ U
∗))ϕ〉 < 0. Then defining
the vector ψ ∈ (Cm ⊗H) as:
ψU = ϕ ∀U ∈ U , ψU = 0 elsewhere ,
we get that 〈ψ , (im ⊗ Φ)(ρ)ψ〉 < 0 which shows that (im ⊗ Φ)(ρ) is not positive semi-definite.
5.2 Proof of Theorem 5.1
Going from Theorem 5.2 to Theorem 5.1 is a simple application of the Peter-Weyl Theorem applied to the
compact group Un. It states that L2(Un) is
isomorphic as a Un–space to
the closure of the direct sum of all finite dimensional irreducible unitary representations Epi of Un,
each with multiplicity equal to its dimension (see [19] for instance):
L2(Un) =
⊕̂
pi∈Λ
Epi ⊗ Fpi , (24)
where Λ is the countable set that indexes all irreps of Un and where Fpi is of dimension dimEpi . Furthermore,
the left-regular representation λ of Un on L2(Un) given in Equation (20) can be decomposed according to
Equation (24):
λ = ⊕̂
pi∈Λ
λ(pi) ⊗ iFpi , (25)
where λ(pi) is the irreducible unitary representation of Un on Epi.
We are now ready to prove the main theorem
Proof of Theorem 5.1. Let φ be a t-positive map with 1 ≤ t ≤ min{m,n}. Define H and the t-positive map
Φ :Mn(C)→ B(H) as in Equations (21) and (23) respectively. Remark that by the Peter-Weyl Theorem as
stated in Equation (24), H = L2(Un,C
N) can be decomposed as
H =
⊕̂
pi∈Λ
Epi ⊗ (Fpi ⊗ C
N ) ,
and the unitary representation λ⊗ iN of Un on H can be decomposed as
λ⊗ iN = ⊕̂
pi∈Λ
λ(pi) ⊗ iFpi⊗CN .
As Λ is a countable set, we can choose an increasing family of finite sets (Λd)d≥0 such that ∪d≥0Λd = Λ. Let
Pd be the orthogonal projection on
⊕̂
pi∈Λd
Epi ⊗ Fpi. Remark that Hd := PdH is a finite dimensional subspace
of H as Λd is finite. We can define on Hd the restriction of Φ as Φd := Pd Φ(·)Pd. This directly defines
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a t-positive map as Φ is itself t-positive by Lemma 5.3. We check that Φd is equivariant. We define the
unitary representation Πd on Hd as the restriction of (λ⊗ iN ) to Hd: Πd(U) := Pd λ(U)⊗1N Pd. Using that
by Lemma 5.3 Φ is (λ⊗iN )-equivariant, it is a straightforward computation to show that Φd is Πd-equivariant.
Let now ρ ∈ S(m × n) be a t-entangled density matrix such that ρ /∈ Sm(φ). By Theorem 5.2,
ρ /∈ Sm(Φ), so that there exists ψ ∈ (C
m ⊗H) such that 〈ψ , (im ⊗Φ)(ρ)ψ〉 < 0. Define ψd = Pdψ ∈ Hd. As
ψd → ψ in H as d goes to infinity, we also have 〈ψd , (im ⊗ Φd)(ρ)ψd〉 → 〈ψ , (im ⊗ Φ)(ρ)ψ〉 as d→ +∞, so
there exists d0 ≥ 0 such that for all d ≥ d0, 〈ψd , (im ⊗ Φd)(ρ)ψd〉 < 0. This concludes the proof.
Let us finish this section by the following corollary that might be of theoretical interest.
Corollary 5.4. There exists a family of unitarily equivariant t-positive maps (Φa)a≥1 with Φa : Mn(C)→
MNa(C) such that, for each m, (Sm(Φa))a≥1 decreases to SNt(m,n) as a→∞.
Proof. For the same statement with m fixed, it is a diagonal argument applied to a dense countable subset
of the t-entangled states (given that a direct sum of l entanglement witnesses for l entangled states witnesses
all l states simultaneously). For generic m this is an additional diagonal argument.
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