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TÓM TẮT 
Khái niệm quan trọng nhất trong việc thiết kế các lược đồ cơ sở dữ liệu đó là phụ thuộc 
hàm. Phụ thuộc hàm mô tả mối liên hệ giữa các thuộc tính và là một trong các khái niệm chính 
được sử dụng trong quá trình chuẩn hóa. Trên cơ sở mô hình cơ sở hướng đối tượng mờ theo 
cách tiếp cận đại số gia tử được tác giả đề xuất, trong bài báo này, chúng tôi sẽ trình bày nghiên 
cứu về các dạng phụ thuộc dữ liệu, bao gồm phụ thuộc hàm mờ trong lớp đối tượng, phụ thuộc 
hàm mờ đầy đủ, phụ thuộc hàm mờ bộ phận, phụ thuộc hàm mờ bắc cầu và phụ thuộc hàm mờ 
với lượng từ ngôn ngữ. Dựa trên các khái niệm phụ thuộc hàm mờ, bài báo cũng đề xuất các 
dạng chuẩn đối tượng mờ của lớp trong mô hình. 
Từ khóa: cơ sở dữ liệu hướng đối tượng mờ, đại số gia tử, phụ thuộc hàm mờ, các dạng chuẩn 
lớp đối tượng mờ. 
1. ĐẶT VẤN ĐỀ 
Phụ thuộc dữ liệu là nền tảng lí thuyết để xác định các dạng chuẩn của lược đồ cơ sở dữ 
liệu (CSDL), nhằm hạn chế đến mức thấp nhất sự dư thừa dữ liệu, nguyên nhân chính phá vỡ 
tính toàn vẹn dữ liệu trong các hệ thống CSDL. Khi ngữ nghĩa của CSDL được mở rộng, như 
cho phép lưu trữ các thông tin không chắc chắn, không đầy đủ (gọi là thông tin mờ), thì ngữ 
nghĩa của các phụ thuộc dữ liệu cũng thay đổi, nghĩa là phải mở rộng các dạng phụ thuộc dữ 
liệu. Đã có nhiều công trình tập trung nghiên cứu mở rộng các dạng phụ thuộc dữ liệu, đặc biệt 
là trong mô hình CSDL mờ [1, 2, 3 ,4, 5] và CSDL hướng đối tượng (HĐT) mờ [6, 7]. 
Một số mô hình CSDL HĐT mờ cơ bản đã được nghiên cứu chủ yếu dựa vào lí thuyết tập 
mờ [8], lí thuyết khả năng, quan hệ tương tự, đại số gia tử (ĐGST),...Đối với các mô hình đã 
nghiên cứu,các tác giả xem các giá trị mờ là tập mờ (như trẻ, cao, ….), khi biểu diễn và đối sánh 
các giá trị mờ này phải xây dựng các hàm thuộc và hoàn toàn phụ thuộc vào ý kiến chuyên gia. 
Hơn nữa, khi cần chuyển đổi giá trị mờ này thành giá trị rõ, phải sử dụng phương pháp khử mờ, 
tuy nhiên, mỗi phương pháp khử mờ sẽ cho một kết quả khác nhau nên dẫn đến sai số. 
Đối với  mô hình CSDL HĐT mờ được xây dựng sử dụngĐSGT là một hướng tiếp cận 
mới, giúp xử lí thông tin mờ một cách hiệu quả, đơn giản, trực quan và không cần phương pháp 
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khử mờ. Với cách tiếp cận này, một mô hình mới của CSDL HĐT mờ đã được xây dựng, trong 
đó ngữ nghĩa ngôn ngữ được lượng hóa bằng các ánh xạ định lượng của ĐSGT. Khi đó, giá trị 
ngôn ngữ là dữ liệu, không phải là nhãn của các tập mờ biểu diễn ngữ nghĩa của các giá trị ngôn 
ngữ, và ưu điểm cơ bản của nó cho phép đánh giá ngữ nghĩa của thông tin mờ cũng như dữ liệu 
kinh điển một cách thống nhất. Dựa trên mô hình theo cách tiếp cận ĐSGT, chúng tôi đề xuất 
một số dạng phụ thuộc dữ liệu mờ, các dạng chuẩn trong lớp đối tượngmờ và các vấn đề liên 
quan. 
2. MỘT SỐ KIẾN THỨC CƠ SỞ 
2.1. Đại số gia tử 
ĐSGT là một trong những cách tiếp cận để phát hiện cấu trúc đại số của miền giá trị của 
các biến ngôn ngữ. Theo quan điểm đại số,mỗi miền giá trị của biến ngôn ngữ X có thể được 
hiểu như là một đại số AX = (X, G, H,≤ ), trong đó Dom(X) = X là miền các giá trị ngôn ngữ của 
biến ngôn ngữ X được sinh ra từ tập các phần tử sinh G = {c-, c+} bởi sự tác động của các gia tử 
trong H=H-∪ H+;W là phần tử trung hòa;≤  là một mối quan hệ thứ tự có ngữ nghĩa trên X, nó 
được cảm sinh từ ý nghĩa định tính tự nhiên của từ ngữ. Cấu trúc thứ tự cảm sinh trực tiếp như 
vậy chính là điểm khác biệt so với các cách tiếp cận khác.Khi thêm một số phần tử đặc biệt, thì 
ĐSGT trở thành một đại số trừu tượng X=(X, G, H,Σ,Φ,≤ ), trong đó Σ, Φ là các toán tử lấy giới 
hạn của tập các phần tử được sinh ra khi chịu tác động liên tiếp của các gia tử trong H. Một cách 
khác, nếu ký hiệu H(x)={h1…hpx/h1, …hp∈H} thì Φx=infimumH(x) và Σx=supremumH(x). Như 
vậy, ĐSGT X  được xây dựng trên nền của một ĐSGT AX = (X, G, H,≤ ), ở đây X = H(G), bằng 
cách bổ sung hai toán tửΣ, Φ. Khi đó X = X∪Lim(G) với Lim(G) là tập các phần tử giới hạn: 
với mọi x∈Lim(G), tồn tại u∈X sao cho x = Φu hoặc x = Σu. Các phần tử giới hạn này được bổ 
sung vào ĐSGT X để làm cho các phép tính mới có nghĩa và vì vậy X = (X, G, H,Σ, Φ, ≤ ) được 
gọi là ĐSGT đầy đủ. Các hàm định lượng ngữa nghĩa (υ), hàm độ đo tính mờ (fm), hàm dấu 
(Sgn) và các tính chất của ĐSGT có thể tham khảo trong các tài liệuliên quan [9]. 
2.2. Độ tương tự mức k 
Khi định nghĩa lân cận mức k chúng ta mong muốn các giá trị đại diện như vậy phải là 
điểm trong của lân cận mức k. Vì vậy ta định nghĩa độ tương tự mức k như sau: Chúng ta luôn 
luôn giả thiết rằng mỗi tập H- và H+ chứa ít nhất 2 gia tử . Xét Xk là tập tất cả các phần tử độ dài 
k. Dựa trên các khoảng mờ mức k và các khoảng mờ mức k + 1 chúng ta mô tả không hình thức 
việc xây dựng một phân hoạch của miền [0;1] như sau:Với k = 1, các khoảng mờ mức 1 gồm I(c-
) và I(c+). Các khoảng mờ mức 2 trên khoảng I(c-) là I(hpc-) = I(hp-1c-) = … = I(h2c-) = I(h1c-) = 
υA(c-) = I(h-1c-) = I(h-2c-) = …= I(h-q+1c-) = I(h-qc-). Khi đó, ta xây dựng phân hoạch về độ tương 
tự mức 1 gồm các lớp tương đương sau: S(0) = I(hpc-),S(c-) = I(c-)\[I(h-qc-)∪ I(hpc-)]; S(W) = I(h-
qc
-) ∪ I(h
-qc
+); tương tự ta có S(c+) = I(c+)\[ I(h
-qc
+)∪ I(hpc+)] và S(1) = I(hpc+). 
Tương tự, với k = 2, ta có thể xây dựng phân hoạch các lớp tương tự mức 2. chẳng hạn trên 
khoảng mờ  mức 2, I(hic+) = (υA(Φhic+), υA(∑hic+)] với hai khoảng mờ kề là I(hi-1c+) và I(hi+1c+) 
chúng ta sẽ có các lớp tương đương dạng sau: S(hic+) = I(hic+)\[ I(hphic+)∪ I(h-qhic+)], S(Φhic+) 
= I(h
-qhi-1c+)∪ I(h-qhic+) và S(∑hic+) = I(hphi-1c+)∪ I(hphic+), với I sao cho -q≤i≤p và I ≠ 0. Bằng 
cách tương tự như vậy ta có thể xây dựng các phân hoạch các lớp tương tự mức k bất kì. Tuy 
nhiên, trong thực tế ứng dụng chúng ta có thể giới hạn các gia tử tác động liên tiếp lên các phần 
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tử nguyên thủy c- và c+ là một số nguyên k* nào đó. Các giá trị kinh điển và các giá trị mờ gọi là 
có độ tương tự mức k nếu các giá trị đại diện của chúng cùng nằm trong một lớp tương tự mức k. 
Ví dụ 2.1. Ta xét lược đồ quan hệ U = { MASO, TENCN, SONLV, THUNHAP } với ý nghĩa: Mã 
số công nhân (MASO), Tên công nhân (TENCN) là 2 thuộc tính kinh điển, Số ngày làm việc 
trong tháng (SONLV), Thu nhập (THUNHAP) là 2 thuộc tính mờ. Trong đó DSONLV = [0; 30] và 
DTHUNHAP = [0; 100]. LDSONLV và LDTHUNHAP  có cùng tập các xâu giống nhau với tập các phần tử 
sinh là {0, thấp, W, cao, 1} và tập các gia tử là {ít, khả năng, hơn, rất}. Mặc dù các thuộc tính 
ngôn ngữ đang xét có cùng tập các xâu, nhưng ngữ nghĩa định lượng của chúng khác nhau. 
Đối với thuộc tính SONLV: fm(cao) = 0,35; fm(thấp) = 0,65; µ(khả năng) = 0,25; µ(ít) = 
0,20; µ(hơn) = 0,15 và µ(rất) = 0,40. Ta phân hoạch đoạn [0; 30] thành 5 khoảng tương tự mức 
1 là: fm(rất cao) × 30 = 0,35 × 0,35 × 30 = 3,675. Vậy S(1) × 30 = (26,325; 30]; 
(fm(khả năng cao) + fm(hơn cao)) × 30 = (0,25 × 0,35 + 0,15 × 0,35) × 30 = 4,2 và  S(cao) 
× 30 = (22,125; 26,325]; (fm(ít thấp) + fm(ít cao)) × 30 = (0,25 × 0,65 + 0,25 × 0,35) × 30 = 7,5 
và S(W) × 30 = (14,625; 22,125]; (fm(khả năng thấp) + fm(hơn thấp)) × 30 = (0,25 × 0,65 + 0,15 
× 0,65) × 30 = 7,8  và  S(thấp) × 30 = (6,825; 14,625]; S(0) × 30 = [0; 6,825]. 
Đối với thuộc tínhTHUNHAP: fm(cao) = 0,6; fm(thấp) = 0,4; µ(khả năng) = 0,15; µ(ít) = 
0,25; µ(hơn) = 0,25 và µ(rất) = 0,35. Ta phân hoạch đoạn [0; 100] thành 5 khoảng tương tự mức 
1 là: fm(rất cao) × 100 = 0,35 × 0,6 × 100 = 21. Vậy S(1) × 100 = (79; 100]; 
(fm(khả năng cao) + fm(hơn cao)) × 100 = (0,25 × 0,6 + 0,15 × 0,6) × 100 = 24 và S(cao)) × 
100 = (55; 79]; (fm(ít thấp) + fm(ít cao)) × 100 = (0,25 × 0,6 + 0,25 × 0,4) × 100 = 25 và S(W) × 
100 = (30; 55]; (fm(khả năng thấp) + fm(hơn thấp)) × 100 = (0,25 × 0,4 + 0,15 × 0,4) × 100 = 16  
và S(thấp) × 100 = (14; 30]; S(0) × 100 = [0; 14]. 
3. CƠ SỞ DỮ LIỆU HƯỚNG ĐỐI TƯỢNG MỜ SỬ DỤNG ĐẠI SỐ GIA TỬ 
3.1. Đối tượng mờ 
Các thực thể trong thế giới thực hay các khái niệm trừu tượng thường là các đối tượng phức 
tạp. Các đối tượng này chứa một tập nhất định các thông tin về đối tượng và các hành vi dựa trên 
các thông tin đó. Thông tin về đối tượng được gọi là thuộc tính đối tượng và được xác định bởi 
giá trị cụ thể, giá trị này có thể là giá trị rõ (giá trị chính xác) hoặc vì một lí do nào đó mà ta 
không xác định được giá trị chính xác của nó. Ví dụ, giá trịthuộc tính “tuổi” của một đối tượng 
được cho là “khoảng 18”, hoặc có thể là một giá trị ngôn ngữ “rất trẻ”, đây là những thông tin 
thông tin mờ. Về mặt hình thức, một đối tượng có ít nhất một thuộc tính cho phép nhận giá trị 
mờ là đối tượng mờ. 
3.2. Lớp mờ 
Các đối tượng có các thuộc tính giống nhau được đưa vào các lớp được tổ chức thành hệ 
thống phân cấp. Về mặt lí thuyết, một lớp có thể được xem xét từ hai quan điểm khác nhau: (a) 
lớp mở rộng, được định nghĩa bởi danh sách các đối tượng của nó, và (b) lớp khái niệm, được 
xác định bởi một tập các thuộc tính và các giá trị chấp nhận được của nó. Ngoài ra, một lớp con 
được xác định từ lớp cha bằng cách thừa kế trong CSDL HĐT có thể được xem như là trường hợp 
đặc biệt (b) ở trên. 
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Vì vậy, một lớp được xem là mờ vì một số lí do sau: Thứ nhất, một số đối tượng của một 
lớp được xác định có thể là mờ,những đối tượng này thuộc về lớp với độ thuộc nhất định. Thứ 
hai, khi một lớp được định nghĩa, miền trị của một thuộc tính nào đó có thể là mờ và như vậy 
một lớp mờ được hình thành. Ví dụ, một lớp Hình ảnh là mờ vì miền giá trị thuộc tính năm của 
nó sử dụng yếu tố thời gian là một tập hợp các giá trị mờ như lâu, rất lâu và khoảng 50 năm. 
Thứ ba, một lớp con được kế thừa một hoặc nhiều lớp cha, trong đó có ít nhất một lớp chalà lớp 
mờ, thì lớp con này cũng là lớp mờ.Trong CSDL HĐT mờ, các lớp là mờ vì miền trị thuộc tính 
của chúng chứa các giá trị mờ. Vấn đề một đối tượng thuộc về một lớp với một độ thuộc mức k 
(k∈Z) nào đó xảy ra vì lớp hoặc đối tượng đó có thể là mờ. Tương tự như vậy, một lớp là lớp 
con của một lớp khác cũng với mộtđộ thuộc mức k nào đó vì đó là lớp mờ . Do vậy, các đánh giá 
của mốiquan hệ lớp đối tượng mờ và phân cấp thừa kế mờ là cốt lõi của mô hình CSDL HĐT 
mờ. 
3.3. Quan hệ lớp đối tượng mờ 
Trong CSDL HĐT mờ, bốn trường hợp sau đây có thể được dùng để phân biệt cho các mối 
quan hệ lớp đối tượng: (a) Lớp rõ và đối tượng rõ: trường hợp này giống như trong CSDL HĐT, 
nghĩa là đối tượng thuộc hay không thuộc lớp một cách chắc chắn; (b) Lớp rõ và đối tượng mờ: 
lớp được xác định chính xác và có ranh giới chính xác, còn đối tượng là mờ vì giá trị thuộc tính 
của nó có thể mờ. Trong trường hợp này, đối tượng có thể là thành viên của lớp với độ thuộc nào 
đó; (c) Lớp mờ và đối tượng rõ: giống như trường hợp ở (b), các đối tượng có thể thuộc về lớp 
với độ thuộc mứck. Ví dụ một đối tượng học viên cao học và một lớp sinh viên trẻ; (d) Lớp mờ 
và đối tượng mờ: trong trường hợp này, đối tượng cũng thuộc về lớp với độ thuộcmức k.Các mối 
quan hệ lớp đối tượng trong (b), (c) và (d) trên đây được gọi là quan hệ lớp đối tượng mờ. Trong 
thực tế, trường hợp (a) có thể được xem như là trường hợp đặc biệt của mối quan hệ lớp đối 
tượng mờ, với độ thuộc của đối tượng vào lớp là 1. Với mỗi giá trị ngôn ngữ mờx, chúng ta sẽ 
định nghĩa một biểu diễn khoảng cho x. Trong thực tế, số gia tử trong các giá trị ngôn ngữ là hữu 
hạn nên tồn tại một số nguyên dương k* sao cho 0<|x|≤k*, ∀x∈X. Với bất kì x∈X, đặt j = |x|, với 
mỗi số nguyên k cho trước với 1≤k≤k*, lân cận tối thiểu k của x kí hiệu là Omin,k(x) được định nghĩa 
như sau: nếu k=j thì Omin,k(x) = Ik+1(h-1x)∪ Ik+1(h1x), nếu 1 ≤k < j thì Omin,k(x) = Ij(x) và nếu j+1 ≤ 
k ≤ k*thì Omin,k(x) = Ik+1(h-1y)∪ Ik+1(h1y). Từ đó, ta biểu diễn dữ liệu ngôn ngữ mờ theo định 
nghĩa sau: 
Định nghĩa 3.1. Cho x∈X∪C, một biểu diễn khoảng của x là một tập IRp(x) các khoảng được xác 
định:  
IRp(x) = {Omin,k(x)| 1≤ k ≤ k*} 
Cách biểu diễn dữ liệu ngôn ngữ mờ như trên có thể sử dụng để biểu diễn các dạng dữ liệu 
khác. Đối với giá trị số, đây là loại dữ liệu rõ, độ mờ của dữ liệu bằng 0, khi đó mỗi giá trị số a 
được biểu diễn bằng [a, a], và Omin,k(a) = {[a, a]}, với mọi 1≤ k ≤ k* và IRp(a) = {[a, a]}. Còn 
mỗi giá trị khoảng a được biểu diễn bằng [a-ε, a+ε], với với ε được xem là bán kính với tâm a. 
Vì [a-ε,a + ε] là dữ liệu rõ nên Omin,k([a - ε, a + ε]) = {[a - ε, a + ε]}, với mọi 1 ≤ k ≤ k* và IRp([a 
- ε, a + ε]) = {[a - ε, a + ε]}. Khi  x có độ dài bé hơn k thì giá trị υ(x) là điểm đầu mút của một 
lớp tương đương I(u) trong Pk. điều này dẫn đến có những giá trị trong lân cận của x lại không 
tương tự mức k. Vì vậy, chúng ta sẽ xây dựng một phân hoạch khác sao cho υ(x) là điểm tôpô 
của phân hoạch với mọi x, |x| ≤ k, như sau: 
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Xét X  là ĐSGT tuyến tính  đầy đủ, với H+ = {h1,..., hp} và  H- = {h-1, ..., h-q}, trong đó p, q 
>1. Đặt H1 là tập các gia tử yếu, H2 là tập các gia tử mạnh theo nghĩa khi tác động nó sẽ làm 
thay đổi nghĩa mạnh hơn số gia tử trong H1, tức là các tập H1và H2 gồm: H1 = {hi, h-j | 1≤ i ≤ 
[p/2], 1 ≤ j ≤ [q/2]},H2 = {hi, h-j | [p/2] ≤ i≤ p, [q/2] ≤ j ≤ q}. Đặt Pk+1(Hn) = {I(hiy)| y∈Xk, 
hi∈Hn}, với n=1,2. Hai khoảng I(x) và I(y) trong Pk+1(Hn) được gọi là liên thông với nhau nếu 
tồn tại các khoảng thuộc Pk+1(Hn) liên tiếp nhau xếp từ I(x) đến I(y). Quan hệ này sẽ phân 
Pk+1(Hn) thành các thành phần liên thông. Ta lại có, với mỗi y∈Xk, Pk+1(H1) được phân thành các 
cụm có dạng {I(hiy) hi ∈H1}.  Hơn nữa, do I(h-1y) ≤ υ (y) ≤ I(h1y) hoặc là I(h1y) ≤ υ (y) ≤ I(h-
1y) nên bao giờ ta cũng có υ (y) ∈{I(hiy)| hi∈H1}.Bây giờ ta phân cụm các khoảng mờ của 
Pk+1(H2). Giả sử Xk = {xs| s = 0,…, m - 1} gồm m phần tử được sắp thành một dãy sao cho xi ≤ xj 
khi và chỉ khi i ≤ j. Kí hiệu  và . Để ý rằng  và 
. Các cụm được sinh ra từ các khoảng mờ thuộc Pk+1(H2) có ba loại là cụm nằm bên trái 
x0: {I(hix0)| hi∈H2+}; cụm nằm bên phải xm-1: {I(hixm-1)| hi∈H2+}; cụm nằm giữa xs và xs+1 với s = 
0,…, m - 2: phụ thuộc vào Sgn(hpxs) và Sgn(hpxs+1) như sau: 
C ={ I(hixs), I(hj’xs+1)| hi∈H2+, hj’∈H2-}, nếu Sgn(hpxs) =+1 và Sgn(hpxs+1) = +1 
C ={ I(hixs), I(hj’xs+1)| hi∈H2+, hj’∈H2+}, nếu Sgn(hpxs) = +1 và Sgn(hpxs+1) = -1 
C ={ I(hixs), I(hj’xs+1)| hi∈H2-, hj’∈H2-}, nếu Sgn(hpxs) = -1 và Sgn(hpxs+1) = +1 
C ={ I(hixs), I(hj’xs+1)| hi∈H2-, hj’∈H2+}, nếu Sgn(hpxs) =-1 và Sgn(hpxs+1) = -1 
Tập tất cả các cụm được kí hiệu là C.Vì { Sk(C)| C∈C} là một phân hoạch trên miền trị 
tham chiếu nên nó xác định một quan hệ tương đương và chúng ta sẽ gọi là quan hệ tương tự 
mức k. Do tính chất của phân hoạch nên với mỗi giá trị x của thuộc tính, tồn tại duy nhất một 
cụm C sao cho υ(x) ∈ Sk(C) vàta định nghĩa khoảng tương tự mức k như sau: 
Định nghĩa 3.2. Với mỗi Cthuộc C, ta gọi khoảng tương tự mức k ứng với C là: Sk(C) = ∪{I(u)| 
I(u)∈C}, khi đóSk(x) = Sk(C). 
Mệnh đề 3.1.  Cho X là ĐSGT tuyến tính đầy đủ, trong đó H+ và H- có ít nhất hai phần tử. Khi 
đó: 
1. Với mỗi k, {Sk(u)| u ∈X ∪C} được xác định duy nhất và là một phân hoạch của đoạn 
[0,1]. 
2. Với mọi x,u ∈X ∪C, nếu υ (x) ∈ Sk(u) thì lân cận bé nhất mức k của x nằm trong Sk(u), 
tức là Omin,k(x) ∈Sk(u). 
Định nghĩa 3.3.  Cho một đối tượng bất kì o trên tập thuộc tính {A1, A2 ,..., An } của lớp C, X là 
một ĐSGT tuyến tính đầy đủ, với mỗi k, 1 ≤ k≤k*, Sk là quan hệ tương tự mức k trên miền trị 
thuộc tính Ai của lớp C. Khi đó, với mọi u∈X, giá trị o(Ai) và u được gọi là bằng nhau mức k, kí 
hiệu o(Ai) =k u, khi và chỉ khi Omin,k(o(Ai))∈Sk(u). 
Định nghĩa 3.4. Cho hai đối tượng bất kì o1, o2 trên tập thuộc tính {A1, A2 ,..., An } của lớp C, X  
là một ĐSGT tuyến tính  đầy đủ, với mỗi k, 1 ≤k≤k*, Sk là quan hệ tương tự mức k trên miền trị 
thuộc tính Ai của lớp C. Khi đó:  
−− ∩= HHH 22
++ ∩= HHH 22
−
−
∈ 2Hh q
+∈ 2Hhp
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1. Hai giá trị o1(Ai) và o2(Ai) được gọi là bằng nhau mức k, kí hiệu o1(Ai) =k o2(Ai), khi và 
chỉ khi tồn tại một lớp tương đương Sk(u) của quan hệ tương tự Sk sao cho Omin,k(o1(Ai))∈Sk(u) 
và Omin,k(o2(Ai))∈Sk(u). 
2. Hai giá trị o1(Ai) và o2(Ai) được gọi là khác nhau mức k, kí hiệu o1(Ai) ≠k o2(Ai), nếu 
không tồn tại một lớp tương đương Sk(u) của quan hệ tương tự Sk sao cho Omin,k(o1(Ai))∈Sk(u) 
và Omin,k(o2(Ai))∈Sk(u). 
Bổ đề 3.1. Quan hệ bằng nhau theo mức k (=k) là một quan hệ tương đương. 
Hệ quả 3.1. Cho o1, o2 là hai đối tượng bất kì trên tập thuộc tính {A1, A2 ,..., An } của lớp C, Sk 
là quan hệ tương tự mức k (0 <k≤ k*) trên miền trị thuộc tính Ai của lớp C,  
1. Nếu o1(Ai) =k o2(Ai) thì o1(Ai) =k’ o2(Ai), ∀k’< k 
2. Nếu o1(Ai) ≠k o2(Ai) thì o1(Ai) ≠k’ o2(Ai),∀k’>k 
4. PHỤ THUỘC DỮ LIỆU TRONG MÔ HÌNH CƠ SỞ DỮ LIỆU HƯỚNG ĐỐI TƯỢNG 
MỜ 
4.1. Phụ thuộc hàm mờ trong lớp đối tượng 
Hai đối tượng o1 và o2 được gọi là bằng nhau mức k trên tập X, kí hiệu o1(X) =k o2(X), nếu 
với mọi A∈X, ta có o1(A) =k o2(A). Hai đối tượng o1 và o2 được gọi là khác nhau mức k trên tập 
X, kí hiệu o1(X) ≠k o2(X), nếu tồn tại A∈X: o1(A) ≠k o2(A). 
Định nghĩa 4.1. Cho lớp đối tượng mờ C với tập thuộc tính U,  X, Y ⊆ U, với mỗi số nguyên k 
và  1≤k≤k*. Ta nói lớp C thỏa mãn phụ thuộc hàm mờ X xác định Y với mức k, kí hiệu X ∼>kY, 
nếu ∀o1, o2∈C, o1(X) =k o2(X) => o1(Y) =k o2(Y). 
Thuật toán 4.1. Kiểm tra lớp C có thỏa mãn phụ thuộc hàm mờ X ∼>kY không? 
Vào: Lớp C cùng với tập thuộc tính X, Y, tập các đối tượng {oi, i=1, …,m} 
Ra: True nếu C thỏa X ∼>kY , ngược lại False 
Phương pháp: 
1. Xây dựng các Đại số gia tử cho các thuộc tính mờ có trong hai tập thuộc tính X và Y 
2. Xây dựng lân cận tối thiểu mức k của các giá trị các đối tượng trên X và Y 
3. Duyệt lần lược từng cặp đối tượng của lớp C để phát hiện cặp đối tượng không thỏa phụ 
thuộc hàm: 
 For (với mỗi đối tượng oi∈C, i=1,…,m-1) 
  For (với mỗi đối tượng oj∈C, j=i+1,…,m) 
   If (oi(X) =k oj(X)) và (oi(Y) ≠k oj(Y))ReturnFalse; 
Return True; 
Thuật toán 4.1 đảm bảo tính dừng vì số thuộc tính (n) và số đối tượng (m) của lớp C hữu 
hạn và có độ phức tạp của thuật toán là O(m2*n). 
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Ví dụ 4.1.Ta xét một lớp “Nhanvien” bao gồm các thuộc tính như sau:  
Class NhanVien { 
    Oid: allID 
    TenNV : string 
    BoPhan: string 
    CongViec: string 
    KinhNghiem : [fuzzy] domain [0 .. 40]: float 
    Luong: [fuzzy] domain [2..30]: float 
    ThueTN: [fuzzy] domain [0 .. 4,15]: float 
   } 
Trong đó, TenNV, BoPhan và CongViec là các thuộc tính kinh điển, còn 
KinhNghiem,Luong và ThueTN là các thuộc tính mờ. Trong thực tế, giữa các thuộc tính trên có 
thể tồn tại những quan hệ không chính xác, ví dụ như “Các nhân viên trong cùng một bộ phận có 
công việc và kinh nghiệm giống nhau thì phải có mức lương gần bằng nhau”, …, những mối quan 
hệ như vậy được gọi là phụ thuộc hàm mờ. Ta xét một số các đối tượng của lớp “Nhanvien” như 
trong Bảng 1 
Bảng 1. Lớp “Nhanvien”. 
Oid TenNV BoPhan CongViec KinhNghiem Luong ThueTN 
oid1Bình Kĩ thuật Kĩ sư 25 15 0,36 
oid2Lan                     Kế toán Kế toán viên khá thấp khá thấp 0 
oid3Minh Kĩ thuật Quản lí rất cao rất cao rất cao 
oid4Tuấn Kĩ thuật Kĩ sư khoảng 26 khả năng cao cao 
oid5Văn    Kế toán Kế toán viên 5,5 5 0 
 
Giả sử ta có yêu cầu kiểm tra lớp “Nhanvien” có thỏa phụ thuộc hàm 
mờ:BoPhan,CongViec,KinhNghiem∼>2Luong ? 
Các thuộc tính KinhNghiem, Luong và ThueTN là các thuộc tính mờ, nhận các giá trị số, giá 
trị khoảng và giá trị ngôn ngữ, nên trước tiên, chúng ta sẽ xây dựng một đại số gia tử cho mỗi 
thuộc tính mờ: 
- Đối với thuộc tính Kinh Nghiem, ta có: G = {thấp, cao}, H-= {ít, khả năng} và H+= 
{khá, rất}. Các tham số mờ: fm(thấp) = 0,35; fm(cao) = 0,65; µ(rất) = 0,3; µ(khá) = 0,25; µ(khả 
năng) = 0,2; µ(ít) = 0,25. cdom(KinhNghiem) = [0; 40]; ta sẽ dùng hệ số r = 40 để chuyển đổi từ 
[0; 1] qua [0; 40] 
+ Với  k = 1, ta có: |Ir(thấp)| = fm(thấp) × 40 = 14. Suy ra Ir(thấp) = [0,0; 14], fmr(rất thấp) 
=  µ(rất) ×fm(thấp) ×40 = 4,2; fmr(khá thấp) =  µ(khá) ×fm(thấp) × 40 = 3,5. Vì {Ir(rất thấp), 
Ir(khá thấp), Ir(khả năng thấp), Ir(ít thấp)} là một phân hoạch của Ir(thấp), ta suy ra Ir(rất thấp) 
= [0,0; 4,2], Ir(khá thấp) = (4,2; 7,7]. Vậy, Omin,1(khá thấp) = Ir(khá thấp) = (4,2; 7,7].Tương tự, 
ta có: Omin,1(rất cao) = Ir(rất cao) = (32,2; 40]. 
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+ Với k = 2: Omin,2(khá thấp) = Ir(khá khá thấp) ∪ Ir(khả năngkhá thấp) = (5,25; 6,825], 
Omin,2(rất cao) = Ir(khả năng rất cao) ∪ Ir(khá rất cao) = (34,15; 37,66]. 
Đối với giá trị số và giá trị khoảng, ta có: 
Omin,k(25) = [25; 25]; Omin,k(5,5) = [5,5; 5,5]; Omin,k(khoảng 26) = [25; 27], ∀1 ≤k≤k*. 
-Đối với thuộc tính Luong, ta có: G = {thấp, cao}, H-= {ít, khả năng} và H+= {khá, rất}. 
Các tham số mờ: fm(thấp) = 0,25; fm(cao) = 0,75; µ(rất) = 0,3; µ(khá) = 0,3; µ(khả năng) = 
0,25; µ(ít) = 0,15; cdom(Luong) = [2; 30]. 
+ Với  k = 1, ta có:Omin,1(rất cao) = Ir(rất cao) = (23,7; 30], Omin,1(khả năng cao) = Ir(khả 
năng cao) = (12,15; 17,4]; Omin,1(khá thấp) = Ir(khá thấp) = (4,1; 6,2]. 
+ Với  k = 2, ta có:Omin,2(rất cao) = Ir((khả năng rất cao) ∪Ir(khá rất cao) = (24,645; 
28,11], Omin,2(khả năng cao) = Ir((khả năng khả năng cao) ∪Ir(khá khả năng cao) = (12,9375; 
15,825], Omin,2(khá thấp) =Ir(khá khá thấp)∪Ir(khả năngkhá thấp) = (4,73 ; 5,885]. 
Ta thấy lớp “NhanVien” thỏa phụ thuộc hàm mờ: BoPhan,Congviec,KinhNghiem∼>2Luong 
vì: 
- BoPhan và CongViec là hai thuộc tính rõ, nên các đối tượng của lớp hoặc là bằng nhau 
theo mọi mức hoặc là khác nhau với mọi mức trên hai thuộc tính này. Do đó, ta chỉ cần xét các 
đối tượng bằng nhau trên hai thuộc tính rõ này: 
- Xét đối tượng thứ nhất (oid1) và thứ tư (oid4), ta có: oid1(KinhNghiem) =2 
oid4(KinhNghiem) vì ∃S2(cao)= Ir((rất khả năng cao)∪ Ir((ít khá cao) = (24,14; 25,7] ∪ (25,7; 
27,325] = (24,14; 27,325] : Omin,1(oid1(KinhNghiem)) = [25; 25] ⊆∃S1(cao) và 
Omin,1(oid4(KinhNghiem)) = [25; 27] ⊆∃S1(cao). Ta lại có: oid1(Luong) =2 oid4(Luong) vì 
∃S2(khả năng cao) = Ir((khả năng khả năng cao)∪ Ir((khá khả năng cao) = (12,9375; 14,25] ∪ 
(14,25; 15,825] = (12,9375; 15,825] : Omin,2(oid1(Luong)) = [15; 15] ⊆ S2(khả năng cao) và 
Omin,2(oid4(Luong))= (12,9375; 15,825] ⊆ S2(khả năng cao). 
- Xét đối tượng thứ hai (oid2) và thứ năm (oid5), ta có: oid2(KinhNghiem) =2 
oid5(KinhNghiem) vì ∃S2(khá thấp) = Ir((khá khá thấp)∪ Ir((khả năngkhá thấp) = (5,25; 6,825] : 
Omin,2(oid2(KinhNghiem)) = (5,25; 6,825]⊆ S2(khá thấp) và Omin,2(oid4(KinhNghiem)) = [5,5; 5,5] 
⊆ S2(khá thấp). Ta lại có: oid2(Luong) =2 oid5(Luong) vì ∃S2(khá thấp) = Ir((khá khá thấp)∪ 
Ir((khả năngkhá thấp) = (4,73; 5,885]: Omin,2(oid2(Luong)) = (4,73; 5,885]⊆ S2(khá thấp) và 
Omin,2(oid5(Luong))= [5; 5] ⊆ S2(khá thấp). 
Mệnh đề 4.1. Cho lớp đối tượng mờ C với tập thuộc tính U, và X, Y, Z ⊆ U. Ta có các luật suy 
diễn trên các phụ thuộc hàm mờ: 
- Luật phản xạ: Nếu X ⊇ Y thì X∼>k Y  
- Luật gia tăng: Nếu X∼>k Y thì XZ∼>k YZ  
- Luật bắc cầu: Nếu X∼>k Y và Y∼>kZ  thì X∼>k Z  
- Luật tựa bắc cầu: Nếu X∼>k1 Y và Y∼>k2 Z  thì X∼>min(k1, k2) Z  
Các luật suy diễn trên là đúng đắn. 
Chứng minh: 
- Luật phản xạ: Vì X ⊇ Y, nên với hai đối tượng bất kì o1, o2 của lớp C, nếu o1(X) =k o2(X) 
thì o1(Y) =k o2(Y). Vậy theo định nghĩa phụ thuộc hàm mờ ta có X∼>k Y. 
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- Luật gia tăng: Theo giả thiết C thỏa phụ thuộc hàm mờ X∼>k Y, nên ta có o1(X) =k o2(X) 
thì o1(Y) =k o2(Y), với mọi o1, o1∈C (1). Mặc khác, ta lại có o1(XZ) =k o2(XZ) nên o1(X) =k 
o2(X) và o1(Z) =k o2(Z) (2). Từ (1)&(2) ta có o1(YZ) =k o2(YZ). Vậy XZ∼>k YZ. 
- Luật bắt cầu: Từ X∼>k Y ta có nếu o1(X) =k o2(X) thì o1(Y) =k o2(Y). Và từ Y∼>k Z ta lại 
có nếu o1(Y) =k o2(Y) thì o1(Z) =k o2(Z). Do đó, nếu o1(X) =k o2(X) thì o1(Z) =k o2(Z), vậy X∼>k 
Z 
- Luật tựa bắc cầu:  
+ Theo giả thiết ta có X∼>k1 Y : o1(X) =k1 o2(X) thì o1(Y) =k1 o2(Y), và X∼>k1 Y : o1(Y) =k2 
o2(Y) thì o1(Z) =k2 o2(Z) (1). 
+ Xét trường hợp k1>k2: nếu o1(X) =k1 o2(X) ⇒ o1(X) =k2 o2(X), và  o1(Y) =k1 o2(Y) ⇒ 
o1(Y) =k2 o2(Y) (theo hệ quả 3.1) (2). Từ (1) và (2) ta được: o1(X) =k2 o2(X) ⇒ o1(Z) =k2 o2(Z) 
(3). 
+ Xét trường hợp k1<k2: cũng theo hệ quả 3.1 nếu o1(Y) =k2 o2(Y) ⇒ o1(Y) =k1 o2(Y) và 
o1(Z) =k2 o2(Z) ⇒ o1(Z) =k1 o2(Z) (4). Từ (1) và (4) ta được: o1(X) =k1 o2(X) ⇒ o1(Z) =k1 o2(Z) 
(5). Từ (3) và (5): o1(X) =min(k1, k2) o2(X) ⇒ o1(Z) = min(k1, k2) o2(Z). Vậy nếu X∼>k1 Y và Y∼>k2 Z  
thì X∼>min(k1, k2) Z. 
4.2. Phụ thuộc hàm mờ với lượng từ ngôn ngữ 
Việc sử dụng các lượng từ ngôn ngữ như một vài, hầu hết, … vào trong phụ thuộc hàm mờ 
làm cho việc mô tả các phụ thuộc dữ liệu được mềm dẻo và gần với thực tế hơn, chẳng hạn như: 
“ Hầu hếtcác nhân viên trong cùng một bộ phận có công việc và kinh nghiệm giống nhau thì có mức 
lương xấp xỉ nhau”.Zadel chia lượng từ ngôn ngữ thành hai loại đó là: lượng từ tuyệt đối và 
lượng từ tỉ lệ.Gọi Q là lượng từ trong phụ thuộc hàm mờ, O là tập đối tượng ban đầu của lớp C, 
||O|| = m là số đối tượng của tập O, miền trị DC= [0..m]. Chúng ta có thể chia lượng từ Q thành 
hai trường hợp: 
1. Trường hợp Q là lượng từ tuyệt đối: Kí hiệu ||Q|| là số lượng xác định của lượng từ Q, 
nếu Q đơn điệu tăng: Ta xây dựng một hàm { }1,0: →CAQ Df  sao cho 1)(, =∈∀ xfDx AQC  nếu  
Qx ≤
và 0)( =xf
A
Q
 nếu ngược lại.Nếu Q đơn điệu giảm: Ta xây dựng một hàm 
{ }1,0: →CDQ Df
 sao cho 1)(, =∈∀ xfDx
D
QC
 nếu  
Qx ≥
 và 0)( =xf
D
Q
 nếu ngược lại. 
2. Trường hợp Q là lượng từ tỉ lệ:  
Vì Dc = [0, m] là liên tục nên sử dụng sử dụng phép biến đổi tuyến tính chuyển về khoảng 
[0,1]. Khi đó ta xây dựng hai khoảng mờ của hai khái niệm nguyên thủy nhỏ và lớn, kí hiệu là 
I(nhỏ) và I(lớn) với độ dài tương ứng là fm(nhỏ) và fm(lớn) sao cho chúng tạo thành một phân 
hoạch của [0, 1]. Tiếp đến, ta đi xây dựng các lớp tương đương S(1), S(lớn), S(W), S(nhỏ), S(0). 
Từ đó, ta có thể khẳng định rằng tổng số đối tượng của lớp C thỏa điều kiện mờ với lượng từ Q 
nếu tổng số đối tượng thuộc về một trong các khoảng:S(1) ×m, S(lớn) ×m, S(W) ×m, S(nhỏ) × m 
hoặc S(0) ×m. 
Định nghĩa 4.2. Cho lớp đối tượng mờ C với tập thuộc tính U, và X, Y⊆ U.  Ta gọi Othoa là tập 
các đối tượng của lớp C thỏa mãn tập X và Y với mức k  và được xác định như sau:Othoa = 
{oi∈C: (∃j≠i, oi(X)k =oj(X) ∧ oi(Y)=k oj(Y)) ∨ (∀j≠i, oi(X)k≠oj(X)) };Okhong là tập các đối tượng 
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của lớp C thỏa mãn tập X nhưng không thỏa mãn tập Y với mức k  và được xác định: Okhong = 
{oi∈C: ∃j≠i, oi(X)k =oj(X) ∧ oi(Y) ≠k oj(Y) }. 
Định nghĩa 4.3.Cho lớp đối tượng mờ C với tập thuộc tính U, và X, Y⊆ U.  Ta nói lớp C thỏa 
mãn phụ thuộc hàm mờ X xác định Y với mức k và lượng từ ngôn ngữ Q, kí hiệu X ∼>kQY, nếu : 
1. Q là lượng từ tuyệt đối đơn điệu tăng thì 1||)(|| =thoa
A
Q Of
 
2. Q là lượng từ tuyệt đối đơn điệu giảm thì 1||)(|| =thoa
D
Q Of
 
3. Q là lượng từ “một ít” thì ||Othoa||/m ∈S(0) 
4. Q là lượng từ “khoảng một nửa” thì ||Othoa||/m ∈S(W) 
5. Q là lượng từ “hầu hết” thì ||Othoa||/m ∈S(1) 
6. Q là lượng từ “với mọi” thì ||Othoa||/m =1 
Thuật toán 4.2. Kiểm tra lớp C có thỏa mãn phụ thuộc hàm mờ X ∼>kQY không? 
Vào: Lớp C cùng với tập thuộc tính X, Y, tập các đối tượng {oi, i = 1, …,m}, mức k và lượng từ 
Q 
Ra: True nếu C thỏa X ∼>kQY , ngược lại False 
Phương pháp: 
1. Xây dựng các Đại số gia tử cho các thuộc tính mờ có trong hai tập thuộc tính X và Y. 
2. Xây dựng lân cận tối thiểu mức k của các giá trị các đối tượng trên X và Y. 
3. Othoa = O. 
4. Duyệt lần lược từng đối tượng của lớp C để tìm ra đối tượng thỏa mãn tập X nhưng không 
thỏa mãn tập Y với mức k 
  For (với mỗi đối tượng oi∈C, i=1,…m-1) 
  If (tồn tại j≠i: (oi(X) =k oj(X)) và (oi(Y) ≠k oj(Y)) ) 
    Othoa= Othoa\oi ; 
5. result = False; 
6. if (Q là lượng từ tuyệt đối) 
7.  if ( 1||)(|| =thoa
A
Q Of or 1||)(|| =thoa
D
Q Of ) then  result = True; 
8. if  (Q là lượng từ tỉ lệ) 
9. Xây dựng các khoảng S(1), S(lớn), S(W), S(nhỏ), S(0) 
10. Case Q of 
11.“một ít”: if  ||Othoa||/m ∈S(0) then result = True; 
12. ”khoảng một nửa” : if  ||Othoa||/m ∈S(W) then result = True; 
13. “hầu hết” : if  ||Othoa||/m ∈S(1) then result = True; 
14.“với mọi” : if  ||Othoa||/m = 1 then result = True; 
15. Return result; 
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Thuật toán 4.2 luôn dừng vì số thuộc tính (n) và số đối tượng (m) của lớp C hữu hạn và độ 
phức tạp của thuật toán là O(m2*n) 
Ví dụ 4.2.Ta xét một lớp “NhanVien” có cấu trúc như ví dụ 4.1 và các đối tượng như trong Bảng 
2. 
Bảng 2. Lớp “NhanVien”. 
Oid TenNV BoPhan CongViec KinhNghiem Luong
 ThueTN 
oid1 
oid2 
oid3 
oid4 
oid5 
oid6 
oid7 
oid8 
oid9 
Bình Kĩ thuật Kĩ sư 25 15
 0,36 
Lan Kế toán Kế toán viên khá thấp khá thấp 0 
Minh Kĩ thuật Quản lí rất cao rất cao
 cao 
Tuấn Kĩ thuật Kĩ sư khoảng 26 khả năng cao
 thấp 
Văn Kế toán Kế toán viên 5,5 5 0 
Hải Kĩ thuật Quản lí 35 khoảng 26 ít 
thấp 
Nhân Kế toán Kế toán viên khoảng 10 khoảng 8 0 
Đệ Kĩ thuật Kĩ sư 8 10
 0,05 
Sương Kế toán Kế toán viên 10 7 0 
 
Xét ràng buộc có sử dụng lượng từ: “Hầu hết các nhân viên trong cùng một bộ phận có 
công việc và kinh nghiệm giống nhau thì có lương gần bằng nhau”. Ràng buộc trên tương ứng 
với phụ thuộc hàm mờ BoPhan,CongViec,KinhNghiem ∼>2,Hầu hết Luong. Ta sẽ sử dụng thuật 
toán 4.2 để kiểm tra lớp C có thỏa phụ thuộc hàm mờ với lượng từ ngôn ngữ trên hay không. 
Dựa vào ví dụ 4.1, ta có các kết quả tính toán: 
- Đối vớithuộc tính KinhNghiem: 
Omin,k(oid1(Kinhnghiem)) = Omin,k( 25)=[25; 25], ∀1 ≤ k ≤ k*,Omin,2(oid2(KinhNghiem)) = 
Omin,2(khá thấp) = (5,25; 6,825]; Omin,2(oid3(KinhNghiem)) = Omin,2(rất cao) = (34,15; 37,66]; 
Omin,k(oid4(Kinhnghiem)) = Omin,k(khoảng 26) = [25; 27], ∀1 ≤k≤ k*; Omin,k(oid5(KinhNghiem)) = 
Omin,k(5,5) = [5,5; 5,5], ∀1 ≤k≤k*,Omin,2(oid6(KinhNghiem)) = Omin,k(cao) = (24,14; 27,325]; 
Omin,k(oid7(KinhNghiem)) = Omin,k(8) = [8; 8], ∀1 ≤k≤k*; Omin,k(oid8(KinhNghiem)) = Omin,k(khoảng 
10) = [9; 11], ∀1 ≤k≤k*; Omin,k(oid9(KinhNghiem)) = Omin,k(10) = [10; 10], ∀1 ≤ k≤k*. 
-Đối với thuộc tính Luong:   
Omin,k(oid1(Luong)) = Omin,k(15) = [15;15], ∀1 ≤ k ≤ k*; Omin,2(oid2(Luong)) = Omin,2(khá 
thấp) = (4,73; 5,885]; Omin,2(oid3(Luong)) = Omin,2(rất cao) = (24,645; 28,11]; Omin,2(oid4(Luong)) 
= Omin,2(khả năng cao) = (12,9375; 15,825]; Omin,k(oid5(Luong)) = Omin,k(5) = [5; 5], ∀1 ≤ k ≤ k* ; 
Omin,k(oid6(Luong)) = Omin,k(khoảng 26) = [25; 27], ∀1 ≤k≤k*; Omin,k(oid7(Luong)) = Omin,k(10) = 
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[10; 10], ∀1 ≤ k ≤ k*; Omin,k(oid8(Luong)) = Omin,k(khoảng 8) = [7; 9], ∀1 ≤ k ≤ k*; 
Omin,k(oid9(Luong)) = Omin,k(7) = [7; 7], ∀1 ≤ k ≤ k*. 
Theo bước 3 và 4 trong thuật toán 4.2,  ta xây dựng được tập Othoa= { oid1, oid2, oid3, oid4, 
oid5, oid6, oid8}. Vì “hầu hết” là lượng từ tương đối nên ta đi xây dựng khoảng mờ S(1). Chọn 
fm(lớn) = 0,6;  fm(nhỏ) = 0,4; µ(rất) = 0,4; µ(hơn) = 0,15; µ(khả năng) = 0,25; µ(ít) = 0,2. Ta có 
fm(rất lớn) = 0,4 × 0,6 = 0,24; do đó S(1) = (0,76; 1]. Ta lại có ||Othoa||/m = 7/9 = 0,777 ∈S(1), 
vậy theo định nghĩa lớp đã cho thỏa phụ thuộc hàm mờ BoPhan,Congviec,KinhNghiem ∼>               
2,Hầu hếtLuong. 
4.3. Các dạng phụ thuộc hàm mờ và các dạng chuẩn lớp đối tượng mờ 
Mục đích chính của việc xây dựng một mô hình dữ liệu là tạo ra một dạng biểu diễn chính 
xác của dữ liệu, các mối liên kết các dữ liệu và các ràng buộc. Để đạt được mục tiêu này, chúng 
ta phải xác định một tập hợp các quan hệ thích hợp. Một cách tiếp cận để có thể xác định các 
quan hệ này được gọi là chuẩn hóa. Chuẩn hóa giúp cho người thiết kế cơ sở dữ liệu kiểm tra các 
quan hệ đã được chuẩn hóa hay chưa để tránh xảy ra các bất thường khi cập nhật.Trước hết, 
chúng ta tìm hiểu một số khái niệm về k-khóa, phụ thuộc hàm mờ đầy đủ, phụ thuộc hàm mờ bộ 
phận và phụ thuộc hàm mờ bắc cầuđể làm cơ sở xây dựng các dạng chuẩn đối tượng mờ. 
4.3.1. Các dạng phụ thuộc hàm mờ 
Định nghĩa 4.4.Cho lớp đối tượng mờ C với tập thuộc tính U, X, Y⊆ U, A∈U, với mỗi số 
nguyên k và  1 ≤ k ≤ k*. Khi đó: 
1.A phụ thuộc hàm mờ đầy đủ vào X theo mức k, kí hiệu X∼>kF A, nếu X ∼>kA và không 
tồn tại Y⊂X để cho Y∼>kA. 
2. A phụ thuộc hàm mờ bộ phận vào X theo mức k, kí hiệu X∼>kP A, nếu X ∼>kA và tồn tại 
Y⊂X để cho Y∼>kA. 
3.A phụ thuộc hàm mờ bắc cầu vào X theo mức k, kí hiệu X∼>kT A, nếu tồn tại Y⊆ U để 
cho X∼>kY, Y!∼>kX, Y∼>kA, A∉XY. 
Ví dụ 4.3.Ta xét một lớp “SinhVien” bao gồm các thuộc tính {MaSV, Hoten, MaLop, TenLop, 
Monhoc, Diem} và tập phụ thuộc hàm mờ F = { MaSV∼>1 Hoten, MaLop; MaLop∼>1 TenLop; 
MaSV, Monhoc∼>1 Diem}. 
Ta có MaSV, Monhoc∼>1 Diem là một phụ thuộc hàm mờ đầy đủ theo mức 1 vì Diem 
không phụ thuộc hàm mờ vào MaSV và cũng không phụ thuộc hàm mờ vào Monhoc.Ta có 
MaSV, MaLop∼>1 TenLop là một phụ thuộc hàm mờ bộ phận theo mức 1 vì TenLop phụ thuộc 
hàm mờ vào Malop.Ta có MaSV∼>1 TenLop là một phụ thuộc hàm mờ bắc cầu theo mức 1 vì 
MaSV∼>1 MaLop; MaLop∼>1 TenLop; TenLop∉{ MaSV, MaLop}. 
Trong mô hình CSDL HĐT, mỗi đối tượng có một sự tồn tại độc lập với giá trị của nó 
thông qua định danh đối tượng và các định danh này là ẩn đối với người dùng. Điều này có thể 
dẫn đến trường hợp tồn tại các đối tượng bằng nhau trên mọi giá trị của các thuộc tính, đây là 
một dạng dư thừa dữ liệu trong CSDL HĐT. Để khắc phục vấn đề này, khi thiết kế CSDL HĐT, 
người ta thường sử dụng một tập các thuộc tính của đối tượng mà giá trị của nó dùng để xác định 
duy nhất một đối tượng trong lớp Với khái niệm phụ thuộc hàm mờ theo mức k, khái niệm khóa 
của lớp mờ có thể được phát biểu như sau:  
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Định nghĩa 4.5.Cho lớp đối tượng mờ C với tập thuộc tính U, và K⊆ U. K được gọi là k-khóa 
của lớp đối tượng mờ C nếu thỏa mãn đồng thời hai điều kiện sau đây: 
1. K ∼>k U 
2. Không tồn tại K’⊂K sao cho K’ ∼>k U 
Thuộc tính A được gọi là thuộc tính k-khóa của C nếu A thuộc một k-khóa nào đó của 
C,ngược lại, A được gọi là thuộc tính không k-khóa của C. 
Ví dụ 4.4.Xét lớp “SinhVien” như ví dụ 4.3 , ta có(MaSV,Monhoc)là một 1-khóa vì 
MaSV,Monhoc∼>1U; còn MaSV!∼>1U và Monhoc!∼>1U. 
 
4.3.2. Các dạng chuẩn lớp đối tượng mờ 
Định nghĩa 4.6. Cho lớp mờ C với tập thuộc tính U. Khi đó: 
1.  Lớp mờ C được gọi là ở dạng chuẩn mờ 1 mức k, kí hiệu k-1FONF nếu với mọi thuộc 
tính A∈U, thì A hoặc là thuộc tính không có kiểu bộ nhận giá trị tập hoặc A chỉ chứa các thuộc 
tính không có kiểu bộ nhận giá trị tập. 
2. Lớp mờ Cđược gọi là ở dạng chuẩn mờ 2 mức k, kí hiệu k-2FONF nếu C ở dạng chuẩn 
k-1FONF  và mọi thuộc tính không k-khóa đều phụ thuộc mờ đầy đủ mức k vào mọi k-khóa. 
3. Lớp mờ Cđược gọi là ở dạng chuẩn mờ 3 mức k, kí hiệuk-3FONF nếu C ở dạng chuẩn k-
1FONF  và không tồn tại thuộc tính không k-khóa phụ thuộc mờ bắc cầu mức k vào k-khóa. 
Ví dụ 4.5. Ta xét một lớp “SinhVien” ở dạng chuẩn 1-1FONF bao gồm các thuộc tính 
U={MaSV, Hoten, MaLop, TenLop, Monhoc, Diem} và tập phụ thuộc hàm mờ F={MaSV∼>1 
Hoten, MaLop ; MaLop∼>1 TenLop; MaSV, Monhoc∼>1 Diem}. 
Tập thuộc tính (MaSV, Monhoc) là một 1-khóa của lớp vì MaSV,Monhoc∼>1U và 
MaSV!∼>1U; Monhoc!∼>1U. Ta thấy lớp trên không ở dạng chuẩn 1-2FONF vì Hoten, TenLop 
phụ thuộc hàm mờ bộ phận vào vào k-khóa (MaSV, Monhoc). Đây chính là nguyên nhân của 
các dị thường về dữ liệu trong lớp. Ta có thể cấu trúc lại lớp “SinhVien” trên thành hai lớp là “SV-
Lop” và “SV-Diem” ở dạng chuẩn 1-2FONF  như sau: 
- Lớp “SV-Lop” gồm các thuộc tính {MaSV, Hoten, MaLop, TenLop} và tập phụ thuộc 
hàm mờ F1={ MaSV∼>1 Hoten, MaLop ; MaLop∼>1 TenLop}. 
- Lớp “SV-Diem” gồm các thuộc tính {MaSV,Monhoc,Diem} và tập phụ thuộc hàm mờ 
F2={  MaSV, Monhoc ∼>1Diem}. 
 Lớp “SV-Lop” như ví dụ trên đã ở dạng chuẩn 1-2FONF nhưng không phải là hết những dị 
thường, do tồn tại phụ thuộc hàm bắc cầu mờ MaSV∼>1T Tenlop. Còn lớp “SV-Diem” như trên 
thuộc dạng chuẩn 1-3FONF. 
5. KẾT LUẬN 
Trên cơ sở mô hình CSDL HĐT mờ theo cách tiếp cận ĐSGT đã xây dựng, chúng tôi 
đãnghiên cứu và xây dựng một số dạng phụ thuộc dữ liệu trên mô hình này. Bài báo đã đề xuất 
phụ thuộc hàm mờ trong lớp đối tượng mờ, các hệ luật suy diễn trên các phụ thuộc hàm mờ và 
chứng minh tính đúng đắn của chúng. Bên cạnh đó, một số dạng phụ thuộc hàm mờ khác cũng 
được đề cập làm cơ sở cho việc xây dựng các dạng chuẩn của mô hình CSDL HĐT mờ. Vấn đề 
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lượng từ ngôn ngữ cũng được chúng tôi đề cập theo cách tiếp cận riêng và đưa vào trong phụ 
thuộc hàm mờ, làm cho phụ thuộc hàm được mềm dẻo và gần gũi với thực tế. Một số dạng phụ 
thuộc dữ liệu đặc biệt trong lớp đối tượng mờ sẽ được chúng tôi nghiên cứu trong những bài báo sau. 
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The single most important concept in database schemas design is that of a functional 
dependency. A functional dependency describes the relationship among attributes and is one of 
the key concepts used in the normalization. On the basic of fuzzy object-oriented databases 
model with hedge algebra has been proposed, in this paper, we introduce the study of the form 
of data dependencies, including fuzzy functional dependency in object class, fully fuzzy 
functional dependency, partial fuzzy functional dependency, transitive fuzzy functional 
dependency and fuzzy functional dependency with quantifier in natural languages. Based on the 
concepts of fuzzy functional dependencies, the paper also propose the normal form of fuzzy 
object-class in the model. 
Keywords: fuzzy object-oriented databases, hedge algebra, fuzzy functional dependency, 
normal form of fuzzy object-class. 
