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The homotopy invariance of cyclic homology of
A∞-algebras over rings.
S.V. Lapin
Abstract
In the present paper the cyclic homology functor from the category of A∞-al-
gebras over any commutative unital ringK to the category of gradedK-modules
is constructed. Further, it is showed that this functor sends homotopy equiv-
alences of A∞-algebras into isomorphisms of graded modules. As a corollary,
it is obtained that the cyclic homology of an A∞-algebra over any field is iso-
morphic to the cyclic homology of the A∞-algebra of homologies for the source
A∞-algebra.
In [1], on the basis of the combinatorial and homotopy technique of differential
modules with ∞-simplicial faces [2]-[8] and D∞-differential modules [9]-[17] the cyclic
bicomplex of an A∞-algebra over any commutative unital ring was constructed. This
bicomplex generalizes the cyclic bicomplex [18] of an associative algebra given over
an arbitrary commutative unital ring. Further, in [1], cyclic homology of any A∞-al-
gebra over an arbitrary commutative unital ring was defined as the homology of the
chain complex associated with the cyclic bicomplex of this A∞-algebra. The cyclic
homology of A∞-algebras over commutative unital rings introduced in [1] generalizes
the cyclic homology of associative algebras over commutative unital rings defined in
[18]. It is well known [18] that over fields of characteristic zero the cyclic homology
introduced in [18] is isomorphic to the cyclic homology defined in [19] by using the
complex of coinvariants for the action of cyclic groups. Similar to this, in [1], it
was shown that over fields of characteristic zero the cyclic homology of A∞-algebras
introduced in [1] is isomorphic to the cyclic homology of A∞-algebras defined in [20]
by using the complex of coinvariants for the action of cyclic groups. Moreover, in [1],
for homotopy unital A∞-algebras over any commutative unital rings, the analogue of
the Connes–Tsygan exact sequence was constructed.
On the other hand, in [21], it was shown that the structure of an A∞-algebra is
homotopy invariant, i.e., the specified structure is invariant under homotopy equiva-
lences of differential modules. In addition, in [21], it was established that the homology
of the B-construction of an A∞-algebra is homotopy invariant, i.e., this homology is
invariant under homotopy equivalences of A∞-algebras. Now note that the cyclic
bicomplex of an A∞-algebra constructed in [1] is the cyclic analogue of the B-con-
struction of an A∞-algebra, and the cyclic homology of an A∞-algebra is defined in
[1] as the homology of this cyclic analogue of the B-construction. This gives rise to an
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interesting natural question: do the cyclic homology of A∞-algebras is homotopy in-
variant under the homotopy equivalences of A∞-algebras? In present paper a positive
answer to this question is given.
The paper consists of three paragraphs. In the first paragraph, we first recall
necessary definitions related to the notion of a cyclic module with ∞-simplicial faces
or, more briefly, an CF∞-module [1], which homotopy generalizes the notion of a
cyclic module with simplicial faces [22]. After that, the category of CF∞-modules is
defined, namely, the notion of a morphism of CF∞-modules is introduced, and it is
shown that the composition of morphisms of CF∞-modules is a morphism of CF∞-
modules. Next, the concept of a homotopy between morphisms of CF∞-modules and
the notion of a homotopy equivalence of CF∞-modules are introduced.
In the second paragraph, we first recall necessary definitions related to the notion
of a cyclic homology of CF∞-modules [1]. Next, it is shown that the cyclic homology
of CF∞-modules defines the functor from the category of CF∞-modules to the cat-
egory of graded modules. In addition, it is shown that this functor sends homotopy
equivalences of CF∞-modules into isomorphisms of graded modules.
In the third paragraph, we first recall necessary definitions related to the notion of
an A∞-algebra [21]. Next, we recall the concept of a cyclic homology of A∞-algebras
over an arbitrary commutative unital rings [1]. Then, by using results of the second
paragraph, it is shown that the cyclic homology of A∞-algebras defines the functor
from the category of A∞-algebras to the category of graded modules. Moreover, it
is shown that this functor sends homotopy equivalences of A∞-algebras into isomor-
phisms of graded modules. As a corollary, we obtain that the cyclic homology of an
A∞-algebra over any field is isomorphic to the cyclic homology of the A∞-algebra of
homologies for the source A∞-algebra. In particular, it is obtained that the cyclic ho-
mology of an associative differential algebra over any field is isomorphic to the cyclic
homology of the A∞-algebra of homologies for the source associative differential alge-
bra.
We proceed to precise definitions and statements. All modules and maps of mod-
ules considered in this paper are, respectively, K-modules and K-linear maps of mod-
ules, where K is any unital (i.e., with unit) commutative ring.
§ 1. Cyclic modules with ∞-simplicial faces and
their morphisms and homotopies
In what follows, by a bigraded module we mean any bigraded moduleX = {Xn,m},
n > 0, m > 0, and by a differential bigraded module, or, briefly, a differential module
(X, d), we mean any bigraded module X endowed with a differential d : X∗,• → X∗,•−1
of bidegree (0,−1).
Recall that a differential module with simplicial faces is defined as a differential
module (X, d) together with a family of module maps ∂i : Xn,• → Xn−1,•, 0 6 i 6 n,
which are maps of differential modules and satisfy the simplicial commutation relations
∂i∂j = ∂j−1∂i, i < j. The maps ∂i : Xn,• → Xn−1,• are called the simplicial face
operators or, more briefly, the simplicial faces of the differential module (X, d).
Now, we recall the notion of a differential module with ∞-simplicial faces [2] (see
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also [3]-[8]), which is a homotopy invariant analogue of the notion of a differential
module with simplicial faces.
Let Σk be the symmetric group of permutations on a k-element set. Given an
arbitrary permutation σ ∈ Σk and any k-tuple of nonnegative integers (i1, . . . , ik),
where i1 < . . . < ik, we consider the k-tuple (σ(i1), . . . , σ(ik)), where σ acts on the
k-tuple (i1, . . . , ik) in the standard way, i.e., permutes its components. For the k-tuple
(σ(i1), . . . , σ(ik)), we define a k-tuple (σ̂(i1), . . . , σ̂(ik)) by the following formulae
σ̂(is) = σ(is)− α(σ(is)), 1 6 s 6 k,
where each α(σ(is)) is the number of those elements of (σ(i1), . . . , σ(is), . . . σ(ik)) on
the right of σ(is) that are smaller than σ(is).
A differential module with ∞-simplicial faces or, more briefly, an F∞-module
(X, d, ∂) is defined as a differential module (X, d) together with a family of mod-
ule maps ∂ = {∂(i1,...,ik) : Xn,• → Xn−k,•+k−1}, 1 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
i1, . . . , ik ∈ Z, which satisfy the relations
d(∂(i1,...,ik)) =
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.1)
where Iσ is the set of all partitions of the k-tuple (σ̂(i1), . . . , σ̂(ik)) into two tuples
(σ̂(i1), . . . , σ̂(im)) and (σ̂(im+1), . . . , σ̂(ik)), 1 6 m 6 k − 1, such that the conditions
σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik) holds.
The family of maps ∂ = {∂(i1,...,ik)} is called the F∞-differential of the F∞-module
(X, d, ∂˜). The maps ∂(i1,...,ik) that form the F∞-differential of an F∞-module (X, d, ∂)
are called the ∞-simplicial faces of this F∞-module.
It is easy to show that, for k = 1, 2, 3, relations (1.1) take, respectively, the follow-
ing view
d(∂(i)) = 0, i > 0, d(∂(i,j)) = ∂(j−1)∂(i) − ∂(i)∂(j), i < j,
d(∂(i1,i2,i3)) = −∂(i1)∂(i2,i3) − ∂(i1,i2)∂(i3) − ∂(i3−2)∂(i1,i2)−
− ∂(i2−1,i3−1)∂(i1) + ∂(i2−1)∂(i1,i3) + ∂(i1,i3−1)∂(i2), i1 < i2 < i3.
It is easy to check that, for any permutation σ ∈ Σk and any k-tuple (i1, . . . , ik),
where i1 < . . . < ik, the conditions σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik)
are equivalent to the conditions σ(i1) < . . . < σ(im) and σ(im+1) < . . . < σ(ik). This
readily implies that the k-tuple (σ̂(im+1), . . . , σ̂(ik)), which specified in (1.1), coincides
with the k-tuple (σ(im+1), . . . , σ(ik)).
Simplest examples of differential modules with ∞-simplicial faces are differential
modules with simplicial faces. Indeed, given any differential module with simplicial
faces (X, d, ∂i), we can define the F∞-differential ∂ = {∂(i1,...,ik)} : X → X by setting
∂(i) = ∂i, i > 0, and ∂(i1,...,ik) = 0, k > 1, thus obtaining the differential module with
∞-simplicial faces (X, d, ∂).
It is worth mentioning that the notion of an differential module with ∞-simplicial
faces specified above is a part of the general notion of a differential ∞-simplicial
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module introduced in [4] by using the homotopy technique of differential Lie modules
over curved colored coalgebras.
Recall [22] that a cyclic differential module with simplicial faces (X, d, ∂i, t) is
defined as a differential module with simplicial faces (X, d, ∂i) equipped with a family
of module maps t = {tn : Xn,• → Xn,•}, n > 0, which satisfy the following relations:
dtn = tnd, t
n+1
n = 1Xn,• , n > 0,
∂itn = tn−1∂i−1, 0 < i 6 n, ∂0tn = ∂n.
Now, let us recall [1] that a cyclic differential module with ∞-simplicial faces
or, more briefly, an CF∞-module (X, d, ∂, t) is defined as any F∞-module (X, d, ∂)
together with a family of module maps t = {tn : Xn,• → Xn,•}, n > 0, which satisfy
the following relations:
dtn = tnd, t
n+1
n = 1Xn,• , n > 0,
∂(i1,...,ik)tn =
{
tn−k∂(i1−1,...,ik−1), i1 > 0,
(−1)k−1∂(i2−1,...,ik−1,n), i1 = 0.
(1.2)
The family of maps ∂ = {∂(i1,...,ik)} is called the F∞-differential of the CF∞-module
(X, d, ∂, t). The maps ∂(i1,...,ik) are called the ∞-simplicial faces of this CF∞-module.
Simplest examples of CF∞-modules are cyclic differential modules with simplicial
faces. Indeed, given any cyclic differential module with simplicial faces (X, d, ∂i, t),
we can define the F∞-differential ∂ = {∂(i1,...,ik)} : X → X by setting ∂(i) = ∂i, i > 0,
and ∂(i1,...,ik) = 0, k > 1, thus obtaining the CF∞-module (X, d, ∂, t).
It is worth mentioning that the notion of a CF∞-module specified above is a part
of the general notion of a cyclic ∞-simplicial module introduced in [23] by using the
homotopy technique of differential modules over curved colored coalgebras.
Now, we recall that a map f : (X, d, ∂i) → (Y, d, ∂i) of differential modules with
simplicial faces is defined as a map of differential modules f : (X, d) → (Y, d) that
satisfies the relations ∂if = f∂i, i > 0.
Let us consider the notion of a morphism of differential modules with∞-simplicial
faces [2] (see also [5]), which homotopically generalizes the notion of a map differential
modules with simplicial faces.
A morphism of F∞-modules f : (X, d, ∂) → (Y, d, ∂) is defined as a family of
module maps f = {f(i1,...,ik) : Xn,• → Yn−k,•+k}, 0 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
i1, . . . , ik ∈ Z, (at k = 0 we will use the denotation f( )), which satisfy the relations
d(f(i1,...,ik)) = −∂(i1,...,ik)f( ) + f( )∂(i1,...,ik)+
+
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
−
− f
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.3)
where Iσ is the same as in (1.1). The maps f(i1,...,ik) ∈ f are called the components of
the morphism f : (X, d, ∂)→ (Y, d, ∂).
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For example, at k = 0, 1, 2, 3 the relations (1.3) take, respectively, the following
view
d(f( )) = 0, d(f(i)) = f( )∂(i) − ∂(i)f( ), i > 0,
d(f(i,j)) = −∂(i,j)f( ) + f( )∂(i,j) − ∂(i)f(j) + ∂(j−1)f(i) + f(i)∂(j) − f(j−1)∂(i), i < j,
d(f(i1,i2,i3)) = −∂(i1,i2,i3)f( ) + f( )∂(i1,i2,i3) − ∂(i1)f(i2,i3) − ∂(i1,i2)f(i3) − ∂(i3−2)f(i1,i2)−
− ∂(i2−1,i3−1)f(i1) + ∂(i2−1)f(i1,i3) + ∂(i1,i3−1)f(i2) + f(i1)∂(i2,i3) + f(i1,i2)∂(i3)+
+f(i3−2)∂(i1,i2) + f(i2−1,i3−1)∂(i1) − f(i2−1)∂(i1,i3) − f(i1,i3−1)∂(i2), i1 < i2 < i3.
Now, we recall [2] that a composition of an arbitrary given morphisms of F∞-mo-
dules f : (X, d, ∂)→ (Y, d, ∂) and g : (Y, d, ∂)→ (Z, d, ∂) is defined as a morphism of
F∞-modules gf : (X, d, ∂)→ (Z, d, ∂) whose components are defined by
(gf)(i1,...,ik) =
∑
σ∈Σk
∑
I′σ
(−1)sign(σ)g
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
, (1.4)
where I ′σ is the set of all partitions of the k-tuple (σ̂(i1), . . . , σ̂(ik)) into two tuples
(σ̂(i1), . . . , σ̂(im)) and (σ̂(im+1), . . . , σ̂(ik)), 0 6 m 6 k, such that the conditions
σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik) holds.
For example, at k = 0, 1, 2, 3 the formulae (1.4) take, respectively, the following
form
(gf)( ) = g( )f( ), (gf)(i) = g( )f(i) + g(i)f( ),
(gf)(i1,i2) = g( )f(i1,i2) + g(i1,i2)f( ) + g(i1)f(i2) − g(i2−1)f(i1), i1 < i2,
(gf)(i1,i2,i3) = g( )f(i1,i2,i3) + g(i1,i2,i3)f( ) + g(i1)f(i2,i3) + g(i1,i2)f(i3)+
+ g(i3−2)f(i1,i2) + g(i2−1,i3−1)f(i1) − g(i2−1)f(i1,i3) − g(i1,i3−1)f(i2), i1 < i2 < i3.
Definition 1.1. A morphism of CF∞-modules f : (X, d, ∂, t) → (Y, d, ∂, t) is
defined as any morphism of F∞-modules f : (X, d, ∂) → (Y, d, ∂) whose components
satisfy the following conditions:
f( )tn = tnf( ), f(i1,...,ik)tn =
{
tn−kf(i1−1,...,ik−1), k > 1, i1 > 0,
(−1)k−1f(i2−1,...,ik−1,n), k > 1, i1 = 0.
(1.5)
By using the fact that any morphism of CF∞-modules is a morphism of F∞-mo-
dules we define the composition of morphisms of CF∞-modules as a composition of
morphisms of F∞-modules.
Theorem 1.1. The composition of morphisms of CF∞-modules is a morphism of
CF∞-modules.
Proof. For an arbitrary morphisms of CF∞-modules f : (X, d, ∂, t) → (Y, d, ∂, t)
and g : (Y, d, ∂, t) → (Z, d, ∂, t), we need to check that components of the morphism
of F∞-modules gf : (X, d, ∂) → (Y, d, ∂) satisfy the relations (1.5). It is clearly that
at k = 0 we have (gf)( )tn = tn(gf)( ). Now note, for any k-tuple (i1, . . . , ik) and any
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permutation σ ∈ Σk, where k > 1 and 0 < i1 < . . . < ik, the k-tuple (σ̂(i1), . . . , σ̂(ik))
satisfies the conditions σ̂(i1) > 0, . . . , σ̂(ik) > 0. By using these conditions we obtain
(gf)(i1,...,ik)tn =
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)g
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn =
= tn−k
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)g
(σ̂(i1)−1,...,σ̂(im)−1)
f
( ̂σ(im+1)−1,...,σ̂(ik)−1)
=
= tn−k
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)g
( ̂σ(i1−1),..., ̂σ(im−1))
f
( ̂σ(im+1−1),..., ̂σ(ik)−1)
= tn−k(gf)(i1−1,...,ik−1).
Now we show that at k > 1 and i1 = 0 the relations (1.5) holds, namely, we show
that the equality (gf)(0,i2,...,ik)tn = (−1)
k−1(gf)(i2−1,...,ik−1,n) is true. By the definition
of a composition we have the equalities
(gf)(0,i2,...,ik)tn = g( )f(0,i2,...,ik)tn + g(0,i2,...,ik)f( )tn+
+
∑
σ∈Σk
∑
I′σ
(−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn, (1.6)
(−1)k−1(gf)(i2−1,...,ik−1,n) = (−1)
k−1g( )f(i2−1,...,ik−1,n) + (−1)
k−1g(i2−1,...,ik−1,n)f( )+
+(−1)k−1
∑
̺∈Σk
∑
I′̺
(−1)sign(̺)g
( ̺̂(i2−1),..., ̺̂(im+1−1))
f
( ̺̂(im+2−1),..., ̺̂(ik−1), ̺̂(n))
. (1.7)
Let us show that each summand on the right-hand side of (1.6) is equal to some
summand on the right-hand side of (1.7). It is easy to see that g( )f(0,i2,...,ik)tn =
(−1)k−1g( )f(i2−1,...,ik−1,n) and g(0,i2,...,ik)f( )tn = (−1)
k−1g(i2−1,...,ik−1,n)f( ). Given any
fixed permutation σ ∈ Σk, consider the summand
(−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn, m > 1,
on the right-hand side of (1.6). Suppose that σ(0) > 0. In this case, we have σ(im+1) =
σ̂(im+1) = 0. Therefore, taking into account the relations σ̂(is) = σ(is),m+2 6 s 6 k,
we obtain
(−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn =
= (−1)sign(σ)+k−m−1g
(σ̂(0),σ̂(i2),...,σ̂(im))
f(σ(im+2)−1,...,σ(ik)−1,n).
Let ̺ ∈ Σk be the permutation of the k-tuple (i2 − 1, . . . , ik − 1, n) defined by
̺(i2 − 1) = σ(0)− 1, ̺(i3 − 1) = σ(i2)− 1, . . . , ̺(im+1 − 1) = σ(im)− 1,
̺(im+2 − 1) = σ(im+2)− 1, . . . , ̺(ik − 1) = σ(ik)− 1, ̺(n) = n.
Comparing the tuples (σ(0), σ(i2), . . . , σ(ik)) and (̺(i2 − 1), . . . , ̺(ik − 1), ̺(n)), we
see that
̺̂(i2 − 1) = σ̂(0), ̺̂(i3 − 1) = σ̂(i2), . . . , ̺̂(im+1 − 1) = σ̂(im),
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̺̂(im+2 − 1) = σ(im+2)− 1, . . . , ̺̂(ik − 1) = σ(ik)− 1, ̺̂(n) = n,
sign(̺) = sign(σ)−m.
Since ̺̂(i2 − 1) < . . . < ̺̂(im+1 − 1) and ̺̂(im+2 − 1) < . . . < ̺̂(ik − 1) < ̺̂(n), it
follows that the right-hand side of (1.7) contains the summand
(−1)sign(̺)+k−1g
( ̺̂(i2−1),..., ̺̂(im+1−1))
f
( ̺̂(im+2−1),..., ̺̂(ik−1), ̺̂(n))
.
Clearly, this summands satisfies the relation
(−1)sign(̺)+k−1g
( ̺̂(i2−1),..., ̺̂(im+1−1))
f
( ̺̂(im+2−1),..., ̺̂(ik−1), ̺̂(n))
=
= (−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn.
Now, suppose that σ(0) = 0. In this case, we have σ̂(0) = σ(0) = 0. Therefore,
we obtain
(−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn =
= (−1)sign(σ)+m−1g
(σ̂(i2)−1,...,σ̂(im)−1,n−(k−m))
f
( ̂σ(im+1)−1,...,σ̂(ik)−1)
.
Let ̺ ∈ Σk be the permutation of the k-tuple (i2 − 1, . . . , ik − 1, n) defined by
̺(i2 − 1) = σ(i2)− 1, . . . , ̺(im − 1) = σ(im)− 1, ̺(im+1 − 1) = n,
̺(im+2 − 1) = σ(im+1)− 1, . . . , ̺(ik − 1) = σ(ik−1)− 1, ̺(n) = σ(ik)− 1.
Comparing the tuples (σ(0), σ(i2), . . . , σ(ik)) and (̺(i2 − 1), . . . , ̺(ik − 1), ̺(n)), we
see that
̺̂(i2 − 1) = σ̂(i2)− 1, . . . , ̺̂(im − 1) = σ̂(im)− 1, ̺̂(im+1 − 1) = n− (k −m),
̺̂(im+2 − 1) = σ̂(im+1)− 1, . . . , ̺̂(ik − 1) = σ(ik−1)− 1, ̺̂(n) = σ̂(ik)− 1,
sign(̺) = sign(σ) + (k −m).
Since ̺̂(i2 − 1) < . . . < ̺̂(im+1 − 1) and ̺̂(im+2 − 1) < . . . < ̺̂(ik − 1) < ̺̂(n), it
follows that the right-hand side of (1.7) contains the summand
(−1)sign(̺)+k−1g
( ̺̂(i2−1),..., ̺̂(im+1−1))
f
( ̺̂(im+2−1),..., ̺̂(ik−1), ̺̂(n))
.
Clearly, this summand satisfies the relation
(−1)sign(̺)+k−1g
( ̺̂(i2−1),..., ̺̂(im+1−1))
f
( ̺̂(im+2−1),..., ̺̂(ik−1), ̺̂(n))
=
= (−1)sign(σ)g
(σ̂(0),σ̂(i2),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
tn.
Thus, we have shown that each summand on the right-hand side of (1.6) is equal to a
summand on the right-hand side of (1.7). It follows that the right-hand sides of (1.6)
and (1.7) are equal, because the number of summands on the right-hand side of (1.6)
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equals that on the right-hand side of (1.7) and, moreover, the permutations σ and ̺
uniquely determine one another. 
It is clear that the associativity of the composition operation of F∞-modules im-
plies the associativity of the composition operation of CF∞-modules. Moreover, for
each CF∞-module (X, d, ∂, t), we have the identity morphism
1X = {(1X)(i1,...,ik)} : (X, d, ∂, t)→ (X, d, ∂, t),
where (1X)( ) = idX and (1X)(i1,...,ik) = 0 for all k > 1. Thus, the class of all CF∞-mo-
dules over any commutative unital ring K and their morphisms is a category, which
we denote CF∞(K).
Now, we recall that a differential homotopy or, more briefly, a homotopy between
morphisms f, g : (X, d, ∂i) → (Y, d, ∂i) of differential modules with simplicial faces is
defines as a differential homotopy h : X∗,• → Y∗,•+1 between morphisms of differential
modules f, g : (X, d)→ (Y, d), which satisfies the relations ∂ih + h∂i = 0, i > 0.
Let us consider the notion of a homotopy between morphisms of differential mod-
ules with ∞-simplicial faces [2] (see also [5]), which homotopically generalizes the
notion of a homotopy between morphisms of differential modules with simplicial faces.
A homotopy between morphisms of F∞-modules f, g : (X, d, ∂) → (Y, d, ∂) is
defined as a family of module maps h = {h(i1,...,ik) : Xn,• → Yn−k,•+k+1}, 0 6 k 6 n,
i1, . . . , ik ∈ Z, 0 6 i1 < . . . < ik 6 n (at k = 0 we will use the denotation h( )), which
satisfy the relations
d(h(i1,...,ik)) = f(i1,...,ik) − g(i1,...,ik) − ∂(i1,...,ik)h( ) − h( )∂(i1,...,ik)+
+
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
h
( ̂σ(im+1),...,σ̂(ik))
+
+ h
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.8)
where Iσ is the same as in (1.1). The maps h(i1,...,ik) ∈ h are called the components of
the homotopy h.
For example, at k = 0, 1, 2, 3 the relations (1.8) take, respectively, the following
view
d(h( )) = f( ) − g( ), d(h(i)) = f(i) − g(i) − ∂(i)h( ) − h( )∂(i), i > 0,
d(h(i,j)) = f(i,j)−g(i,j)−∂(i,j)h( )−h( )∂(i,j)−∂(i)h(j)+∂(j−1)h(i)−h(i)∂(j)+h(j−1)∂(i), i < j,
d(h(i1,i2,i3)) = f(i1,i2,i3)− g(i1,i2,i3)−∂(i1,i2,i3)h( )−h( )∂(i1,i2,i3)−∂(i1)f(i2,i3)−∂(i1,i2)f(i3)−
− ∂(i3−2)f(i1,i2)−∂(i2−1,i3−1)f(i1)+∂(i2−1)f(i1,i3)+∂(i1,i3−1)f(i2)−h(i1)∂(i2,i3)−h(i1,i2)∂(i3)−
−h(i3−2)∂(i1,i2) − h(i2−1,i3−1)∂(i1) + h(i2−1)∂(i1,i3) + h(i1,i3−1)∂(i2), i1 < i2 < i3.
Definition 1.2. A homotopy between an arbitrary morphisms of CF∞-modules
f, g : (X, d, ∂, t) → (Y, d, ∂, t) is defined as any homotopy h = {h(i1,...,ik)} between
morphisms of F∞-modules f, g : (X, d, ∂) → (Y, d, ∂) whose components satisfy the
following conditions:
h( )tn = tnh( ), h(i1,...,ik)tn =
{
tn−kh(i1−1,...,ik−1), k > 1, i1 > 0,
(−1)k−1h(i2−1,...,ik−1,n), k > 1, i1 = 0.
(1.9)
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Proposition 1.1. For any CF∞-modules (X, d, ∂, t) and (Y, d, ∂, t), the relation
between morphisms of CF∞-modules of the form (X, d, ∂, t) → (Y, d, ∂, t) defined by
the presence of a homotopy between them is an equivalence relation.
Proof. Suppose given any morphism of CF∞-modules f : (X, d, ∂, t)→ (Y, d, ∂, t).
Then we have the homotopy 0 = {0(i1,...,ik) = 0} between morphisms f and f . Suppose
given a homotopy h = {h(i1,...,ik)} between morphisms f : (X, d, ∂, t) → (Y, d, ∂, t)
and g : (X, d, ∂, t) → (Y, d, ∂, t). Then the family of maps −h = {−h(i1,...,ik)} is a
homotopy between morphisms g and f . Suppose given a homotopy h = {h(i1,...,ik)}
between morphisms f : (X, d, ∂, t) → (Y, d, ∂, t) and g : (X, d, ∂, t) → (Y, d, ∂, t) and,
moreover, given a homotopy H = {H(i1,...,ik)} between morphisms g : (X, d, ∂, t) →
(Y, d, ∂, t) and p : (X, d, ∂, t) → (Y, d, ∂, t). Then the family of maps h + H =
{h(i1,...,ik) +H(i1,...,ik)} is a homotopy between morphisms f and p. 
By using specified in Proposition 1.1 the equivalence relation between morphisms
of CF∞-modules the notion of a homotopy equivalence of CF∞-modules is introduced
in the usual way. Namely, a morphism of CF∞-modules is called a homotopy equiv-
alence of CF∞-modules, when this morphism have a homotopy inverse morphism of
CF∞-modules.
§ 2. The homotopy invariance of cyclic homology of CF∞-modules.
First, recall that a D∞-differential module [9] (sees also [10]-[17]) or, more briefly,
a D∞-module (X, d
i) is defined as a module X together with a family of module maps
{d i : X → X | i ∈ Z, i > 0} satisfying the relations∑
i+j=k
d id j = 0, k > 0. (2.1)
It is worth noting that a D∞-module (X, d
i) can be equipped with any Z×n-gra-
ding, i.e., X = {Xk1,...,kn}, where (k1, . . . , kn) ∈ Z
×n and n > 1, and the module
maps d i : X → X can have any n-degree (l1(i), . . . , ln(i)) ∈ Z
×n for each i > 0, i.e.,
d i : Xk1,...,kn → Xk1+l1(i),...,kn+ln(i).
For k = 0, the relations (2.1) have the form d 0d 0 = 0, and hence (X, d 0) is a
differential module. In [9] the homotopy invariance of the D∞-module structure over
any unital commutative ring under homotopy equivalences of differential modules was
established. Later, it was shown in [24] that the homotopy invariance of the D∞-mo-
dule structure over fields of characteristic zero can be established by using the Koszul
duality theory.
It is also worth saying that in [9] by using specified above homotopy invariance of
the D∞-differential module structure the relationship between D∞-differential mod-
ules and spectral sequences was established. More precisely, in [9] was shown that
over an arbitrary field the category of D∞-differential modules is equivalent to the
category of spectral sequences.
Now, we recall [9] that a D∞-module (X, d
i) is said to be stable if, for any x ∈ X ,
there exists a number k = k(x) > 0 such that d i(x) = 0 for each i > k. Any
stable D∞-module (X, d
i) determines the differential d : X → X defined by d =
(d 0 + d 1 + . . . + d i + . . .). The map d : X → X is indeed a differential because
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relations (2.1) imply the equality d d = 0. It is easy to see that if the stable D∞-mo-
dule (X, d i) is equipped with a Z×n-gradingX = {Xk1,...,kn}, where k1 > 0, . . . , kn > 0,
and maps d i : X → X , i > 0, have n-degree (l1(i), . . . , ln(i)) satisfying the condition
l1(i)+ . . .+ ln(i) = −1, then there is the chain complex (X, d ) defined by the following
formulae:
Xm =
⊕
k1+...+kn=m
Xk1...,kn, d =
∞∑
i=0
d i : Xm → Xm−1, m > 0.
It was shown in [2] that any F∞-module (X, d, ∂) determines the sequence of stable
D∞-modules (X, d
i
q), q > 0, equipped with the bigrading X = {Xn,m}, n > 0, m > 0,
and defined by the following formulae:
d 0q = d, d
k
q =
∑
06i1<...<ik6n−q
(−1)i1+...+ik∂(i1,...,ik) : Xn,• → Xn−k,•+k−1, k > 1. (2.2)
Let us recall [1] the construction of the chain bicomplex (C(X), δ1, δ2) that is
defined by the CF∞-module (X, d, ∂, t). Given any CF∞-module (X, d, ∂, t), consider
the two D∞-modules (X, d
i
0) and (X, d
i
1) defined by (2.2) for q = 0, 1, and the two
families of maps
Tn = (−1)
ntn : Xn,• → Xn,•, n > 0,
Nn = 1 + Tn + T
2
n + . . .+ T
n
n : Xn,• → Xn,•, n > 0.
Obviously, the condition tn+1n = 1, n > 0, implies the relations
(1− Tn)Nn = 0, Nn(1− Tn) = 0, n > 0. (2.3)
Moreover, in [1] it was shown that the families of module maps {Tn : Xn,• → Xn,•},
{Nn : Xn,• → Xn,•}, {d
i
0 : X∗,• → X∗−i,•+i−1} and {d
i
1 : X∗,• → X∗−i,•+i−1} are related
by
d i0(1− Tn) = (1− Tn−i)d
i
1, d
i
1Nn = Nn−id
i
0, i > 0, n > 0. (2.4)
Now, we consider the chain complexes (X, b) and (X, b
′
) corresponding to the D∞-
modules (X, d i0) and (X, d
i
1) specified above. It is easy to see that the chain complexes
(X, b) and (X, b
′
) are defined by
Xn =
n⊕
k=0
Xk,n−k, b = d 0 =
n∑
i=0
d i0 : Xn → Xn−1,
b
′
= d 1 =
n∑
i=0
d i1 : Xn → Xn−1, n > 0.
Consider also the two families of maps
T n =
n∑
k=0
Tk : Xn → Xn, Nn =
n∑
k=0
Nk : Xn → Xn, n > 0.
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The formulae (2.3) and (2.4) implies the relations
(1− T n)Nn = 0, Nn(1− T n) = 0, n > 0,
b(1 − T n) = (1− T n−1)b
′
, b
′
Nn = Nn−1b, n > 0.
It follows from these relations that any CF∞-module (X, d, ∂, t) determines the chain
bicomplex
...
...
...
...
❄ ❄ ❄ ❄
Xn+1 Xn+1 Xn+1 Xn+1 . . .
✛ ✛ ✛ ✛
b
b
b
b
−b
′
−b
′
−b
′
−b
′
b
b
b
b
−b
′
−b
′
−b
′
−b
′
❄ ❄ ❄ ❄
Xn Xn Xn Xn . . .
✛ ✛ ✛ ✛
❄ ❄ ❄ ❄
Xn−1 Xn−1 Xn−1 Xn−1 . . .
1−Tn−1
1−Tn
1−Tn+1
Nn−1
Nn
Nn+1
1−Tn−1
1−Tn
1−Tn+1
Nn−1
Nn
Nn+1
...
...
...
...
✛ ✛ ✛ ✛
❄ ❄ ❄ ❄
We denote this chain bicomplex by (C(X), D1, D2), where C(X)n,m = Xn, n > 0,
m > 0, D1 : C(X)n,m → C(X)n,m−1, D2 : C(X)n,m → C(X)n−1,m,
D1 =
{
1− T n, m ≡ 1mod(2),
Nn, m ≡ 0mod(2).
D2 =
{
b, m ≡ 0mod(2),
−b
′
, m ≡ 1mod(2),
The chain complex associated with the chain bicomplex (C(X), D1, D2) we denote by
(Tot(C(X)), D), where D = D1 +D2.
Recall [1] that the cyclic homology HC(X) of a CF∞-module (X, d, ∂, t) is de-
fined as the homology of the chain complex (Tot(C(X)), D) associated with the chain
bicomplex (C(X), D1, D2).
Now, we investigate functorial and homotopy properties of the cyclic homology of
CF∞-modules.
Theorem 2.1. The cyclic homology of CF∞-modules over any commutative unital
ring K determines the functor HC : CF∞(K)→ GrM(K) from the category of CF∞-
modules CF∞(K) to the category of graded K-modules GrM(K). This functor sends
homotopy equivalences of CF∞-modules into isomorphisms of graded modules.
Proof. First, show that every morphism of CF∞-modules induces a map of the
graded cyclic homology modules. Suppose given an arbitrary morphism of CF∞-mo-
dules f = {f(i1,...,ik)} : (X, d, ∂, t)→ (X, d, ∂, t). Consider the family of maps
fkq =
∑
06i1<...<ik6n−q
(−1)i1+...+ikf(i1,...,ik) : Xn,• → Yn−k,•+k, k > 0, q > 0. (2.5)
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For the family of maps {fkq }, by using (1.3) we obtain the relations∑
i+j=k
d iqf
j
q =
∑
i+j=k
f iqd
j
q , k > 0, q > 0, (2.6)
where (X, d iq) and (Y, d
i
q) are sequences of D∞-modules respectively defined by (2.2)
for F∞-modules (X, d, ∂) and (Y, d, ∂). Similar to the way it was made in citeLapin,
direct calculations with using (1.5) show that the families maps {fk0 } and {f
k
1 } satisfy
the relations
fk0 (1− Tn) = (1− Tn−k)f
k
1 , f
k
1Nn = Nn−kf
k
0 , k > 0, n > 0. (2.7)
For q = 0, 1, the equality (2.6) imply that maps of graded modules
f 0 =
n∑
k=0
fk0 : Xn → Y n, f 1 =
n∑
k=0
fk1 : Xn → Y n, n > 0,
are chain maps f 0 : (X, b)→ (Y , b), f 1 : (X, b
′
)→ (Y , b
′
). From (2.7) it follows that
the chain maps f 0 and f 1 satisfy the relations
f0(1− T n) = (1− T n)f 1, f1Nn = Nnf 0, n > 0. (2.8)
For chain bicomplexes (C(X), D1, D2) and (C(Y ), D1, D2), consider the map of bi-
graded modules C(f) : C(X)n,m → C(Y )n,m, n > 0, m > 0, defined by the following
rule:
C(f) =
{
f 0, m ≡ 0mod(2),
f 1, m ≡ 1mod(2).
From (2.8) it follows that the map of bigraded modules C(f) : C(X) → C(Y ) is the
map of chain bicomlexes C(f) : (C(X), D1, D2) → (C(Y ), D1, D2). If we proceed
to the homology of associated chain complexes, then we obtain the map of graded
homology modules
H(Tot(C(f))) : H((Tot(C(X)), D))→ H((Tot(C(Y )), D)).
Thus, every morphism of CF∞-modules f : (X, d, ∂, t)→ (X, d, ∂, t) induces the map
of cyclic homology graded modules HC(f) = H(Tot(C(f))) : HC(X)→ HC(Y ).
Now, we consider the composition gf : (X, d, ∂, t) → (Z, d, ∂, t) of morphisms of
CF∞-modules f : (X, d, ∂, t) → (Y, d, ∂, t) and g : (Y, d, ∂, t) → (Z, d, ∂, t). Let us
show that there is the equality HC(gf) = HC(g)HC(f) of maps of graded modules.
Indeed, since the composition gf is a morphism of CF∞-modules, we have the family
of maps (gf)kq : Xn,• → Zn,•, k > 0, q > 0, defined by (2.5). By using (1.4) it is easy
to check that these maps satisfy the relations
(gf)kq =
∑
06i1<...<ik6n−q
∑
σ∈Σk
∑
I′σ
(−1)sign(σ)+i1+...+ikg
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
,
where I ′σ is the same as in (1.4). It is clear that
i1 + . . .+ ik + sign(σ) ≡ σ̂(i1) + . . .+ σ̂(ik)mod(2).
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Moreover, for an arbitrary collections of integers 0 6 j1 < . . . < jm 6 n − q and
0 6 jm+1 < . . . < jk 6 n − q, there is the collection 0 6 i1 < . . . < ik 6 n − q and
the permutation σ ∈ Σk such that σ̂(is) = js for each 1 6 s 6 k. Therefore specified
above relations imply the relations
(gf)kq =
∑
i+j=k
giqf
j
q , k > 0, q > 0.
For q = 0, 1, by using these relations we obtain the equalities (gf)0 = g0f 0 and
(gf)1 = g1f1. These equalities imply the equality C(gf) = C(g)C(f) of maps of
chain bicomplexes. If we proceed to the homology of associated chain complexes,
then we obtain the required equality HC(gf) = HC(g)HC(f) of maps of graded
cyclic homology modules.
Suppose given an arbitrary homotopy h between given morphisms of CF∞-modules
f : (X, d, t, ∂) → (Y, d, t, ∂) and g : (X, d, t, ∂) → (Y, d, t, ∂). In the same manner
as above we obtain the homotopy C(h) : C(X)∗,• → C(Y )∗+1,• between maps of
chain bicomplexes C(f) and C(g). If we proceed to the homology of associated chain
complexes, then we obtain the equality HC(f) = HC(g) : HC(X) → HC(Y ) of
maps of graded cyclic homology modules. This equality implies that if the morphism
of CF∞-modules f : (X, d, ∂, t) → (Y, d, ∂, t) is a homotopy equivalence of CF∞-mo-
dules, then the induces map HC(f) : HC(X) → HC(Y ) of graded cyclic homology
modules is an isomorphism of graded modules. 
§ 3. The homotopy invariance of cyclic homology of A∞-algebras.
First, following [21] and [25] (see also [26]), we recall necessary definitions related
to the notion of an A∞-algebra.
An A∞-algebra (A, d, πn) is any differential module (A, d) with A = {An}, n ∈ Z,
n > 0, d : A• → A•−1, equipped with a family of maps {πn : (A
⊗(n+2))• → A•+n},
n > 0, satisfying the following relations for any integer n > −1:
d(πn+1) =
n∑
m=0
m+2∑
t=1
(−1)t(n−m+1)+n+1πm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
), (3.1)
where d(πn+1) = dπn+1+(−1)
nπn+1d. For example, at n = −1, 0, 1 the relations (3.1)
take the forms
d(π0) = 0, d(π1) = π0(π0 ⊗ 1)− π0(1⊗ π0),
d(π2) = π0(π1 ⊗ 1) + π0(1⊗ π1)− π1(π0 ⊗ 1⊗ 1) + π1(1⊗ π0 ⊗ 1)− π1(1⊗ 1⊗ π0).
A morphism of A∞-algebras f : (A, d, πn) → (A
′, d, πn) is defined as a family of
module maps f = {fn : (A
⊗(n+1))• → A
′
•+n | n ∈ Z, n > 0}, which, for all integers
n > −1, satisfy the relations
d(fn+1) =
n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+n+1fm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)−
13
−n∑
m=0
∑
Jn−m
(−1)επm(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+2), (3.2)
where d(fn+1) = dfn+1 + (−1)
nfn+1d and
Jn−m = {n1 > 0, n2 > 0, . . . , nm+2 > 0 | n1 + n2 + . . .+ nm+2 = n−m};
ε =
m+1∑
i=1
(ni + 1)(ni+1 + . . .+ nm+2).
For example, at n = −1, 0, 1 the relations (3.2) take, respectively, the following view
d(f0) = 0, d(f1) = f0π0 − π0(f0 ⊗ f0),
d(f2) = f0π1 − f1(π0 ⊗ 1) + f1(1⊗ π0)− π0(f1 ⊗ f0) + π0(f0 ⊗ f1)− π1(f0 ⊗ f0 ⊗ f0).
Under a composition of morphisms of A∞-algebras f : (A, d, πn)→ (A
′, d, πn) and
g : (A′, d, πn)→ (A
′′, d, πn) we mean the morphism of A∞-algebras
gf = {(gf)n} : (A, d, πn)→ (A
′′, d, πn)
defined by
(gf)n+1 =
n∑
m=−1
∑
Jn−m
(−1)εgm+1(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+2), n > −1, (3.3)
where Jn−m and ε are the same as in (3.2). For example, at n = 0, 1, 2 the formulae
(3.3) take, respectively, the following view
(gf)0 = g0f0, (gf)1 = g0f1 + g1(f0 ⊗ f0),
(gf)2 = g0f2 − g1(f0 ⊗ f1) + g1(f1 ⊗ f0) + g2(f0 ⊗ f0 ⊗ f0).
It is easy to see that a composition of morphisms of A∞-algebras is associative.
Moreover, for any A∞-algebra (A, d, πn), there is the identity morphism
1A = {(1A)n} : (A, d, πn)→ (A, d, πn),
where (1A)0 = idA and (1A)n = 0 for each n > 1. Thus, the class of all A∞-algebras
over any commutative unital ring K and their morphisms is a category, which we
denote A∞(K).
A homotopy between morphisms of A∞-algebras f, g : (A, d, πn) → (A
′, d, πn) is
defined as a family of module maps h = {hn : (A
⊗(n+1))• → A
′
•+n+1 | n ∈ Z, n > 0},
which, for all integers n > −1, satisfy the relations
d(hn+1) = fn+1−gn+1+
n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+nhm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m⊗1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
) +
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+n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)̺πm(gn1 ⊗ . . .⊗ gni−1 ⊗ hni ⊗ fni+1 ⊗ . . .⊗ fnm+2), (3.4)
where d(hn+1) = dhn+1 + (−1)
n+1hn+1d and Jn−m is the same as in (3.2);
̺ = m+
m+1∑
k=1
(nk + 1)(nk+1 + . . .+ nm+2) +
i−1∑
k=1
nk.
For example, at n = −1, 0, 1 the relations (3.4) take, respectively, the following
view
d(h0) = f0 − g0, d(h1) = f1 − g1 − h0π0 + π0(h0 ⊗ f0) + π0(g0 ⊗ f0),
d(h2) = f2 − g2 − h0π1 + h1(π0 ⊗ 1)− h1(1⊗ π0)− π0(h0 ⊗ f1)− π0(g0 ⊗ h1) +
+ π0(h1 ⊗ f0)− π0(g1 ⊗ h0)− π1(h0 ⊗ f0 ⊗ f0)− π1(g0 ⊗ h0 ⊗ f0)− π1(g0 ⊗ g0 ⊗ h0).
The origin of the signs in formulae (3.1) – (3.4) is described in detail in [27].
For any A∞-algebras (A, d, πn) and (A
′, d, πn), the relation between morphisms of
A∞-algebras of the form (A, d, πn)→ (A
′, d, πn) defined by the presence of a homotopy
between them is an equivalence relation. By using this equivalence relation between
morphisms of A∞-algebras the notion of a homotopy equivalence of A∞-algebras is
introduced in the usual way. Namely, a morphism of A∞-algebras is called a homotopy
equivalence of A∞-algebras, when this morphism have a homotopy inverse morphism
of A∞-algebras.
Now, let us proceed to cyclic homology of A∞-algebras. In [1] it was shown that
any A∞-algebra defines the tensor CF∞-module (L(A), d, ∂, t), which given by the
following equalities:
L(A) = {L(A)n,m}, L(A)n,m = (A
⊗(n+1))m, n > 0, m > 0,
d(a0 ⊗ . . .⊗ an) =
n∑
i=0
(−1)|a0|+...+|ai−1|a0 ⊗ . . .⊗ ai−1 ⊗ d(ai)⊗ ai+1 ⊗ . . .⊗ an,
tn(a0 ⊗ . . .⊗ an) = (−1)
|an|(|a0|+...+|an−1|)an ⊗ a0 ⊗ . . .⊗ an−1,
where |a| = q means that a ∈ Aq. The family of module maps
∂ = {∂(i1,...,ik) : L(A)n,p → L(A)n−k,p+k−1},
n > 0, p > 0, 1 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
is defined by
∂(i1,...,ik)=
=


(−1)k(p−1)1⊗j ⊗ πk−1 ⊗ 1
⊗(n−k−j) , if 0 6 j 6 n− k
and (i1, . . . , ik) = (j, j + 1, . . . , j + k − 1);
(−1)q(k−1)∂(0,1,...,k−1)t
q
n , if 1 6 q 6 k
and (i1, . . . , ik) = (0, 1, . . . , k − q − 1, n− q + 1, n− q + 2, . . . , n);
0, otherwise.
(3.5)
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Recall [1] that the cyclic homology HC(A) of an A∞-algebra (A, d, πn) is defined
as the cyclic homology HC(L(A)) of the CF∞-module (L(A), d, ∂, t).
Now, we investigate functorial and homotopy properties of the cyclic homology of
A∞-algebras.
Theorem 3.1. The cyclic homology of A∞-algebras over an arbitrary commuta-
tive unital ringK determines the functorHC : A∞(K)→ GrM(K) from the category
of A∞-algebras A∞(K) to the category of graded K-modules GrM(K). This functor
sends homotopy equivalences of A∞-algebras into isomorphisms of graded modules.
Proof. First, show that every morphism of A∞-algebras induces a morphism of
CF∞-modules. Given any morphism of A∞-algebras f : (A, d, πn) → (A
′, d, πn), we
define the family of module maps
L(f) = {L(f)n(i1,...,ik) : L(A)n,p → L(A
′)n−k,p+k},
n > 0, p > 0, 0 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
by the following rules:
1). If k = 0, then
L(f)n( ) = f
⊗(n+1)
0 . (3.6)
2). If ik < n and (i1, . . . , ik) = ((j
1
1 , . . . , j
1
n1
), (j21 , . . . , j
2
n2
), . . . , (js1, . . . , j
s
ns
)),
1 6 s 6 k, n1 > 1, . . . , ns > 1, n1 + . . .+ ns = k,
jab+1 = j
a
b + 1, 1 6 a 6 s, 1 6 b 6 na − 1, j
c+1
1 > j
c
nc
+ 2, 1 6 c 6 s− 1,
then
L(f)n(i1,...,ik) = (−1)
k(p−1)+γ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k1
⊗ fn1⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k2
⊗ fn2 ⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k3
⊗ fn3⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks+1
, (3.7)
where k1 = j
1
1 , ki = j
i
1 − j
i−1
ni−1
− 2 at 2 6 i 6 s, ks+1 = n+ 1− (k1 + . . .+ ks)− k − s
and
γ =
s−1∑
i=1
ni(ni+1 + . . .+ ns).
3). If ik = n and
(i1, . . . , ik) = ((0, 1, . . . , z − 1− q), (j
1
1 − q, . . . , j
1
n1
− q), (j21 − q, . . . , j
2
n2
− q), . . .
. . . , (js1 − q, . . . , j
s
ns
− q), (n− q + 1, n− q + 2, . . . , n)),
z > 1, 1 6 q 6 z, 0 6 s 6 k − 1, n1 > 1, . . . , ns > 1,
z + n1 + . . .+ ns = k, j
a
b+1 = j
a
b + 1, 1 6 a 6 s, 1 6 b 6 na − 1,
j11 > z + 1, j
c+1
1 > j
c
nc
+ 2, 1 6 c 6 s− 1, jsns 6 n− 1,
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then
L(f)n(i1,...,ik) = (−1)
q(z−1)L(f)n((0,1,...,z−1),(j1
1
,...,j1n1
),...,(js
1
,...,jsns))
tqn. (3.8)
For example, if we consider the map L(f)15((2,3),(6,7,8)) : L(A)15,p → L(A
′)10,p+5, then
by (3.7) we obtain
L(f)15((2,3),(6,7,8)) = (−1)
5(p−1)+2·3f0 ⊗ f0 ⊗ f2 ⊗ f0 ⊗ f3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
.
If we consider consider the map L(f)n((0,1),(3,4),(n−2,n−1,n) : L(A)n,p → L(A
′)n−7,p+7,
where n > 8, then by (3.8) and (3.7) we obtain
L(f)n((0,1),(3,4),(n−2,n−1,n) =
= (−1)3(5−1)L(f)n((0,1,2,3,4),(6,7))t
3
n = (−1)
7(p−1)+5·2(f5 ⊗ f2 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−8
)t3n.
It is worth noting that any collection of integers (i1, . . . , ik), 0 6 i1 < . . . < ik 6 n,
always can be written in the form specified in the rule 2) or in the rule 3).
Now, we show that the maps L(f)n(i1,...,ik) satisfy the conditions (1.5). It is clear
that at k = 0 the the equality L(f)n( )tn = tnL(f)
n
( ) is true. Consider the maps
L(f)n(i1,...,ik), where i1 > 0 and ik < n, defined by formulae (3.7) at s = 1. Suppose
that (i1, . . . , ik) = (j
1
1 , . . . , j
1
n1
) = (j, j + 1, . . . , j + k − 1), where 1 6 j 6 n − k. In
this case, on the one hand, we have at any element a0⊗ . . .⊗ an ∈ L(A)n,p = (A
n+1)p
the equalities
L(f)n(j,j+1,...,j+k−1)tn(a0 ⊗ . . .⊗ an) = (−1)
αL(f)n(j,j+1,...,j+k−1)(an ⊗ a0 ⊗ . . .⊗ an−1) =
= (−1)α+k(p−1)(f⊗j0 ⊗ fk ⊗ f
⊗(n−k−j)
0 )(an ⊗ a0 ⊗ . . .⊗ an−1) = (−1)
α+k(p−1)+βf0(an)⊗
⊗ f0(a0)⊗ . . .⊗ f0(aj−2)⊗ fk(aj−1 ⊗ . . .⊗ aj+k−1)⊗ f0(aj+k)⊗ . . .⊗ f0(an−1),
where α = |an|(|a0|+ . . .+ |an−1|) and β = k(|an|+ |a0|+ . . .+ |aj−2|). On the other
hand, we have the equalities
tn−kL(f)
n
(j−1,j,...,j+k−2)(a0⊗ . . .⊗an) = (−1)
k(p−1)tn−k(f
⊗(j−1)
0 ⊗fk⊗f
⊗(n−k−j+1)
0 )(a0⊗
⊗ . . .⊗ an) = (−1)
k(p−1)+ϕtn−k(f0(a0)⊗ . . .⊗ f0(aj−2)⊗ fk(aj−1 ⊗ . . .⊗ aj+k−1)⊗
⊗ f0(aj+k)⊗ . . .⊗ f0(an)) = (−1)
k(p−1)+ϕ+δf0(an)⊗ f0(a0)⊗ . . .⊗ f0(aj−2)⊗
⊗ fk(aj−1 ⊗ . . .⊗ aj+k−1)⊗ f0(aj+k)⊗ . . .⊗ f0(an−1),
where ϕ = k(|a0|+ . . .+|aj−2|) and δ = |an|(|a0|+ . . .+|an−1|+k). Since α+β = ϕ+δ,
we obtain the required relation
L(f)n(j,j+1,...,j+k−1)tn = tn−kL(f)
n
(j−1,j,...,j+k−2).
In the similar way it is checked that relations (1.5) holds for all maps L(f)n(i1,...,ik),
where i1 > 0 and ik < n. Now, consider the maps L(f)
n
(i1,...,ik)
, where i1 = 0 and
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ik < n, defined by (3.7) at s = 1. Suppose that (i1, . . . , ik) = (0, 1, . . . , k − 1), where
1 6 k 6 n. In this case, by using (3.8) at s = 0 and q = 1 we obtain the the required
relation
L(f)n(0,1,...,k−1)tn = (−1)
k−1L(f)n(0,1,...,k−2,n).
In the similar way it is checked that relations (1.5) holds for all defined at s > 2 by
(3.7) maps L(f)n(i1,...,ik), where i1 = 0 and ik < n. Now, consider the maps L(f)
n
(i1,...,ik)
,
where i1 = 0 and ik = n, defined by (3.8) at s = 0. Suppose that
(i1, . . . , ik) = ((0, 1, . . . , k − 1− q), (n− q + 1, n− q + 2, . . . , n)),
where 1 6 q 6 k − 1. In this case, by using (3.8) at s = 0 we obtain
L(f)n(0,1,...,k−q−1,n−q+1,n−q+2,...,n)tn = (−1)
q(k−1)L(f)n(0,1,...,k−1)t
q+1
n =
= (−1)k−1L(f)n(0,1,...,k−q−2,n−q,n−q+1,...,n−1,n).
In the similar way it is proved that relations (1.5) holds for all defined at s > 1 by
(3.8) maps L(f)n(i1,...,ik), where i1 = 0 and ik = n. Now, consider the maps L(f)
n
(i1,...,ik)
,
where i1 > 0 and ik = n, defined by (3.8) at s = 0. Suppose that (i1, . . . , ik) =
(n − k + 1, n − k + 2, . . . , n). Then, by using (3.8) at s = 0 and also applying the
relations tn−k+1n−k = 1 and t
n+1
n = 1, we obtain
L(f)n(n−k+1,n−k+2,...,n)tn = (−1)
k(k−1)L(f)n(0,1,...,k−1)t
k+1
n = t
n−k+1
n−k L(f)
n
(0,1,...,k−1)t
k+1
n =
= tn−kL(f)
n
(n−k,n−k+1,...,n−1)t
n+1
n = tn−kL(f)
n
(n−k,n−k+1,...,n−1).
In a similar manner is checked that relations (1.5) holds for all defined at s > 1 by
(3.8) maps L(f)n(i1,...,ik), where i1 > 1 and ik = n. Thus, all maps L(f)
n
(i1,...,ik)
∈ L(f)
satisfy the relations (1.5).
Now, let us show that the family of maps L(f) = {L(f)n(i1,...,ik)} is a morphism of
F∞-modules L(f) : (L(A), d, ∂)→ (L(A
′), d, ∂). We must check relations (1.3) for the
maps L(f)n(i1,...,ik) ∈ L(f). It is clear that at k = 0 we have d(L(f)
n
( )) = 0 because
d(f0) = 0. Now, we check that the maps
L(f)n+1(0,1,...,n) = (−1)
(n+1)(p−1)fn+1 : (A
⊗(n+2))p → A
′
p+n+1, n > 0,
satisfy the relations (1.3). With this purpose we write the relations (3.2) in the form
d(fn+1) = f0πn +
n−1∑
m=0
m+2∑
t=1
(−1)t(n−m)+n+1fm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m+2−t
)−
− πn(f0 ⊗ . . .⊗ f0)−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)µπm(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t1−1
⊗ fn1⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t2−1
⊗ fn2 ⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
m+2−(t1+...+ts)
), n > −1, (3.9)
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where
Nn−m = {n1 > 1, n2 > 1, . . . , ns > 1 | n1 + n2 + . . .+ ns = n−m},
Tm+2 = {t1 > 1, . . . , ts > 1 | t1 + . . .+ ts 6 m+ 2},
µ =
s∑
i=1
(ti − 1)(ni + . . .+ ns) +
s−1∑
i=1
(ni + 1)(ni+1 + . . .+ ns).
Given any fixed collections (n1, . . . , ns) ∈ In−m and (t1, . . . , ts) ∈ Tm+2, consider a
partition of the collection (0, 1, . . . , n) into 2s+ 1 blocks as
(0, 1, . . . , n) = (a1, b1, a2, b2, . . . , as, bs, as+1),
a1 = (0, 1, . . . , t1 − 2), b1 = (t1 − 1, t1, . . . , t1 + n1 − 2),
ai = (
i−1∑
k=1
tk + nk − 1,
i−1∑
k=1
tk + nk, . . . ,
i−1∑
k=1
tk + nk + ti − 2), 2 6 i 6 s,
bi = (
i−1∑
k=1
tk + nk + ti − 1,
i−1∑
k=1
tk + nk + ti, . . . ,
i−1∑
k=1
tk + nk + ti + ni − 2), 2 6 i 6 s,
as+1 = (
s∑
k=1
tk + nk − 1,
s∑
k=1
tk + nk, . . . , n).
Given any specified above partition (0, 1, . . . , n) = (a1, b1, a2, b2, . . . , as, bs, as+1), we
define the permutation σn1,...ns,t1,...,ts ∈ Σn+1, which acting on the collection of numbers
(0, 1, . . . , n) by the following rule:
σn1,...ns,t1,...,ts(0, 1, . . . , n) = (a1, a2, . . . , as, as+1, b1, b2, . . . , bs). (3.10)
By using the relation n1 + . . . + ns = n − m it is easy verify that the equality of
collections
( ̂σn1,...ns,t1,...,ts(0), . . . ,
̂σn1,...ns,t1,...,ts(n)) = (0, 1, . . . , m, b1, b2, . . . , bs) (3.11)
is true. The formulae (3.5) – (3.7) and (3.11) implies that in the considered case the
relations (1.3) can be written in the form
d(L(f)n+1(0,1,...,n)) = L(f)
0
( )∂
n+1
(0,1,...,n)+
+
n−1∑
m=0
m+2∑
t=1
(−1)sign(σt,n−m)L(f)m+1(0,1,...,m)∂
n+1
(t−1,t,...,t+n−m−2) − ∂
n+1
(0,1,...,n)L(f)
n+1
( ) −
−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)sign(σt1,...,ts,n1,...,ns )∂m+1(0,1,...,m)L(f)
n+1
(b1,b2,...,bs)
, (3.12)
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where by σt,n−m we denote the permutation σt1,n1 for t1 = t and n1 = n −m. Now,
we compute sign(σt1,...,ts,n1,...,ns) for all 1 6 s 6 m + 2. Denote by |ai| the num-
ber of elements in the block ai, where 1 6 i 6 s + 1, and by |bj | the number of
elements in the block bj , where 1 6 j 6 s. Since σt1,...,ts,n1,...,ns) is a permuta-
tion acting on the collection (0, 1, . . . , n) by partitioning this collection into blocks
(a1, b1, a2, b2, . . . , as, bs, as+1) and permuting of this blocks by the rule (3.8), the num-
ber of inversions I(σt1,...,ts,n1,...,ns) of the permutation σt1,...,ts,n1,...,ns) is equal
I(σt1,...,ts,n1,...,ns) =
= |a2||b1|+ |a3|(|b1|+ |b2|) + . . .+ |as|(|b1|+ . . .+ |bs−1|) + |as+1|(|b1|+ . . .+ |bs|).
By using the congruence I(σt1,...,ts,n1,...,ns) ≡ sign(σt1,...,ts,n1,...,ns)mod(2) and the equal-
ities
|ai| = ti, 2 6 i 6 s, |as+1| = n+ 2−
s∑
k=1
(tk + nk),
s∑
i=1
ni = n−m,
we obtain the congruence
sign(σt1,...,ts,n1,...,ns) ≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+mn+m+ (t1 + . . .+ ts)(n−m)mod(2).
In particular, at s = 1, t1 = t, n1 = n−m we have the congruence
sign(σt,n−m) ≡ mn +m+ t(n−m)mod(2).
Now, we show that the relations (3.12) are equivalent to the relations (3.9). Indeed,
by using (3.5) and (3.7) we write the relations (3.12) in the form
d(fn+1) = f0πn +
n−1∑
m=0
m+2∑
t=1
(−1)αfm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m+2−t
)−
− πn(f0 ⊗ . . .⊗ f0)−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)βπm(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t1−1
⊗ fn1⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t2−1
⊗ fn2 ⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
m+2−(t1+...+ts)
),
where
α = (n+ 1)(q − 1) + sign(σt,n−m) + (n−m)(q − 1)+
+ (m+ 1)(q + (n−m− 1)− 1),
β = (n+ 1)(q − 1) + sign(σt1,...,ts,n1,...,ns) + (n−m)(q − 1)+
+
s−1∑
i=1
ni(ni+1 + . . .+ ns) + (m+ 1)(q + (n−m)− 1).
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For the exponent α, we have
α ≡ (n+ 1)(q − 1) +mn +m+ t(n−m) + (n−m)(q − 1)+
+ (m+ 1)(q + (n−m− 1)− 1) ≡ (m+ 1)(n−m− 1) +mn +m+ t(n−m) ≡
≡ t(n−m) + n+ 1mod(2).
For the exponent β, taking into account the equality n−m = n1 + n2 + . . .+ ns, we
have
β ≡ (n + 1)(q − 1) + t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+mn+m+ (t1 + . . .+ ts)(n−m) + (n−m)(q − 1) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) +
+ (m+ 1)(q + (n−m)− 1) ≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+n−m+ (t1 + . . .+ ts)(n−m) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) + (t1 − 1)(n1 + . . .+ ns) +
+ (t2 + . . .+ ts)(n1 + . . .+ ns) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡
s∑
i=1
(ti − 1)(ni + . . .+ ns) +
s−1∑
i=1
(ni + 1)(ni+1 + . . .+ ns)mod(2).
Thus, the relations (3.12) are equivalent to the relations (3.9) and, consequently, the
maps L(f)n+1(0,1,...,n) = (−1)
(n+1)(p−1)fn+1 : (A
⊗(n+2))p → A
′
p+n+1, n > 0, satisfy the
relations (1.3). In a similar manner it is proved that the relations (1.3) holds for all
defined by the formulas (3.7) maps L(f)n(i1,...,ik), where ik < n.
Now, we check that the maps L(f)n(i1,...,ik), where ik = n, defined at q = 1 and
s = 0 by (3.8) satisfy the relations (1.3), i.e., we verify that the equality
d(L(f)n(0,1,...,k−2,n)) = −∂
n
(0,1,...,k−2,n)L(f)
n
( ) + L(f)
n−k
( ) ∂
n
(0,1,...,k−2,n)+
+
∑
̺∈Σk
∑
I̺
(−1)sign(̺)+1∂n−k+m
(̺̂(0),..., ̺̂(m−1))
L(f)n
(̺̂(m),...,̺̂(k−2), ̺̂(n))
−
−L(f)n−k+m
(̺̂(0),..., ̺̂(m−1))
∂n
(̺̂(m),...,̺̂(k−2), ̺̂(n))
(3.13)
is true. By using the relations dtn = tnd, L(f)
n
( )tn = tnL(f)
n
( ) and also the conditions
L(f)n(0,1,...,k−2,n) = (−1)
k−1L(f)n(0,1,...,k−1))tn, ∂
n
(0,1,...,k−2,n) = (−1)
k−1∂n(0,1,...,k−1))tn, we
obtain
d(L(f)n(0,1,...,k−2,n)) = −∂
n
(0,1,...,k−2,n)L(f)
n
( ) + L(f)
n−k
( ) ∂
n
(0,1,...,k−2,n)+
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+
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+k∂n−k+m
(σ̂(0),..., ̂σ(m−1))
L(f)n
(σ̂(m),...,̂σ(k−1))
tn−
−L(f)n−k+m
(σ̂(0),..., ̂σ(m−1))
∂n
(σ̂(m),...,̂σ(k−1))
tn. (3.14)
In the same way as it was done in the proof of Theorem 1.1, when the coincidence
of the right-hand sides of the equalities (1.6) and (1.7) was checked, it is proved that
the right-hand sides of the equalities (3.13) and (3.14) coincides. It follows that the
maps L(f)n(0,1,...,k−2,n) satisfy the relations (1.3). In similar way it is verified that the
relations (1.3) holds for all defined by (3.8) maps L(f)n(i1,...,ik), where ik = n. Thus, all
maps L(f)n(i1,...,ik) ∈ L(f) satisfy the the relations (1.3). Since above was shown that
all maps L(f)n(i1,...,ik) ∈ L(f) satisfy the relations (1.5), the family of maps L(f) is a
morphism of CF∞-modules L(f) : (L(A), d, ∂, t)→ (L(A
′), d, ∂, t).
Now, consider an arbitrary morphisms of A∞-algebras f : (A, d, πn) → (A
′, d, πn)
and g : (A′, d, πn) → (A
′′, d, πn) and their composition gf : (A, d, πn) → (A
′′, d, πn).
We show that the equality of morphisms of CF∞-modules L(gf) = L(g)L(f) is true.
We must check that the maps L(gf)n(i1,...,ik) ∈ L(gf), k > 0, satisfy the relations
L(gf)n(i1,...,ik) =
∑
σ∈Σk
∑
I′σ
(−1)sign(σ)L(g)n−k+m
(σ̂(i1),...,σ̂(im))
L(f)n
( ̂σ(im+1),...,σ̂(ik))
, (3.15)
where I ′σ is the same as in (1.4). Clearly, at k = 0 we have L(gf)
n
( ) = L(g)
n
( )L(f)
n
( )
because (gf)
⊗(n+1)
0 = g
⊗(n+1)
0 f
⊗(n+1)
0 . Now, we check that the maps
L(gf)n+1(0,1,...,n) = (−1)
(n+1)(p−1)(gf)n+1 : (A
⊗(n+2))p → A
′′
p+n+1, n > 0,
satisfy the relations (3.15). With this purpose we write the relations (3.3) in the form
(gf)n+1 = g0fn+1 + gn+1(f0 ⊗ . . .⊗ f0) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)µgm+1(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t1−1
⊗ fn1⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t2−1
⊗ fn2 ⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
m+2−(t1+...+ts)
), n > −1, (3.16)
where Nn−m and Tm+2 and µ are the same as in (3.9). The formulae (3.6) and (3.7)
follows that the equalities (3.16) can be written in the form
L(gf)n+1(0,1,...,n) = L(g)
0
( )L(f)
n+1
(0,1,...,n) + L
n+1
(0,1,...,n)L(f)
n+1
( ) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)ψLm+1(0,1,...,m)L(f)
n+1
(b1,b2,...,bs)
,
where ψ = µ+ (n+1)(q− 1)+ (m+1)(q+(n−m)− 1) and number blocks b1, . . . , bs
were specified above. On the other hand, the formulae (3.6), (3.7) and (3.11) follows
that in the considered case the relations (3.15) can be written in the form
L(gf)n+1(0,1,...,n) = L(g)
0
( )L(f)
n+1
(0,1,...,n) + L
n+1
(0,1,...,n)L(f)
n+1
( ) +
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+n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)sign(σt1,...,ts,n1,...,ns )Lm+1(0,1,...,m)L(f)
n+1
(b1,b2,...,bs)
,
where the permutation σt1,...,ts,n1,...,ns ∈ Σn+1 is defined by (3.10). It was above shown
that the congruence sign(σt1,...,ts,n1,...,ns) ≡ ψmod(2) is true. Thus, the module maps
L(gf)n+1(0,1,...,n) = (−1)
(n+1)(p−1)(gf)n+1 : (A
⊗(n+2))p → A
′′
p+n+1, n > 0, satisfy the
relations (3.15). Similarly, it is proved that the relations (3.14) holds for all maps
L(gf)n(i1,...,ik), where ik < n. In the same way as it was done above, when we checked
that the maps L(f)n(i1,...,ik), where ik = n, satisfy the relations (1.3), it is checked that
the relations (3.15) holds for all maps L(gf)n(i1,...,ik), where ik = n. Thus, all maps
L(gf)n(i1,...,ik) ∈ L(gf) satisfy the relations (3.15) and, consequently, the equality of
morphisms of CF∞-modules L(gf) = L(g)L(f) is true.
The above considerations follows that there is the functor L : A∞(K)→ CF∞(K).
The required functor HC : A∞(K) → GrM(K) we define as a composition of the
functor L : A∞(K) → CF∞(K) and the functor HC : CF∞(K) → GrM(K), which
considered in Theorem 2.1.
Now, we show that the functor HC : A∞(K)→ GrM(K) sends homotopy equiv-
alences of A∞-algebras into isomorphisms of graded modules. Taking into account
Theorem 2.1, it suffices to show that the functor L : A∞(K)→ CF∞(K) sends homo-
topy equivalences into homotopy equivalences of CF∞-modules. With this purpose
we show that each homotopy between morphisms of A∞-algebras induces a homotopy
between corresponding morphisms of CF∞-modules.
Given any homotopy h = {hn : (A
⊗(n+1))• → A
′
•+n+1 | n ∈ Z, n > 0} between
morphisms of A∞-algebras f : (A, d, πn)→ (A
′, d, πn) and g : (A, d, πn)→ (A
′, d, πn),
we define a family of module maps
L(h) = {L(h)n(i1,...,ik) : L(A)n,p → L(A
′)n−k,p+k+1},
n > 0, p > 0, 0 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
by the following rules:
1′). If k = 0, then
L(h)n( ) =
n+1∑
i=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
i−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−i+1
;
2′). If ik < n and the collection
(i1, . . . , ik) = ((j
1
1 , . . . , j
1
n1
), (j21 , . . . , j
2
n2
), . . . , (js1, . . . , j
s
ns
))
is the same as in the above rule 2) defining the formula (3.7), then
L(h)n(i1,...,ik) = (−1)
k(p−1)+γ
s∑
i=1
(−1)n1+...+ni−1 g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
k1
⊗ gn1⊗ . . .
. . . ⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki−1
⊗ gni−1⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki
⊗hni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki+1
⊗ fni+1⊗ . . .
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. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks+1
+
+ (−1)k(p−1)+γ
s+1∑
i=1
(−1)n1+...+ni−1 g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
k1
⊗ gn1⊗ . . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki−1
⊗ gni−1⊗
⊗


ki∑
j=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki−j

⊗ fni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki+1
⊗ fni+1 ⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks+1
,
where k1, . . . , ks+1 and γ are the same as in (3.7);
3′). If ik = n and the collection
(i1, . . . , ik) = ((0, 1, . . . , z − 1− q), (j
1
1 − q, . . . , j
1
n1
− q), (j21 − q, . . . , j
2
n2
− q), . . .
. . . , (js1 − q, . . . , j
s
ns
− q), (n− q + 1, n− q + 2, . . . , n))
is the same as in the above rule 3) defining the formula (3.8), then
L(h)n(i1,...,ik) = (−1)
q(z−1)L(h)n((0,1,...,z−1),(j1
1
,...,j1n1
),...,(js
1
,...,jsns))
tqn.
In similar way as it was done above in the case of morphisms of CF∞-modules
L(f), it is proved that defined by any homotopy h = {hn : (A
⊗(n+1))• → A
′
•+n+1}
between morphisms of A∞-algebras f, g : (A, d, πn) → (A
′, d, πn) the family of maps
L(h) = {L(h)n(i1,...,ik) : L(A)n,p → L(A
′)n−k,p+k+1} is a homotopy between morphisms
of CF∞-modules L(f),L(g) : (L(A), d, ∂, t) → (L(A
′), d, ∂, t). It follows that if
f : (A, d, πn)→ (A
′, d, πn) is a homotopy equivalence of A∞-algebras, then the corre-
sponding morphism L(f) : (L(A), d, ∂, t)→ (L(A′), d, ∂, t) is a homotopy equivalence
of CF∞-modules. Thus, the functor L : A∞(K)→ CF∞(K) sends homotopy equiva-
lences of A∞-algebras into homotopy equivalences of CF∞-modules and, consequently,
the functor HC : A∞(K) → GrM(K) sends homotopy equivalences of A∞-algebras
into isomorphisms of graded modules. 
Let us consider applications of Theorem 3.1 to homology of A∞-algebras over any
fields.
It is well known [21] that if over any field given an A∞-algebra (A, d, πn), then on
homologies H(A) of this A∞-algebra, i.e., on homologies H(A) of the chain complex
(A, d), arises the A∞-algebra structure (H(A), d = 0, πn) such that there is the homo-
topy equivalence of A∞-algebras (A, d, πn) → (H(A), d = 0, πn). Applying Theorem
3.1 to this situation, we obtain the following assertion.
Corollary 3.1. The cyclic homology HC(A) of any A∞-algebra (A, d, πn) over
an arbitrary field is isomorphic to the cyclic homology HC(H(A)) of the A∞-algebra
of homologies (H(A), d = 0, πn). 
In the case, when an A∞-algebra (A, d, πn) is an associative differential algebra
(A, d, π), where π = π0 and πn = 0 at n > 0, we have the following assertion.
Corollary 3.2. The cyclic homologyHC(A) of any associative differential algebra
(A, d, π) over an arbitrary field is isomorphic to the cyclic homology HC(H(A)) of
the A∞-algebra of homologies (H(A), d = 0, πn). 
24
References
[1] S. V. Lapin, Cyclic modules with ∞-simplicial faces and the cyclic homology of
A∞-algebras (in Russian), Mat. Zametki 102 (6), 874-895 (2017); translation in
Math. Notes 102 (5-6), 806–823 (2017).
[2] S. V. Lapin, Homotopy simplicial faces and the homology of realizations of sim-
plicial topological spaces (in Russian), Mat. Zametki 94 (5), 661–681 (2013);
translation in Math. Notes 94 (5–6), 619–635 (2013).
[3] S. V. Lapin, Homotopy properties of differential Lie modules over curved coal-
gebras and Koszul duality (in Russian), Mat. Zametki 94 (3), 354–372 (2013);
translation in Math. Notes 94 (3–4), 335–350 (2013).
[4] S. V. Lapin, Differential Lie modules over curved colored coalgebras and ∞-sim-
plicial modules (in Russian), Mat. Zametki 96 (5), 709–731 (2014); translation
in Math. Notes 96 (5–6), 698–715 (2014).
[5] S. V. Lapin, Chain realization of differential modules with∞-simplicial faces and
the B-construction over A∞-algebras (in Russian), Mat. Zametki 98 (1), 101–124
(2015); translation in Math. Notes 98 (1–2), 111–129 (2015).
[6] S. V. Lapin, Homotopy properties of differential modules with simplicial F∞-faces
and D∞-differential modules, Georgian Math. J. 2015; 22(4): 543-562.
[7] S. V. Lapin, Homotopy properties of∞-simplicial coalgebras and homotopy uni-
tal supplemented A∞-algebras (in Russian), Mat. Zametki 99 (1), 55–77 (2016);
translation in Math. Notes 99 (1–2), 63–81 (2016).
[8] S. V. Lapin, Differential modules with ∞-simplicial faces and A∞-algebras,
arXiv:1809.01853v1 [math.AT] 6 Sep 2018, p. 1-26.
[9] S. V. Lapin, Differential perturbations and D∞-differential modules (in Russian),
Mat. Sb. 192:11 (2001), 55–76; translation in Sb. Math. 192:11 (2001), 1639–1659.
[10] S. V. Lapin, D∞-differential A∞-algebras and spectral sequences (in Russian),
Mat. Sb. 193:1 (2002), 119–142; translation in Sb. Math. 193:1 (2002), 119–142.
[11] S. V. Lapin, (DA)∞-modules over (DA)∞-algebras and spectral sequences (in
Russian), Izv. RAN Ser. Math. , 66:3 (2002), 103–130; translation in Izv. Math.,
66:3 (2002), 543–568.
[12] S. V. Lapin, D∞-differentials and A∞-structures in spectral sequences, J. Math.
Sci., 123:4 (2004), 4221–4254.
[13] S. V. Lapin, D∞-differential E∞-algebras and multiplicative spectral sequences
(in Russian), Mat. Sb. 196:11 (2005), 75–108; translation in Sb. Math. 196:11
(2005), 1627–1658.
25
[14] S. V. Lapin, D∞-differential E∞-algebras and spectral sequences of fibrations (in
Russian), Mat. Sb. 198:10 (2007), 3-30; translation in Sb. Math. 198:10 (2007),
1379–1406.
[15] S. V. Lapin, D∞-differential E∞-algebras and Steenrod operations in spectral
sequences, J. Math. Sci., 152:3 (2008), 372–403.
[16] S. V. Lapin, D∞-differential E∞-algebras and spectral sequences of D∞-differen-
tial modules, J. Math. Sci., 159:6 (2009), 819–832.
[17] S. V. Lapin, Multiplicative A∞-structure in terms of spectral sequences of fibra-
tions (in Russian), Fundam. Prikl. Mat., 14:6 (2008), 141–175; translation in J.
Math. Sci., 164:1 (2010), 95–118.
[18] J. L. Loday, D. Quillen, “Cyclic homology and the Lie algebra Homology of
matrices”, Comment. Math. Helv., 59 (1984), 565–591.
[19] A. Connes, “Non Commutative differential geometry. Part II. De Rham homology
and non commutative algebra”, Publ. Math. I.H.E.S., 1985
[20] M. Penkava, A. Schwarz, “A∞-algebras and the cohomology of moduli spaces”,
in: Lie Groups and Lie algebras: E. B. Dynkin’s Seminar, Adv. Math. Sci. 26,
American Mathematical Society, Providence (1995), 91–107.
[21] T. V. Kadeishvili, On the theory of homology of fiber spaces (in Russian), Uspekhi
Mat. Nauk 35 (1980), no. 3, 183–188; translation in Russian Math. Surveys 35
(1980), no. 3, 231–238.
[22] A. Connes, Cohomologie cyclique et foncteurs Extn, C. R. Acad. Sci. Paris, 1983,
no. 296, 953–958.
[23] S. V. Lapin, Cyclic homology of cyclic ∞-simplicial modules, Georgian Math. J.
2018; 25(4): 571–591.
[24] J. L. Loday, B. Vallette, Algebraic Operads (in Grundlehren Math. Wiss.),
Springer-Verlag, Berlin, 2012, Vol. 346.
[25] V. A. Smirnov, Simplicial and Operad Methods in Algebraic Topology, Transl.
Math. Monogr. 198, Amer. Math. Soc., Providence, 2001.
[26] J. D. Stasheff, “Homotopy associativity of H-spaces I,II”, Trans. Amer. Math.
Soc., 108:2 (1963), 275-312.
[27] S. V. Lapin, The tensor functor from the category of A∞-algebras into the
category of differential modules with ∞-simplicial faces, arXiv: 1903.00869v1
[math.AT] 3 Mar 2019, p. 1-25.
Serov Str., Saransk, Russia,
e-mail: slapin@mail.ru
26
