We consider a refinement of the partition function of graph homomorphisms and present a quasi-polynomial algorithm to compute it in a certain domain. As a corollary, we obtain quasi-polynomial algorithms for computing partition functions for independent sets, perfect matchings, Hamiltonian cycles and dense subgraphs in graphs as well as for graph colorings. This allows us to tell apart in quasi-polynomial time graphs that are sufficiently far from having a structure of a given type (i.e., independent set of a given size, Hamiltonian cycle, etc.) from graphs that have sufficiently many structures of that type, even when the probability to hit such a structure at random is exponentially small.
Introduction and main results
(1.1) Partition function of graph homomorphisms with prescribed multiplicities. Let G = (V, E) be an undirected graph with set V of vertices, set E of edges, without loops or multiple edges. We denote by ∆(G) the largest degree of a vertex in G. In what follows, we assume that ∆(G) ≥ 1, so that the graph contains at least one edge.
Let m = (µ 1 , . . . , µ k ) be a vector of positive integers such that Here the sum is taken over all maps φ : V −→ {1, . . . , k} that map precisely µ i vertices of G into i for all i = 1, . . . , k and the product is taken over all edges of G. If we take the sum over all k |V | maps φ : V −→ {1, . . . , k}, without the multiplicity restrictions, we obtain what is known as the partition function of graph homomorphisms (1.1.2) P G (A) = φ: V →{1,... ,k} {u,v}∈E a φ(u)φ(v) ,
see [BG05] and [C+13] .
• One of the main results of our paper is a deterministic algorithm, which, given a graph G = (V, E), a vector m = (µ 1 , . . . , µ k ) of multiplicities, a k × k symmetric matrix A = (a ij ) such that time. Here γ > 0 is an absolute constant (we can choose γ = 0.064).
In [BS14] , we construct a deterministic algorithm, which, given a graph G = (V, E) and a k × k symmetric matrix A = (a ij ) satisfying (1.1.3) with a better constant γ = 0.26 (we can choose γ = 0.31 if ∆(G) ≥ 3 and γ = 0.36 for all sufficiently large ∆(G)) computes the graph homomorphism partition function (1.1.2) within relative error ǫ in (|E|k) O(ln |E|−ln ǫ) time. Although the methods of [BS14] and this paper are similar, it appears that neither result follows from the other.
Specializing (1.1.1), we obtain various quantities of combinatorial interest.
(1.2) Independent sets in graphs. Let G = (V, E) be a graph as above. A set S ⊂ V is called independent if {u, v} / ∈ E for every two vertices u, v ∈ S. Finding the maximum size of an independent set in a given graph within a factor of |V | ǫ is an NP-hard problem for any 0 ≤ ǫ < 1, fixed in advance [Hå99] , [Zu07] .
Let us choose k = 2 and define the matrix A = (a ij ) by a 11 = 0, a 12 = a 21 = a 22 = 1.
Let m = (µ 1 , µ 2 ) be an integer vector such that µ 1 + µ 2 = |V |. One can see that a map φ : V −→ {1, 2} contributes 1 to (1.1.1) if φ −1 (1) is an independent set in G and contributes 0 otherwise. Hence P G,m (A) is the number of independent sets in G of size µ 1 .
Let us modify A →Ã by choosing
where γ is the constant in (1.1.3). Then
and e(S) is the number of pairs of vertices of S that span an edge of G. Thus
Hence (1.2.1) computes a weighted sum over all subsets S of vertices of cardinality µ 1 , where w(S) = 1 if S is an independent set in G, while all other subsets are weighted down exponentially in the number of edges that the vertices of the subsets span. Computing (1.2.1) allows us to distinguish graphs with sufficiently many independent sets of a given size from graphs that are sufficiently far from having an independent set of a given size. Indeed, if every subset S ⊂ V of µ 1 vertices of G spans at least x edges of G, we get
If, on the hand, a random subset of µ 1 vertices of G is an independent set with probability at least 2 exp −2γx
.
Computing P G,m (Ã) within a relative error of 0.1, say, we can distinguish these two cases in |E| O(ln |E|) time. Let us fix some δ > 0 and ǫ 0 > 0 and let us consider a class of graphs G that satisfy |E| ≥ δ|V |∆(G) (in other words, we consider graphs that are not very far from regular). Let us choose x = ǫ|E| for some ǫ ≥ ǫ 0 > 0. In this case, G is sufficiently far from having an independent set of size µ 1 if every subset of vertices of size µ 1 spans at least some constant proportion ǫ ≥ ǫ 0 (arbitrarily small, but 3 fixed in advance) of the total number |E| of edges whereas G has sufficiently many independent sets if the probability that a randomly selected set of µ 1 vertices is independent is at least
We can distinguish these two cases in quasi-polynomial time, although in the latter case the probability to hit an independent set at random is exponentially small in the number of vertices of the graph. More generally, we can separate graphs where each subset S ⊂ V of cardinality µ 1 spans at least x edges of G from graphs having sufficiently many subsets S ⊂ V of cardinality µ 1 spanning at most y < x edges of G.
(1.3) Hafnians, Hamiltonian permanents, and subgraph densities.
Suppose that G is a union of n pairwise vertex-disjoint edges, so |V | = 2n and ∆(G) = 1. Suppose further that k = |V | and let us choose m = (1, . . . , 1). Then, up to a normalizing constant, P G,m (A) is the hanfian of the matrix A, see, for example, Section 8.2 of [Mi78] . In particular, if A is the adjacency matrix of a simple undirected graph H with set {1, . . . , k} of vertices, then the value of (2 n n!)
is the number of perfect matchings in H, that is, the number of collections of edges of H covering every vertex of H exactly once. Hence we obtain a deterministic algorithm approximating the hafnian of a 2n×2n symmetric matrix A = (a ij ) that satisfies
within a relative error ǫ > 0 in n O(ln n−ln ǫ) time. A similar algorithm, though with a better constant γ = 0.19, was earlier constructed in [B14a] .
Suppose that G is a cycle with n > 2 vertices, so that ∆(G) = 2, and that k = n. Let us choose m = (1, . . . , 1). If A is the adjacency matrix of a simple undirected graph H then the value of (2n) −1 P G,m (A) is the number of Hamiltonian cycles in H, that is, the number of walks that visit every vertex in H exactly once before returning to the starting point. For a general A, the value of n −1 P G,m (A) is a Hamiltonian version of the permanent of A,
where the sum is taken over all (n − 1)! permutations σ of the set {1, . . . , n} that consist of a single cycle, cf. [Ba15] . Hence we obtain a deterministic algorithm approximating the Hamiltonian permanent of an n × n symmetric matrix A = (a ij ) that satisfies |1 − a ij | ≤ γ 2 for all i, j 4 within a relative error ǫ > 0 in n O(ln n−ln ǫ) time. This result is new, although there is a polynomial time algorithm, which, for, given a real A satisfying (1.3.1) with any γ < 1, fixed in advance, approximates the Hamiltonian permanent of (not necessarily symmetric) A within a factor of n O(ln n) (the implicit constant in the "O" notation depends on γ), see [Ba15] . As in Section 1.2, we obtain a polynomial time algorithm that distinguishes graphs that have sufficiently many (for example, at least ǫ n n! for some 0 < ǫ < 1, fixed in advance) Hamiltonian cycles from graphs that are sufficiently far from Hamiltonian (need at least ǫn new edges added to become Hamiltonian for some fixed 0 < ǫ < 1), see [Ba15] for details.
For an arbitrary G with n vertices, let k ≥ n and let A be the adjacency matrix of a simple graph H with set {1, . . . , k} of vertices. Let us consider a graph G consisting of G and k − n isolated vertices. Let us choose a k-dimensional vector m = (1, . . . , 1).
is the number of embeddings ψ : G −→ H that map distinct vertices of G into distinct vertices of H and the edges of G into edges of H. The case of a complete graph G is of a particular interest.
Assuming that G is a complete graph with n vertices and n 2 edges, we conclude
is the number of cliques of size n in H. In this case we have ∆( G) = n − 1. Given H with vertex set {1, . . . , k}, let us modify A −→Ã bỹ
Given a set S of vertices of H, let t(S) be the number of pairs of distinct vertices of S that do not span an edge of H. Then
where
Hence we obtain a deterministic algorithm of (kn) O(ln n) complexity, which, given a graph H with k vertices, computes (within a relative error of 0.1, say) the sum (1.3.2) of the weights of n-subsets S of the set of vertices, where each weight w(S) is exponentially small in the number of edges of H that the vertices of S fail to span. A similar algorithm was constructed earlier in [B14b] (in [B14b] a worse constant γ = 0.06 is achieved in the general case; however, in the most interesting case of n = o(k) and n ≥ 10, [B14b] achieves a better constant of γ = 0.18). Again, it allows us to distinguish graphs with no dense induced subgraphs of size n from graphs having sufficiently many dense induced subgraphs of size n, even when 5 "many" still allows for the probability to hit a dense induced subgraph at random to be exponentially small in n, see [B14b] . Finding the densest induced subgraph of a given size n in a given graph with k vertices is a notoriously hard problem. The best known algorithm of k O(ln k) complexity approximates the highest density of an n-subgraph up to within a multiplicative factor of k 1/4 [B+10] , [Bh12] . Although an independent set in a graph corresponds to a clique in the complementary graph on the same set of vertices, there appears to be no direct relation between the partition functions (1.2.1) and (1.3.2). In (1.2.1), the weight of a subset depends on the maximum degree ∆(G) while in (1.3.2) it depends on the size of the subset.
(1.4) Graph colorings. Let G = (V, E) be a graph as in Section 1.1 and let
The smallest k for which a proper k-coloring of G exists is called the chromatic number of G. Approximating the chromatic number of a given graph within a factor of |V | 1−ǫ for any 0 < ǫ < 1, fixed in advance, is NP-hard [FK98] , [Zu07] . Let us define a matrix A = (a ij ) by
Given an integer vector m = (µ 1 , . . . , µ k ), we observe that P G,m (A) is the number of proper colorings of G, where the i-th color is used exactly µ i times. Colorings with prescribed number of vertices of a given color were studied in the case of equitable colorings, where any two multiplicities µ i and µ j differ by at most 1, see [K+10] and references wherein. As above, let us modify A −→Ã by letting
Then we obtain
and e(φ) is the number of miscolored edges of G (that is, edges whose endpoints are colored with the same color under the coloring φ). Thus
and hence (1.4.1) represents a weighted sum over all colorings into k colors with prescribed multiplicity of each color and the weight of each coloring being exponentially small in the number of miscolored edges. As before, we can compute (1.4.1) within a relative error of 0.1 in (k|E|) O(ln |E|) time.
(1.5) Partition function of edge-colored graph homomorphisms with multiplicities. It turns out that instead of the partition function P G,m (A) defined by (1.1.1), it is more convenient to consider a more general expression. Let G = (V, E) be a graph as in Section 1.1 and let
real or complex matrix with entries indexed by edges {u, v} ∈ E and unordered pairs 1 ≤ i, j ≤ k. Technically, we should have written b {u,v} {i,j} , but we write just b uv ij , assuming that
We define
Let H be a simple undirected graph with set {1, . . . , k} of vertices and suppose that the edges of G and H are colored. Let us define
1 if {u, v} and {i, j} are edges of the same color of G and H respectively 0 otherwise.
is the number of maps V −→ {1, . . . , k} such that for every edge {u, v} of G, the pair {φ(u), φ(v)} spans an edge of H of the same color and precisely µ i vertices of V are mapped into the vertex i of H.
Clearly, (1.1.1) is a specialization of (1.5.1) since P G,m (A) = Q G,m (B) provided b uv ij = a ij for all {u, v} ∈ E and all 1 ≤ i, j ≤ k. The advantage of working with Q G,m (B) instead of P G,m (A) is that Q G,m is a multi-affine polynomial, that is, the degree of each variable in Q G,m is 1.
If in (1.5.1) we consider the sum over all k |V | maps φ : V −→ {1, . . . , k} we obtain the partition function of edge-colored graph homomorphisms
introduced in [BS14] , cf. also [AM98] .
• The main result of our paper is a deterministic algorithm, which, given a graph G = (V, E), a vector m = (µ 1 , . . . , µ k ) of multiplicities, a |E| ×
for all {u, v} ∈ E and all 1 ≤ i, j ≤ k and a real ǫ > 0, computes Q G,m (B) within relative error ǫ in (|E|k)
time. Here γ > 0 is an absolute constant, we can choose γ = 0.064.
In [BS14] , we construct a deterministic algorithm, which, given a graph G = (V, E) and a matrix B satisfying (1.5.3) with a better constant γ = 0.26 (we can choose γ = 0.31 if ∆(G) ≥ 3 and γ = 0.36 for all sufficiently large ∆(G)) computes the partition function (1.5.2) within relative error ǫ in (|E|k)
time. Although the methods of [BS14] and this paper are similar, it appears that neither result follows from the other.
(1.6) Partition functions in combinatorics. Partition functions are successfully used to count deterministically various combinatorial structures such as independent sets [BG08] and matchings [B+07] in graphs. The approach of [BG08] and [B+07] is based on the "correlation decay" idea motivated by statistical physics. Our approach is different (and the partition functions we compute are also different) but one can argue that our method is also inspired by statistical physics. Roughly, we use that the logarithm of the partition function is well-approximated by a low degree Taylor polynomial in the region that is sufficiently far away from the phase transition. Phase transitions are associated with complex zeros of partition functions [LY52] , see also [SS05] for connections to combinatorics, and the main effort of our method is in isolating the complex zeros of Q G,m .
While our estimate of γ = 0.064 in (1.1.3) and (1.5.3) is unlikely to be close to optimal, the tempting conjecture that P G,m (A) can be efficiently approximated as long as |a ij − 1| < γ for any γ < 1, fixed in advance, is unlikely to be true even when k = 2 and ∆(G) = 3. It is argued in [BS14] that computing the partition function (1.1.2) in quasi-polynomial time in such a large domain would have led to a quasi-polynomial algorithm in an NP-hard problem. The argument of [BS14] transfers almost verbatim to the partition function (1.1.1). Hence it appears to be an interesting problem to find the best possible values of γ in (1.1.3) and (1.5.3).
The algorithm
In this section, we describe the algorithm of computing (1.5.1). 8 , where {u, v} ∈ E and 1 ≤ i, j ≤ k, we consider the univariate function f (t) = ln Q G,m J + t(B − J) , so that
Hence our goal is to approximate f (1) and we do it by using the Taylor polynomial approximation of f at t = 0:
We claim that the right hand side can be computed in (|E|k) O(n) time. Indeed, let (2.1.2)
Therefore,
where we agree that the 0-th derivative of g is g. We note that
If we compute the values of
for j = 1, . . . , n, then we can compute
for i = 1, . . . , n, from the triangular system (2.1.3) of linear equations with the coefficients (2.1.4) on the diagonal. Hence our goal is to compute (2.1.5). Using (2.1.2), we obtain
where the inner sum is taken over all ordered collections I of j distinct edges {u 1 , v 1 }, . . . , {u j , v j } of G. For such a collection I, let
be the set of all distinct endpoints of the edges. Then we can write
In words: we enumerate at most |E| j ordered collections I = {u 1 , v 1 } , . . . , {u j , v j } of j distinct edges of G, for each such a collection, we enumerate at most k 2j maps φ defined on the set of the endpoints of the edges from I into the set {1, . . . , k}, multiply the term b
− 1 by the number of ways to extend the map φ to the whole set V of vertices so that the multiplicity of i is µ i and add the results over all choices of I and φ. Since j ≤ n, the complexity of computing (2.1.5) is indeed (|E|k) O(n) as claimed. The quality of the approximation (2.1.1) depends on the location of complex zeros of Q G,m .
(2.2) Lemma. Suppose that there is a real β > 1 such that
Then the right hand side of (2.1.1) approximates f (1) within an additive error of
Proof. The function g(t) defined by (2.1.2) is a polynomial in t of degree at most d ≤ |E| and g(0) = 0 by (2.1.4), so we can factor
where α 1 , . . . , α d ∈ C are the roots of g(z). In addition,
where we choose the branch of ln g(z) for which ln g (0) is real. Using the standard Taylor series expansion, we obtain
Hence from (2.2.1) we obtain
It remains to notice that
For a fixed β > 1, to achieve an additive error of 0 < ǫ < 1, we can choose n = O (ln |E| − ln ǫ), in which case the algorithm of Section 2.1 computes Q G,m (B) within a relative error ǫ in (|E|k) O(ln |E|−ln ǫ) time. Hence it remains to identify matrices B for which the number β > 1 of Lemma 2.2 exists.
We prove the following result. 11 
Recurrence relations
We consider the polynomials Q G,m (Z) within a larger family of polynomials. We say that a sequence W = (v 1 , . . . , v n ) of vertices of G is admissible if the vertices v 1 , . . . , v n are distinct.
Let I = (i 1 , . . . , i n ) be a sequence of (not necessarily distinct) indices i j ∈ {1, . . . , k} for j = 1, . . . , n. For i ∈ {1, . . . , k}, we define the multiplicity ν i (I) of i in I by ν i (I) = |{j : i j = i}| , the number of times that i occurs in I. A sequence I = (i 1 , . . . , i n ) of (not necessarily distinct) indices i j ∈ {1, . . . , k} is called admissible provided
For an admissible sequence W = (v 1 , . . . , v n ) of vertices and an admissible sequence I = (i 1 , . . . , i n ) of indices such that |W | = |I|, we define
In other words, to define Q W I (Z), we restrict the sum (1.5.1) defining Q G,m (Z) to maps φ : V −→ {1, . . . , k} that map prescribed vertices v 1 , . . . , v n of the graph to the prescribed indices i 1 , . . . , i n . Note that if W = (v 1 , . . . , v n ) and I = (i 1 , . . . , i n ) are admissible sequences, then there is a map φ : V −→ {1, . . . , k} which maps precisely µ i distinct vertices of V onto i for i = 1, . . . , k and such that φ(v j ) = i j for j = 1, . . . , n.
We suppress the graph G and the vector of multiplicities m in the notation for Q W I (Z) and note that when W and I are both empty, then Q W I (Z) = Q G,m (Z). For a sequence W of vertices and a vertex v of the graph, we denote by (W, v) the sequence W appended by v. For a sequence I of indices and another index i ∈ {1, . . . , k}, we denote by (I, i) the sequence I appended by i. We denote similarly sequences appended by several vertices or indices.
(3.2) Recurrence relations. We will use the following two recurrence relations.
First, if W and I are admissible sequences such that |W | = |I| and the sequence (W, v) is also admissible (that is, v is distinct from the vertices in W ), then 
Angles in the complex plane
In what follows, we measure angles between non-zero complex numbers, considered as vectors in R 2 identified with C. We denote by a, b the scalar product of complex numbers a and b considered as vectors in R 2 , so a, b = ℜ(ab). We start with two simple calculations.
(4.1) Lemma. Let z 1 , . . . , z n ∈ C be non-zero numbers such that the angle between any two numbers z i and z j does not exceed θ for some 0 ≤ θ < π/2. Then, for z = z 1 + . . . + z n , we have
Proof. We have
and the proof follows.
(4.2) Lemma. Let a 1 , . . . , a n and b 1 , . . . , b n be complex numbers such that all a 1 , . . . , a n are non-zero. Let
Suppose that for some real 1 > τ > ǫ > 0 we have
Then a = 0, b = 0 and the angle between a and b does not exceed
Proof. Clearly, a = 0. We can write
Therefore, the argument of the complex number b/a lies in the interval − arcsin ǫ τ , arcsin ǫ τ and the proof follows.
The main result of this section concerns the angles between various numbers Q W I (Z) introduced in Section 3. (1) Suppose that for any two vertices u, v ∈ V and any three i, j 1 , j 2 ∈ {1, . . . , k} such that the sequences (W, u, v) and (I, i, j 1 ) and (I, i, j 2 ) are admissible, the angle between two complex numbers Q The proof of Part (1) follows by Lemma 4.2 applied to the numbers
and τ = √ cos θ. To prove Part (2), let us fix two indices i = j. Then the sequence (I, i, j) is admissible provided (I, i) and (I, j) are both admissible. Applying (3.2.2), we obtain It is not hard to see that for all sufficiently small ǫ > 0 there is such a solution. To make the constant α in Theorem 2.3 as large as possible, we would like to choose ǫ as large as possible. Numerical computations show that we can choose ǫ = 0.62, in which case θ ≈ 0.9344493313.
Derivatives
The first goal of this section is to relate how the value of Q Thus U(δ) is the closed polydisc of radii δ centered at the matrix J of all 1's. We will be interested in the situations when Q 
