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There is a growing need for current and reliable counts at small area level. The empirical 
predictor under a generalized linear mixed model (GLMM) is often used for small area 
estimation (SAE) of such counts. However, the fixed effect parameters of a GLMM are 
spatially invariant and do not account for the presence of spatial nonstationarity in the 
population of interest. A geographically weighted regression extension of the GLMM is 
developed, extending this model to allow for spatial nonstationarity, and SAE based on this 
spatially nonstationary model (NSGLMM) is described. The empirical predictor for small 
area counts (NSEP) under an area level NSGLMM is proposed. Analytic and bootstrap 
approaches to estimating the mean squared error of the NSEP are also developed, and a 
parametric approach to testing for spatial nonstationarity is described. The approach is 
illustrated by applying it to a study of poverty mapping using socio-economic survey data 
from India. 
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Sample surveys are generally conducted to produce estimates for populations, sub-
populations or larger domains (e.g. province/state level). Accordingly, sample sizes are 
fixed in such a way that the direct survey estimator (defined using domain specific survey 
data only) provides reliable estimates with a pre-determined level of precision for planned 
domains in these surveys. However, policy planners, researchers, government and public 
agencies often require estimates for unplanned domains. Such unplanned domains can be 
small geographic areas (e.g. municipalities, census divisions, blocks, tehsils, gram 
panchayats, etc.) or small demographic groups (e.g. age-sex-race groups  within larger 
geographical areas) or a cross classification of both. The sample sizes for such unplanned 
domains in the available survey data may be very small or even zero. In the survey 
literature, a domain is regarded as small if the domain-specific sample size is not large 
enough to ensure that a direct survey estimator has adequate precision (Rao, 2003). In such 
cases it becomes necessary to employ indirect small area estimators that make use of the 
sample data from related areas or domains through linking models, thus increasing the 
effective sample size in the small areas. Such estimators can have significantly smaller 
coefficient of variation than direct estimators, provided the linking models are valid. The 
statistical methodology that tackles this problem of small sample sizes is often referred as 
small area estimation (SAE) theory in the survey literature, see Rao and Molina (2015). 
Based on the level of auxiliary information available, the models used in SAE are 
categorized as area level or unit level. Area-level modelling is typically used when unit-
level data are unavailable, or, as is often the case, where model covariates (e.g. census 
variables) are only available in aggregate form. The Fay–Herriot model (Fay and Herriot, 
1979) is a widely used area level model in SAE that assumes area-specific survey estimates 
are available, and that these follow an area level linear mixed model with independent area 
random effects. In economic, environmental and epidemiological applications, estimates 
for areas that are spatially close may be more alike than estimates for areas that are further 
apart. One approach to incorporating such spatial information in SAE modelling is to 
extend the random effects model to allow for spatially correlated area effects using, for 
example, a Simultaneous Autoregressive (SAR) model (Anselin,1992; Cressie, 1993). 
Applications of SAR models in small area estimation have been considered by Singh et al. 
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(2005), Pratesi and Salvati (2008), Pratesi and Salvati (2009), Molina et al. (2009), 
Marhuenda et al. (2013) and Porter et al. (2014). 
 
Many small area applications are based on binary and count data. When the variable of 
interest is not continuous, the use of standard SAE methods based on linear mixed models 
becomes problematic. In this context, estimation of small area poverty ratios and other 
indicators related to poverty and food insecurity is often based on a generalized linear 
mixed model (GLMM). The most commonly used GLMMs are the logistic-normal mixed 
model (also referred as the logistic linear mixed model) for binary data and the general 
Poisson-normal mixed model (also referred as the log linear mixed model) for count data. 
When only area level data are available, an area level version of a GLMM can be used for 
SAE, see Johnson et al. (2010) and Chandra et al. (2011). This approach to SAE implicitly 
assumes that direct survey estimates from different small areas are uncorrelated. However 
the boundaries that define a small area are typically arbitrarily set, and there appears to be 
no good reason why neighbouring small areas should not be correlated. This can be the 
case, for example, with socio-economic, agricultural, environmental and epidemiological 
data. It is therefore reasonable to assume that the effects of neighbouring areas, defined via 
a contiguity criterion, are correlated. Saei and Chambers (2003) and Chandra and Salvati 
(2017) describe an extension of the area level version of GLMM that allows for spatially 
correlated random effects using a SAR model (SGLMM) and define an empirical predictor 
(SEP) for the small area proportion under this model. This model allows for spatial 
correlation in the error structure, while keeping the fixed effects parameters spatially 
invariant. A key feature of this approach is that it assumes that the parameters associated 
with the model covariates do not vary spatially. 
 
There are situations, however, where this assumption is inappropriate (i.e. where fixed 
effects parameters are not the same everywhere in the study area), a phenomenon referred 
to as spatial nonstationarity, see for example Brunsdon et al. (1996) and the references 
therein. Geographical weighted regression (GWR) is an approach that is widely used for 
fitting data exhibiting spatial nonstationarity (Brunsdon et al., 1998 ; Fotheringham et al., 
2002). Under GWR the data are assumed to follow a location specific regression function, 
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with geographically defined weights used to estimate the parameters of this local regression 
function. Chandra et al. (2015) describe a spatial nonstationary extension of the Fay-
Herriot model. In this paper we use the GWR concept to extend the GLMM to incorporate 
spatial nonstationarity, which we refer to as the NSGLMM, and then apply this model in 
SAE via its corresponding empirical predictor (NSEP). Throughout this article we assume 
that only aggregated level data are available, and consider SAE under an area level version 
of the small area model. The proposed approach is motivated by a study aimed at obtaining 
estimates of proportions of poor households within Districts in the State of Uttar Pradesh 
in India, using survey data from the Household Consumer Expenditure (HCE) Survey 
2011-12 of the National Sample Survey Office (NSSO) 68th round and the Population 
Census 2011. Diagnostics applied to these data indicate the presence of spatial 
nonstationarity, and in this case the NSEP provides efficient estimates for the Districts. 
 
Another area of statistical inference using small area counts is ecological regression on 
disease mapping, where data on disease incidence across a geographical region, typically 
numbers of cases recorded within administrative subdivisions, is combined with 
administrative data on risk factors with the aim of estimating disease risk within these 
subdivisions. This can be regarded as a special case of SAE (Rao, 2003, chapter 9), in 
which Bayesian and empirical Bayes methods are combined with a GLMM specification 
for the observed counts to provide estimates of risk by borrowing information across areas. 
Ecological regression on disease mapping mainly focuses on the estimation of risk in 
administrative subdivisions and on the analysis of the association between risk factors and 
disease incidence. Since these data usually exhibit over dispersion, Clayton and Kaldor 
(1987) propose the use of a Poisson-gamma model and an Empirical Bayes approach to 
estimating relative risks. This was generalized by Besag et al. (1991) using a Hierarchical 
Bayes approach that also allowed for spatial structure. More recently, Chambers et al. 
(2014) have proposed an alternative, and potentially more robust, approach to disease 
mapping based on negative binomial regression M-quantiles for count data. This approach 
is based on the M-quantile extension of the robust estimating equations for generalized 
linear models developed by Cantoni and Ronchetti (2001). Like these approaches, the 
methods developed in this paper can also be used for disease mapping. However it should 
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be noted that the majority of methods used in disease mapping employ the Bayesian 
paradigm while the model and predictors proposed here are motivated using frequentist 
arguments. 
 
This paper is organized as follows. Section 2 is devoted to setting out the theoretical 
background of the area level version of the GLMM which is then used to define the 
empirical predictor (EP) for small areas. In Section 3 we describe the data from the 
Household Consumer Expenditure Survey 2011-12 of NSSO 68th round and the Population 
Census 2011 and report diagnostics aimed at assessing its spatial stationarity. The 
extension of the area level GLMM to spatially nonstationary data (the NSGLMM) is 
introduced in Section 4 and SAE using an empirical predictor (the NSEP) based on this 
model is described. Note that throughout this paper we focus on the area level GLMM with 
a logistic link function (i.e. the logistic-normal mixed model), applicable when the 
underlying area level data are proportions, and the GLMM with log link function (i.e. the 
general Poisson-normal mixed model), applicable when these area level data are counts. 
Our development can be easily generalised to other types of area level GLMMs. Analytic 
and bootstrap estimators of the mean squared error (MSE) of the NSEP are developed in 
Section 5. Simulation-based empirical results are discussed in Section 6 and application of 
the NSEP to poverty mapping in Uttar Pradesh is presented in Section 7. Section 8 
summarizes the main conclusions and discusses further research areas. 
 
2. Small area estimation for discrete data 
Let U denote a finite population of interest of size N and suppose that a sample s of size n 
is drawn from this population with a given survey design. The population is assumed to 
consist of m small areas or small domains (or simply areas or domains), which we index 
by 1,...,i m . The set of population units in area i is denoted 













 . Following standard practice, the subscript s and r are 
used to denote units in the sample and non-sampled parts of the population. With in  and 
iN  denoting the sample and population sizes in area i, respectively. The units making up 











 . Let yij  denote the 
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value of a target variable y  for unit j in small area i. We assume that this variable is a 
"counting" variable, i.e. it takes values in the set of non-negative integers (with binary as a 






, or equivalently the small area proportions  1
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i i ijj U
P N y
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  denote 
the sample count in small area i. We assume that the available data consist of these sample 
aggregates, together with the values of area specific contextual covariates. That is, for area 
i we only observe the count ysi  together with a p-vector of area-specific covariates ix  
derived from secondary data sources (e.g. the census or administrative registers). Let 
 1, ,
T
mu uu  denote a vector of m independent area-specific random effects, each 
distributed as Gaussian with mean zero and variance 
2
u . The variable iy , conditioned on 
the random effect 
iu , is then assumed to belong to the exponential family of distributions, 
i.e. ~ ( )i i iy u f  , where i  is a function of iu  and 
( )










.             (1) 
The distribution (1) is parameterized by the canonical parameter 
i , known scale parameter 
i  and functions (.)a  and (.)b , and includes well-known distributions like the Gaussian, 
Binomial and Poisson. Since our interest is in modelling counts, we focus on the Binomial 
and Poisson versions of (1) where the parameter 
i  is assumed to have a linear mixed 
model specification. That is, following Johnson et al. (2010) and Chandra et al. (2011), we 
assume that the area level counts 
iy  can be modelled via a GLMM of the form 
( ) Ti i i ig u   x  ,                  (2) 
where   1( )i i i iE y u g 
   Here (.)g  is a specified link function (we will assume either 
a logit or a log specification for this link) and   is a p-vector of regression coefficients, 
often referred to as the vector of fixed effect parameters. In this model, the area-specific 
random effect 
iu  is assumed to account for between area variability in the parameter i  
beyond that explained by the contextual covariates 
ix included in the fixed part of the 
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model. This type of model is often referred to as ‘area-level’ model in SAE terminology, 
see for example (Rao and Molina, 2015; Fay and Herriot, 1979). 
 
Throughout this paper, we make the standard assumption that sampling within areas is non-
informative given the values of the contextual variables and the random area effects. Also, 
as noted earlier, this article focuses on proportions and on counts, and characterises their 
expected values using the popular logit and log link functions, respectively. Consequently, 
when the target of inference is a small area proportion, then the sample count 
siy  in area i 
will be assumed to follow a Binomial distribution with parameters 
in  and i , i.e., 
~ Bin( , )si i iy n  , where i  is the probability of occurrence of an event for a population 
unit in area i or the probability of prevalence in area i. The model (2) linking 
i  with the 
covariates 
ix  is then the GLMM with logistic link function 




exp( ) 1 exp( ) expit( )Ti i i i iu  

   x  . 
Under this model, the mean of 
siy  given iu  is  | expit( )
T
si si i i i iE y u n u   x  . If the 
target of inference is a count, then ~ Poisson( )si i iy n   and the link function (2) is the log 
function 
( ) Ti i i ilog u   x  , 
with 
exp( ) exp( )Ti i i iu   x  . 
We then have   exp( )Tsi si i i i iE y u n u   x  .  
 
Estimation of the fixed effect parameter and the area specific random effects
 
uses the data 
from all small areas. Without loss of generality we focus on the Binomial case and put 
1( ,..., )
T
m   and 1( ,...., )
T T T
mX x x . We assume that 1( ,..., )
T
mu uu  is a 1m  vector of 





u u m  I . Here mI  is the identity matrix of order m. Collecting together 
the different area level models (2), we write the model at population level as 
( )g   X u                      (3) 
where 1( ) ( ( ),..., ( ))
T
mg g g   
and 1( ,..., )
T
m  . We adopt a Penalized Quasi-
Likelihood (PQL) method of estimation for the parameters   and u in the GLMM (3), 
combined with restricted maximum likelihood estimation of the variance parameter 
2
u . 
See Saei and Chambers (2003) and Manteiga et al. (2007). Under (2), a plug-in empirical 
predictor (EP) of the population count 
iy  in area i is 
 ˆ ˆ ˆEP EPi si ri si i i iy y y N n      ,              (4) 
where ˆˆ expit( )
EP
i i   for a binary target variable and ˆˆ exp( ) 
EP
i i  for a count-valued 
target variable, with ˆˆ ˆTi i iu  x  . An estimate of the corresponding proportion or rate in 
area i is obtained as 
1ˆ ˆEP EP
i i iP N y
 . Note that (4) differs from the empirical predictor 
ˆ ˆ  B EPi i iy N   considered by Boubeta et al. (2016) in that it includes rather than predicts 
observed y-values. Clearly, when sample sizes are small relative to population sizes there 
will be very little difference between these two predictors. Note also that (4) can be 
represented as a weighted combination of the direct estimator 




iy , i.e. 
1 1ˆ ˆ ˆ(1 )EP dir Bi i i i i i iy n N y n N y
    . For areas with zero sample sizes (i.e. non-sampled areas), 
the conventional approach to estimating area proportions or counts is synthetic estimation, 
based on a suitable GLMM fitted to the counts from the sampled areas (Chandra et al., 
2011). For non-sampled area i with associated vector of covariates ,i outx , ,
ˆˆ T
i i out  x   and 
the synthetic estimator of 
iy  under (2) is ˆ ˆ
SYN SYN
i i iy N  , with ˆˆ expit( )
SYN
i i   for a binary 
target variable and ˆˆ exp( )
SYN
i i   for a count-valued target variable. An alternative 
predictor has been proposed by Jiang (2003). Unfortunately, this predictor does not have a 
closed form and can only be computed via numerical approximation. This is generally not 







3. Data sources and model specification 
In this Section we describe the basic sources of the data used in our application i.e. the 
Indian Household Consumer Expenditure Survey 2011-12 of NSSO 68th round and the 
Indian Population Census 2011. Data obtained from these sources were then used to 
estimate the proportion of poor households at District level in the Indian State of Uttar 
Pradesh. The sampling design used in the NSSO survey is stratified multi-stage random 
sampling with Districts as strata, villages as first stage units and households as second stage 
units. A total of 5916 households were surveyed from the 71 Districts of Uttar Pradesh. The 
District sample sizes range from 32 to 128 with average of 83. It is evident that these 
District level sample sizes are relatively small, with an average sampling fraction of 0.0002. 
As a consequence, it is difficult to derive reliable District level estimates with associated 
standard errors from this NSSO survey, and application of  SAE methodology is advisable 
(Rao, 2003). 
 
We note here that the target variable at the unit (household) level in the published survey 
data file is binary, corresponding to whether a household is poor or not. In our application 
however we focus on estimation where the available data are the corresponding counts of 
the number of poor households in sample in each District. In this context a household 
having monthly per capita consumer expenditure below the state’s poverty line is defined 
as being poor. The poverty line used in this study (Rs. 768) is the same as that set by the 
Planning Commission, Govt. of India, for 2011-12. The parameter of interest is then the 
proportion of poor households within each District.  
 
The auxiliary (covariates) variables used in our analysis were taken from the Indian 
Population Census 2011. These auxiliary variables are only available as counts at District 
level, and there are approximately 50 such covariates that are available for use in SAE 
analysis. We therefore carried out a preliminary data analysis in order to define appropriate 
covariates for SAE modelling, using Principal Component Analysis (PCA) to derive 
composite scores for selected groups of variables. In particular, we carried out PCA 
separately on three groups of variables, all measured at District level and identified as G1, 
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G2 and G3 below. The first group (G1) consisted of literacy rates by gender and proportions 
of worker population by gender. The first principal component for this group explained 
51% of the variability in the G1 group, while adding the second principal component (G12) 
increased this to 85%. The second group (G2) consisted of the proportions of main worker 
by gender, proportions of main cultivator by gender and proportions of main agricultural 
labourer by gender. The first principal component (G21) for this second group explained 
49% of the variability in the G2 group, while adding the second component (G22) increased 
this to 67%. Finally, the third group (G3) consisted of proportions of marginal cultivator 
by gender and proportions of marginal agriculture labourers by gender. The first principal 
component (G31) for this third group explained 61% of the variability in the G3 group, 
while adding the second component (G22) increased this to 78%. We then fitted a 
generalised linear model using direct survey estimates of proportions of poor households 
as the response variable and the six principal component scores G11, G12, G21, G22, G31 
and G32 as potential covariates. The final selected model included the three covariates 
G11, G21 and G31, with residual deviance and AIC values of 327.18 and 636.89 
respectively. This final model was then used to produce district wise estimates of poverty 
incidence, i.e. estimates of the head count ratio (HCR) used in poverty mapping. 
 
4. SAE under a NSGLMM 
The vector of fixed effect parameters   in (4) is spatially invariant. However there are 
situations where this assumption is inappropriate, and the parameters associated with the 
model covariates vary spatially. In this section we define a spatial nonstationary extension 
of (4) that can be used in such situations. Let 
id  denote the coordinates of an arbitrary 
spatial location (longitude and latitude) in area i. Typically, this will be its centroid. Let 
1( ,....., )
T
md dd  denote the corresponding m-vector of such spatial locations, and let 
( )i id  be the probability of occurrence of a characteristic of interest in area i, defined 
relative to the location 
id . A model for a nonstationary GLMM (NSGLMM) for ( )i id  is 
then  
( ( )) ( ) ( ) ( )T T Ti i i i i i i i i i ig d d d u d u      x x x   ,        (5) 
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where we assume that nonstationarity is characterised by an area-specific vector of fixed 
effects ( ) ( )i id d    ; iu  is the area-specific random effect, assumed to follow a 
Gaussian distribution with zero mean and variance  ; and  1( ) ( ), , ( )
T
pd d d    is a 
spatially correlated vector-valued random process with ( ( ))iE d  0  and such that 
   
1
cov ( ), ( ) 1 ( , )k i l j kl i jd d c L d d 

  .            (6) 
Here ( , )i jL d d  is the spatial distance between locations il  and jl  and ( )jcc  is a p-vector 
of unknown positive constants that satisfies the conditions for the pm pm  matrix 
( )T   cc   to be a covariance matrix, with  
1
1 ( , )i jL l l
  
  
  defining the matrix 
of distances between the sample areas, and where   denotes Kronecker product. We can 
write the population level version of (5) as 
( ( )) ( ) ( )g d d d   X Z u                  (7) 
where 
1( ) ( ( ))d g d  , with  1( ) ( ), , ( )
T
md d d  , 1 ...{ ( ), , ( )}mdiag diagZ x x  is a 
m pm  matrix and ( )d  is a 1pm  vector of spatial Gaussian random effects that capture 
the spatial nonstationarity in the data. See (3) for definitions of all other quantities. We 
assume that  has a zero mean vector and a covariance matrix ( )
T
   cc  . In 
general, the only constraint on the vector c is that ( )
T
   cc   is symmetric and non-
negative definite. In practice   and c are unknown and have to be estimated from the data. 
We restrict ourselves to the simple specification pc 1  so that 
   
1
cov ( ), ( ) 1 ( , )k i l j i jd d L d d  

  , where 0   and p1  denotes the unit vector of 
order p. In this case, we assume that the distance metric used to define ( , )i jL d d  is such 
that the matrix ( )
T
p p 1 1  is positive semidefinite, with the parameter   then reflecting 
the 'intensity' of spatial clustering in the data, so 0   corresponds to the situation where 
the model is spatially homogeneous. Given this specification, there are just 2 parameters (
  and ) that need to be estimated. Replacing these unknown parameters by their 
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estimated values ̂  and ĉ , and denoting subsequent plug-in estimators by a 'hat', we define 
the nonstationary empirical predictor (NSEP) of the population count in area i as 
 ˆ ˆ ( )NSEP NSEPi si i i i iy y N n d   ,                (8) 
with  ˆˆ ( ) expit ( )NSEPi i i id d  and  ˆˆ ( ) exp ( )
NSEP
i i i id d    for binary and count-valued 
data respectively, where ˆˆ ˆ ˆ( ) ( )
T T
i i i i i id d u   x z  . Here 
T
iz  is the i-th row of Z. A 
nonstationary empirical predictor of the proportion (or rate) in area i is 
1ˆ ˆEP EP
i i ip N y
 . 
 
Extending (8) to synthetic prediction for a non-sample area is straightforward. We set the 
estimated area effect to zero in this case, and evaluate (8) at the location di  of the non-
sampled area. The result is a nonstationary synthetic predictor (NSSYN) of the total count 
for the area of the form ˆ ˆ ( )
NSSYN NSSYN
i i i iy N d , with  ˆˆ ( ) expit ( )
NSSYN
i i i id d   and 
 ˆˆ ( ) exp ( )NSSYNi i i id d   for binary and count-valued data respectively, and where now 
, ,
ˆˆ ˆ( ) ( )T Ti i out i out i id d  x z  . Note that in contrast to the SYN predictor, the NSSYN 
predictor uses the location data for the non-sampled areas to 'borrow strength' from 
neighbouring sampled areas, and so has the potential to improve conventional synthetic 
prediction for non-sampled areas. In particular, we expect that if in fact the population data 
exhibit spatial nonstationarity, then NSSYN will be less biased than SYN. 
 
4.1. Parameter estimation for the NSGLMM 
Let  1 ( ) | ( )sf d dy u,  be the probability density function of ( )s dy  conditional on the 
vector of random effects  ( )du,  and let 2 ( )f u  and 3( ( )) f d be the probability density 
functions of u  and ( )d  respectively. Here  1 1( ) ( ),..., ( )
T
s s sm md y d y dy  is a 1m vector 
of sample counts where ( )si iy d  has Binomial (or Poisson) distribution whereas 2 ( )f u  and 
3( ( )) f d  have normal distributions with zero means and covariance matrices u  and   
respectively. The ‘log-likelihood’ for ( )s dy  conditional on the realised value of  ( )du,  









ln ( ) | ( )




ant ( ) ( ) exp( ( ))               for Poisson data 
s
m
si i i i i i i
i
m
si i i i i i i
i
l f d d
y d d n d


















Constant ln | |
2
T
u ul   u u
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 3
1
Constant ln | | ( ) ( )
2
Tl d d   
    . 
For fixed 
u  and  , the values of  , ( )d  and u  that jointly maximise l = l1 + l2 + l3 are 
the maximum penalised quasi-likelihood (MPQL) estimates of these parameters. See Saei 
and McGilchrist (1998). The ‘log-likelihood’ l is not a likelihood in the conventional sense 
because it is based on the non-observable u  and ( )d . Substituting these estimates into (7) 
yields the MPQL estimate of ( )d . In practice the variance components that define the 
matrices 
u  and   are unknown and must be estimated from the sample data. It is well 
known that the MPQL estimates of these variance components are biased, and that this bias 
increases with the relative contributions of the associated random effects to overall 
variability. Consequently, this approach is not recommended. Alternative estimates based 
on a hybrid of MPQL for fixed and random effects and maximum likelihood (ML) or 
restricted maximum likelihood (REML) for variance components can be defined. These 
can reduce, but not eliminate, the aforementioned bias. Since prediction of small area 
quantities, rather than parameter estimation, is our focus, we continue with this hybrid 
approach, returning to the issue in Section 6 where we provide simulation results that 
provide a perspective on this bias problem. 
 
Under the hybrid approach, parameter estimates for the NSGLMM are obtained by a two-
stage iterative process. At the first stage, MPQL estimates of  , u  and ( )d  are calculated 
based on specified values of u  and  , and at the second stage u  and   are estimated 
via ML or REML given these MPQL estimates. This hybrid approach, where MPQL 
estimation is combined with ML or REML estimation in generalized linear mixed models 
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is due to McGilchrist (1994). Below we outline an algorithm that extends this approach to 




u  (or  ) and   (or  ), the MPQL estimates of  , u and ( )d  are computed via 
the following iterative process: 
1. Initialise the iteration. Set 0k   and initial values 0 , 0 ( )d  
and 
0u . 
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    
 are the first and second derivatives of l1  with respect to   and 
evaluated at 
k . These are evaluated for given k  via model (7).  
3. Return to step 2. 
4. At convergence, update ( ) ( )d d  X Z u   . 
We suggest setting 0.5   and 1   to start the initial MPQL stage. These values are 
generally a good compromise for fast convergence of the algorithm. 
 
ML/REML Stage 
Given the estimates of  , u and ( )d  from steps 1 - 3 of the MPQL stage, we use ML or 
REML to estimate the variance components 
u  (or  ) and   (or  ). Following Schall 
(1991), define an adjusted variable  
       * *g g g
 
        
 
y y y e e













. Under the GLLM (5), 
* *( )d y X Z u +e   where 
* *( )iee  with 















    
   
. 
For either the Binomial or the Poisson models, this variance is a known function of the 
mean and so 1  . Finally, we assume that 
*
y  is approximately Gaussian with 
*( )E y X  
and 
* *var( ) Tu e   y V Z Z   . Maximising the log-likelihood generated by 
*
y  with 
respect to   and   we obtain the solutions 
1 ( ) Tm tr    T u u  
and 
          
1 11 TT T
p p p pmp tr d d
      
  
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       
       
1 1 0Z Z
T
I I 0 I

 . 
REML estimation of   and   can be carried out by maximising the restricted log-
likelihood generated of 
*
y , where we replace T  by 
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1









     
     
     
Z Z
T X X X T X
I I
   . 
Updated estimates of the variance components are then used as inputs to the MPQL stage. 





4.2. A diagnostic for spatial nonstationarity in the NSGLMM 
Using the ideas set out in Opsomer et al. (2008) and Chandra et al. (2015) , we describe a 
bootstrap procedure to test the spatial nonstationarity hypothesis in the context of the 
simple one parameter NSGLMM (5) considered in this paper, i.e. the hypothesis 
0 : 0H    
versus the one-sided alternative 
1 : 0H   . Two models are fitted, first without spatial 
random effects, and second with these effects. The test then involves comparing the 
restricted log-likelihoods under each hypothesis. Put 
* *
0  y X u + e , 
* *
1 ( )d y X Z u + e    and 
1 1 1 1 1( T Tk k k k k
    P = V V X X V X) X V , where 
*




u e  V Z Z   . The test statistic is  1 02  , where (modulo an additive  
constant) 





T T T T
k k k k k k k k k k k
  P V P P y (P V P ) P y  
is the restricted log-likelihood under ( 0,1)kH k  . The level of significance of  is 
calculated via a parametric bootstrap. That is, substituting estimates ̂  and ̂  obtained under 
the null, we generate bootstrap realisations *( )b  of   as described in Section 5.2. For each 
bootstrap replication, the null and the alternative models are then fitted and the bootstrap 
value ( )b  of  is calculated. The level of significance of the calculated value of  is 
estimated by comparing it with the bootstrap distribution of 
( )b . 
 
5. Mean squared error estimation 
Analytic estimation of the MSE of the small area empirical predictor SEP (4) follows along 
the same lines as reported in Saei and Chambers (2003), Johnson et al. (2010), Chandra et 
al. (2011) and references therein. A corresponding analytic approach to estimating the MSE 
of the NSEP (8) under the NSGLMM (7) is developed in Section 5.1 below. In Section 5.2 





5.1. An analytic MSE estimator for the NSEP 
Write ( , mW Z I ) , ( ), )
T T Tdv u   and  var( ) ,v udiag  v    . Let ( ,
T   denote 
the variance components underpinning 
v . Let 1( ,..., )
T
my yy , 1( ,..., )m
T





r r ry yy  denote the vectors of population, sample and non-sample counts, 
respectively, so 
s r y y y . From (7), ( )d  X Wv   and so 
ˆˆ ˆ( )d  X Wv  . The 
NSEP (8) is ˆ ˆ
NSEP
s r y y  , where  ˆ ˆ; 1,..., ( )
NSEP
r i idiag N n i m d     and 
 1 1ˆ ˆ ˆ( ) ( ),..., ( )
T
NSEP NSEP NSEP
m md d d   . Similarly  ; 1,..., ( )r i idiag N n i m d     with 
 1 1( ) ( ),..., ( )
T
m md d d   . Here ˆ ˆˆ ˆ( ) expit ( )
NSEP T T
i i i i i id d u     x z 
 for binary data 
and ˆ ˆˆ ˆ( ) exp ( )NSEP T Ti i i i i id d u     x z 
 for count-valued data. In the case of the empirical 
predictor ˆ ˆ
B y   of Boubeta et al. (2016),  ˆ ˆ; 1,..., EPidiag N i m    with 
 1ˆ ˆ ˆ,...,
T
EP EP EP
m   so  ; 1,...,idiag N i m    with  1,...,
T
m   . 
 
Define  ˆ ˆ; 1,..., EPs idiag n i m    and  ; 1,...,s idiag n i m   . The prediction error 
of the NSEP is ˆ ˆ ˆ ˆ ˆ ˆ ˆ ( )  ( ) ( )
NSEP
s r s r s s s s            y y y y          . It 
follows that the prediction MSE of  ŷ
NSEP
 is 
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( )( ) ( )( ) 2 ( )( )NSEP T T Ts s s s s sMSE E E E        y y y y         . 
The second term and third terms in the above expansion for the MSE are associated with 
variability in the prediction of sample counts, and are of a lower order of magnitude than 
the first term. We therefore focus on the approximation ˆ ˆ ˆ( ) ( )( )NSEP TMSE E  y     . 
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Define    ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ( )d       A A X Z u A X Wv P Qv      , with , P AX Q AW . 
Then ̂  is a linear combination of ̂  and  v̂  with 
ˆˆ( ( )NSEPMSE MSE y    .                 (9) 
The results of Henderson (1963) and Prasad and Rao (1990) can be adapted to obtain an 
approximately unbiased estimator of the MSE of the NSEP. See Rao (2003, chapter 6, page 
96-105) and Rao and Molina (2015, chapter 5, page 100-107). See also Saei and Chambers 
(2003) and Manteiga et al. (2007). An approximation to the MSE of the NSEP (8) is 
1 2 3
ˆ( ( ) ( ) ( )NSEPMSE M M M  y     .             (10) 
The first two components 1( )M   and 2( )M  of (10) constitute the leading terms of this 
MSE approximation. These correspond to the MSE of the best linear unbiased predictor 
when  is assumed known. The third component 3( )M   is the variability due to estimation 
of  (Rao, 2003, page 96-105), it can be proved that (10) is then a second order 
approximation to the MSE of the NSEP, see Rao and Molina (2015, chapter 5, page 105), 
Das et al. (2004), Opsomer et al. (2008) and references therein. The first component of the 
approximate MSE (10) is  
1( )






 W BW +   and where 
  
 
diag ( ) 1 ( ) ; 1,...,  for binary data;
( ); 1,..., for count-valued data
i i i i i
i i i
n d d i m
diag n d i m
 





Next, following McGilchrist (1994) and Saei and Chambers (2003), we define 
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where the partitioning of the matrix  V  and its inverse 
1
V  is defined by the dimensions of 
  and v. It follows 
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   
1 1
11
T T T T TF
 
      
   
X BX X B W W BX X B BW W B X  , 
and 
    22 11T TF F  W BX X BW   . 
Put - T   S A X W W BX . Then 
2 11( )
TM F S S .                    (12) 
Finally, we develop the expression for the third term , that is, the variability due to 
estimation of the unknown parameters of the variance components  defining the 
covariance matrix . Put  = AW Q   and define 
 
Q(k ) to be the k
th  row of the matrix 
 Q , with derivative 
   
 
( ) ( )( ) 2














. See Saei and 
Chambers (2003). Then  
 3 ( ) ( ) ˆ( ) var( )Tk lM tr         ,               (13) 
with  T T T T Tv v   W BW W BW W BW = W B BW W B W   . Here, ˆvar( )  is the 
asymptotic covariance matrix of the estimates ̂  of the variance components, which can 
be evaluated as the inverse of the appropriate Fisher information matrix. It is common 
practice to estimate the MSE of the predictors by replacing the unknown parameters 
including components of the variance by their respective estimators. However, this can 
lead to underestimation of the true MSE, see Rao (2003). Here, under NSGLMM (7), 
following the results of Prasad and Rao (1990) and Das et al. (2004), we note that 
  11 3 1ˆ ˆ( ) ( ) ( ) ( )E M M M o m     ,  
  12 2ˆ( ) ( ) ( )E M M o m   and  
  13 3ˆ( ) ( ) ( )E M M o m   .  
That is, the bias of 
1
ˆ( )M   is of the order of 3
ˆ( )M  , see Rao and Molina (2015, chapter 5, 
page 105-107). An approximately unbiased estimator of the MSE (10) is therefore 
1 2 3
ˆ ˆ ˆˆ( ( ) ( ) 2 ( )NSEPmse M M M  y     .             (14) 
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5.2. A parametric bootstrap MSE estimator 
An alternative procedure for estimating the MSE of the NSEP (8) is based on the parametric 
bootstrap (Hall and Maiti, 2006). Note that the MSE estimator defined by this procedure is 
consistent provided the model parameter estimators are consistent. The steps of this 
parametric bootstrap procedure are as follows. 
1) Given the vector of sample counts 
sy , calculate the parameter estimates using the 
method described in Section 4.1. Let ˆ ˆ( , )   and  ̂ , û , ˆ( )d  denote these estimates. 
2) Given the estimates obtained in step 1, generate a vector 1

t  of length pm corresponding 
to a realisation from the  , ( )Tp pN 0 1 1  distribution. Construct the bootstrap vector 
  1/2 1ˆd 
  t . 
3) Generate a vector 2

t  whose elements are m independent realisations of a N(0,1) variable, 
independently of the generation of 1

t . Construct the bootstrap vector 1/2
2̂
 u t . 
4) Calculate the small area bootstrap population parameters 
 * * * * *1 ˆ( ) ( , , ) expit ( )Tmd d    X Z u    or  * * *ˆ( ) exp ( )d d  X Z u     
     depending upon whether the underlying data are binary or count-valued respectively. 
5) Generate a bootstrap sample of independent Binomial realisations 
*( , )i iBin n   or 
*( )i iPoisson n . Together with the values of X  and d, calculate the bootstrap estimates 
* *ˆ ˆ( , )   and *̂ ,  û
* , 
*ˆ ( )d  using the method described in Section 4.1. 
6) Use these estimates, and (8), to calculate the bootstrap value 
*ˆ NSEP
iy  of the NSEP. 
7) Repeat steps 2 - 6 B times. In the bth  bootstrap replication, let 
* ( )ˆ NSEP b
iy  be the bootstrap 
NSEP value in area i. The bootstrap estimator of the MSE of ŷi
NSEP
 is then 
   
2




NSEP NSEP b NSEP
boot i i i
b
mse y y y








6. Simulation studies 
In this section we use model-based simulation to investigate the performance of the NSEP 
(8), as well as its two MSE estimators (14) and (15). Model-based simulations are a 
common way of illustrating the sensitivity of an estimation procedure to variation in 
assumptions about the structure of the population of interest. In addition to allowing for 
spatial nonstationarity via simulated NSGLMM data, our simulations also allow for data 
generated via an area-level version of a spatial generalised linear mixed model (SGLMM) 
that assumes dependence between areas is due to SAR, i.e. simultaneous autoregression 
(Pratesi and Salvati, 2008; Saei and Chambers, 2003). In this alternative scenario we 
assume a spatially stationary SAR specification for the GLMM (3), replacing it by 
( )g   X     
where the vector of random area effects ( )i  satisfies S= + u   , where   is a 
spatial autoregressive coefficient, 
S  is a proximity matrix of order m  and 
2(0, )u u mN  u I . Since then 
1( )m S
 I u  , we see that ( )E  0  and 
 2 1var( ) [( )( )]
T
u m S m S  
  I I   . In this case the matrix 
S  specifies which 
random effects from neighbouring areas are related, whereas   defines the strength of this 
spatial relationship. It is standard practice to define 
S  as a contiguity matrix, i.e. the 
elements of 
S  take non-zero values only for those pairs of areas that share a common 
border. For ease of interpretation, this matrix is generally defined in row-standardized 
form, in which case   is called the spatial autocorrelation parameter (Pratesi and Salvati, 
2008). Formally, we write S jk    , where 1jk   if area j shares an edge with area k 
and 0jk   otherwise. In row-standardised form this becomes 
* 1
jk jc
 , if j and k are 
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contiguous and 0 otherwise, where jc  
is the total number of areas that share an edge with 
area j (including area j itself). The same two stage iterative procedure combining MPQL 
and REML that was described in Section 4.1 is then used to estimate the parameters of this 
model. We refer to the empirical predictor (4) of the small area count defined under this 
SAR model as the spatial empirical predictor, or SEP. The different estimators evaluated 
in the simulation studies are set out in Table 1. 
[Table 1 about here] 
Let t index the T independent simulations in a study, and let ŷit  denote an estimate of the count yit  
for area i  at simulation t, with associated MSE estimate mseit . The main performance indicators 
used in our simulations are the Absolute Relative Bias (ARB) and the Relative Root MSE (RRMSE), 
both expressed in percentage terms, and defined as follows: 






i it it itt t




    , 






i it it itt t





   
 
  . 
We also computed these performance indicators for the estimated MSE values associated with each 
estimated count. In this case we replaced ˆ
ity  in the preceding ARB and RRMSE formulae by itmse  
and replaced the actual count 











We simulated data for three sets of small areas corresponding to m = 49, 100 and 196 areas and 
with area-specific sample sizes of either 10 or 20 for all areas. We simulated three scenarios of 
population counts for these small areas. In the first two we generated these counts under the GLMM 
(2) and the NSGLMM (5) respectively. In the third, we generated them under the GLMM (2) with 
a SAR-type area effect. In all three cases the population counts were simulated using a Binomial 
specification (logistic link function) as well as a Poisson specification (log link function). 
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The first scenario corresponded to a stationary non-spatial GLMM. For the Binomial case, 
we generated data for area i under the model: 1i i ix u    , where ~ [ 1,1]ix U  , with 
random area effects ui  generated as m independent realizations from a  
20, 0.0625uN    
distribution. In this case the population count for area i was generated as the sum of N i  
independent binary values yij , each such that    
1
Pr 1 exp( ) 1 exp( )ij i i iy   

    .  
Here 
iN  is the population size of area i. The corresponding sample count was then the sum 
of the first ni  of these binary values. For Poisson case, we generated data from the model: 
1 0.6i i ix u      with xi  and ui  as previously specified, and with the N i  individual 
counts within the area generated as independent realisations of a ( )iPois   random variable, 
where exp( )i i  . Again, the individual sample counts, that were aggregated to the 
overall sample count for the area, were defined by the first ni  of these realised counts. 
 
The second scenario corresponded to a spatially non-stationary GLMM. In this case the m 
areas were assumed to be located on a m m  grid with intersections uniformly spread 
between -1 and 1 and with a distance  2 / 1m   between any two neighbouring 
intersections along both the horizontal and vertical axes. For example, when m =100  the 
area locations di  are the set of pairs defined by every pair of values from the set 
 -1,-0.77,-0.55,-0.33,-0.11,0.11,0.33,0.55,0.77,1 . For the Binomial case we generated 
population counts using 
0 1( ) 1 ( ) ( )i i i i i i id x d x d u       , where both xi  and ui  were 
defined as in scenario one, and where the vector  0 1( ) ( ), ( )
T
i i id d d   was a random 
draw from  2,N 0 I , with   equal to the matrix of Euclidean distances between the 
grid points, and with values of   set to be either 0.5, 1 or 2. Binomial population and 
sample counts for each area were then simulated using the same procedure for binomial 
data described for scenario one. Poisson counts for this scenario were generated in the same 
way as Poisson counts in scenario one, with the only difference being that in this case we 




In the third scenario, counts were generated under a stationary spatial GLMM with SAR-
type area effects. That is, effects for neighbouring areas had a SAR-type correlation. For 
the Binomial case, we generated data under 1i i ix     where ~ [ 1,1]ix U   as usual but 
where the vector ( )i   of area effects was 
generated via a random draw from 
  2 1, [( )( )]Tu m S m SN     0 I I  , with values of   set to 0.25, 0.5 or 0.75 and with 
the proximity matrix 
S  defined using the actual proximities of the m = 71 Districts 
making up the State of Uttar Pradesh in India. Note that this implies that the elements of 
S  were non-zero only for those pairs of districts that are adjacent. Binomial counts for 
each area were then obtained as in scenario one. For Poisson case, we generated data under 
1 0.6i i ix      with random area effects ( )i  generated as in the Binomial case. 
Poisson counts were then obtained as in scenario one. 
 
We generated T = 1000 independent data sets under each of these models specified in the 
scenarios above and estimated the corresponding small area total counts (or proportions) 
using the predictors defined in Table 1. In Table 2 we compare the empirical performances 
of these predictors for both the stationary (scenario one) and the nonstationary (scenario 
two) cases for Binomial data, while in Table 3 we show similar results for Poisson data. In 
Table 4 and 5 we show corresponding results for scenario three, i.e. where data are 
generated under a stationary spatial process. In all cases the values of the performance 
measures ARB and RRMSE are reported as averages over the areas. The corresponding 
area-averaged ARB and RRMSE results for the analytical MSE estimator (14) and the 
bootstrap MSE estimator (15) of the NSEP are reported in Table 6 (Binomial data) and in 
Table 7 (Poisson data) for both scenario one and scenario two. Note that Tables 6 and 7 
only contain results for selected cases since performances for remaining cases were very 
similar.  
 
Two points emerge from an inspection of Table 2. The first is that all the three small area 
predictors (EP, NSEP and SEP) are comparable when the data are stationary, with the EP 
predictor showing marginally smaller values of RRMSE, as one would expect. Second, 
25 
 
when the underlying data are nonstationary it is clear that NSEP performs better than both 
the EP and the SEP. In particular, in terms of RRMSE the NSEP shows consistently better 
performance than both the EP and the SEP in the nonstationary case. As one might expect, 
the RRMSE of the NSEP decreases with increasing number of areas (i.e. m = 49 to m = 
196), increases with increasing intensity of spatial nonstationarity (i.e. λ = 0.5 to   λ = 2.0) 
and decreases with increasing area specific sample sizes (i.e. ni = 10  to ni = 20). 
Furthermore, we see that the SEP dominates the EP for small area specific sample sizes 
(i.e. ni = 10 ) but both are comparable for larger area specific sample size (i.e. ni = 20). 
There is not much difference in performance between the three small area predictors when 
we look at their average ARB values, however. 
[Table 2 about here] 
Figure 1 shows the distribution of area-specific values of actual Relative Bias, ARB and 
RRMSE for EP, NSEP and SEP (all expressed in percentage terms) obtained in simulations 




= 20 , with a Binomial response. Here the actual Relative Bias is 
defined in exactly the same way as ARB, but no absolute value is applied. The plots 
confirm the results presented in Table 2: the NSEP dominates the other predictors in terms 
of efficiency as the intensity of spatial nonstationarity increases. The plots show also that, 
in terms of Relative Bias and ARB, the performance of NSEP is less variable between 
small areas than those of EP and SEP. 
[Figure 1 about here] 
The results in Table 3 are for Poisson counts. When the underlying data generation process 
is spatially stationary, these indicate a similar pattern to that observed with Binomial counts 
in Table 2. All three small area predictors are again comparable, with the EP predictor 
showing marginally smaller values of RRMSE. For spatially nonstationary Poisson data, 
the NSEP again performs better than the EP and the SEP in terms of RRMSE, but the gains 
are much less marked compared with the Binomial case. Furthermore, we now see that 
there are no clear trends in RRMSE for all three predictors as the intensity of spatial 
nonstationarity increases or as m increases, though RRMSE generally decreases with 
increasing in .  Furthermore, in contrast with the Binomial case, the EP outperforms the 
SEP in terms of RRMSE when the underlying Poisson counts are spatially nonstationary. 
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Again, in terms of ARB we see no real differences in performance of three small area 
predictors. 
[Table 3 about here] 
Figure 2 shows the boxplots of area-specific values of actual Relative Bias, ARB and 
RRMSE for EP, NSEP and SEP (all expressed in percentage terms) obtained in simulations 




= 20 , with a Poisson response. Again, the NSEP outperforms EP 
and SEP in terms of the distribution of RRMSE between areas, whereas there are no 
noticeable differences in the distribution of the Relative Bias and ARB between the three 
small area predictors. 
[Figure 2 about here] 
Generally, the results set out in Tables 2 and 3 support the conclusion that the use of geo-
coded information improves estimates for small areas, with the proposed NSEP emerging 
as the best performing of the methods that we investigated in the nonstationary data case. 
 
A potential issue with the NSEP is its sensitivity to the unit of measurement used to define 
the matrix  of distances between areas. We therefore also investigated the effect of 
changing the length unit (for example from kilometres to meters) by running a further 
simulation experiment where we replicated scenarios 1 and 2 but with area locations now 
defined on two-dimensional grid consisting of m m  points uniformly spread between 
-1000 and 1000 instead of between -1 and 1. Although the results of ARB and RRMSE for 
the EP and NSEP reported in Tables 2 and 3 were basically unchanged in this new 
simulation, we did observe a significant increase in ARRMSE for SEP. As a matter of 
prudence, however, we suggest that the variables defining location coordinates be generally 
normalized to lie between zero and one before NSGLMM parameter estimation. 
 
In scenario three the target was to evaluate the performance of NSEP under a spatially 
stationary process. Our prior expectation was that the three estimators would behave 
differently under different levels of spatial correlation, but the SEP should dominate unless 
the level of spatial correlation is low. To a large extent our expectations were confirmed 
with the SEP more accurate and efficient than the EP and NSEP in both the Binomial and 
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the Poisson case. However, again as expected, the gain from using the SEP reduced with 
decreasing spatial correlation. 
[Tables 4 and 5 about here] 
Tables 6 and 7 present results that allow us to compare the performances of the two MSE 
estimators of the NSEP, i.e., the analytic MSE estimator (14) and the bootstrap MSE 
estimator (15) for Binomial data (Table 6) and Poisson data (Table 7). Here we see that the 
analytic MSE estimator (14) is less biased than the bootstrap MSE estimator (15). The 
relative bias of the analytic estimator (14) reduces when the number of areas or values of 
  (the ‘intensity’ of spatial clustering) increases. However, the bootstrap estimator (15) is 
slightly more stable. 
[Tables 6 and 7 about here] 
Figure 3 shows boxplots of area-specific values of actual Relative Bias, ARB and RRMSE 
for the analytic and bootstrap MSE estimators for the NSEP (all expressed in percentage 




= 10 , with a Binomial response. As 
expected, the bootstrap MSE estimator (15) is less variable and more biased than the 
analytic MSE estimator (14). 
[Figure 3 about here] 
 
Finally, we present simulation results that provide an insight into the behaviour of the 
hybrid MPQL/REML parameter estimation algorithm described in Section 4.1. In 
particular, Tables 8 and 9 show simulation results for parameter estimation using this 




= 10, 20 under scenario 1 and scenario 2 with 1.5  . The MPQL/REML procedure 
results in small downward biases in the estimation of the regression model parameters 0  
and 1 , as well as the variance component u , for the Binomial case under both scenarios, 
with a more substantial negative bias of around 12% when estimating the spatial intensity 





For Poisson data the results are similar for 0  and u  but now show a downward bias of 
around 15% for 1  under the non-stationary scenario, while estimation of   continues to 
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show a small downward bias (9-10%). Overall, we conclude that although parameter 
estimation via the MPQL/REML algorithm works reasonably well in the stationary case, 
there is room for improvement in the nonstationary case. 
[Tables 8 and 9 about here] 
 
7. Application 
Here we use SAE based on the spatially nonstationary GLMM (5) to obtain estimates of 
the proportions of poor households at District level in the State of Uttar Pradesh in India. 
We use survey data from the Household Consumer Expenditure Survey 2011-12 of NSSO 
68th round and the Indian Population Census 2011, and assume a binomial specification for 
the observed District level sample proportions. Model specification for this application was 
discussed in Section 3, and resulted in the identification of three PCA-based covariates, 
labelled G11, G21 and G31 there. 
 
Figure 4 shows contour maps of the estimated District-specific intercepts and slopes from 
a GWR fit (Fotheringham et al., 2002) to the sample proportions for the different Districts. 
These maps support the case for spatial nonstationarity in the NSSO data. In particular, we 
see that the coefficients for G11, G21 and G31 in the GWR fit vary considerably, ranging 
from −1.3 to 2.9 for G11, from -1.2 to 2.8 for G21 and from -0.9 to 4.3 for G31. Moreover 
the contour map of the intercept coefficients also shows considerable spatial variation, 
ranging from -5.3 (South-East) to 0.2 (Centre-West). 
[Figure 4 about here] 
Additional GWR-based analyses were carried out in order to determine the scale of the 
spatial nonstationarity in the local parameter coefficients obtained in the GWR fit. This 
was done by increasing the fixed kernel bandwidth of the GWR "window" from a 30km to 
a 125 km radius in 5 km increments. The variation in the regression coefficient for each 
variable at each location was subsequently used to calculate an approximate index of 
stationarity (Brunsdon et al., 1998), defined by dividing the interquartile range of the GWR 
coefficient by twice the standard error of the same variable from the global logistic 
regression (Windle et al., 2010). Values greater than one for this ratio suggest that the 
relationship between the independent and dependent variables in the GWR model might be 
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spatially non-stationary. These index values are plotted against the kernel bandwidth 
distances in Figure 5, allowing one to examine the spatial scale at which the regression 
relationships eventually became stationary. 
[Figure 5 about here] 
Inspection of Figure 5 shows that the G11 and G21 components of the model remain non-
stationary at least up to a bandwidth of 125 km, whereas the G31 component becomes 
stationary beyond approximately 100 km. 
 
The diagnostic procedure described in Section 4.2 for testing for the presence of spatial 
nonstationarity, that is, the hypothesis 
0 : 0H    versus the one-sided alternative 
1 : 0H   , was also applied to the NSSO data. The test statistic value that was generated 
was highly significant (p-value = 0.00), indicating strong evidence for nonstationarity, with 
the estimated value of the variance component   characterising the intensity of this 
nonstationarity equal to 0.244 . 
 
We next applied the NSEP method to produce estimates of the proportions of poor 
households (Head Count Ratio, or HCR) by District across Uttar Pradesh. Table 10 shows 
the estimates of the regression coefficients for the global GLMM as well as descriptive 
statistics for the District-specific estimated parameter coefficients produced under the 
NSGLMM.  
[Table 10 about here] 
The G11 and G21 variables had both negative and positive parameter values, although most 
values are negative. In contrast, all parameter values for the G31 variable are positive. As 
one would expect, the NSGLMM is an improvement over the GLMM for predicting HCR, 
with the NSGLMM log-likelihood (2375.5) significantly larger than the corresponding log-
likelihood generated by the GLMM (-2970.2). The contour maps shown in Figure 6 support 
the nonstationarity hypothesis. Here we see that the fitted regression coeffiicents in the 
NSGLMM applied to the district level data change substantially over the study space. 
[Figure 6 about here] 
Figure 7 shows the fitted distributions of the predicted random effects in the NSGLMM 
applied to the survey data. These include histograms as well as Normal q-q plots of District 
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residuals as well as the spatial random effects. These indicate that the Gaussian assumption 
fits reasonably well for this application.  
 [Figure 7 about here] 
Brown et al. (2001) discuss diagnostics for SAE, rather than diagnostics for model fit.  
They note that small area estimates should be (a) consistent with unbiased direct survey 
estimates, i.e. they should provide an approximation to the direct survey estimates that is 
consistent with these values being "close" to the expected values of the direct estimates and 
(b) more precise than direct survey estimates, as evidenced by lower MSE estimates. We 
therefore consider three commonly used diagnostics developed by these authors for this 
purpose: the bias diagnostic, the goodness of fit (GOF) statistic and the percent coefficient 
of variation (CV) diagnostic. 
 
The basic idea underpinning the bias diagnostic is that since direct estimates are unbiased, 
their regression on the true values should be linear and correspond to the identity line. If 
model-based small area estimates are close to these true values the regression of the direct 
estimates on these model-based estimates should be similar. We therefore plot direct 
estimates (y-axis) vs. model-based small area estimates (x-axis) and we looked for 
divergence of the fitted least squares regression line from the line of equality. The scatter 
plot of the District-level direct estimates against the corresponding NSEP estimates is 
shown in Figure 8, with fitted least squares regression line (dashed line) and line of equality 
(solid line) superimposed.  
  [Figure 8 about here] 
Inspection of Figure 8 reveals that the District estimates generated by NSEP are less 
extreme than the direct survey estimates, demonstrating the typical SAE outcome of 
shrinkage towards the average. However, it is also clear that the NSEP estimates deviate 
somewhat from the line of equality at the extremes of their distribution. This is not 
unexpected, since the NSEP estimates are random variables and so the regression of the 
direct estimates on the NSEP estimates is biased for a test of common expected values. 
Such a test is provided by the GOF statistic, which is equivalent to a Wald test for whether 
the differences ˆ ˆ
direct NSSYN

















iy  is the synthetic version NSSYN of the NSEP, defined following (8). See 
Brown et al. (2001). Under the assumption that ˆ
direct
iy  and ˆ
NSSYN
iy  are independently 
distributed, which is not unreasonable for large sample sizes, the value of W can be 
compared with an appropriate critical value from a chi square distribution with degrees of 
freedom D equal to the number of Districts. For our analysis, D = 71, with a critical value 
of 91.7 at a 5% level of significance. In contrast, when we calculate our MSE estimate for 
ˆ NSSYN
iy  using the bootstrap method described in Section 5.2, we obtain W = 35.9, and so 
conclude that the NSEP estimates are consistent with the direct estimates. Note that the 
GOF statistic can be calculated substituting the NSEP estimator for the NSSYN estimator, 
in which case W = 29.7. However, this is not recommended since the inclusion of an 
estimated area effect in the NSEP implies a potential correlation with the direct estimator. 
 
The final SAE diagnostic that we compute compares the extent to which the model-based 
small area estimates (EP, SEP and NSEP) improve in precision compared to the direct 
survey estimates. Recollect that, as noted earlier, the proximity matrix used to construct the 
SEP under SGLMM for this application is a simple row-standardized contiguity matrix, 
with elements that take non-zero values only for those pairs of Districts (or areas) that are 
adjacent. We assess precision via the percentage CV of an estimate ŷi , defined as 
 ˆ ˆ ˆ( ) ( ) / 100i i iCV y SE y y  . Noting that substitution of model-based analytic estimators 
of RRMSE for estimated standard errors in this diagnostic is problematic since these will 
all depend on different model assumptions, we use a common NSGLMM-based parametric 
bootstrap (see Section 5.2) for this purpose. Summary percentage CV values for the 
different SAE methods are shown in Table 11, while Figure 9 displays the District level 
values of percentage CV for the direct, EP, SEP and NSEP estimation methods. These show 
that the direct survey estimators for the proportion of poor households within each District 
are unstable, with CVs varying from 8.67% to 232.44 %. Furthermore, the CVs of the direct 
estimators are greater than 20% (40%) in 36 (16) out of the 71 Districts (see Figure 6). All 
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three small area estimators (EP, SEP and NSEP) are better than the direct estimator with 
respect to CV, with the NSEP the best performing method. In particular, the NSEP records 
smaller CVs than the EP in 53 of the 71 Districts of Uttar Pradesh. 
  [Table 11 about here] 
[Figure 9 about here] 
Figure 10 is a map showing the proportions of poor households by District for Uttar 
Pradesh, estimated by the NSEP method. This clearly shows an east-west divide in the 
distribution of household poverty. For example, in the western part of Uttar Pradesh there 
are many districts with low poverty incidence (Saharanpur, Hathras, Meerut, Baghpat, 
Muzaffarnagar, Bulandshahar, etc). Similarly, in the eastern part and in the Bundelkhand 
region (north-east) we see many districts (Azamgarh, Sitapur, Chitrakoot, Bahraich, 
Siddharthnagar, Banda, Fatehpur, Basti and Kaushambi, etc) with high poverty incidence. 
This is an example of a "poverty map" showing reliable estimates of poverty incidence 
across a region of interest. This type of map is a useful aid for policy planners and 
administrators charged with taking effective financial and administrative decisions that can 
impact differentially across the region. 
 [Figure 10 about here] 
8. Conclusions 
This paper describes how SAE can be carried out under an extension of the area level 
version of the generalised linear mixed model that accounts for the presence of spatial 
nonstationarity in the data. Extensive simulations then provide evidence that for Binomial 
and Poisson counts, the proposed plug-in nonstationary empirical predictor (NSEP) is more 
efficient than the usual plug-in empirical predictor (EP) where there evidence of spatial 
nonstationarity in the data. The approach extends easily to the non-sampled case, i.e. where 
the area of interest has no sample, and therefore no direct estimate. Synthetic estimation is 
the standard approach here, and we develop a synthetic version NSSYN of the NSEP. We 
also investigate area level SAE for counts that can be modelled via generalised linear mixed 
models with spatial random area effects. In particular, we investigate the case where these 
random effects  can be characterised via a simultaneous autoregression or SAR model 
(Pratesi and Salvati, 2008; Chandra and Salvati, 2017; Saei and Chambers, 2003). We refer 
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to the plug-in empirical predictor for this case as the SEP and use simulation to compare 
its performance with the EP and the NSEP. Our results, and particularly those of the NSEP, 
are promising, indicating that extensions, particularly to nonstationary multi-category 
counts, are worth investigating. 
 
We also developed two MSE estimation methods for the NSEP, an analytical method based 
on a linearisation argument and a parametric bootstrap method. In our simulations, the 
analytical MSE estimator showed smaller bias but the bootstrap MSE estimator was more 
stable. Finally, we used the NSEP methodology to produce a poverty map showing how 
household poverty incidence varies by District across the State of Uttar Pradesh in India. 
We conclude by observing that the estimates and spatial distribution of poverty incidence 
generated from this research should be useful for meeting the data requirements for policy 
research and strategic planning by different international organizations and by Departments 
and Ministries in the Government of India. 
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Table 1. Description of the small area predictors considered in the simulation studies. 
Predictor Description 
EP Predictor (4) under model (2) 
NSEP Predictor (8) under model (5)  
SEP Spatial EP under SGLMM  
 
Table 2. Values of percentage absolute relative bias (ARB, %) and percentage relative 
RMSE (RRMSE, %) from model-based simulations for Binomial data. All values are 
averages over the m areas.  
    ARB,% RRMSE,% 
# Areas Predictor Stationary λ=0.5 λ=1.0 λ=2.0 Stationary λ=0.5 λ=1.0 λ=2.0 
ni = 10  
m=49 EP 0.193 0.373 0.404 0.463 7.42 14.96 18.72 20.56 
 NSEP 0.183 0.285 0.247 0.297 7.81 12.29 13.66 14.79 
 SEP 0.175 0.336 0.318 0.371 7.82 13.96 15.71 16.30 
m=100 EP 0.186 0.402 0.531 0.549 6.92 14.80 18.77 20.50 
 NSEP 0.191 0.320 0.380 0.382 7.10 11.39 12.80 14.04 
 SEP 0.187 0.397 0.407 0.382 7.26 13.56 15.15 15.71 
m=196 EP 0.172 0.370 0.502 0.609 6.68 14.56 18.74 20.09 
 NSEP 0.173 0.272 0.300 0.313 6.77 10.60 11.90 13.10 
  SEP 0.179 0.350 0.373 0.382 7.03 13.07 14.53 15.40 
ni = 20  
m=49 EP 0.166 0.309 0.281 0.289 6.59 11.70 12.12 12.09 
 NSEP 0.154 0.225 0.203 0.243 6.78 10.07 10.87 11.42 
 SEP 0.158 0.290 0.258 0.294 6.78 11.72 12.64 12.49 
m=100 EP 0.164 0.309 0.340 0.289 6.33 11.60 11.82 12.02 
 NSEP 0.165 0.263 0.299 0.286 6.42 9.51 10.38 11.02 
 SEP 0.163 0.367 0.357 0.300 6.53 11.93 12.35 12.04 
m=196 EP 0.156 0.324 0.331 0.309 6.21 11.42 11.60 11.87 
 NSEP 0.160 0.222 0.249 0.250 6.26 8.98 9.80 10.48 





Table 3. Values of percentage absolute relative bias (ARB, %) and percentage relative 
RMSE (ARRMSE, %) from model-based simulations for Poisson data. All values are 
averages over the m areas.  
    ARB,% RRMSE,% 
# Areas Predictor Stationary λ=0.5 λ=1.0 λ=2.0 Stationary λ=0.5 λ=1.0 λ=2.0 
ni = 10  
m=49 EP 0.556 0.929 0.873 1.054 23.36 33.43 31.33 29.61 
 NSEP 0.564 0.863 0.876 0.955 23.83 31.59 30.33 29.09 
 SEP 0.572 1.169 0.991 1.097 23.89 35.07 32.60 30.19 
m=100 EP 0.572 0.913 0.853 0.825 22.59 32.77 31.20 30.56 
 NSEP 0.567 0.885 0.828 0.783 22.82 30.31 29.67 29.61 
 SEP 0.589 1.074 0.966 0.846 23.04 36.08 33.13 31.41 
m=196 EP 0.521 0.819 0.806 0.892 22.38 32.65 31.63 31.65 
 NSEP 0.527 0.781 0.785 0.877 22.46 29.41 29.46 30.22 
  SEP 0.534 0.948 0.899 0.917 22.83 35.81 33.29 32.17 
ni = 20  
m=49 EP 0.541 0.623 0.529 0.620 20.34 24.82 22.81 21.68 
 NSEP 0.550 0.561 0.502 0.583 20.57 24.11 22.40 21.46 
 SEP 0.538 0.784 0.618 0.666 20.68 25.98 23.45 22.01 
m=100 EP 0.537 0.661 0.609 0.662 19.94 24.38 22.77 22.29 
 NSEP 0.537 0.665 0.624 0.684 20.07 23.27 22.11 21.88 
 SEP 0.552 0.742 0.650 0.662 20.16 26.31 23.76 22.77 
m=196 EP 0.455 0.650 0.607 0.667 19.78 24.32 23.22 23.22 
 NSEP 0.455 0.614 0.574 0.663 19.84 22.85 22.21 22.56 
  SEP 0.456 0.703 0.646 0.666 19.95 26.26 24.17 23.57 
 
Table 4. Values of percentage absolute relative bias (ARB, %) and percentage relative 
RMSE (RRMSE, %) from model-based simulations for Binomial data. All values are 
averages over the m areas. Data generated under SAR model. 
 ARB,% RRMSE,% 
ni = 10  
Predictor 0.25    0.50   0.75   0.25    0.50   0.75   
EP 0.351 0.772 0.648 9.66 15.23 14.03 
NSEP 0.279 0.592 0.551 9.64 14.28 13.55 
SEP 0.261 0.298 0.363 11.30 12.96 12.68 
ni = 20  
EP 0.270 0.361 0.383 8.57 11.42 10.98 
NSEP 0.240 0.312 0.373 8.40 11.38 10.97 




Table 5. Values of percentage absolute relative bias (ARB, %) and percentage relative 
RMSE (RRMSE, %) from model based simulations for Poisson data. All values are 
averages over the m areas. Data generated under SAR model. 
 ARB,% RRMSE,% 
ni = 10  
Predictor 0.25    0.50   0.75   0.25    0.50   0.75   
EP 1.504 1.889 2.019 32.71 38.25 38.18 
NSEP 1.195 1.761 1.970 32.02 39.07 38.37 
SEP 0.954 1.101 1.368 32.94 36.36 35.90 
ni = 20  
EP 0.877 1.075 0.383 26.61 28.91 28.66 
NSEP 0.776 1.060 0.373 26.43 29.70 28.93 
SEP 0.603 0.832 0.275 25.85 27.73 27.47 
 
Table 6. Values of percentage absolute relative bias (ARB,%) and percentage relative 
RMSE (RRMSE,%) of MSE estimator for NSEP from model based simulations for 
Binomial data and ni = 10 . All values are averages over the m areas.   
ARB,% RRMSE,% 
# Areas MSE Estimator λ=0.5 λ=1.0 λ=2.0 λ=0.5 λ=1.0 λ=2.0 
m=49 Analytic 5.26 5.85 3.93 0.75 0.60 0.65 
 Bootstrap 4.75 5.95 6.08 0.38 0.35 0.32 
m=100 Analytic 3.32 2.11 1.85 0.54 0.55 0.60 
  Bootstrap 5.01 5.60 6.05 0.38 0.35 0.32 
 
Table 7. Values of percentage absolute relative bias (ARB,%) and percentage relative 
RMSE (RRMSE,%) of MSE estimator for NSEP from model based simulations for Poisson 
data and ni = 10 . All values are averages over the m areas.  
    ARB,% RRMSE,% 
# Areas MSE Estimator λ=0.5 λ=1.0 λ=2.0 λ=0.5 λ=1.0 λ=2.0 
m=49 Analytic 3.15 3.83 5.96 1.19 1.57 1.99 
 Bootstrap 12.29 13.98 11.26 1.07 1.13 1.03 
m=100 Analytic 3.50 3.70 4.39 1.26 1.64 2.02 





Table 8. Simulation results for parameter estimation using hybrid MPQL/REML algorithm 
under NSGLMM - Binomial response (1000 Monte Carlo simulations). 
 o  1  u    
 m = 100, ni = 10 
True Value 1.000 1.000 0.250 0.000 
Average Estimated Value 0.992 0.994 0.245 0.000 
%Rel Bias  -0.850 -0.688 -2.020 NA 
%RRMSE 7.969 13.969 2.158 NA 
True Value 1.000 1.000 0.250 1.500 
Average Estimated Value 0.950 0.930 0.241 1.314 
%Rel Bias  -4.981 -6.932 -3.295 -12.921 
%RRMSE 76.381 81.421 7.747 25.869 
 m = 100, ni = 20 
True Value 1.000 1.000 0.250 0.000 
Average Estimated Value 0.991 0.992 0.245 0.000 
%Rel Bias  -0.892 -0.787 -2.006 NA 
%RRMSE 5.919 10.206 2.408 NA 
True Value 1.000 1.000 0.250 1.500 
Average Estimated Value 0.967 0.944 0.242 1.372 
%Rel Bias  -3.247 -5.590 -2.932 -9.198 
%RRMSE 77.127 81.123 6.362 22.118 
 
Table 9. Simulation results for parameter estimation using hybrid MPQL/REML algorithm 
under NSGLMM - Poisson response (1000 Monte Carlo simulations). 
 o  1  u    
 m = 100, ni = 10 
True Value -1.000 0.600 0.250 0.000 
Average Estimated Value -0.978 0.598 0.244 0.001 
%Rel Bias  2.144 -0.216 -2.289 NA 
%RRMSE 6.362 16.647 3.760 NA 
True Value -1.000 0.600 0.250 1.500 
Average Estimated Value -0.985 0.513 0.244 1.354 
%Rel Bias  -1.483 -14.366 -2.246 -9.787 
%RRMSE 71.154 131.377 2.440 25.348 
 m = 100, ni = 20 
True Value -1.000 0.600 0.250 0.000 
Average Estimated Value -0.983 0.599 0.245 0.001 
%Rel Bias  -1.866 -0.299 -2.322 NA 
%RRMSE 5.078 13.255 4.562 NA 
True Value -1.000 0.600 0.250 1.500 
Average Estimated Value -1.021 0.508 0.244 1.371 
%Rel Bias  -2.861 -15.451 -2.198 -8.062 





Table 10. Summary statistics for the NSGLMM parameter estimates, including the overall 
percentages of negative (% –) and positive (% +) values and parameter estimates for the 
global GLMM. 
 Intercept G11 G21 G31 
Descriptive Statistics NSGLMM 
Minimum -2.01 -0.33 -0.54 0.00 
Q1 -1.67 -0.21 -0.16 0.10 
Mean -1.32 -0.12 -0.09 0.17 
Median -1.26 -0.13 -0.09 0.16 
Q3 -1.01 -0.04 -0.02 0.19 
Maximum -0.70 0.14 0.21 0.53 
% – 100 90.2 77.5 0 
% + 0 9.8 22.5 100 
 GLMM 
GLMM Model -1.35 -0.21 -0.10 0.36 
 
Table 11. Summary of area distributions of percentage coefficients of variation (CV, %) 
for different SAE methods applied to NSSO data. Note that all CVs were calculated using 
the Parametric Bootstrap MSE estimation procedure described in Section 5.2. 
Values Direct SEP EP NSEP 
Minimum 8.67 9.28 6.72 6.54 
Q1 13.94 14.04 12.70 11.42 
Mean 32.61 22.50 21.58 20.67 
Median 19.97 18.68 17.93 15.41 
Q3 33.32 29.10 28.05 26.04 
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Figure 1. Boxplots of area-specific values of actual Relative Bias, ARB and RRMSE for 
EP and NSEP (all expressed in percentage terms) obtained in simulations where m = 100, 
ni = 20, and with a Binomial response. Note that actual Relative Bias is defined in exactly 






















   
 
Figure 2. Boxplots of area-specific values of actual Relative Bias, ARB and RRMSE for 
EP and NSEP (all expressed in percentage terms) obtained in simulations where m = 100, 
ni = 20, and with a Poisson response. Note that actual Relative Bias is defined in exactly 
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Figure 3. Boxplots of area-specific values of actual Relative Bias, ARB and RRMSE for 
Analytic and Bootstrap MSE estimators for the NSEP (all expressed in percentage terms) 
obtained in simulations where m = 100, ni = 10, and with a Binomial response. Note that 










Figure 4. Maps showing the spatial variation in the District specific intercept and slope 
















































































Figure 5. Index of spatial stationarity for variables used in the GWR models for the HCR 
in the State of Uttar Pradesh in India. The index is calculated by dividing the interquartile 
range of a GWR regression coefficient by twice the standard error of the same parameter 








































Figure 6. Maps showing the spatial variation of estimated regression coefficients 



























































































Figure 7. Histograms (left side) and normal q-q plots (right side) of the estimated District-
level random effects and the coefficient-specific estimated random effects associated with 






Figure 8 Bias diagnostic plot with y = x line (solid) and regression line (dotted) for 





Figure 9. Percentage coefficients of variation (CV, %) by District for direct (dotted line, 
) , SEP (dash line, ) , EP (thin line, ) and NSEP( solid line, ) estimators applied to 
NSSO data. 




































Figure 10. NSEP estimates showing the spatial distribution of proportions of poor 
households by District in Uttar Pradesh. 
