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REPRESENTATIONS FOR THE DERIVATIVE AT ZERO AND
FINITE PARTS OF THE BARNES ZETA FUNCTION
J. M. B. NORONHA
Abstract. We provide new representations for the finite parts at the poles
and the derivative at zero of the Barnes zeta function in any dimension in
the general case. These representations are in the forms of series and lim-
its. We also give an integral representation for the finite parts at the poles.
Similar results are derived for an associated function, which we term homo-
geneous Barnes zeta function. Our expressions immediately yield analogous
representations for the logarithm of the Barnes Gamma function, including
the particular case also known as multiple Gamma function.
1. Introduction
The Barnes ζ-function is a multidimensional generalization of the Hurwitz ζ-
function. It was introduced in its general form and studied in systematic detail in
an outstanding paper by Barnes [1] a long time ago. A possible way of defining it is
the following. Let H = {z ∈ C : θ− pi2 < arg z < θ+ pi2 } be some half-plane through
the origin in the complex plane (where θ is some fixed angle). Let a, w1, . . . , wd ∈ H.
For ℜ(α) > d, the d-dimensional Barnes ζ-function is given by
(1) ζB(α, a|w) =
∑
n∈Nd
0
(a+ n ·w)−α ,
where we use the notation N0 = {0, 1, 2, . . .}, n = (n1, . . . , nd), w = (w1, . . . , wd)
and n ·w =∑di=1 niwi. The case d = 1 and w1 = 1 is the Hurwitz ζ-function. ζB
is usually seen as a function of the complex variable α, with a, w1, . . . , wd being
fixed parameters. However, nothing prevents us from seeing these as variables as
well. The requirement a, w1, . . . , wd ∈ H stems from the need to fix a branch cut
for the log function. This branch cut can fall anywhere outside H. For all n ∈ Nd0,
we have a+ n ·w ∈ H, so the summand is uniquely defined.
Barnes actually defined his ζ-function in terms of a contour integral of Han-
kel type, which extends similar existing results for the Riemann and Hurwitz ζ-
functions. This automatically provides the analytic continuation of (1) to C \
{1, 2, . . . , d}. The points α = 1, 2, . . . , d are simple poles. This representation pro-
vides an easy way of obtaining the residues of ζB(α, a|w) and its values at the
non-positive integers. These are well known [1, 2]. It is not useful when it comes
to finding other values. In particular, the finite parts at the poles or the deriv-
ative (with respect to α) at α = 0, ζ′B(0, a|w), cannot be obtained in this way
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and expressions for these quantities are scarce (the exception being the particular
w = (1, 1, . . . , 1) case). However, they are of special interest for several applications.
Most notably, functional determinants on certain backgroundmanifolds are given
in terms of ζ′B(0, a|w) (see [3, 4] and references therein). These functional deter-
minants are particularly relevant in connection to analytic torsion (see e.g. [5, 6])
and in certain quantum field theory calculations (see e.g. [7, 8, 9, 10, 11]). Phys-
ical applications that involve the finite parts at the poles include Bose–Einstein
condensation [12, 13] and functional determinants in quantum field theory [7].
Barnes [1] gave contour and line integral representations for ζ′B(0, a|w). Ruijse-
naars [14] provided a related line integral representation for the same quantity (this
author took the parameters w1, . . . , wd to be real and ℜ(a) > 0, but in fact the
representation is valid for a, w1, . . . , wd ∈ H with θ = 0). Apart from these results,
explicit expressions for ζ′B(0, a|w) in the general case have not been available in the
literature so far. The ‘isotropic’ case, w = (1, 1, . . . , 1), can be treated by casting ζB
as a finite combination of Hurwitz ζ-functions (see [15, 8, 16, 17, 18]) or other means
(see [19, 20, 18]). Matsumoto [21, 22] and Elizalde [23] gave, in the 2-dimensional
case, asymptotic expansions for ζ′B(0, a|(w1, w2)) in powers of w2/w1. Elizalde [23]
also gave another expression for this quantity and generalized his results to the
d-dimensional case, finding a recursive expression for ζ′B(0, a|w) in terms of the
derivative at α = 0 and α = −1 and the finite parts of the (d−1)-dimensional case.
Other recursive relation, of an asymptotic nature, was obtained by Matsumoto [24].
Spreafico [25] derived integral and series representations in the 2-dimensional case,
while Beneventano and Santangelo [9] derived, for the same case, a series repre-
sentation involving incomplete Γ-functions. The procedures in these works are not
generalizable, at least in any simple way, to higher dimensions. Dowker [7] cast
ζ′B(0, a|w) in terms of derivatives of the Hurwitz ζ-function in the 2-dimensional
case where the wi are natural numbers, using residue classes. This latter procedure
allows the treatment of higher dimensional cases (Dowker [7] did some work on the
3-dimensional case) and is, in fact, extensible to the case where the wi are rational
numbers. However, the expressions soon become extremely complicated and not
very helpful (see [26] in this connection).
As for the finite parts at the poles, apart from the contour and line integral
representations of the intimately related multidimensional Barnes Ψ-functions (see
Eq. (6) below), given by Barnes [1], the only existing results in the literature seem to
be an integral representation given in a particular 2-dimensional case by Holthaus
et al. [12] and, still in the 2-dimensional case, integral and series representations
given by Spreafico [25]. Again, the procedure in [25] is not generalizable in any
direct way to higher dimensions. The method of [12] can be applied to higher
dimensions (we will use it in section 3).
In the present work, we provide new representations for the derivative at α = 0
and the finite parts at the poles of ζB in any dimension, in the generalw case. They
are quite different from the existing ones. Contrary to the previous explicit results
of Barnes and Ruijsenaars for general dimension and w, which are in integral form,
these representations are in the forms of series and limits. As a complement, we
also present an integral representation for the finite parts, which is obtainable in a
straightforward way from the methods and results of [12, 14].
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Moreover, we treat a related function, which we term homogeneous Barnes ζ-
function, ζBh, defined by
(2) ζBh(α|w) =
∑
n∈Nd
0
\{0}
(n ·w)−α , ℜ(α) > d .
ζBh is obtained from ζB by setting a = 0, having previously removed the n = 0
term from the series (1). The 2-dimensional instance of this function, with w1, w2
real, was studied in detail in [25] and it was also considered in [7, 12]. Its pole
structure is the same as that of ζB. In particular, its residues are given by setting
a = 0 in the residues of ζB. We obtain for this function results which parallel
the ones obtained for ζB. Additionally, we obtain the analytic continuation of ζBh
itself in line integral form. This is required for the integral representations of the
derivative and the finite parts and cannot be achieved by simply transposing the
procedure or results pertaining to the ζB case.
It is worth noting that similar representations for the derivatives of ζB and ζBh
at values other than α = 0, like the negative integers, are obtainable using the same
procedures.
The derivative at zero and the finite parts at the poles of ζB and ζBh are very
related to the Barnes Γ-function, denoted here by ΓB, and to other quantities
defined and studied by Barnes (we will generally use the subscript B for Barnes’
functions). Therefore, in order to properly set the context, we now specify some
of these relations (two further relations, pertaining to ζBh, are given at the end of
section 2.2, in Eqs. (23) and (24)). Barnes defined the d + 1-th gamma modular
form ρB(w), where d is the dimension, by
(3) log ρB(w) = − lim
a→0
[ζ′B(0, a|w) + log a] .
(As above and throughout this work, the prime in ζ′B or ζ
′
Bh stands for derivative
with respect to α.) He also defined his generalized Γ-function by1
(4) log
ΓB(a|w)
ρB(w)
= ζ′B(0, a|w)
and Ψ-functions by
Ψ
(n)
B (a|w) =
dn
dan
log ΓB(a|w) , n = 1, 2, . . .
Finally, Barnes defined the q-th gamma modular forms, q = 1, . . . , d, by
(5) γdq(w) = lim
a→0
[
(−1)q(q − 1)!
aq
−Ψ(q)B (a)
]
.
Note that ΓB is the natural generalization of the usual Γ-function in the present
theory and also that γ11(1) is simply Euler’s constant, γ. Ψ
(1)
B is the generalization
of the usual digamma function Ψ, while (4) is a generalization of the Lerch formula
ζ′H(0, a) = log(Γ(a)/
√
2pi), where ζH is the Hurwitz ζ-function. Barnes then proved
the following result regarding the finite parts at the poles of ζB. For q = 1, . . . , d,
(6) F.P. [ζB(α, a|w)]α=q =
(−1)q
(q − 1)!Ψ
(q)
B (a|w)−Hq−1Res [ζB(α, a|w)]α=q ,
1This is the definition used by Barnes and also, for example, in [7, 21, 3, 25]. Some authors,
for example Ruijsenaars [14], use a different definition in which ΓB differs by the factor ρB(w).
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where Hk =
∑k
i=1 1/i are the harmonic numbers and H0 = 0 (F.P. and Res stand
for finite part and residue, respectively). Our representations below, together with
Eqs. (4), (6), (23) and (24), immediately yield analogous representations for log ΓB,
Ψ
(q)
B , ρB and γdq. The particular case of ΓB with w = (1, 1, . . . , 1) is also commonly
known as multiple Γ-function.
The article is organized as follows. In section 2.1, we recover a series represen-
tation for ζB given by Barnes and use it to derive series representations for the
finite parts at the poles and the derivative at α = 0 of ζB. In the same section, we
derive the limit representations for these quantities. As a curiosity, we apply our
results to the usual log Γ-function. In section 2.2, we obtain similar results for ζBh.
In order to make our results more concrete, we apply them in section 2.3 to the
special case d = 2. In section 3.1, from an integral representation of Ruijsenaars
for the analytic continuation of ζB [14] (given earlier in a particular case in [12]),
we immediately give integral representations for the finite parts at the poles of ζB.
Finally, in section 3.2, we derive the analytic continuation of ζBh in line integral
form and, from there, the respective results for the finite parts and derivative at
α = 0 of ζBh follow.
2. Series and limit representations
2.1. Barnes ζ-function. Our representations in this section are based on a series
representation given by Barnes for ζB, which does not seem to have been used ever
since Barnes’ original work. We now introduce it. For simplicity of writing and
following Barnes’ notation, we define the symbol F [ ]x=w by
F [f(a+ x)]x=w = (−1)d−1
d∑
i=1
f(a+ wi) + (−1)d
∑
i<j
f(a+ wi + wj)
+ (−1)d−1
∑
i<j<k
f(a+ wi + wj + wk) + · · ·+ f(a+ w1 + · · ·+ wd) ,
where f is any function. The second sum is over all pairs (i, j) satisfying 1 ≤ i <
j ≤ d, the other sums being interpreted in a similar manner.
Additionally, we introduce the symbol G[ ]x=w, which we define by
(7) G[f(a+ x)]x=w = (−1)df(a) + F [f(a+ x)]x=w .
We also need the Bernoullian functions dSn(a) used by Barnes [1]. These are
extremely related to the higher order Bernoulli polynomials2 Bn(a|w) studied by
No¨rlund [27, 28] and used in much of the later literature. These polynomials can
be defined via a generating function by3
(8) zdeaz
d∏
i=1
wi
ewiz − 1 =
∞∑
n=0
Bn(a|w)z
n
n!
, |z| < 2pi
max{|wi|} .
2No¨rlund used the symbol B
(d)
n . We omit the superscript as we will use it shortly with a
different meaning, that of derivative of order d.
3This is the definition used for example in [27, 28, 29, 2, 23]. Some authors, namely in [14, 26],
use a different convention, where these polynomials differ by a factor of
∏
d
i=1 wi.
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Bn(a|w) is a polynomial of order n in a. Comparing with Barnes’ definition of the
Bernoullian functions, we have
dS
′
n(a) =
n!
(n+ d− 1)!∏di=1 wiBn+d−1(a|w) ,(9a)
dSn(0) = 0 , n = 0, 1, 2, . . . ,(9b)
where the prime in the first equation means derivative with respect to a (the de-
pendency on w is omitted for economy of writing).
We have the following representation for ζB due to Barnes [1].
Theorem 2.1 (Barnes). Let k be an integer greater than −d. For ℜ(α) > −k,
(10) ζB(α, a|w) =
∑
n∈Nd
0
[
1
(a+ n ·w)α
−G
[
k+d−1∑
m=0
dS
(d)
m (0)
m!
dm
dxm
(a+ n ·w + x)d−α
(d− α) · · · (1− α)
]
x=w
]
+ (−1)d
k+d−1∑
m=0
dS
(d)
m (0)
m!
dm
dam
ad−α
(d− α) · · · (1 − α) .
For ℜ(α) > −k, the infinite series in n in (10) is absolutely convergent.
The superscript (d) in dS
(d)
m means derivative of order d. This representation
can be cast as
(11) ζB(α, a|w) =
∑
n∈Nd
0
[
1
(a+ n ·w)α
−
k+d−1∑
m=0
dS
(d)
m (0)
m!
Γ(1− α)
Γ(d− α−m+ 1)G
[
(a+ n ·w + x)d−α−m]
x=w
]
+ (−1)d
k+d−1∑
m=0
dS
(d)
m (0)
m!
Γ(1 − α)
Γ(d− α−m+ 1)a
d−α−m , ℜ(α) > −k .
For our purposes, we need to establish some further properties of the infinite
series in (10) or (11). First, we observe that its summand is an entire function of
α for all n ∈ Nd0 and fixed a, w1, . . . , wd ∈ H (the expression being interpreted in
the sense of analytic continuation when α = 1, . . . , d). The summand is obviously
analytic for α 6= 1, . . . , d. At α = 1, . . . , d −m (with m = 0, . . . , d − 1), the factor
Γ(1 − α)/Γ(d − α −m + 1) in (11) has simple poles. However, at these values of
α, the factor G
[
(a+ n ·w + x)d−α−m]
x=w
vanishes, canceling the behaviour of
the Γ-function. In fact, from combinatorial considerations we have that for any
constant c, G[c]x=w = 0. In addition, for n = 1, . . . , d − 1, G[xn]x=w = 0. Then,
by applying a binomial expansion to (c + x)n, we have that for n = 0, . . . , d − 1,
G[(c+ x)n]x=w = 0, from where the assertion follows.
The proof by Barnes of the absolute convergence of the n series in (10) ([1], pp.
393–395) can also be used to show the uniform convergence of this series in the
variable α. Barnes’ proof is rather long and involved and we will not retrace all the
steps here. We merely invoke the intermediate results within it that are necessary
to show uniform convergence.
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Barnes showed that except for a finite number of terms (the exact number of
which depends only on a and w), the summand of the series can be cast as
∑∞
q=0 cq,
where
cq =
Γ(1− α)
Γ(1− α− q − k − d)
bq
(a+ n ·w)α+q+k+d
and
bq =
k+d−1∑
m=0
dS
(d)
m (0)
m!(q + k + 2d−m)!F
[
xq+k+2d−m
]
x=w
.
Now,
cq+1
cq
= −α+ q + k + d
a+ n ·w
bq+1
bq
.
Barnes observed that |(α+q+k+d)bq+1/bq| is bounded. More precisely, it is possible
to find λ > 0 such that, for all q ∈ N0, we have |(α + q + k + d)bq+1/bq| < λ. (λ
is dependent on α, k, d and w. However, note that k, d and w, as well as a, are
all being taken as fixed here.) To show uniform convergence, let A > 0 be some
constant. From the above, it is clear that there is λ′ > 0 such that, for all q ∈ N0
and all α ∈ C such that |α| < A, we have |(α+ q + k + d)bq+1/bq| < λ′.
Let η be any constant satisfying η ∈ (0, 1). Then, provided |a+n ·w| ≥ λ′/η, we
have |cq+1/cq| < η. Hence, except for a finite number of terms of the n series (the
exact number of which being bounded provided |α| < A), its summand, ∑∞q=0 cq,
satisfies∣∣∣∣∣
∞∑
q=0
cq
∣∣∣∣∣ ≤ |c0|
∞∑
q=0
ηq =
|b0|
1− η
∣∣∣∣ Γ(1− α)Γ(1− α− k − d)
∣∣∣∣ 1|(a+ n ·w)α+k+d| .
Now, for |α| < A, |Γ(1 − α)/Γ(1 − α − k − d)| is bounded. In addition, it is clear
that the series
∑
n∈Nd
0
∣∣(a+ n ·w)−α−k−d∣∣ is uniformly convergent in α provided
|α| < A and ℜ(α) > −k+ δ (where δ is any positive constant). Therefore, we have
Proposition 2.2. The infinite series in (10) is uniformly convergent in α in any
compact domain contained in {α ∈ C : ℜ(α) > −k}.
It follows that the infinite series term in (10) or (11) is an analytic function of α,
for ℜ(α) > −k. The pole structure of ζB(α, a|w) is therefore contained in the last
term of (10). From this term, one can easily recover the residues of ζB. However,
our aim here is to obtain the finite parts and the derivative at α = 0.
2.1.1. Finite parts. In order to obtain the finite part at α = q (q = 1, . . . , d),
take k = 1 − q in (11). Then, the series term is an analytic function of α for
ℜ(α) > q − 1. The finite part is given by the value of the series at α = q plus
the finite part of the term outside the series. For the value of the series part, since
G
[
(a+ n ·w + x)d−α−m]
x=w
vanishes at α = q, we must expand it around this
point. The finite part of the term outside the series is easily obtained. We finally
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have
(12)
F.P.[ζB(α, a|w)]α=q = (−1)
d−q+1
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)ad−q−m
m!(d− q −m)! (log a−Hd−q−m +Hq−1)
+
∑
n∈Nd
0
[
1
(a+ n ·w)q +
(−1)q
(q − 1)!
×
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!G
[
(a+ n ·w + x)d−q−m log(a+ n ·w + x)]
x=w
]
.
The finite parts can also be given the form of limits. In order to do this, it
is convenient to introduce some auxiliary notation and a lemma. Let u(n) be
any complex-valued function of n ∈ Nd0. For any v ∈ Nd0, let v(i1,i2,...,ik) (with
1 ≤ i1 < i2 < · · · < ik ≤ d) be the vector obtained from v by making all coordinates
zero except the i1, i2, . . . , ik coordinates. So, for example, v(2) = (0, v2, 0, . . . , 0) and
v(1,d) = (v1, 0, . . . , 0, vd). Define the symbol [u(n)]v by
[u(n)]v = (−1)du(n) + (−1)d+1
d∑
i=1
u
(
n+ v(i)
)
+ (−1)d
∑
1≤i<j≤d
u
(
n+ v(i,j)
)
+ · · ·+ u(n+ v) .
Define also CM = {0, 1, . . . ,M}d. We wish to consider sums of the type
∑
n∈CM
[u(n)]1,
where 1 = (1, 1, . . . , 1) and M is any positive integer. The following lemma shows
that these are multidimensional analogues of telescoping sums. As such, all of its
terms cancel except the ones at the edges, yielding a simple result.
Lemma 2.3. Being [u(n)]v defined as above and M any non-negative integer, we
have ∑
n∈CM
[u(n)]1 = [u(0)](M+1)1 .
Remark 2.4. This is a generalization to any dimension of the trivial property of
telescoping sums
∑M
n=0(u(n+ 1)− u(n)) = u(M + 1)− u(0).
Proof of the Lemma. We start by grouping the terms of the sum in hyper-cubic
shells. Let the k-th shell be Sk = {n ∈ Nd0 : max{n1, . . . , nd} = k}. We now find
the sum of the terms in the k-th shell:
(13)
∑
n∈Sk
[u(n)]1 .
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For k ≥ 1, the elements of Sk ∪ Sk+1 are of one of the four following types:
i) p = (k + 1, . . . , k + 1︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
s
, pr+s+1, . . . , pd︸ ︷︷ ︸
d−r−s
) , 1 ≤ pi ≤ k for i > r + s
(14a)
ii) p = (k + 1, . . . , k + 1︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
s
) , r + s = d
(14b)
iii) p = (k, . . . , k︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
s
, pr+s+1, . . . , pd︸ ︷︷ ︸
d−r−s
) , 1 ≤ pi ≤ k − 1 for i > r + s
(14c)
iv) p = (k, . . . , k︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
s
) , r + s = d
(14d)
or elements obtained from these ones by permutation of the pi’s, i = 1, . . . , d. In
all four types, we must have r ≥ 1 and, in the first and third types, d− r − s ≥ 1
(s is allowed to be zero). The third type does not occur if k = 1.
Only terms of the form u(p), with p being as above, contribute to the sum (13).
We will consider one at a time the contribution of the respective four types of
terms to this sum. We will take p as being in one of the forms displayed in (14),
1 ≤ r ≤ d. Naturally, the contributions from terms u(p), where p is obtained from
permutation of the coordinates in (14), will be analogous. From the definition of
[u(n)]1, we see that a particular term u(p), with p as in (14a), appears in the sum
(13):
• once, with sign (−1)d+r, coming from n = (k, . . . , k, 0, . . . , 0, pr+s+1, . . . , pd);
• (d−r−s1 ) times, with sign (−1)d+r+1, coming from
n = (k, . . . , k, 0, . . . , 0, pr+s+1, . . . , pd)− 1(i), i = r + s+ 1, . . . , d;
• (d−r−s2 ) times, with sign (−1)d+r+2, coming from
n = (k, . . . , k, 0, . . . , 0, pr+s+1, . . . , pd)− 1(i,j), r + s < i < j ≤ d;
and so on. Thus, the total contribution of this term to the sum is∑d−r−s
i=0 (−1)d+r+i
(
d−r−s
i
)
u(p) = 0. Hence, terms of the first type totally cancel
out in (13).
As for terms of the second type, the sole contribution to the appearance of the
term u(k + 1, . . . , k + 1, 0, . . . , 0) in (13) is from n = (k, . . . , k, 0, . . . , 0), with sign
(−1)d+r. The contribution is thus (−1)d+ru(p), with p as in (14b).
Consider now a particular term of the third type (applicable only if k > 1): u(p)
with p as in (14c). On one hand, contributions to this term arise when n in (13)
is of one of the forms n = p, n = p− 1(i) with r + s < i ≤ d, n = p− 1(i,j) with
r + s < i < j ≤ d, . . . , n = p− 1(r+s+1,...,d). The total from these contributions is
obtained as before as
∑d−r−s
i=0 (−1)d+i
(
d−r−s
i
)
u(p) = 0. Lowering one or more (but
not all) of the ni’s, i = 1, . . . , r, in these n from k to k−1, we obtain analogous sets
of contributions to the appearance of u(p) in (13). Likewise, all these contributions
vanish. Thus, all terms of the third type cancel out in (13).
Finally, we consider terms of the fourth type: u(p) with at least one pi = k, the
other pi’s (possibly none) being zero. Let p be as in (14d). There is a contribution to
the appearance of such term in (13) coming from n = p; it is (−1)du(p). A second
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contribution comes from lowering one of the k’s to k − 1, i.e., n = p − 1(i), i =
1, . . . , r. This contribution is (−1)d+1(r1)u(p). Carrying on, we obtain contributions
from lowering by 1 any number of k’s up to r − 1. The total contribution is thus∑r−1
i=0 (−1)d+i
(
r
i
)
u(p) = (−1)d+r+1u(p).
Summing up, for k ≥ 1 we have
(15)∑
n∈Sk
[u(n)]
1
= [u ((k + 1)1)− u (k1)]−
∑
1≤i1<···<id−1≤d
[
u
(
(k + 1)1(i1,...,id−1)
)
−u (k1(i1,...,id−1))]+ · · ·+ (−1)d ∑
1≤i1<i2≤d
[
u
(
(k + 1)1(i1,i2)
)− u (k1(i1,i2))]
+ (−1)d+1
∑
1≤i≤d
[
u
(
(k + 1)1(i)
)− u (k1(i))] .
The terms where k + 1 appear are the contributions of the second type, while the
terms where k appears are the contributions of the fourth type. The expression in
the first square brackets comes from the r = d case, the one in the second square
brackets comes from the r = d− 1 case, etc. By direct inspection, we see that this
equality is satisfied also in the k = 0 case. Moreover, using the notation introduced
before the lemma, Eq. (15) can be written in compact form. Thus, for all k,
(16)
∑
n∈Sk
[u(n)]
1
= [u(0)](k+1)1 − [u(0)]k1 .
(Note that [u(0)]0 = 0.)
Using (16) in
∑
n∈CM
[u(n)]1 =
∑M
k=0
∑
n∈Sk
[u(n)]1 and noting that the result
is a telescoping sum, the lemma follows at once. 
We now return to the finite parts of ζB, given in (12). These can be cast as
(17) F.P.[ζB(α, a|w)]α=q = lim
M→∞

 ∑
n∈CM−1
(a+ n ·w)−q + (−1)
q
(q − 1)!
×
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!
∑
n∈CM−1
G
[
(a+ n ·w + x)d−q−m log(a+ n ·w + x)]
x=w


+
(−1)d−q+1
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)ad−q−m
m!(d− q −m)! (log a−Hd−q−m +Hq−1) .
Consider the summand in the last sum inside the curly brackets. By choosing
u(n) = (a+ n ·w)d−q−m log(a+ n ·w), we have
G
[
(a+ n ·w + x)d−q−m log(a+ n ·w + x)]
x=w
= [u(n)]
1
.
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Then, upon application of the lemma to Eq. (17), noting in addition that [u(0)]M1 =
G
[
(a+ n ·w + x)d−q−m log(a+ n ·w + x)]
x=Mw
and using Eq. (7), we obtain
(18) F.P.[ζB(α, a|w)]α=q = lim
M→∞
[
(−1)q
(q − 1)!
×
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!F
[
(a+ x)d−q−m log(a+ x)
]
x=Mw
+
∑
n∈CM−1
(a+ n ·w)−q

+ (−1)d−q+1
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)ad−q−m
m!(d− q −m)! (Hq−1 −Hd−q−m) .
2.1.2. Derivative at α = 0. For the derivative at α = 0, we take k = 1 in (11), so
that the representation is valid for ℜ(α) > −1. At α = 0 there are no singularities
involved and all we need to do is differentiate. Since the series in (11) is uniformly
convergent, we can perform the differentiation directly inside the series. The result
can be further simplified by making use of the property G[(c + x)n]x=w = 0, n =
0, 1, . . . , d− 1 and also G[(c+ x)d]x=w = d!
∏d
i=1 wi (which again can be seen from
combinatorial considerations). In addition, we use from [1], dS
(d)
0 (0) = 1/
∏d
i=1 wi.
We thus obtain
(19)
ζ′B(0, a|w) = (−1)d+1
d∑
m=0
dS
(d)
m (0)ad−m
m!(d−m)! (log a−Hd−m) +
∑
n∈Nd
0
[
− log(a+ n ·w)
−Hd +
d∑
m=0
dS
(d)
m (0)
m!(d−m)!G
[
(a+ n ·w + x)d−m log(a+ n ·w + x)]
x=w
]
.
Similarly to what was done in the case of the finite parts, ζ′B(0, a|w) can be given
in the form of a limit as
(20)
ζ′B(0, a|w) = lim
M→∞
[
−HdMd +
d∑
m=0
dS
(d)
m (0)
m!(d−m)!F
[
(a+ x)d−m log(a+ x)
]
x=Mw
−
∑
n∈CM−1
log(a+ n ·w)

+ (−1)d d∑
m=0
dS
(d)
m (0)Hd−m
m!(d−m)! a
d−m .
In the d = 1 case, the above formulae, as well as the ones derived over the next
sections, mostly reduce to well-known relations involving the Riemann and Hurwitz
ζ-functions and the Γ- and Ψ-functions. Perhaps one exception worth mentioning
is the d = 1 instance of (19) and (20). As already mentioned, ζB reduces to ζH in
this case. Then, using the Lerch formula for ζ′H(0, a), (19) and (20) yield the log Γ
representations
(21) log Γ(a) = a(log a− 1)+ 1
2
log
2pi
a
+
∞∑
n=0
[(
a+ n+
1
2
)
log
(
1 +
1
a+ n
)
− 1
]
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and
log Γ(a) = −a+ lim
M→∞
[
−M +
(
a+M − 1
2
)
log(a+M)−
M−1∑
n=0
log(a+ n)
]
.
Another relation can be obtained, for |a| > 1, ℜ(a) > 0, by Taylor expanding the
logarithm in (21) in powers of 1/(a+ n) and interchanging the summation signs of
the resulting double sum (allowed since it is absolutely convergent). This procedure
yields
(22) log Γ(a) = a(log a− 1) + 1
2
log
2pi
a
+
∞∑
k=2
(−1)k(k − 1)
2k(k + 1)
ζH(k, a) .
We can drop the requirement |a| > 1 of (22) if we split off the n = 0 term before
expanding the logarithm, in which case we obtain a variant of this relation.
2.2. Homogeneous Barnes ζ-function. The homogeneous Barnes ζ-function is
defined in (2). Since both (1) and (11), with the 1/aα term removed from the series,
are analytic functions of a for a ∈ H plus a narrow strip, parallel to the border of
the half-plane H, which includes a = 0 in its interior, the analytic continuation of
ζBh(α|w) to ℜ(α) > −k is obtained by simply setting a = 0 in (11) (with the 1/aα
term removed). Note that the term outside the series is cancelled by an opposite
contribution coming from the series part, so that we have
ζBh(α|w) = −
k+d−1∑
m=0
dS
(d)
m (0)
m!
Γ(1− α)
Γ(d− α−m+ 1)F
[
xd−α−m
]
x=w
+
∑
n∈Nd
0
\{0}
[
1
(n ·w)α −
k+d−1∑
m=0
dS
(d)
m (0)
m!
Γ(1− α)
Γ(d− α−m+ 1)G
[
(n ·w + x)d−α−m]
x=w
]
,
ℜ(α) > −k .
The pole structure is contained in the second term. The first term (the infinite
series) is an analytic function of α for ℜ(α) > −k.
The procedure for obtaining the finite parts at the poles and the derivative at
α = 0 is the same as for ζB. The finite parts at α = q, q = 1, . . . , d, are given in
the series form as
F.P.[ζBh(α|w)]α=q = (−1)
q
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!F
[
xd−q−m log x
]
x=w
+
dS
(d)
d−q(0)(−1)d+q+1
(q − 1)!(d− q)! Hq−1 +
∑
n∈Nd
0
\{0}
[
1
(n ·w)q
+
(−1)q
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!G
[
(n ·w + x)d−q−m log(n ·w + x)]
x=w
]
.
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This can be presented in the form of a limit as
F.P.[ζBh(α|w)]α=q = lim
M→∞
[
(−1)q
(q − 1)!
d−q∑
m=0
dS
(d)
m (0)
m!(d− q −m)!F
[
xd−q−m log x
]
x=w
Md−q−m
+
dS
(d)
d−q(0)(−1)d+q+1
(q − 1)!(d− q)! logM +
∑
n∈CM−1\{0}
(n ·w)−q

+ dS(d)d−q(0)(−1)d+q+1
(q − 1)!(d− q)! Hq−1 .
(We have used the fact that F [xl]x=w = 0 for l = 1, . . . , d − 1 and F [1]x=w =
(−1)d−1.)
The derivative at α = 0 is given in series form as
ζ′Bh(0|w) =
∑
n∈Nd
0
\{0}
[
− log(n ·w)−Hd +
d∑
m=0
dS
(d)
m (0)
m!(d−m)!
×G [(n ·w + x)d−m log(n ·w + x)]
x=w
]
+
d∑
m=0
dS
(d)
m (0)
m!(d−m)!F
[
xd−m log x
]
x=w
−Hd
and in limit form as
ζ′Bh(0|w) = lim
M→∞
[
Md(logM −Hd) +
d∑
m=0
dS
(d)
m (0)
m!(d−m)!F
[
xd−m log x
]
x=w
Md−m
+(−1)d−1 dS
(d)
d (0)
d!
logM −
∑
n∈CM−1\{0}
log(n ·w)

 .
Note that the finite parts of ζBh can be obtained directly from the respective
finite parts of ζB by removing the 1/a
q term and setting a = 0. However, we
present them here in a slightly more convenient form. Likewise, ζ′Bh(0|w) can be
obtained from ζ′B(0, a|w) by simply removing the term − log a and setting a = 0 in
the remaining expression.
From these observations and Eqs. (3), (5) and (6), we have the additional rela-
tions
(23) ζ′Bh(0,w) = − log ρB(w)
and
(24) F.P. [ζBh(α|w)]α=q =
(−1)q−1
(q − 1)! γdq(w)−Hq−1Res [ζBh(α|w)]α=q .
Thus, the series and limit representations we have obtained, used in conjunction
with Eqs. (4), (6), (23) and (24), immediately yield corresponding representations
for log ρB(w), log ΓB(a|w), Ψ(q)B (a|w) and γdq(w).
Before leaving this section, we observe that it is possible that other multiple ζ-
functions could have representations similar to the one in (10). If so, this provides
an alternative route to analytic continuation. It would be interesting to investigate
this matter.
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2.3. Special case: d = 2. The expressions we have obtained so far are substan-
tially simplified when we consider specific cases. By way of illustration, we consider
here the d = 2 case. The simplification is large in both series form and limit form,
although it is somewhat larger in the latter. For brevity, we present only the results
in their limit form. We have then, in the d = 2 case, from (18) and (20) and using
in addition (8) and (9) for the computation of the needed Bernoullian functions,
F.P.[ζB(α, a|(w1, w2))]α=2 = lim
M→∞

− 1
w1w2
logM +
∑
n∈CM−1
1
(a+ n ·w)2


+
1
w1w2
(
−1 + log w1 + w2
w1w2
)
,
F.P.[ζB(α, a|(w1, w2))]α=1 = lim
M→∞
[
−
(
1
w2
log
w1 + w2
w1
+↔
)
M
− 1
w1w2
(
w1 + w2
2
− a
)
logM +
∑
n∈CM−1
1
a+ n ·w


+
1
w1w2
(
w1 + w2
2
− a
)
log
w1 + w2
w1w2
,
ζ′B(0, a|w) = lim
M→∞
[
M2 logM +
(
w1
2w2
log
w1 + w2
w1
+↔ + log(w1 + w2)− 3
2
)
M2
+
(
2a− w1 − w2
2w2
log
w1 + w2
w1
+↔
)
M
− 1
2w1w2
(
a2 − (w1 + w2)a+ (w1 + w2)
2 + w1w2
6
)
logM −
∑
n∈CM−1
log(a+ n ·w)


+
1
2w1w2
[
a2 − (w1 + w2)a+ (w1 + w2)
2 + w1w2
6
]
log
w1 + w2
w1w2
.
The meaning of the symbol ↔ is that of symmetrization. It stands for a term
which is identical to the one immediately preceding it with the roles of w1 and w2
exchanged. Naturally, in the present case CM−1 = {0, . . . ,M − 1}2, since d = 2.
From these results, the ones for ζBh follow in a straightforward fashion: we
merely omit the n = (0, 0) term from the n ∈ {0, 1, . . . ,M−1}2 sum and set a = 0.
The above expressions, as well as those pertaining to the d = 3 case (which, for
reasons of space we do not display), have been confirmed numerically. For this,
we checked them against results coming from a numerical treatment of the integral
representations of the next section and, in a few cases where it is possible and simple
(w = (1, n) in d = 2 and w = (1, n, n), w = (1, 1, n) in d = 3, n ∈ N), against
the expressions which result from casting ζB as a finite combination of Hurwitz
ζ-functions.
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3. Integral representations
In his work, Barnes gave contour and line integral representations for log ΓB,
log ρB, Ψ
(q)
B and γdq
4. Through Eqs. (4), (6), (23) and (24), these representations
immediately provide analogous representations for the finite parts and derivative
at zero of ζB and ζBh. In this section, we provide alternative line integral represen-
tations for the finite parts of ζB and ζBh and the derivative at zero of ζBh (a related
expression for the derivative at zero of ζB was given by Ruijsenaars in Eq. (3.13)
of [14]). The representations here obtained, given below in Eqs. (26), (35) and (36)
(together with Eq. (3.13) of [14]), in turn provide line integral representations for
the Barnes’ functions just mentioned, alternative to the ones given by Barnes.
In contrast to the series and limit representations of the previous section, whose
validity is absolutely general, the integral representations of the present section are
valid when ℜ(a) > 0 and ℜ(wi) > 0 (corresponding to θ = 0 in the definition of the
half-plane H).
3.1. Barnes ζ-function. Integral representations for the finite parts of ζB are
available in a very direct way from an integral representation for ζB given by Rui-
jsenaars (Eq. (3.8) in [14]). This representation can be cast as
(25) ζB(α, a|w) = 1
Γ(α)
∏d
i=1 wi
M∑
k=0
(−1)kBk(w)Γ(α − d+ k)
k!aα−d+k
+ IM (α, a|w) ,
ℜ(α) > d−M − 1 ,
where
IM (α, a|w) = 1
Γ(α)
∫ ∞
0
dt e−at
(
tα−1∏d
i=1(1− e−wit)
− t
α−d−1∏d
i=1 wi
M∑
k=0
(−1)kBk(w) t
k
k!
)
and Bk(w) are the higher order Bernoulli numbers, defined from the higher order
Bernoulli polynomials by Bk(w) = Bk(0|w). (As mentioned in footnote 3, Ruijse-
naars uses a slightly different convention for these objects.) M can be chosen at
will from 0, 1, 2, . . . A specific case of this representation had been obtained before
by Holthaus et al. [12].
The setting in [14] assumes ℜ(a) > 0 and w1, . . . , wd ∈ R+. However, Eq. (25)
is valid under the more general conditions ℜ(a) > 0, ℜ(wi) > 0, i = 1, . . . , d.
Indeed, the line integral representation for ζB which is used as a starting point in
the derivation of Eq. (25) is valid in this enlarged parameter range. This can be
seen, for example, from the contour integral representation for ζB, by the standard
procedure of reducing the Hankel contour to a line.
The integral IM (α, a|w) is an analytic function of α for ℜ(α) > d − M − 1.
Therefore, the pole structure of ζB is contained in the Γ-functions of the first term
in (25). To obtain the finite part at α = q we merely compute the finite part of
the first term, from knowledge of the Laurent expansions of the Γ-functions, and
4Barnes’ line integral representation for log ρB(w), given in p. 411 of [1], contains an error:
there should be an extra term, (−1)r−1rS′1(0)e
−ze−iφ , inside the curly brackets in the integrand,
and an extra term (−1)r−1rS′1(0)iφ outside the integral. This error can be traced to the very last
step in the derivation of the integral and is due to the oversight of a term rS′1(0).
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set α = q in IM (α, a|w), taking M = d− q. Thus,
(26) F.P. [ζB(α, a|w)]α=q = Id−q(q, a|w)
+
(−1)d−q(∏d
i=1 wi
)
(q − 1)!
d−q∑
k=0
ad−q−kBk(w)
k!(d− q − k)! (Hd−q−k −Hq−1 − log a) .
A similar integral representation for the derivative of ζB at α = 0 is obtained
from (25) by differentiation (Eq. (3.13) of [14]).
3.2. Homogeneous Barnes ζ-function. To treat the homogeneous case, we
could think of subtracting a term 1/aα from the representation (25) and taking
a→ 0. However, both terms of (25) become divergent in this limit. Another possi-
bility would be to cast ζBh as a combination of several ζB of dimensions 1, 2, . . . , d
and use (25) to obtain the finite parts as in section 3.1. This was done in [12] for a
finite part in the d = 2 setting, in which case the procedure is quite convenient. It
can be applied to the general d-dimensional case, although the resulting expressions
become substantially more complicated, particularly when dealing with the poles
towards the left or the derivative at α = 0. We give here a streamlined procedure
which treats ζBh directly, whereby the analytic continuation of ζBh is obtained in
a form akin to (25), thus yielding a considerably simpler end result in the gen-
eral case. It is based on the same idea of adding and subtracting of divergencies
as used in [12, 14], with one additional feature that enables its application to the
homogeneous case.
Using the Γ-function identity
(n ·w)−α Γ(α) =
∫ ∞
0
tα−1e−(n·w)t dt , ℜ(α) > 0 , ℜ(n ·w) > 0 ,
in (2), we have
Γ(α)ζBh(α|w) = lim
M→∞
∑
n∈CM\{0}
∫ ∞
0
tα−1e−(n·w)t dt
= lim
M→∞
∫ ∞
0
tα−1
(
d∏
i=1
1− e−(M+1)wit
1− e−wit − 1
)
dt
= lim
M→∞
∫ ∞
0
tα−1
(
d∏
i=1
1
1− e−wit − 1 + terms of the form
e−(M+1)wt∏d
i=1(1− e−wit)
)
dt ,
where w is a finite sum of the wi’s. (We used limits in order to justify the interchange
of sum and integral in the second line above.) Now, when M →∞ the last part of
the integral vanishes and we are left with
(27)
Γ(α)ζBh(α,w) =
∫ ∞
0
tα−1
(
d∏
i=1
1
1− e−wit − 1
)
dt , ℜ(α) > d , ℜ(wi) > 0 .
Let c be any constant satisfying ℜ(c) > 0 and let M ∈ N0. We multiply and
divide the integrand in (27) by ect. This enables us to add and subtract the diver-
gencies contained in the lower limit of integration when ℜ(α) ≤ d, using the first
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terms of the expansion of ect/
∏d
i=1(1 − e−wit) from (8), and split the integral, in
the following way.
(28) ζBh(α|w) = 1
Γ(α)
∫ ∞
0
dt tα−1e−ct
(
ect∏d
i=1(1− e−wit)
− ect
)
=
1
Γ(α)
∏d
i=1 wi
M∑
k=0
(−1)kBk(−c|w)Γ(α− d+ k)
k!cα−d+k
− 1
Γ(α)cα
M−d∑
k=0
Γ(α+ k)
k!
+ JM,c(α|w) ,
where
(29) JM,c(α|w) = 1
Γ(α)
∫ ∞
0
dt tα−1
(
1∏d
i=1(1− e−wit)
− 1
− t
−de−ct∏d
i=1 wi
M∑
k=0
(−1)kBk(−c|w) t
k
k!
+ e−ct
M−d∑
k=0
(ct)k
k!
)
.
By convention, empty sums (the k = 0 to M − d sums in (28) and (29) if M < d)
have value zero. This representation can be regarded as the analogue of (25) for the
homogeneous case. It provides the analytic continuation of ζBh to ℜ(α) > d−M−1
and it is valid for ℜ(wi) > 0, i = 1, . . . , d. A convenient choice for the constant c is
c = 1.
We obtain the finite parts as before. Setting c = 1, we have
(30) F.P. [ζBh(α|w)]α=q = Jd−q,1(q|w)
+
(−1)d−q(∏d
i=1 wi
)
(q − 1)!
d−q∑
k=0
Bk(−1|w)
k!(d− q − k)! (Hd−q−k −Hq−1) .
In order to obtain ζ′Bh(0|w), we set M = d and differentiate, which yields
(31) ζ′Bh(0|w) =
(−1)d∏d
i=1 wi
d−1∑
k=0
Bk(−1|w)Hd−k
k!(d− k)!
+
∫ ∞
0
dt t−1
(
1∏d
i=1(1 − e−wit)
− 1 + e−t − t
−de−t∏d
i=1 wi
d∑
k=0
(−1)kBk(−1|w) t
k
k!
)
.
These can be simplified by using Bk(x|w) =
∑k
l=0
(
k
l
)
xlBk−l(w) [27]. For this
purpose, note that
d−q∑
k=0
Bk(−1|w)
k!(d− q − k)! =
d−q∑
k=0
k∑
l=0
(−1)lBk−l(w)
(d− q − k)!l!(k − l)!
=
d−q∑
j=0
Bj(w)
j!
d−q−j∑
l=0
(−1)l
(d− q − j − l)!l! =
Bd−q(w)
(d− q)!
(32)
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and
d−q∑
k=0
Bk(−1|w)
k!(d− q − k)!Hd−q−k =
d−q−1∑
k=0
Hd−q−k
k!(d− q − k)!
k∑
l=0
(
k
l
)
(−1)lBk−l(w)
=
d−q−1∑
j=0
Bj(w)
j!
d−q−1−j∑
l=0
(−1)lHd−q−j−l
(d− q − j − l)!l! .
(33)
The inner sum in the last expression can be simplified further. Let m = d− q − j.
We have
m−1∑
l=0
(−1)lHm−l
(m− l)!l! =
m∑
k=1
m−k∑
l=0
(−1)l
(m− l)!l!k =
1
m!
m∑
k=1
(−1)m−k
k
(
m− 1
m− k
)
=
1
m!m
m∑
k=1
(−1)m−k
(
m
k
)
=
(−1)m+1
m!m
.
(34)
Using (32), (33) and (34) in (30) and (31), we obtain
(35) F.P. [ζBh(α|w)]α=q =
1(∏d
i=1 wi
)
(q − 1)!
[
(−1)d−q+1Bd−q(w)Hq−1
(d− q)!
+
d−q−1∑
j=0
(−1)j+1Bj(w)
j!(d− q − j)!(d− q − j)

+ Jd−q,1(q|w)
and
(36) ζ′Bh(0|w) =
1∏d
i=1 wi
d−1∑
j=0
(−1)j+1Bj(w)
j!(d− j)!(d − j)
+
∫ ∞
0
dt t−1
(
1∏d
i=1(1 − e−wit)
− 1 + e−t − t
−de−t∏d
i=1 wi
d∑
k=0
(−1)kBk(−1|w) t
k
k!
)
.
The representations (26), (35) and (36) bear resemblances to Barnes’ line integral
representations for log ΓB, log ρB, Ψ
(q)
B and γdq mentioned above. In fact, it is
possible to show directly, starting from the integrals, the equivalence between both
forms of representation (see however footnote 4).
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