Abstract This paper presents a sequence of self-starting deferred correction (DC) schemes built recursively from a modified trapezoidal rule for the numerical solution of general first order ordinary differential equations. It is proven that each scheme is A-stable and that the correction on a scheme DC2j (of order 2j of accuracy) leads to a scheme DC(2j+2) (of order 2j+2). The proof is based on a deferred correction condition (DCC) which guarantees the order of accuracy. Any other scheme (e.g. BDF or RK families) satisfying the DCC can be corrected to increase by two the order of accuracy while preserving the stability property of the corrected scheme. Numerical experiments with standard stiff ODEs are performed with the DC2, ..., DC10 schemes and show that the expected orders of accuracy are achieved together with excellent stability of the method. A-stable backward Euler schemes of arbitrary order resulting from the DC method are also presented.
Introduction
There exists a vast literature on numerical methods for solving ordinary differential equations (ODEs). Large classes of methods both for stiff problems (problems extremely hard to solve by standard explicit step-by-step methods [18] ) and non-stiff problems are proposed, using a diversity of approaches and leading to varying orders of accuracy (see for instance [20] and references therein). Since the second half of the 20th century, the study of stiff ODEs attracts much attention. Dahlquist introduced the notion of A-stable methods to characterize methods able to solve stiff ODEs and stated the second Dahlquist barrier : «The order of an A-stable linear multi-step method can not exceed 2. The smallest error constant, c * = 1/12, is obtain for the trapezoidal rule,...» (see [21] ). To overcome the severe restriction due to the second Dahlquist barrier, a number of numerical methods which are not linear multistep are proposed (e.g. [1, 13, 14, 22] ). In this paper we investigate methods based on Deferred Correction (DC).
The deferred correction method is used to improve the order of accuracy of a numerical method of low order. This method is explored by many authors, e.g. [6, 7, 9, 10, 13] . The approach adopted in [6] is an extension of iterative deferred correction which consists of transforming a continuous nonlinear problem into a discretized one by the mean of asymptotic expansions [15] . The approaches in [7, 10, 13] are quite similar and consist in writing the global error for an existing discrete solution of an ODE into a new ODE or a Picard integral equation. The numerical approximation of the global error equation is then added to the existing approximate solution to improve its order of accuracy. The method in [13] , reaching order up to 14, requires sufficiently small time steps for moderately stiff problems while convergence is reduced to order 2 for "very stiff" problems. The method in [9] addresses linear ODEs for which a monotonicity condition is enforced. It consists in a sequence of schemes built recursively from the trapezoidal rule (Crank-Nicholson) via asymptotic expansions of the linear ODEs by central finite difference approximations [11, Formulae (4.6.8) and (5.3.12) ]. Numerical experiments on a one-dimensional linear parabolic equation and a one-dimensional linear homogeneous hyperbolic equation are performed and show that the method is effective (orders 2, 4 and 6 are achieved).
The purpose of this paper is to investigate high-order A-stable methods based on deferred correction strategy for the general first order ODE where the unknown u is from [0, T ] into an arbitrary Banach space and F is any regular function. The choice of the functional space is motivated by the applicability of the results to time-evolution partial differential equations (PDEs) when the space is for example discretized using finite elements [19] . We adopt the approach developed in [9] which only deals with linear ODEs in R d , under a monotonicity condition. Our result is more general, since the functional space of the solution and the right hand side F are more general. All our results about the order of convergence and A-stability require original arguments for their proof. Since we deal with nonlinear ODEs, we start the correction from a modified trapezoidal rule which shares the same properties (in term of stability and order of convergence) as the trapezoidal rule. The modified trapezoidal rule takes the following form, for a discretization on a uniform grid t 0 = 0 < t 1 < · · · < t n = T , t n = nk, k > 0, In this formula, u 2,n represents the approximation of order 2 of the exact solution at time t = t n . Each corrected scheme appears as an advantageous perturbation of the modified trapezoidal rule and inherits the A-stability property of the trapezoidal rule while the order of accuracy increases by two per correction stage. The order of accuracy of the deferred correction schemes is guaranteed by a deferred correction condition (DCC) that holds for the modified trapezoidal rule and each corrected scheme. We prove that, provided the DCC is satisfied, the correction can be made on any time-stepping scheme (such as BDF, Runge-Kutta, ...), increasing the order of accuracy successively by two and preserving the stability properties of the starting scheme. We present also deferred correction for Euler rule which provide a recursive sequence of A-stable schemes of arbitrary order, assuming the backward Euler rule is used.
The paper is organized as follows: in section 2 we present basic formulae from finite difference approximations; in section 3 we introduce the generalized deferred correction schemes for trapezoidal rule; section 4 deals with the analysis of convergence and order of accuracy; in section 5 we introduce DC method for Euler rule; the analysis of absolute stability of DC method is done in section 6. Finally, in section 7 we present numerical results to show the performance of the method.
Basic formulae for finite difference approximations
We consider X to be a Banach space equipped with the norm · . Given a sufficiently differentiable function g : X → X we denote the differential of g at x ∈ X along the direction h by
Furthermore, from the isomorphism L (X; L (X; X)) ≈ L (X × X; X) between the space of linear maps from X to L (X; X) and the space of bilinear maps from X × X into X [2] , the differential of order m of g at x along (h 1 , · · · , h m ) is written as
As in [9] we define the centered, forward and backward difference operators D, D + and D − , respectively, such that, given a function f from R into X we have
We denote the average operator by E :
The composites of D + and D − are defined recursively. They commute, that is ( 
and
Therefore (6) follows from the identity
]/∆x and the identity (7) is obtained similarly.
Central difference approximation
There are various formulae for the approximation of the derivative of a function by finite difference [3] [4] [5] 11] . In this subsection we present approximations which comply with the analysis of consistency in section 4. We need the following lemma which proof is an easy induction.
Lemma 1 For each integer m = 1, 2, ... and for any real r, we have
In particular, for any nonnegative integer p, we have
We have the following theorems.
Theorem 1 Let p be a positive integer and f
where c 2 , c 3 , · · · , c 2p+1 , · · · are scalars independent from p. Table 1 gives the first ten coefficients c i . Proof The Taylor expansion (14) together with the formula (2), the identities (8) and (10) imply that
Similarly, (14) together with (1), (8) and (11) yields
In particular, formula (14) for m − j = 0, 1 yields
and (15) and (16), respectively, into (17) and (18), we derive the identities
where for q = 2, ..., p and i = q, q + 1, ..., p, we have
Finally, the identities (12) and (13) follow by setting c 2i
The independence of the coefficients c i with respect to p follows from the construction.
Remark 2
The approximations (12) and (13) , from the coefficients c i computed in Table 1 , are equivalent to the central-difference approximation of the first derivative and the centered Bessel's formulae [11, Formulae 4.6.8 and 5.3.12] . 
where the unknown u = u(t) is a function from [0, T ] to the Banach space X, u 0 and F = F (t, u) are given. We suppose that the function F is C 2p+2 such that the problem (20) has a unique solution u ∈ C 2p+3 ([0, T ], X), for some positive integer p. We investigate approximate solutions u n ≃ u(t n ) of this problem at the points 0 = t 0 < t 1 < ... < t N = T , with t n = nk for a time step k > 0. From the formulae (12)- (13) we have the approximation
and derive the time-stepping scheme
This is a class of multi-step schemes that required 2j + 1 initial values, while the Cauchy condition provides only one. We resort to the deferred correction (DC) method to transform (21) to a sequence of one step schemes as follows :
For j = 0 we have the modified Trapezoidal rule
(23)
The scheme (23)- (24) has unknowns u 2j+2,n , n = 1, 2, ..., N , and is deduced from (21) by substituting the unknown u n under the summation symbol by u 2j,n . The index 2j indicates that u 2j,n n approximates the exact solution with order 2j of accuracy. We call the schemes (23)-(24) Deferred Correction of order 2j + 2 for the trapezoidal rule, denoted DC(2j+2). 
Remark 3 The scheme (23)-(24) involves unknowns
u 2j,−1 , · · · , u 2j,u 2j+2,n = u 2j,n , for n = 0, 1, ..
., j, but the latter approach may lead to a loss of accuracy.
For the analysis below we suppose that u 2j+2,1 , ..., u 2j+2,j are given and satisfy
where C is a constant independent from k. We give the following definition which provides a sufficient condition for the scheme (23)-(24) to achieve order 2j + 2 of accuracy : (20) . Given a positive integer j, the sequence u 2j,n n is said to satisfy the Deferred Correction Condition (DCC) for the trapezoidal rule if u 2j,n n approximates the exact solution u(t n ) with order 2j of accuracy and we have
Definition 1 Let u be the exact solution of the Cauchy problem
where C is a constant depending only on j, T and the exact solution u.
Remark 4 The condition (26) is equivalent to
for each m = 1, 2, ..., j and n = m, m + 1, ..., N − m − 1. This results from (1) together with the identity
))].
Convergence of the deferred correction schemes
In this section we prove the convergence with order 2j + 2 of the scheme (23)- (24) with (DCC) as sufficient condition. We also present conditions for an approximate solution of (20) to satisfy (DCC). 
. Suppose that one of the following four conditions holds: (i) F is µ-Lipschitz with respect to the second variable x.
(ii) X is a Hilbert space with inner product (., .) and F satisfies the monotonicity condition
(iii) X is finite dimensional and u 2j+2,n n remains close to the exact solution u of the problem (20) in the sense that
where M is a constant independent from n and k. (iv) u 2j+2,n n converges to the exact solution u of the problem (20) .
Then u 2j+2,n n approximates u with order 2j + 2 of accuracy.
Proof (i) First we consider the case where the function F = F (t, x) is µ-Lipschitz with respect to the second variable x. Combining (20) and (23) we derive the identity
where
We can write
From the identity (13) we have U (t n+1 ) = O(k 2j+2 ) and it follows from the continuity of
We then deduce that
where C is a constant depending only on k 0 , j, T , F and the derivatives of u up to order 2j + 2. From the identity (12) we immediately have
where C is a constant depending only on j, T and the (2j +3)-th derivatives of u. The two last inequalities imply that
where C is a constant depending only on k 0 , j, T and the derivatives of u up to the order 2j + 3. Since the sequence u 2j,n n satisfies (DCC), we immediately have
From the Lipschitz condition on F we have
Substituting the inequalities (33)- (35) into (29) we deduce that
where C is a constant depending only on µ, k 0 , j, T and the derivatives of the exact solution u up to order 2j + 3. It follows from the triangle inequality that
We then deduce by induction on n that
From the hypothesis (25) and (DCC) we have
where C is a constant independent from k. Moreover, the sequence 2+µk 2−µk n n is bounded above by exp(
Finally, by the triangle inequality, the identity (30) and (DCC) we get
where C is a constant depending only on j, T , the Lipschitz constant µ and the derivatives of u up to order 2j + 3.
(ii) Here we consider the case where X is a Hilbert space and F satisfies the monotonicity condition (27). Then, taking the inner product of the identity (29) with Θ 2j+2,n+1 we deduce the estimate
since, according to (27), we have
Inequalities (33)- (34) together with the Cauchy-Schwarz inequality yield
where C is a constant depending only on j, T , the function F and the derivatives of u up to order 2j + 3. Substituting the last inequality into (37), we obtain
and deduce from the identity
and the inequality
It follows by induction that
and we deduce from (36) that
Finally, we have
where C is a constant depending only on j, T and the derivative of u up to order 2j + 3.
(iii) The theorem in the case where X is finite dimensional and u 2j+2,n n satisfies the hypothesis (28) can be deduced from the first case (i) with the Lipschitz constant
(iv) Now we consider the case where X is infinite dimensional and u 2j+2,n n converges to the exact solution u. We can write
Taking the (DDC) about u 2j,n n into account, we have at least Θ 2j+2,n+1 = O(k) and it follows from the continuity of d x F and (32) for τ = 1 that there
where U is defined in (31). The theorem is then deduce from the case (i) choosing the Lipschitz constant µ = 1 + max
The theorem is proven.
Remark 5 Theorem 3 shows that the correction may be applied from any other scheme satisfying (DCC).

Remark 6 Theorem 3 under the assumption (ii) together with the estimate (38) shows an unconditional convergence of the DC schemes while we need
k = O( 1 µ ) for
the convergence in the case of hypothesis (i), (iii) and (iv).
Remark 7 Under the assumptions (i)-(iv) from Theorem 3 the solution u
2,n n of the scheme (22) approximate u with order 2 of accuracy, that is
where C is a constant depending only on T , F and the derivatives of u up to order 3.
Before giving conditions for a solution of the scheme (23)-(24) to satisfy (DCC) for the trapezoidal rule we give the following lemma.
Lemma 2 Under the hypothesis (i)-(iv) of Theorem 3, the solution u
2,n n of the scheme (22) satisfies the inequality (20) and (22) and deduce the identity
From Taylor's formula with integral remainder we can write
where g, depending only on F and the the first three derivative of u, is
Proceeding as in Proposition 2 we can also write
The last identities substituted into (41) yield
Proceeding as in Theorem 3, we deduce from (39) that
The function g is also bounded independently from k. Therefore, taking the norm on both side of (42), we deduce by the triangle inequality and (39) that
where C is a constant depending only on u, F , and T . The last inequality combined with (39) implies that (40) is true for m = 0. Assume that (40) is true for arbitrary integer m, 0 ≤ m ≤ p − 1. We are going to prove that this inequality remains true for m + 1. For this, we apply (
where we set
Since g is C 2p ([k/2, T ], X), we deduce from Proposition 1 that
where C is a constant depending only on T , F , and the derivatives of u up to order 2m + 4. To find a bound for (
The general case can be deduced from an elementary(but tedious) calculations. From (7) we can successively write
, and deduce by induction on q = 1, 2, ..., 2p + 1 that
where a αi is a constant and r i−1 (α i ) is a non-negative integer such that
where C is a constant depending only on k 3 , j, T , F and the derivative of u.
From the inductions hypothesis (40) and Proposition 1 we have
where C is a constant depending only on p, T , F and the derivatives of u. 
where C is a constant depending only on p, T , F and the derivatives of u. Passing to the norm into the identity (44), we deduce from (45) and the last inequality that
Otherwise, applying D − to (44), the same reasoning taking the induction hypothesis and the inequality (50) into account yields
where C is a constant depending only on p, T , F and the derivatives of u.
Inequalities (50) 
(52) for m = 0, 1, ..., p and n = m+ j − 1, m+ j, ..., where C is a constant depending only on p, T , F and the derivatives of u.
Proof We proceed by induction on j = 1, 2, ..., p. The case j = 1 result from Remark 7 and Lemma 2. Suppose that u 2j,n n satisfies (DCC) and (52) up to an arbitrary order j ≤ p − 1. Let us prove that the theorem is still true for j +1. Since u 2j,n n satisfies (DCC), from Theorem 3 u 2j+2,n n approximate the exact solution u with order 2j + 2 of accuracy. Therefore, it is enough to establish (52) for j + 1. We can rewrite the identity (29) as follows
where Θ 2j+2,n and σ 2j+2,n+1/2 are as in Theorem 3. Proceeding as in Lemma 2 and using Theorem 1, we can write
where ε 1 is C 2p−2j+2 ([(j + 1)k, T ], X), depending only on u and F . From Proposition 1 we have
where C is a constant depending only on p, T , u and F . According to the inequality (52) from the induction hypothesis we may write
Therefore, writing (53) as follows
the induction hypothesis and the reasoning from Lemma 2, substituting the functions h and g respectively by H and G, Θ 2,n+1 by Θ 2j+2,n+1 and k 2 by k 2j+2 , yields
for m = 0, 1, ..., p and n = m+ j − 1, m+ j, ..., where C is a constant depending only on p, T , F and the derivatives of u. Inequality (52) holds for u 2j+2,n n by the triangle inequality from the last inequality.
Deferred correction for Euler rule
Again we consider the Cauchy problem (20) and, owing to the approximate (19), we construct by induction on j = 1..., m, the sequence u j,n n of approximate solution of (20) as follows:
and for j = 2, 3, ...,
with
Here [x] is the integer part of x ∈ R. This scheme can also be written for the backward Euler method. The index j + 1 indicates that u j+1,n approximates u(t n ) with order j + 1 of accuracy. We call the schemes (54)-56) deferred correction schemes for Euler rule. Remark 3 applies to deferred correction schemes for Euler rule.
As in the previous section we give the following definition 
where C is a constant depending only on j, u and T . (ii) X is a Hilbert space with inner product (., .) and F satisfies the monotonicity condition
where M is a constant independent from n and k. Proof Same proof as in Theorem 3.
As in Theorem 4, one can show that the (DCC) for Euler rule is satisfied for each sequence for Euler rule.
Absolute stability
In this section we propose to prove absolute stability result for the DCC schemes (22) and (23)-(24).
A numerical method is said to be A−stable if it has no stability restrictions with the test problem
for Re(λ) < 0, see [20, p.40] . The exact solution of (44) is u(t) = e λt and satisfies lim t→+∞ |u(t)| = 0, if Re(λ) < 0. More generally, we have the following definition [16] .
Definition 3 A numerical method is said to be absolutely stable if the corresponding solution for the problem (61) for fixed k > 0 and some
The region of absolute stability of a numerical method is defined as the subset of the complex plane
If A ∩ C − = C − , C − = {λ ∈ C : Re(λ) < 0}, the numerical method is said to be A − stable.
Before establishing absolute stability result for the deferred correction methods (22) and (23)- (24), we recall the following result. 
Lemma 3 Let
which implies that
According to the induction hypothesis,
is a polynomial of degree (m + 1) with respect to n. Therefore, the last identity implies that F m+1 (n) is a polynomial of degree (m + 2) with respect to n and we can then deduce by induction that each F m (n) is a polynomial of degree (m + 1) with respect to n.
Lemma 4
Suppose that F (t, u) = λu and u 0 = 1 in the initial value problem (11) , where λ is a complex number with negative real part (λ ∈ C − ). Then the corresponding approximate solutions from the schemes (22) and (23)- (24) can be written as follows
where P j (n) is a polynomial of degree j with respect to n (n ≥ 2j).
Proof We suppose that λk = −2, otherwise we trivially have u 2j,n+1 = 0, for n = j, j + 1, ... Since F (t, u) = λu, we can rewrite (23) as follows
where, according to the formula (2) we have
Combining the three last identities we derive the identity
for j = 1, 2, ..., where α j,i is affine in λk. Under the condition of the lemma, (22) matches Crank-Nicolson scheme and we have
that is (64) is true for j = 0. Suppose that (64) holds for arbitrary integer j ≥ 0. From (65) we have
with n ≥ j + 1. For n + 1 + j − i ≥ j, that is n ≥ 2j + 2, we can substitute each u 2j+2,n+1+j−i by the formula given by the induction hypothesis (64) and deduce that
It follows that
It is clear that Q j (n) is a polynomial of degree j with respect to n as P j (n). Therefore, according to the Lemma 3, n i=j+2 Q j (i) is a polynomial of degree (j + 1) with respect to n. Whence,
a polynomial of degree (j + 1) with respect to n. Therefore, we can deduce by induction on j that the lemma is true for arbitrary non-negative integer j.
Theorem 6 Each deferred correction schemes (22) and (23)-(24) is
Proof From Lemma 4 we have, for Re(λk) < 0, 
Numerical experiments
For the numerical experiments we choose six classical problems. The first problem is linear and non stiff, but the five others are among the stiffest in [8, 21] . We evaluate the accuracy of DC2, ..., DC10, implemented using the Scilab programming language. As stated in Remark 3, we make the codes self-starting by computing some approximate solutions corresponding to t < t 0 = 0. For each problem we evaluate the global error (absolute or relative) and the order of accuracy of the five methods using a reference solution computed with DC10, for the last five test problems. We use the functions stiff (implementing BDF) and rkf (implicit Runge-Kutta 4-5) of the solver ode from Scilab for a comparison with the DC methods. For each stiff problem we provide the initial step size k 0 as prescribed in [8] :« k 0 is used to ensure that all interesting initial transients are followed». We recall that if the ODE is of the form y ′ = f (y), we take k 0 = 1/|λ max | where λ max is the eigenvalue of largest magnitude of the Jacobian matrix (∂f /∂y) along the solution curve.
, with large magnitude we calculate the absolute error of the approximate solutions u 2p,n 0≤n≤N , 1 ≤ p ≤ 5, with the norm
while for solutions with small magnitude we calculate the relative error
For very large N we extract solutions at 4 × 10 6 discrete times evenly spread over the interval [0, T ].
Modified oscillatory initial value problem
The exact solution is u(t) = e 2 sin(t) . Table 3 gives the absolute error and the order of accuracy computed using k = 1/8 and k = 1/16. The solvers rkf and stiff are used with tolerances atol = rtol = 10 −10 . For this problem k 0 = 10 −3 [8] . A reference solution is computed with DC10 with the time step k = 2 × 10 −6 . The solver rkf and stiff are used with atol = rtol = 10 −10 . Table 4 gives the absolute errors (these are uniform in the four components of the approximate solutions) and the order of accuracy. We use the values in bold to calculate the order of convergence taking into account the fact that the error stagnates near 6 × 10 −9 . The error at the final time T = 1000 for each component of the approximate solution is equal to 1.6 × 10 −9 for any scheme DC2,...,DC10, when k ≤ 1/1000. (68) This is one of the three problems considered as stiffest in [20] . The authors in [20] suggest varying the final time T up to 10 11 . We are limited to T = , consequently we drop computing its corresponding errors. 
The comments from Shampine [17] indicate that this problem is not in its original version, but we prefer this version for a good reference solution since the original one may have solution with magnitude about 10 −16 . For this problem k 0 = 3.3 × 10 −8 [8] . A reference solution is computed with DC10 with time step k = 10 −9 . The solution for this problem has small magnitude. For example, the first two components have a maximal magnitude of order 1, but the third component has a magnitude of about 10 −8 . Table 6 gives the relative errors and the orders of accuracy. Very high order convergence is observed for k = 5 × 10 −8 to k = 2.5 × 10 −5 for DC4, ..., DC10. We use the solver stiff with tolerances atol = 10 −18 and rtol = 10 −13 while rkf is run with atol = rtol = 10 −13 . 
This is one of the three stiffest problems in [20] . The reference solution is computed with DC10 with time step k = 3.6 × 10 −7 . We compute k 0 ≃ 7.33 × 10 −6 , the eigenvalue of largest magnitude of the Jacobian is achieved for y(37). The solution for this problem has large magnitude in the three components. The magnitude of the solution varies in [1, 117845.8] Table 7 gives the absolute errors and orders of accuracy . We use the solvers stiff and rkf with atol = 10 −12 and rtol = 10 −12 . This problem was initially proposed for T = 1 and µ = 5 in [8] . The actual version results from a suggestion by Shampine [17] . The authors in [20] has a rescaled form of the van der Pol's equation which is considered as one of their stiffest problem investigated. The reference solution is computed with DC10 with time step k = 2.50××10 −6 . We compute k 0 = 3.33×10 Table 8 gives the absolute errors and orders of accuracy. Since the errors for DC2 and DC4 did not reach the region of asymptotic convergence for the time steps attempted, we drop computing their order of accuracy. For atol = rtol = 10 −10 and the step size k = 5 × 10 −5 , the absolute errors computed with rkf are 8.78 × 10 −3 and 8.92, respectively, for the first and second components of the solution while the absolute errors computed with the stiff solver are 6.89 × 10 −2 and 60.91. When we force atol = 10 −14 and rtol = 10 −24 , the stiff solver gives an absolute error of 7.44 × 10 −7 and 8.17 × 10 −4 , respectively, for the first and second components. 
General observation
The six problems chosen for these numerical experiments are representative of many tests that we ran to assess the efficiency of the DC methods presented in this paper. The numerical experiments show the strong stability of the DC methods and their quick convergence on stiff and non-stiff problems even for step sizes that are not necessarily small. The expected order of accuracy of each DC scheme is achieved even for the Van der Pol system, which result from a second order equation (not necessarily stiff) transformed to a very stiff first order system of ODEs. Even if the best precision of DC4 on each of the problems shown is not investigated, it is clear that this method compares favorably with the solvers rkf and stiff (the solver stiff use BDF up to order 5). The precision obtained with DC4 is in many cases better than for these two adaptive methods run with the maximal possible precision(i.e. with the smallest atol and rtol).
