To design today 's complex, multi-disciplinary 
INTRODUCTION
As engineering systems are becoming more and more complex, it is impossible to solve the associated design problems in one step. Even individual subsystems are no longer dominated by one technology [1] and require cooperation among engineers from various disciplines. At the same time, an emphasis on concurrent engineering [2] broadens the focus of design to a product's entire lifecycle . This introduces more objectives into decisions, and it requires knowledge about factors such as manufacturability and disposability that designers traditionally have not considered during the early stages of design.
The increased complexity and expanded focus of design each place large informational needs on the designer. Most individual designers lack the range of experience and knowledge required for modern systems design and concurrent engineering.
Consequently, designers must work in mu ltidisciplinary teams and rely on modeling and simulation to share their knowledge with the rest of the team.
Without modeling and simulation, design relies on implicit knowledge. Implicit knowledge is unreliable in that designers do not know the assumptions and uncertainty in the knowledge explicitly. When decisions are coupled and require input from several experts, there is no way to make tradeoffs using only implicit knowledge about uncertainties. First, an individual cannot consider all of the interactions at once. Second, uncertainties from different sources cannot be measured, aggregated, or compared. Third, with different people having knowledge about only part of the system, a joint decision cannot be made. Under these conditions, systems design in a collaborative, multidisciplinary setting cannot be supported without the representation of uncertainty and the use of modeling and simulation.
One way to organize a team of designers is through systematic design [3] . Systematic design is based on several strong principles, but its central belief is in a need for a systematic approach to engineering design and decision making. Without a systematic approach, it is unlikely that designers will choose the correct path, and without the correct path, it is unlikely that the correct solution will be found.
The systematic design approach takes designers through a series of steps that work well for design tasks that are simple in function, such as a hinge mechanism for the bay door of a space vehicle (nominally it must open, close, and lock the door in various positions), even if the physical realization is quite complex. However, systematic design is not as suitable for designing an entire spacecraft to carry men to Mars. A spacecraft is a very complex system with many functions that evolve over time, span many disciplines, and are strongly coupled. While many of the core principles of systematic design are relevant in the design of such a complex system, the systematic design process does not adequately address subsystem interactions, emergent functional behaviors, system integration, and the division and coordination of tasks between non-collocated, interdisciplinary design teams . A holistic, hierarchical decomposition approach to the design process that addresses these problems is provided by systems engineering [4, 5] .
In this paper, we summarize the systems engineering approach to the product development cycle. We identify four types of system attributes.
Because a system's requirements are expressed in terms of these attributes, designers must consider the effects that design decisions have on the system's attributes in order to meet the system requirements. Designers can explore these effects and estimate attributes through modeling and simulation. Although c urrent modeling and simulation methods focus on the latter stages of systematic design (embodiment and detail design), there are clear opportunities to use modeling and simulation to support the earlier design phases such as decomposition.
Designers face several challenges to the requirements definition and decomposition process.
Specifically, design is characterized by uncertainty. Designers lack knowledge about a system's true requirements, its environment of operation, future design decisions, and emergent system behaviors. We present several ways in which m odeling and simulation can help designers overcome these challenges.
We illustrate the role and limitations of modeling in the systems engineering process through the example of a passenger conveyance system for an airport. We assume a general layout of several buildings that the system must connect. The primary attributes of the system are passenger wait times and cost. Naturally there are many more, but these suffice as an example in this paper. For the example design, we choose the concept implemented at Atlanta's HartsfieldJackson airport. This concept is an underground train system that links the terminals with multiple trains running on two tracks.
SYSTEMS ENGINEERING OVERVIEW
Systems engineers take a holistic approach to the product development cycle. They recognize the interaction between the product system being designed and the human system that designs the product system. The goal of the human system is to design a product system that meets the needs and desires of stakeholders. In this context, systems engineers coordinate and supervise the transition from stakeholder needs to the specifications that discipline engineers use to embody a physical entity. The systems engineers also plan and oversee the integration and qualification of the system. Several models of the systems engineering product development process have been developed [4, 5] . The most commonly adopted model of the development process is the Vee model [6, 7] shown in Figure 1 . The left side of the Vee represents the decomposition of the system into subsystems and the preliminary definition of those subsystems. The right side represents the integration of the fully detailed subsystems and system qualification. The base of the Vee is discipline design, the phase in which engineers fully define the system components.
The Vee is really a three-dimensional model. The decomposition of the system at each level of the Vee is represented by parallel blocks running into the page. For each of these blocks, designers repeat the process of developing solutions for that block and defining the requirements for the next level in the decomposition [6] . This process involves a repetition of the clarification of task and conceptual design phases of systematic design. The system concept is recursively refined until there is little value in further decomposition.
The horizontal line dividing the top branches of the Vee from its base represents the point at which the systems engineers hand the specification to the discipline engineers. Discipline engineers, such as mechanical, electrical, chemical, aerospace, or computer engineers, complete the embodiment and fully detailed design of physical components or software. Communication across the division between systems engineers and discipline engineers, as well as the simultaneous execution of decomp osition, design, integration, and qualification tasks, will significantly impact the success of the system design process [4] . In addition to well structured management and documentation, modeling and simulation can help to bridge this communication gap.
In order to reduce the likelihood that requirements cannot be met later in the product development cycle, t he Vee model encourages exploratory design and analysis work during the early steps of the cycle [7] . As we illustrate in this paper, modeling and simulation help reach this goal by supporting exploration of the design during the decomposition process. As shown in Figure 2 , when designers make decisions at one level in the decomposition, they establish requirements for the next level-requirements flowdown. In these decisions, designers constrain the design variables for subsequent decisions and levels of decomposition. Each decision also affects attributes (such as cost or passenger wait times) that propagate back up the hierarchy. It is in terms of these attributes that system requirements are expressed. Therefore, the attributes in a way measure the success of the design. Designers can estimate the effects that possible decisions have on these attributes using modeling and simulation. Designers can use these estimates to make better decisions and to design a system that is more likely to meet its requirements.
DEFINING
In an example functional architecture for the airport passenger conveyance system (Figure 3 ), the main function transport passengers is composed of three subfunctions-load people, move people, and discharge people. We w ill focus on the decomposition of the load people subfunction.
After requirements flow down (1r in Figure 3 ) from the top level design decisions (step 1), designers can take decisions on the definition and decomposition of the function load people in step 2. We assume that the designers decide to include doors to meet safety requirements.
This decision defines the decomposition of load people and the requirements (2r) for each of its subfunctions. By choosing to have doors, the designers also affect the attributes (2a) that flow back up to the system level. Before taking a decision, designers can estimate its effects on attributes with modeling and simulation. The attributes already have been estimated at a higher level, but with each decomposition decision, the estimates can be improved. For example, a model can help answer how the inclusion of doors will affect design costs and passenger wait times.
Designers cannot always treat subsystems independently because the subsystems interact, such as 3int in Figure 3 . In the example system's operational architecture, the functions open doors and close doors are mapped to the same mechanism in the physical architecture. The two functions therefore constrain each other; the mechanism chosen for open doors affects how the close door function can be implemented.
Another example of an interaction is illustrated by the selection of the door actuator. If designers select an electric motor, they necessitate an appropriate power supply, e.g. electric battery. Here the interaction is not a result of the chosen mapping between the functional architecture and the physical architecture.
The interaction instead results from the fundamental physics of the design.
Under certain conditions, designers will have to iterate while decomposing the system. One reason for iteration is if the requirements flowdown is in error. This can happen in two ways:
• The requirements established higher in the hierarchy are overly restrictive and a feasible subsystem does not exist; an iteration to relax the requirements is necessary.
• Even when all subsystems meet their allocated requirements, the system requirements may not be met; this could be due to unanticipated interactions between subsystems or due to uncertainty in the models of the individual subsystems
In the first case, designers lack information about feasibility. In the second, they lack information about the attributes. We focus on this second case.
Most system-level attributes cannot be known exactly before the system is fully specified. However, as designers take decisions and trim the design space, they bound the range of the systems attributes. To help estimate the attributes that would result from a particular decision, designers can use modeling and simulation. The better the bounds on these estimates, the less iteration will be required. An important goal of modeling and simulation should therefore be to reduce and characterize uncertainty in models for system attributes at all stages of design. Naturally, uncertainty cannot be eliminated, so some iteration may be required whenever additional information is revealed.
TYPES OF SYSTEM ATTRIBUTES
In order to model attributes appropriately, i t is valuable to identify different types of attributes. System attributes can be organized by the degree to which the complexity of subsystem interactions affects how the attributes aggregate from subsystems to higher levels in the decomposition. We identify four types of attributes, characterized in order of increasing complexity:
1. Depending on system composition, e.g. mass 2. Depending on system structure, e.g. cost 3. Depending on system operation, e.g. reliability 4. Resulting from complex emergent behavior, e.g.
passenger wait times
The first three types are characterized by the source of complexity. The fourth is more loosely defined and recognizes the complexity resulting from a sufficient number of interactions in the system. Designers need to estimate each of these types of attributes during system design. As the complexity increases, modeling and simulation become more essential for making good estimates. 
Figure 3: System decomposition
Composition dependent attributes Some system attributes easily aggregate from the components to the system level. For example, the mass of a system is simply the sum of the masses of the subsystems. This simple relationship depends only on the decomposition of the system into subsystems and is independent of how these subsystems are configured.
To estimate the attributes of the subcomponents accurately, designers often rely on a budget approach; they impose constraints on the masses of the subsystems . Due to these budget constraints, the range of possible system masses is limited.
Structure dependent attributes
Cost is a more complex attribute. Naturally, the system's total cost will depend on the costs of the individual subsystems , but the total cost will also include costs that depend on the system's structure. For example, costs are incurred when the system is assembled.
The system's structure affects the cost of assembling two or more subsystems.
Designers currently use parametric cost estimation during conceptual design. The basic models of parametric cost estimation are cost estimating relationships (CER's) that relate particular design parameters to total design cost, based on correlations in historical data and expert opinion [8] . The overall parametric cost model is a group of CER's used together to estimate the costs of the project. This method correlates an unknown attribute with more accurately known values. This approach could be extended beyond cost to any attribute for which such correlations can be found.
Parametric cost estimating is a heuristic method based on correlations in past data. Typically it involves a great deal of uncertainty, especially because it rests on the assumption that future designs will be similar to past designs. Nevertheless, prudent design engineers look for ways to explore tradeoffs in the design process through any method available, and in certain domains, parametric cost estimating has been used successfully. When there is ample historical data from which to draw relationships, parametric cost estimates are usually better than blind guessing. What designers currently do not know is how good these estimates are because the uncertainty of the models is not captured explicitly. This is an important research challenge in predictive modeling that still needs to be addressed.
Operation dependent attributes
The next type of attribute depends on the system's operation and can be represented by reliability. Assume that, for now, we consider only situations in which each component of the system is assumed to be either functioning properly or failed. The system reliability depends not only on the reliability of each component, but also on the system's operation. From a reliability perspective, m any systems operate in combinations of series and parallel components .
The reliability of series/parallel systems can be calculated from the individual component reliabilities through multiplication and addition. Other systems operate in a more complex manner and require techniques such as enumeration, conditional probability, and cut-set approaches to aggregate reliability [9] . In any of these cases, the total reliability of the system differs from the simple sums and products of the component reliabilities.
Emergent attributes
Mass, cost, and reliability are very common drivers in systems design, but paramount is the actual behavior of the system. If a system does not perform its intended functions, it is unsuccessful regardless of how light or inexpensive it is . After all, a system is built to do something. Unfortunately, the attributes that describe the operational behavior of a system are not as easy to aggregate as other system attributes.
Once operational attributes are included with system composition and structure, the complexity can increase even more through interactions between subsystems and components. For many operational attributes, these interactions are just as important as the internal workings of the individual subsystems. When several interactions are involved, the operational behavior is characterized by emergent attributes. The system behavior emerges during operation because the total is not merely the sum of the parts [10] . In order to make decisions that constrain the attributes of the subsystems in a way that yields the desired system level operational attributes, designers must explore the emergent behavior of the system. One way to model and explore the intended emergent operational behavior of the system is with d iscrete event simulations such as those offered by using e xecutable specifications. Originally developed for use in software engineering, a n executable specification [11, 12] is a specification designed as a discrete event simulation model of the operational architecture as defined to that point in the design process. Executable specifications can be simulated directly, without humans needing to implement a separate discrete event simulation. This eliminates an extra problem of simulation model verification-the simulation model is the specification.
A key advantage of using executable specifications is that designers can explore the emergent behaviors before the physical embodiment of the system is defined. This means that designers can use them to explore options while decomposing the system. The simulations reveal the operational behavior of the functional architecture as defined in the specifications. The designers can use this information to specify more appropriate designs and requirements for subsystems.
LIMITATIONS OF THE DECOMPOSITION APPROACH
In a perfect world, all systems could be decomposed into uncoupled subsystems and designers would have access to perfect information and knowledge about the subsystems . In such a world, systems design would be a simple task. Subsystems could be designed independently and designers could make perfect decisions every time. Unfortunately, in the real, imperfect world, designers face significant challenges during the decomposition process, including:
• Design decisions are coupled and involve tradeoffs • Design decisions are made under uncertainty Because of these challenges, designers often have to backtrack in the design process. They may have to revisit earlier decisions when new information is revealed or when changes to one subsystem affect another subsystem. This iteration is undesirable because it costs time and money. The nature of these challenges is therefore important to improving the design process. Designers need to recognize the ways in which decisions are coupled and the types of uncertainty under which these decisions are made.
Coupling of design decisions
Most design decisions require tradeoffs between subsystems and different attributes. The tradeoffs made are important to the success of the design. Early in the design process, designers are really characterizing and specifying a family of solutions.
The family of solutions spans a range of specifications that could actually be realized. Within this family, the different attributes that can be realized may be correlated.
Designers have to deal with coupling between attributes. For example, a system's specification bound both the mass and cost of the members of a solution family. Designers need to estimate these bounds and understand the relationship between different attributes in order to take decisions. In some cases the coupling between two attributes can be beneficial because it allows synergies that improve the overall system. In order to take advantage of such opportunities, designers need to understand the tradeoffs available at design time. Modeling and simulation can support this process.
Another type of coupling is subsystem interactions. We discussed earlier how decisions about the open door function affect decisions about the close door function in the train example. The interaction between the functions results in a coupling of the design decisions for each of the two subsystems.
Types of uncertainty
To make rational decisions, designers also need to understand the uncertainty involved in the information and knowledge on which they base their decisions. It is therefore necessary for designers to recognize that there are two types of uncertainty: aleatory uncertainty and epistemic uncertainty [13] .
Aleatory uncertainty is a potential deviation from reality in a prediction or model due to natural random (stochastic) behavior. Aleatory uncertainty is also known as variability, stochastic uncertainty, objective uncertainty, and irreducible uncertainty [14] . Because it results from inherent randomness, aleatory uncertainty can be represented using classical probability theory such as probability distribution functions. Examples of phenomena that involve or exhibit aleatory uncertainty include machining errors, material property variations, errors in communications systems due to noise, many measurement errors, and any other truly stochastic processes.
Epistemic uncertainty relates to lack of knowledge about reality. For example, epistemic uncertainty in a model is a potential deficiency in the modeling process due to a lack of knowledge or information which results in a deviation from reality [13, 14] .
Epistemic uncertainty is also called imprecision [15] , ignorance, reducible uncertainty, or subjective uncertainty.
It is generally incorrect to represent epistemic uncertainty using probability density functions. In some cases there is not enough information to describe the relative likelihoods of events , and i n other cases a probabilistic representation is altogether invalid. An example of the latter case is the uncertainty that results from a conscious modeling decision such as ignoring frictional energy losses in a dynamics model of the train. Although the modelers know the approximation that they made, the model still lacks knowledge about the true phenomenon. This lack of knowledge is epistemic uncertainty. An ignored frictional energy loss in general results in a systematic deviation from reality. Because the deviation is not stochastic, it cannot be properly described by a probability distribution.
Currently, designers lack appropriate methods for representing and computing epistemic uncertainty. In the discussion section, we explore this limitation in more detail, reference current work, and suggest future research. Here we emphasize that just the presence of epistemic uncertainty limits the decomposition process. The ultimate success of a decision depends on uncertain factors. Without a means to estimate or reduce this uncertainty, designers cannot factor the uncertainty into their decisions.
CURRENT PRACTICE FOR HANDLING COUPLING AND UNCERTAINTY
To deal with the existence of coupling and uncertainty both in the design process and in simulations, several strategies have been adopted. Although t hese approaches help designers complete the design process, they leave room for significant improvement through greater use of modeling and simulation and better representations of epistemic uncertainty.
Use of margins and budgets
With perfect information, designers would know exactly which designs were feasible and could allocate appropriate requirements.
Without coupling, the requirements for subsystems could be allocated separately. In reality, neither of these is possible. In order to still move forward in the design process, designers often work with budgets. For example, in a train system the overall mass budget may be divided and further allocated to each of the subsystems. To account for the possibility that some of these allocations cannot be met (e.g., some subsystems may turn out to be infeasible or overly costly given their assigned budget), designers often withhold a margin (e.g., 20% of the total system mass) that is not allocated to any subsystem. Subsystems that cannot be realized under the initial budgets can be revisited and allocated a greater budget later.
The budget approach is not ideal because it often results in an over-designed system. For example, assume that the train's motor design team can only meet its mass budget if it implements an expensive design for its subsystem. A much cheaper (half price) but more massive design is feasible. In this example, the team designing the doors has two material options. Material A weighs twice as much as material B and is 5 percent less expensive. Either design fits within the mass budget, so the less expensive, heavier option is chosen. Essentially, the door team had a surplus in its mass budget. That surplus could have been better allocated to the motor subsystem. With a small increase in door cost, this extra motor mass allowance would have enabled the motor designers to implement a significantly less expensive solution, thereby decreasing the total system cost.
Designers usually assign margins based on implicit knowledge or generic rules of thumb. A conservative approach is to make the margins larger than is probably necessary. At first this may sound good, because it hints that more design freedom is preserved. The problem is that several subsystems usually compete for a particular budget, such as mass above. Given the same total budget, a larger margin means smaller individual budgets for each subsystem. This results in subsystems being even more over-designed.
If the uncertainty in a model were better represented and more formally handled, designers would be able to reduce the margins and relax the bounds on other specifications without increasing the system budget. If these bounds were in a region of large marginal effects on utility, the relaxation of the bounds might result in a significantly better final design.
Marginal utility and decision tradeoffs
The previous example of a mass budget also illustrates the importance of considering the marginal effects of varying a design parameter and making tradeoffs between attributes. Assume that the satisfaction of all requirements can be summarized in an algebraic utility function of attributes.
Designers often lack information about exactly how a design variable affects the system attributes. Ideally when designers lack information, they would postpone a decision until more information is available. This is not always possible because the design has to move forward before everything is known. Sometimes designers cope with this by ignoring unknown relationships; they simply do not factor them into the decision. This tactic is only acceptable when the design variable under consideration has little impact on system utility. Using cost as the example attribute, a design variable's effect on cost can only be ignored if small changes in the variable have relatively little effect on cost, or if cost has little effect on utility. The parameter can be ignored only if the marginal utility of changing the variable is small. This is true even if designers do not know the exact relationships. As long as the variables stay away from the feasible boundaries of existing technologyknowledge that is usually implicitly defined in the head of the engineers-then this marginal cost of the parameter will be small. This allows designers to base decisions on other, possibly more important attributes. Modeling and simulation can be used to support the exploration of these other attributes when making tradeoffs.
An example illustrates this point. Assume that the designers are considering three target values for the time it takes the train's doors to close: one second, two seconds, and five seconds. The costs and operational performance for each alternative are coupled through the design variable closing time. In this example, a closing time of around 5 seconds is clearly feasible with standard actuators, because we've all seen it done before. The marginal cost of reducing this to 4 seconds or even 2 seconds is relatively low. However, a 1 second closing time is pushing the boundaries. A reduction from 2 seconds to 1 second might require costly development of new actuators and sensors in order to operate safely; the marginal cost is probably high. Designers can then use simulation models to determine if a require ment of 2 or 5 seconds (and their likely lower costs) is operationally sufficient or whether the faster 1 second (and likely much higher cost) closing time is necessary. While the cost knowledge is still implicit, the use of modeling and simulation makes the operational knowledge explicit. This benefit is currently limited because the uncertainty in the model is not adequately represented.
Current treatment of uncertainty in simulations
Because analysts often fail to recognize the existence of epistemic uncertainty, c urrent practice in discrete event simulations is to use probability density functions to represent all uncertainty. However, t he representation of epistemic uncertainty as probability distributions implies knowledge that is in reality unavailable. For example, currently analysts would probably represent the likelihood that a train operator fails to take a preventative action by using probability distributions. However, we do not really know how someone will act because we do not fully understand the intricacies of the human brain. There is epistemic uncertainty in human behavior that results from the hidden phenomena that are not included in the model of the operator [13] .
To some extent, nearly everything involves epistemic uncertainty at some level. There is almost always something that we do not know about a system. In many cases things appear completely random, but we cannot be sure that there is not some underlying order that we do not yet understand. For example, the failure rate of mechanical components is often represented as a random process. If we could fully analyze every component, we might find the underlying causes of the differences in failure rates, but this is impractical for many applications due to the number of parts in a system. It is much more practical to treat failures within a population of components as a random process.
THE ROLE OF MODELING AND SIMULATION DURING SYSTEM DECOMPOSITION
We have so far introduced the systems engineering approach to design. We have identified different types of attributes that designers must consider, and we have discussed some of the limitations of the decomposition approach. In this section, we present four ways in which modeling and simulation can help designers overcome challenges in the design process.
The four challenges we discuss are:
• Lack of knowledge about the system's requirements • Lack of knowledge about the system's environment • Lack of knowledge about future design decision • Lack of knowledge about emergent attributes
Lack of knowledge about system's requirements
At the start of the design process, the designers do not know what the stakeholders really want.
However, a good understanding of the true needs of stakeholders is crucial for a successful design project. The first step in the Vee model of systems engineering ( Figure 1) is understanding user requirements. Initially, the designers lack knowledge of these requirements.
The management approach of quality function deployment (QFD) shares t he belief that products should be designed to reflect customer desires, and the house of quality serves as a conceptual map that provides a context for communication and planning [16] . However, it is a major challenge to discover what a stakeholder considers quality. Often stakeholders only know quality when they see it in the design.
In order to reduce uncertainty about requirements, designers can model the requirements in more detail. Executable specifications can serve as a prototype of the specifications that is accessible to all concerned and active parties, giving stakeholders and engineers a touch-and-feel experience [17] in which they can interactively explore the design. By using executable specifications interactively with stakeholders, designers can demonstrate early in the design process what they believe the stakeholders want. The designers can work with the stakeholders to improve their knowledge about system requirements.
The stakeholders can assess the specified operational behavior at this high level, decide if they are pleased with the operation, and even clarify their true needs. They can decide for themselves the quality of the initial specifications and give feedback to the designers. The designers can discover subtle conceptual errors and validate that the system will do what it is intended to do [18] . This process of ensuring that the early specifications match the stakeholders true needs is called conceptual and requirements validation [4] .
More generally, interactive simulations are a terrific means of communication, not only between engineers and stakeholders who are not necessarily trained in engineering, but also across different engineering disciplines. Executable specifications can bridge the major communication gaps in the process of identifying requirements and translating them into product specifications.
By improving communication, executable specifications improve the knowledge flow between designers and stakeholders, or between systems engineers and discipline engineers. Executable specifications complement QFD and other quality assurance methods. Used together, they help the stakeholders and designers see whether the design process is starting and continuing down a path that will meet stakeholder requirements.
Lack of knowledge about the system's environment
The environment in which a system must operate is not always fully known at the start of the design process. This is especially true when the system creates or changes its own environment. For example, the exact number of passengers who will ride the airport train is not known before the system is built. Before the system is implemented, no one rides it. As soon as it is built, people change their behaviors, and at least some people will ride the train. Designers may have a rough idea of the future passenger loads, but they cannot eliminate the uncertainty completely. What designers can do is to use models and simulations to study the sensitivity of the system's operation to these uncertain environmental factors.
We approximated passenger arrivals as a random process. This is an example of using a representation of aleatory uncertainty to approximate epistemic uncertainty. Designers do not know how passengers will act in the future. Even if the process is truly random, designers do not know the nature of the process, such as true mean, exactly. We assumed that arrivals are a Poisson process and explored rates with means of 1, 3, and 10 seconds. The simulation revealed a near linear relationship between mean arrival rate and maximum queue length. Similar trials could be repeated in a formally designed experiment (possibly based on design of experiments [19] and robust design [20] ) with different values for other system parameters, such as the time allowed for boarding or the time it takes the trains to move between the stations. The system's emergent behavior under different conditions would be difficult, if not impossible, to explore interactively without a simulation model. The simulation results indicate the system's sensitivity to various environmental parameters. This information helps designers to design a system that is robust to this uncertainty.
Lack of knowledge of future decisions
A design's description is inherently incomplete at the beginning of the design process. Essentially, designers cannot know their future decisions before they are taken.
This necessary incompleteness of the system description at the time the system is modeled is a form of epistemic uncertainty. These future design decisions are not a stochastic process that can be represented by a probability distribution. For example, what is the probability that a particular gear will be used in the door opening mechanism? In most cases, no such distribution can be known.
Certain final design parameters and attributes are well known because they are requirements. A model of these will match the final product (with probability near one) because the product is required to match the model, and a successful product design meets the requirements. In this way, designers can use executable specifications to reduce uncertainty. When designers take decomposition decisions, they do not know what the system will look like. However, they do know how it will behave, because they are specifying the intended behavior. If the system is built according to its requirements, the system will behave as specified. This behavior can be modeled without knowledge of the system's fully detailed design.
Assuming the specified system is realizable, feedback can ensure that the specifications are met under normal use cases. For example, if the specifications state that it takes the doors five seconds to close, feedback can ensure the train will not depart until either the doors are closed or after five seconds, whichever is longer. This removes uncertainty of the lower bound.
Lack of knowledge about emergent attributes
Stakeholders and design engineers can explore the effects of their requirements and decisions on the system's emergent behavior using executable specifications. The executable specifications include behavioral relationships that could be difficult to understand without simulation. For example, the simulation could help with the following roles:
• Reveal contradictions, timing problems, or deadlocks in the control logic and operation • Verify that the system as specified satisfies the nominal (intended) system behavior • Explore the operational impact of the decision about design parameters and subsystem requirements
Revealing problems in operation. Executable specifications can help identify the necessary coordination of various functions, such as timing and control rules for the system. For example, the system will need to guarantee that the move people and open door ( Figure 3 ) functions never occur simultaneously, as this would be a major safety hazard. While this constraint is rather obvious, other interactions may not be.
Another potential problem with the systems operational control is competition for resources. For example, a wireless network has a limited bandwidth. Average network needs may be well below this level. However, there may be particular scenarios in which many network components request bandwidth simultaneous and exceed the available bandwidth. If the network is part of an emergency service agency, this may happen when there is a disaster that demands significant coordination of emergency resources. Such resource competition can be identified with modeling and simulation.
Verifying behavior.
Executable specifications also help designers to verify that the current specification can yield the intended system behavior. This is similar to the conceptual validation discussed earlier, but this verification can continue farther into the design process. T he model can indicate if particular errors were made in the design process. For example, if a subsystem requires a particular input from the environment and that input is not defined for the subsystem's parent level, then either the model or subsystem design needs to be corrected.
Exploring decisions.
In the context of our example, designers can use the executable specifications to explore how different values for design parameters affect the operational behavior. This is especially important when the attributes in a tradeoff or two subsystems are strongly coupled.
The use of executable specifications will not eliminate uncertainty, but it can help designers to estimate the effects of their decisions on attributes better. For example, we simulated the train system for two and three trains, with all other parameters held constant across the trials. The results of the simulation estimated that the addition of a third train reduced the maximum queue lengths by about 30 percent. Designers could use such estimates of the operational behavior to make better design decisions.
DISCUSSION
The systems engineering approach to design involves clarifying user requirements, decomposing and defining the system, completing detailed component designs, and integrating and qualifying the system. Under conditions of perfect information and uncoupled subsystems, this process would be relatively simple. In reality, subsystems cannot always be decoupled, and the design process involves significant amounts of uncertainty.
There are great opportunities for use of modeling and simulation in systems design. Models can help designers to handle and, in some cases, reduce uncertainty in the design process. With this increased knowledge, designers can make better decisions including more appropriate tradeoffs between attributes. However, some factors still prevent the true value of modeling and simulation from being realized. We have organized our discussion into the following topics:
• Limits to uncertainty reduction Limit to uncertainty reduction. T heoretically, epistemic uncertainty can be reduced through additional study. For example, going to a more detailed model allows the designers to reduce the bounds on the uncertainty. The higher fidelity and more complete models also allow for errors in the higher level representation, such as missing inputs or outputs, to be identified and corrected. They also enable more complete exploration and communication. However, at some point it is impractical to reduce uncertainty by further study or more detailed modeling because the costs will significantly outweigh the benefits. The motivation for modeling is to abstract the essence of a system, not to reproduce the system in detail.
Early in the system design process, fully detailed modeling is actually i mpossible.
Design knowledge is inherently incomplete during system decomposition because there are still decisions to be taken, and designers cannot know a priori what the final design will be [15] . Despite the ability of modeling and simulation to help designers reduce uncertainty, it will always exist.
Need for uncertainty representations and propagation methods . Given the presence of inherent uncertainty during design, designers need formal ways of representing this uncertainty. Designers face both aleatory and epistemic uncertainty and therefore must recognize both types and consider them individually [13] . Aleatory uncertainty can be representing using classical probability theory and probability distributions. In some cases, epistemic uncertainty can be approximated by probability distributions, but, in general, it is unacceptable to make this approximation. Instead, other techniques should be used.
Formal approaches for representing and making decisions under epistemic uncertainty are current research topics. Researchers have explored several alternatives to classical probability theory, including intervals , convex sets [21] , possibility theory [22] , fuzzy set theory [23] , Dempster-Shafer evidence theory [24] , probability-bounds analysis [25, 26] , interval analysis [27] and information gap decision theory [21] . Future research should seek to relate these approaches specifically to modeling during systems design. A related question is how to compute with both types of uncertainty and compare results appropriately.
Since practical methods for dealing with both epistemic and aleatory uncertainty are currently still missing, we suggest continuing the current practice of representing all uncertainty using probability density functions, even if such an approximation may lead to conclusions that are overly confident. The designers should however be made aware of this caveat so that they can rely on implicit knowledge to judge the quality of the simulation results. Until better tools for uncertainty quantification have been developed, using the above approximation is s till desirable over ignoring the uncertainty all together.
Predictive versus prescriptive models. We have advocated the use of executable specifications during systems decomposition.
D esigners should think about executable specifications differently from how they may be used to thinking about simulations. Simulations are usually used as predictive models. Executable specifications are in one way predictive of the operational attributes that will result from the specified behavior. Executable specifications are also a prescriptive model of how the system should behave once built. The results of the executable specification simulations represent the behavior of the system subject to the feasibility of building the system as specified. The feasibility of the specification must be studied using other techniques, and such studies currently still rely greatly on the implicit knowledge and experience of the design team.
Types of models for systems design.
The iterative, hierarchical nature of systems engineering requires that a model at an appropriate level of abstraction be available for each of the levels of detail in the design description. Discrete event simulations give direct insight only into operational attributes. They focus on the flow of signals , the duration of functions, and the sequence of functions. Subsystems can also be coupled through their energy flows. Therefore, designers should also model the energy exchange between simultaneously operating functions using ordinary differential equations or differential algebraic equations. These models help designers analyze the emergent attributes relating to energy flow. Finally, to model the complex nonlinear behavior of individual components, finite element analysis (FEA) is used. Finite element models are necessary to model how a component's behavior emerges from complex interactions within the component. For example, in a spring, the molecules interact with their neighbors in a way that gives the spring its characteristic stiffness and restorative abilities. Designers can use FEA based on Hooke's Law applied to each finite element to find a global spring constant that describes the spring's system behavior.
Integration of models. In general, engineering models are not integrated. The models for different types of attributes are separate. There is an even bigger gap between the types of models used in conceptual design and those used in the later phases of design. In software engineering, this gap is smaller, thus enabling the transformational approach to software engineering in which the executable specifications can be gradually replaced with the final code as portions of the final code are completed [11] .
An open research question is : What are the fundaments for an analogous transformational approach to engineering design of physical systems? This is a challenge because the coupling between the models and products is not obvious for physical systems. A formal representation of the information and knowledge in models at different levels of abstraction may enable designers to move smoothly between the types of models, or even use them simultaneously in a consistent, integrated manner. At a minimum, a formal representation of uncertainty would at least allow designers to compare the results with an acceptable amount of confidence.
Validity of models.
An additional problem is that a model can never be proven to be valid [28] . In the context of design where experimental validation is infeasible, the predictive value of a model will always rely on the modeler's ability to anticipate all the physical phenomena and interactions that significantly impact a system's behavior. For complex systems with emergent attributes, it may be difficult to identify all the interactions that are important, especially for attributes that depend on the system behavior in exceptional circumstances (such as reliability analysis). Developing systematic methods for creating valid predictive models at different levels of abstraction is therefore an important research issue that still remains to be addressed.
Communication of complex ideas. Because engineering systems designers are distributed across geography, time, cultures, disciplines, and nomenclatures, communication during systems design can be quite challenging. Before the use of modeling and simulation is expanded in systems design, the question as to whether it mitigates o r compounds this communication problem must be answered. We believe that modeling and abstraction reduce the amount of information that needs to flow between teams of designers. For example, in an executable specification, the team designing one function block often can look at all of the other blocks as black boxes with well defined inputs and outputs. Even in cases with significant interactions, the designers of one subsystem can use the simulation to see how their decisions affect the system's attributes at higher levels of abstraction without understanding the individual implementations of other subsystems. In summary, as long as the interfaces in the models are clearly defined and uncertainty is rigorously represented, the use of models reduces the amount of information transfer between design teams. Verification of our ideas. At this time, we have not completed a detailed case study of these ideas. There are many references available on the use of the systems engineering approach [4, 5] and the Vee model [6, 7] . Simulation models of function structures are implemented in several software packages, such as CORESim [29] or Statemate [30] . We recognize that this paper is a starting point. We have identified particular roles for modeling and simulation in this established process, as well as exis ting limitations.
Future work will include not only verifying the suggested roles for modeling and simulation, but also creating formalisms for dealing with uncertainty in the models so that they can be used appropriately in these roles.
SUMMARY
Systems engineering relies on a hierarchical decomposition of a system into subsystems . Decisions during the decomposition result in a flowdown of requirements through the hierarchy and an upward flow of different types of attributes. In this paper, we have identified the different types of system attributes that need to be estimated during system decomposition and have surveyed the role of modeling and simulation in that process.
Modeling can help overcome some of the obstacles to the decomposition process such as coupling and uncertainty. Modeling allows for a more certain and accurate specification of the originating requirements, a more complete exploration of possible operational architectures, better analysis of emergent attributes, more accurate predictions of subsystem attributes, and design for robustness to various environments. Together these applications allow designers to make better tradeoffs in design decisions.
However, the current treatment of uncertainty in these models limits their usefulness. Designers must recognize and treat appropriately both aleatory and epistemic uncertainty. We expect that a more formal representation of uncertainty and corresponding tools for simulation under uncertainty will have a dramatic impact on the fields of systems engineering and engineering design.
