Abstract.-Incongruence between different phylogenomic analyses is the main challenge faced by phylogeneticists in the genomic era. To reduce incongruence, phylogenomic studies normally adopt some data filtering approaches, such as reducing missing data or using slowly evolving genes, to improve the signal quality of data. Here, we assembled a phylogenomic data set of 58 jawed vertebrate taxa and 4682 genes to investigate the backbone phylogeny of jawed vertebrates under both concatenation and coalescent-based frameworks. To evaluate the efficiency of extracting phylogenetic signals among different data filtering methods, we chose six highly intractable internodes within the backbone phylogeny of jawed vertebrates as our test questions. We found that our phylogenomic data set exhibits substantial conflicting signal among genes for these questions. Our analyses showed that non-specific data sets that are generated without bias toward specific questions are not sufficient to produce consistent results when there are several difficult nodes within a phylogeny. Moreover, phylogenetic accuracy based on non-specific data is considerably influenced by the size of data and the choice of tree inference methods. To address such incongruences, we selected genes that resolve a given internode but not the entire phylogeny. Notably, not only can this strategy yield correct relationships for the question, but it also reduces inconsistency associated with data sizes and inference methods. Our study highlights the importance of gene selection in phylogenomic analyses, suggesting that simply using a large amount of data cannot guarantee correct results. Constructing questionspecific data sets may be more powerful for resolving problematic nodes. [Phylogenomic; phylogenetic signal; systematic bias; vertebrates.]
For decades, molecular phylogenies based on single or a few genes often led to apparently contradictory results. With the advent of the genomic era, many phylogeneticists entertained the hope that these incongruences will come to an end by using genomescale data to infer evolutionary relationships (Gee 2003) . Using large amounts of data could potentially alleviate previous problems of phylogenetics caused by limited data sampling (Rokas et al. 2003; Delsuc et al. 2005) . However, it also brings about new problems. Due to the convoluted evolutionary patterns of genomes, phylogenomic data often contain both phylogenetic signal that helps to recover the correct evolutionary history and systematic bias (base composition bias, long-branch attraction, etc.) that confounds the analysis (Jeffroy et al. 2006; . In addition to increasing the phylogenetic signal, gathering larger and larger data sets augments the systematic bias as well. In difficult cases, depending on which side is dominant, the use of different phylogenomic data sets might yield incongruent, yet statistically highly supported trees. Therefore, selecting data that contain more phylogenetic signal but less systematic bias to reduce incongruences is becoming an important issue in phylogenomics (Philippe and Roure 2011) .
Currently, many data filtering approaches have been applied to produce selective data sets for the purpose of improving the signal quality of data. Most commonly, researchers prefer the use of genes with more taxon coverage to decrease the amount of missing data in the whole data set (e.g., Roure et al. 2013 ). Other proposed strategies include: (i) culling genes with poor alignment quality to reduce the potential impact of incorrect identification of ortholog sequences or erroneous alignments; (ii) choosing genes with high phylogenetic information content (Meusemann et al. 2010; Dell'Ampio et al. 2014 ); (iii) choosing slowly evolving genes to reduce the impact from multiple substitutions (e.g., Jian et al. 2008; Regier et al. 2008; Philippe et al. 2009; Zhang et al. 2012; Betancur-R et al. 2014); (iv) choosing genes with stationary base composition to avoid composition bias (Collins et al. 2005; Romiguier et al. 2013); selecting genes with strong genealogical signal based on average bootstrap support of their resulting gene trees (Salichos and Rokas 2013) . In general, these data filtering methods, defined here as non-specific approaches, aim to select informative genes that help to improve phylogenetic signal and depress systematic bias for all nodes within a phylogeny. However, if a phylogeny contains several difficult nodes that harbor substantial conflicting signals, these nonspecific approaches may not be able to simultaneously resolve these difficult nodes. In this particular case, node-specific approaches may be more preferable (Salichos and Rokas 2013) . In theory, identifying node-specific genes will concentrate phylogenetic signal more on the target question, helping to reduce incongruence. However, until now, few studies have attempted to filter their phylogenomic data to resolve specific, difficult questions.
Historically, jawed vertebrates have received more attention than other animal groups in accumulating genome data, which has facilitated the genome-wide identification of high-quality orthologs. More importantly, there are several difficult questions within the backbone phylogeny of jawed vertebrates, such as the position of lungfishes relative to tetrapods (Hedges 2009 ), the root of teleost fishes (e.g., Inoue et al. 2001; Near et al. 2012) , the relationships among the three extant amphibian orders (e.g., Zhang et al. 2005; Fong et al. 2012) , the position of turtles within Amniota (e.g., Shedlock et al. 2007; Chiari et al. 2012) , and the root of placental mammals (e.g., McCormack et al. 2012; Song et al. 2012) . Moreover, the interordinal relationships of neoavian birds have also received considerable attention (e.g., Hackett et al. 2008; McCormack et al. 2013; Jarvis et al. 2014) . These difficult questions represent typical evolutionary scenarios of both ancient divergence and recent rapid radiation. Therefore, the backbone phylogeny of jawed vertebrates is an appropriate model for investigating the performance of different data filtering methods in simultaneously resolving multiple difficult phylogenetic questions.
With these questions in mind, we compiled a phylogenomic data set of 58 jawed vertebrate taxa using new transcriptome RNA-seq data for 10 species published herein, 28 complete genomes, and 20 previously published transcriptomes (Illumina RNAseq data). We also used a gene-tree statistical approach to assess the signal heterogeneity among genes in the genome-scale data set. The starting data set included 4682 genes and more than 1.8 million amino acid sites (at ∼78% gene occupancy). Here, we showed that phylogenetic analyses of this 4682-gene data set were unable to completely recover expected relationships for all nodes within the tree. Then, for each of the nonspecific data filtering methods tested, we generated four subsets from the original data set using different levels of stringency. Our results found that none of the tested nonspecific data filtering methods can consistently produce expected and congruent results for all six test questions under either concatenation or coalescent-based frameworks as the number of selected genes becomes smaller. On the contrary, selecting genes specific to a given problem can not only yield expected relationships but also reduce inconsistency associated with data sizes and inference methods. These findings reveal the potential risk of building nonspecific, genome-scale data sets to simultaneously address several difficult nodes within a phylogeny and highlight the necessity of using question-specific methods to address difficult evolutionary questions in phylogenomics, thus having important implications for future phylogenomic practices.
METHODS

Taxon Sampling and New RNA-seq Data
Our taxon sampling included 58 jawed vertebrate species: 3 cartilaginous fishes, 14 ray-finned fishes, 3 lobe-finned fishes, 6 amphibians, 1 tuatara, 5 squamates, 2 turtles, 2 crocodiles, 10 birds, and 12 mammals. Public annotated gene sets for the sequenced genomes (28 species) or RNA-seq data (20 species) were downloaded from Ensembl or NCBI Sequence Read Archive (SRA) databases. The complete list of taxa and the information of data sources used in this study are provided in Supplementary Table S1 , available on Dryad at http://dx.doi.org/10.5061/dryad.47v40.
We generated new Illumina paired-end RNA-seq data for 10 jawed vertebrate species: five ray-finned fishes (Polypterus senegalus, Acipenser transmontanus, Lepisosteus oculatus, Anguilla japonica, and Osteoglossum bicirrhosum), one lobe-finned fishes (Lepidosiren paradoxa), two amphibians (Ichthyophis bannanicus and Paramesotriton hongkongensis), one snake (Daboia russelii siamensis), and one crocodile (Crocodylus siamensis). For each species, to maximize the diversity of mRNAs, fresh heart, liver, spleen, kidney, and brain tissues were excised and mixed together for RNA extraction. Total RNA was extracted using the RNA prep Pure Tissue Kit (Tiangen, Beijing). The quality and quantity of total RNA was measured with RNA assays in Agilent 2100 Bioanalyzer (Agilent Technologies). mRNA isolation, Illumina library construction, Hiseq2000 sequencing, and data cleaning and quality control were conducted by BGI (Shenzhen, China). We obtained approximately 3-6 gigabases of 90 bp paired-end RNA-seq data (all reads passed Q 20 ) for each of the 10 species. All filtered reads generated for this study were deposited at the NCBI SRA (accession numbers can be found in Supplementary Table S1 , available on Dryad at http://dx.doi.org/10.5061/dryad.47v40).
Transcriptome Assembly and Orthology Assignment
Twenty-eight RNA-seq data sets needed assembly before use. De novo RNA-seq data assemblies were conducted using Trinity (Grabherr et al. 2011; Haas et al. 2013) paired-end or single-end read modes, depending on the format of data sources. Redundancy reduction was performed with CD-HIT (Fu et al. 2012 ) for all Trinity assemblies (95% similarity cutoff). Redundancyremoved assemblies were processed in TransDecoder (Haas et al. 2013 ) to search for possible open reading frames (ORFs) within the transcripts. Predicted peptides were further processed using a custom Python script to select the longest ORF per putative unigene, which removes isoform peptides due to alternative splicing or heterogeneous alleles. For the 30 species with whole genome data, this process was also applied to their annotated peptide data sets.
To identify 1:1 orthology groups (OGs) in the peptide data sets deduced from transcriptome assemblies and annotated genomes, we used a mutual best-hit (MBH) strategy. We defined orthology as being present if bidirectional BLASTP best hits were found between the query species and the reference species Homo sapiens. To further reduce the possibility of clustering orthologs and closely related paralogs, the MBH lists were further 1106 SYSTEMATIC BIOLOGY VOL. 64 filtered by a custom Python script such that an MBH-pair was retained only if the score of the second BLAST hit was smaller than 75% of that of the best hit.
Alignment and Alignment Refining
In this study, all phylogenetic analyses were based on amino acids sequences deduced from transcriptome assemblies and annotated genomes, because, compared with DNA sequences, amino acid sequences in some analyses are thought to be less subject to systematic errors such as long branch attraction or compositional variation among distantly related lineages (Simmons et al. 2004; Lartillot et al. 2007 ). We aligned amino acid sequences using MUSCLE v.3.8 (Edgar 2004) for each gene group separately. Ambiguously aligned positions were culled using GBlocks v.0.91b (Castresana 2000) with half gaps allowed (−b = h) and otherwise default settings. It should be mentioned here that using GBlocks (or any other alignment-filtering method) may worsen single-gene phylogenetic inference (Tan et al. 2015) . However, this argument is still contentious and beyond the scope of our study. Therefore, we still used Gblocks for automated alignment refinement. In addition, we further checked paralogous and contaminant sequences in each gene group using a tree-based approach: for each gene alignment, a phylogenetic tree was estimated by maximum likelihood (ML) under a PROTCAT model using RAXML v8.0 (Stamatakis 2006) ; sequences associated with unusually long branches (that accounted for more than 60% of total tree length) were removed from the gene alignment. Finally, the following gene alignments were discarded: gene alignments comprising fewer than 45 of the 58 species (gene occupancy <77.6%) and gene alignments shorter than 100 amino acids (gene length information can be found in Supplementary Table S2 , available on Dryad at http://dx.doi.org/10.5061/dryad.47v40). This left a data set of 4682 gene alignments (the starting data set).
Gene Tree Inference
The unrooted phylogenetic tree of each gene, also called the gene tree, was inferred using RAxML v8.0 with a LG+F+ 4 model (LG amino acid substitution matrix, empirically measured amino acid state frequencies, and the gamma distribution accounted for rate heterogeneity among sites). We chose to use the LG model because it is the most recently developed model for nuclear protein evolution. However, before the acceptance of this manuscript, we found that the JTT model was actually a better fit for most genes. Nevertheless, we also found that the choice of model didn't really make a difference: separately using the two models produced nearly identical topology and similar branch support values for all genes. In addition, the bootstrap consensus tree for each gene in the starting data set was also estimated with the same model setting and 200 rapid bootstrapping replicates in RAxML (-f a option).
Gene Tree Statistics for Particular Internodes
Within the phylogeny of the 58 jawed vertebrate taxa represented here, we chose six questions to explore the utility of the newly assembled phylogenomic data set. These six questions have been either intractable or have recently been resolved in novel ways that need to be confirmed: (1) the position of lungfishes relative to tetrapods (hereafter called the lungfish question), (2) the relationships among Elopomorpha (eels and tarpons), Osteoglossomorpha (mooneyes, elephant fishes, arowanas, and their allies) and all other teleost fishes (hereafter called the teleost question), (3) the relationships among the three extant amphibian orders (hereafter called the amphibian question), (4) the position of turtles (hereafter called the turtle question), (5) the interordinal relationships of neoavian birds (hereafter called the neoavian question), and (6) the root of placental mammals (hereafter called the eutherian question).
All of these questions focus on the relative positions of three relevant taxa (clades) related to an internode within a phylogeny (e.g., for the lungfish question, the three taxa are lungfishes, coelacanths, and tetrapods). In this case, for the three taxa (named A, B, and C), there are only three potential rooted bifurcating hypotheses: (A,(B,C)); (B,(A,C)); (C, (A,B) ). In this context, for each node, we used a custom Python script to parse all gene trees in a data set and classified the trees into different groups according to the three alternative hypotheses for each node without taking branch support values into account. Some gene trees do not support any of the three alternative hypotheses for a given node and are thus categorized as "non-matching". Some genes lack relevant taxa and are thus not included in the statistics. For example, if a gene alignment does not contain the caecilian species I. bannanicus, the gene tree will not be counted for the amphibian question.
For a given node and a given data set comprising many genes, we calculated the proportions of gene trees classified into the status of non-matching or the three alternative hypotheses. These proportions indicate the signal heterogeneity within a data set for the node. To quantify the relative strength of the phylogenetic signal for a given node, we used "internode certainty (IC)" as proposed by Salichos et al. (2014) , which evaluates the information entropy by considering the gene-support frequency for several competing hypotheses in a given set of genes. This parameter is calculated according to the equation: IC = log 3 (3)+p(x 1 /(x 1 +x 2 +x 3 ))log 3 (p(x 1 /(x 1 +x 2 +x 3 ))) +p(x 2 /(x 1 +x 2 +x 3 ))log 3 (p(x 2 /(x 1 +x 2 +x 3 ))) +p(x 3 /(x 1 +x 2 +x 3 ))log 3 (p(x 3 /(x 1 +x 2 +x 3 ))), where x 1 , x 2 , and x 3 are the frequencies of the predominant hypothesis and the other two competing hypotheses for a given node.
Selection of Data Subsets with Various Gene Filtering
Methods To compare the effect of various data filtering approaches in improving signal quality of the data set, we adopted five previously proposed data filtering approaches to select more informative subsets of genes from the starting data set of 4682 genes. For each filtering approach, we used four levels of stringency to generate different-sized data subsets. For the sake of comparison, data subsets at the same level of stringency have comparable sizes and numbers of genes among the five filtering approaches. The five data filtering treatments are described below:
(1) Reducing missing data. Four gene subsets were selected at different thresholds of gene occupancy (48-54 taxa). The resulting data subsets contain 399 genes (at least 54 taxa), 1034 genes (at least 52 taxa), 1826 genes (at least 50 taxa), and 2581 genes (at least 48 taxa), respectively.
(2) Removing poorly aligned genes. We discarded genes whose refined alignments after removing ambiguous positions were less than a given proportion of the length of the original alignment. The resulting data subsets contain 436 genes (ratio cutoff of 80%), 1172 genes (ratio cutoff of 70%), 2135 genes (ratio cutoff of 60%), and 2919 genes (ratio cutoff of 50%), respectively.
(3) Selecting genes with high informativeness. We calculated the potential information content for every gene from the starting data set using MARE v.0.1.2-rc (Meyer et al. 2011 ; http://mare.zfmk.de). Four subsets of genes were selected by their ranking of information content (from high to low): top 500 genes, top 1250 genes, top 1950 genes, and top 2643 genes.
(4) Choosing slowly evolving genes. The average pairwise sequence identity was calculated for each gene alignment with a custom Python script and used as an estimate of the evolutionary rate. Four subsets of genes were selected by their ranking of evolutionary rate (from low to high): top 500 genes, top 1000 genes, top 1900 genes, and top 2500 genes.
(5) Selecting genes with high resolution. Using a custom Python script, for every gene from the starting data set, we estimated the average bootstrap support value of all internodes of its bootstrap consensus tree. We then used these average bootstrap support values to construct four subsets of genes: genes that have average bootstrap support values that are greater than or equal to 75% (630 genes), 70% (1456 genes), 65% (2268 genes), and 60% (3098 genes).
Phylogenetic Tree Inference For the starting data set (4862 genes) and its various subsets, we constructed the phylogenetic tree using both ML and coalescent-based species-tree inference methods. Because the number of genes of each data set is high, it is not suitable to perform a ML analysis partitioned by genes (overparameterized). For this reason, we tried two different partitioned strategies: unpartitioned and 10-bin partitioned. The 10-bin partitioned strategy randomly assigned genes into 10 "supergenes", with each supergene comprising 10% of genes in the whole data set. This binning strategy is a statistical technique that can reduce sampling error (Bayzid and Warnow 2013; Betancur-R et al. 2014) . Analyses of the unpartitioned data and the binned data showed that the 10-bin partitioned strategy produces the same topology and similar branch support to the unpartitioned strategy. Therefore, all ML analyses preformed in this study adopted an unpartitioned strategy.
ML trees were inferred with RAxML v.8.0 (Stamatakis 2006 ) using a GAMMA model of rate heterogeneity, LG protein substitution matrix (Le and Gascuel 2008) , and empirical amino acid frequencies (-m PROTGAMMALGF) for the whole data set. Branch support was estimated with 500 replicates using a rapid bootstrapping algorithm (Stamatakis et al. 2008) . ML analyses were conducted using a PTHREADS version of the RAxML 8.0 on a two-way high-performance computation station (two E5-2680 CPU, 2.8 GHz, 256G RAM) using 32 threads or using the online CIPRES Science Gateway (https://www.phylo.org/).
Species-tree analyses without data concatenation were performed using the pseudo-ML approach implemented in the program MP-EST v1.2 (Liu et al. 2010 ) under the coalescent model. First, for each data set, 500 ML bootstrap trees were constructed for every gene alignment in the data set, using RAxML v.8.0 under the GAMMA + LG + F model. Second, the obtained gene trees were rooted with one of the three cartilaginous fishes (Callorhinchus milii, Scyliorhinus canicula, or Leucoraja erinacea, depending on which species is present) and supplied to the MP-EST to generate 500 bootstrap species trees. The consensus and robustness of the species tree were evaluated with the 500 MP-EST bootstrap species trees.
RESULTS
Data Summary
After sequence alignment, alignment refinement, and the removal of extremely long-branch species, 4682 ortholog sets were retained for further analyses. These ortholog sets have a minimum gene occupancy threshold of 45 taxa (i.e., occupancy of > 77.6% of the data set). 
The 4682-Gene Data Set Does Not Recover Expected
Relationships for All Test Nodes ML analysis of the concatenation of all 4682 genes produced a highly resolved phylogeny in which all except two internodes received more than 95% bootstrap support (Fig.1) . The species-tree analysis based on the 4682-gene data set without data concatenation yielded a highly similar tree to that of ML analysis (Fig. 2) . For the six test nodes (see Materials and Methods for details), four are in agreement with the recent literature: lungfishes are closer to tetrapods than coelacanths are (Node B; Figs. 1 and 2), salamanders (Caudata) appear as the sister group to frogs (Anura) (Node C; Figs. 1 and 2), turtles are a sister group of archosaurs (birds + crocodiles) (Node D; Figs. 1 and 2), and Afrotheria is sister to Xenarthra, not Boreotheria at the root of placental mammals (Atlantogenata hypothesis) (Node F; Figs. 1 and 2). The first three nodes received strong support in both concatenated ML and species-tree analyses (BS > 85%). The Atlantogenata hypothesis was only moderately supported in the concatenation analysis (BS = 71%; Fig.1 ) but received strong support in the species-tree analysis (BS = 100%; Fig. 2 ).
Within Teleostei, a well-supported clade comprising Elopomorpha and Osteoglossomorpha is recovered as sister to all other teleosts (Node A; BS = 100%; Fig.1 ). This relationship remains stable in the species-tree analysis (Node A; BS = 100%; Fig.2 ). The notion of a Elopomorpha + Osteoglossomorpha clade based on molecular data is not entirely novel (Lê et al. 1993 ), but it is at odds with the predominant paradigm of the earliest diversification of teleosts, as it contradicts most mitochondrial and nuclear gene analyses (Inoue et al. 2001; Santini et al. 2009; Near et al. 2012; Betancur-R et al. 2013) .
Significant discordances occurred within neoavian birds (Neoaves). Previous molecular studies consistently found a well-supported clade called "land birds" (Ericson et al. 2006; Hackett et al. 2008; Jetz et al. 2012; McCormack et al. 2013; Jarvis et al. 2014) , which in this study means that falcons (Falco sp.), parrots (Melopsittacus undulatus), and other songbirds should be grouped together with respect to pigeons (Columba livia). Despite the use of a large amount of data, our concatenated ML analysis recovered the falcon as sister to the rest of Neoaves, making "land birds" nonmonophyletic (BS = 63%; Node E; Fig. 1 ). It is well known that neoavian birds have experienced rapid evolution, a process in which incomplete lineage sorting (ILS) happens frequently (Matzke et al. 2012; Jarvis et al. 2014 ). In such a circumstance, concatenation methods may yield misleading results while coalescentbased species-tree methods can produce accurate phylogenies from multilocus data (Edwards 2009; Degnan and Rosenberg 2009; Liu et al. 2009 ). However, even using the species tree method, the 4682-gene data set was still unable to recover a "land birds" clade: falcons (Falco sp.), parrots (M. undulatus), and pigeons (C. livia) formed a well-supported clade with respect to other songbirds (BS = 74%; Node E; Fig. 2 ).
Nonspecific Data Filtering Methods Produce Unstable and Highly Incongruent Results
The results for the six nodes based on the five nonspecific data filtering methods in combination with both concatenation and coalescent-based tree-inference methods are summarized in Table 1 (corresponding trees can be found in Supplementary Figs . S1-S5, available on Dryad at http://dx.doi.org/10.5061/dryad.47v40). The different filtering methods had almost no effect on the inference and support for three questions that we tested: the lungfish question, the amphibian question, and the turtle question (Table 1) . However, for the teleost question, the neoavian question, and the eutherian question, the different filtering methods produced unstable results (Table 1) . Furthermore, for these three questions, none of the five data filtering treatments could produce consistent results using either concatenation or coalescent-based methods when we progressively applied more stringent filtering criteria (Table 1) .
For every nonspecific data filtering method tested, we observed strong incongruences among the four data subsets generated by different levels of stringency or between the two tree-inference methods. For example, when using the informativeness treatment and the concatenation analysis, the 2643-gene data set strongly supports Osteoglossomorpha as the sister group of all other teleosts (BS = 96%; Table 1 ), whereas the 500-gene data set strongly supports an Elopomorpha + Osteoglossomorpha clade (BS = 97%; Table 1 ). When using the conservativeness treatment, the concatenated ML analyses on the four data subsets support Osteoglossomorpha as the sister group of all other teleosts (BS = 69-100%; Table 1 ), whereas the species-tree analyses strongly support an Elopomorpha + Osteoglossomorpha clade (BS = 90-100%; Table 1 ). When using the resolution treatment, the concatenated ML analyses of the four data subsets support the Afrotheria hypothesis (Afrotheria alone as the sister group to all other placental mammals; BS = 76-96%; Table 1 ), whereas the species-tree analyses consistently support the Atlantogenata hypothesis (BS = 100%; Table 1 ).
In addition, strong incongruences were also observed among data filtering methods. For example, the most robust results from the alignment quality treatment and the resolution treatment support a monophyletic "land birds" (B =∼ 80-98%; 
Substantial Conflicting Signal among Genes
for the Test Questions Why are the six test nodes difficult and controversial in previous studies and why did our phylogenomic analyses exhibit different resolving power for the six questions? To address this problem, we studied the ML gene trees for each gene in the 4682-gene data set and found that the levels of gene tree heterogeneity are different for the six test questions (Fig. 3) the concatenation bootstrapping approach, gene-tree statistics can reveal the relative strength of signal for alternative topologies even when a certain hypothesis receives maximal bootstrap support.
For all six test nodes, the most frequently supported hypothesis is in agreement with the recent literature (Fig. 3) . For the three most stable nodes (turtle, amphibian, and lungfish), the IC values are 0.28, 0.032, and 0.0154, respectively. The IC value dropped to 0.0111 for the teleost question (Fig. 3) , which was less stable during the five data treatments (see Table 1 ). For the two most difficult questions (neoavians and eutherians), Notes: For every data filtering method tested (treatment), the starting data sets (4682 genes) were culled to four data subsets using four levels of stringency. These data subsets were analyzed by both RAxML and MP-EST. For each of the question tested, the inference results were shown in paired rows (upper: ML and lower: MP-EST) with bootstrap percentages in the right parentheses. -, none of the alternative hypotheses are supported; E, Elopomorpha; O, Osteoglossomorpha. The detailed trees can be found in Supplementary Figures S1-S5 , available on Dryad at http://dx.doi.org/10.5061/dryad.47v40.
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the IC values are only 0.0016 and 0.0018, respectively, which suggest that there is substantial conflicting signals for these two questions within the 4682-gene data set. Furthermore, we found that, for a given question, our phylogenomic data set contains a large number of genes whose topologies do not support any of the three predefined hypotheses ( Fig. 3; gray parts in charts) . We call these genes as "non-matching" data for a given question. Assuming that the real answer must be one of the three alternative hypotheses, these genes may not help to determine the correct result, but could be misleading. In fact, for the two most difficult questions (neoavian and eutherian), more than half of the genes are "non-matching" data (Fig. 3) .
Using Question-Specific Genes Can Both Produce Expected
Results and Reduce Incongruence Because the five standard data filtering strategies could not correctly resolve the aforementioned three difficult questions simultaneously, we turned to using the question-specific approaches to see whether we could obtain expected results and reduce incongruences associated with data sizes and tree-inference methods. Atlantogenata (79) Atlantogenata (100) Atlantogenata (98) Atlantogenata (100) Afrotheria (79) Atlantogenata (100) Atlantogenata (69) Atlantogenata (100) Atlantogenata (70) Atlantogenata (98 . Phylogenetic inference results for the three most difficult questions using data sets generated by question-specific approaches. For each of the questions tested, the inference results were shown in paired rows (upper: ML and lower: MP-EST) with bootstrap percentages in the right parentheses. Note that the inference results are little influenced by the size of data and the choice of tree inference methods. BS: bootstrap support.
We refer to the first question-specific strategy as the "hypothesis-control" approach. This method removes those genes whose gene trees do not support any of the three predefined hypotheses for a given question. In theory, this treatment removes genes that are unable to provide a clear answer to a given question, thus improving the signal strength of the data for that question. We excluded "non-matching" genes according to the gene-tree statistics (Fig. 3) for the three questions (the teleost, neoavian and eutherian questions). The resulting data sets comprise 2217, 1530, and 800 genes for the teleost question, the eutherian question, and the neoavian question, respectively. Both concatenation and coalescent-based inference analyses on these data sets produced expected and well-supported results for the three test questions: (i) a clade comprising Afrotheria + Xenarthra is sister to Boreotheria (MLBS = 70% and MP-EST BS = 98% ; Fig. 4) ; (ii) Elopomorpha and Osteoglossomorpha together constitute the root of extant teleost fishes (MLBS = 100% and MP-EST BS = 98%; We also tested a "node-control" strategy. In this strategy, we only select genes whose gene-tree recovers a specific node (the control node): for example, the monophyly of Teleostei (for the teleost question), the monophyly of Neoaves (for the neoavian question), and the monophyly of Eutheria (for the eutherian question). The logic of using this strategy is rather straightforward: (i) the control node is directly related to the question being studied; (ii) the control node is widely regarded as certain; (iii) any genes that do not recover the control node are highly likely subject to random error (e.g., insufficient length, incorrect identification of ortholog sequences) or systematic error (e.g., LBA, compositional bias). We expect that the phylogenetic signal from these selected genes will concentrate more on the target question.
As a result, a total of 3834, 4072, and 1907 genes were selected for the teleost question, the eutherian VOL. 64 question, and the neoavian question, respectively. In addition, to investigate whether we could consistently obtain expected results while using smaller numbers of genes, for each selected-gene data set, three additional subsets were extracted from the original one, based on the bootstrap support value on the corresponding monophyletic node of each gene tree (see the right tables in Fig. 4) .
For the teleost question, no incongruences were found among the original data set and their subsets or between the two tree-inference methods. All analyses consistently support the expected relationship: an Elopomorpha + Osteoglossomorpha clade (BS = 52-100% in the concatenated ML analyses; BS = 85-100% in the speciestree analyses; Fig. 4 ). For the neoavian question, we found the same phenomenon: all analyses consistently support a monophyletic "land birds" (BS = 56-98% in the concatenation analyses; BS = 54-81% in the speciestree analyses; Fig. 4 ). For the eutherian question, seven of the eight analyses support the expected Atlantogenata hypothesis (BS = 69-100%; Fig. 4 ). Only one analysis, the concatenated ML inference of the 2500-gene data set, supports the Afrotheria hypothesis with moderate support (BS = 79%; Fig. 4) . These results show that, for a given difficult question, compared with nonspecific gene filtering methods, using a question-specific filtering approach may produce the correct answer while greatly reducing the incongruences associated with data size and inference methods.
The Effect of Different Data Filtering Methods
on Improving Signal Quality Why do the five nonspecific data filtering methods and question-specific methods differ in performance on resolving the three difficult questions? The desired effect of a data filtering method is reducing the proportion of "non-matching" genes and increasing IC (signal strength) for a question simultaneously. Therefore, we calculated the "non-matching" gene proportion and IC values for all of the gene subsets selected by various data filtering methods. The calculation results for the teleost question, the neoavian question, and the eutherian question, based on the five tested filtering methods and the "node-control" approach, are summarized in Figure 5 .
For the aspects of both "non-matching" gene removal and increasing IC, the "node-control" strategy outperformed the five nonspecific data filtering methods for two of the three test questions (Fig. 5) . Overall, in the aspect of improving signal strength, the resolution treatment has a comparable performance to the "node-control" strategy. The informativeness and the conservativeness treatments tend to increase the proportion of "non-matching" genes and decrease the IC, especially when ever more stringent criteria are applied (Fig. 5) . The performance of each filtering method in removing "non-matching" genes and increasing IC is largely consistent with its robustness in recovering expected relationships. For example, the "node-control" strategy had the best performance for the neoavian question (Fig. 5) , and correspondingly, it is the only practice that can consistently recover a "land birds" clade (Fig. 5) ; the resolution treatment showed apparently better performance in increasing IC for the teleost question, so that it can consistently recover an Elopomorpha + Osteoglossomorpha clade with at least 91% of BS value (Table 1) . In general, for the three difficult questions, the "node-control" strategy outperforms the non-specific filtering methods because it balances the trade-off between "non-matching" gene removal and preservation of the phylogenetic signal.
DISCUSSION
Controversial Nodes in the Jawed Vertebrate Backbone
Phylogeny New genome and transcriptome data from jawed vertebrate species are becoming available at an accelerating rate. These data enable more detailed analysis of the evolution of jawed vertebrates. Using the largest current data set comprising 4682 genes, our in-depth phylogenomic analyses produced a reliable framework for the backbone phylogeny of jawed vertebrates. Among the six most intractable questions tested in this study, three received stable and robust results using both concatenation and species-tree analyses: (1) lungfishes are closer to tetrapods than coelacanths are, (2) salamanders (Caudata) appear as the sister group to frogs (Anura), and (3) turtles are a sister group of archosaurs (birds + crocodiles). These results strengthen current mainstream views on these questions (e.g., Zhang et al. 2005; Roelants et al. 2007; Shen et al. 2011; Chiari et al. 2012; Amemiya et al. 2013 , Liang et al. 2013 and demonstrate the power of using genome-scale data to resolve longstanding evolutionary questions.
One of the most hotly debated questions in vertebrate evolution is the relationships among Boreotheria, Xenarthra, and Afrotheria, the most ancient divergence of placental mammals. Even with the use of genomescale data, scientists have not reached a consensus for this problem (e.g., Hallström and Janke 2010; McCormack et al. 2012; Song et al. 2012; Morgan et al. 2013; Romiguier et al. 2013; O'Leary et al. 2013) . Our analyses indicated that substantial conflicting signals exist within genomic data for this question (Fig. 3) ; therefore, all three possible hypotheses can be recovered with strong support, depending on the choice of sampled genes. Using specific data sets that particularly concentrate signals on this question, we found that the incongruences resulting from data size and inference methods can be largely alleviated. We favor the finding that a clade comprising Xenarthra and Afrotheria is sister to Boreotheria (Atlantogenata hypothesis). It should be noted that our question-specific approaches are largely based on gene trees to select genes, thus the accuracy of gene trees is fundamentally important. Recently, several FIGURE 5. Change in signal strength and the amount of "non-matching" genes when using different data filtering approaches to refine data. The analyses were performed for the three most difficult questions in this study. Signal is measured by the IC of the question node. IC values near zero indicate the presence of equal amount of genes that conflict with one another for the inferred node, whereas values close to 1 indicate the absence of conflicting genes, and negative IC values indicate that the corresponding data sets support the other alternative hypothesis rather than the expected hypothesis defined for the given internode. A dot represents a data subset refined from the starting data set by the corresponding data filtering method. For each data filtering method, the four data subsets are the same as those in Table 1 and Figure4. studies (e.g., Romiguier et al. 2013; Jarvis et al. 2014; Weber et al. 2014) have pointed out that GC-biased gene conversion in exons can lead to incorrect gene tree estimation. Because we analyzed our data at amino acid level, the influence of GC-biased gene conversion should not be a problem.
Recovering deep evolutionary relationships in neoavian birds has proven to be extremely difficult, but a clade of so-called "land birds" has been consistently recovered in most recent studies based on nuclear or mitochondrial sequences (Ericson et al. 2006; Hackett et al. 2008; Pacheco et al. 2011; Kimball et al. 2013; McCormack et al. 2013; Jarvis et al. 2014) . Our phylogenomic analyses support the monophyly of "land birds". However, adding more sequences does not guarantee recovering correct relationships for neoavians 1116 SYSTEMATIC BIOLOGY VOL. 64 because genome-wide conflicting signals are extremely common within this group (Fig. 3) . Our analyses suggest that selecting question-specific genes can greatly reduce incongruences and improve resolving power for studying deep evolutionary relationships in neoavians. Currently, more and more new genome data from neoavian species are becoming available. This strategy may help to ensure a reasonable utilization of data and improve the resolution for many parts of the neoavian tree.
Traditionally, Osteoglossomorpha has been thought to be sister to a clade comprising all other extant teleosts (the Osteoglossomorpha hypothesis; Peng et al. 2009 ), which is supported both by morphological evidence (Patterson and Rosen 1977) and mitochondrial genomes (Inoue et al. 2001; Peng et al. 2006 ). However, recent molecular studies based on nuclear genes have consistently found that Elopomorpha (eels and tarpons) is the sister group of all other teleosts (the Elopomorpha hypothesis; Near et al. 2012; Betancur-R et al. 2013; Faircloth et al. 2013) . Nevertheless, most of our phylogenomic data sets suggest that a clade comprising Elopomorpha and Osteoglossomorpha is the sister group to all other teleosts, and only a few of our analyses favor the Osteoglossomorpha hypothesis. Surprisingly, the Elopomorpha hypothesis that was strongly supported by recent studies (Near et al. 2012; Betancur-R et al. 2013; Faircloth et al. 2013) was not recovered by any data set in this study. The discrepancy may be caused by the selection of genes and taxon sampling because previous studies included many taxa and few genes, while our study used few taxa and many genes. Hopefully, in future studies, this node may be finally resolved by sampling many taxa and genes, especially from representatives of Elopomorpha and Osteoglossomorpha.
Pursuing More Complete Data Sets in Phylogenomic
Practices Can Mislead At the dawn of the postgenomic era, the growing availability of numerous completely sequenced genomes and transcriptome data opens new avenues for investigating long-standing evolutionary questions that were previously regarded as intractable (Thomson and Shaffer 2010; Glenn 2011 ). It appears that the amount of sequence data is now seldom a limiting factor in phylogenomic analyses (Shavit Grievink et al. 2013 ), but genome-scale data typically contain considerable amount of missing data. In the past decade, the effects of missing data on the accuracy of phylogenetic inference have been intensively studied and debated (Philippe et al. 2004; Wiens and Morrill 2011; Wiens and Tiu 2012; Roure et al. 2013) . In general, missing data are considered to be a problem in phylogenetic inference. Therefore, selecting genes that have more complete taxon occupation currently is the most commonly used strategy when building phylogenomic data sets (e.g., Dunn et al. 2008; von Reumont et al. 2012; Amemiya et al. 2013; Andrade et al. 2014; Fernández et al. 2014) .
However, our results indicate that this conventional practice can be misleading. The case of reducing data sets based on data completeness in our study provides a good illustration of this (Table 1) . We followed the conventional way by creating four data subsets at various thresholds of gene occupancy (at least 48 taxa, 50 taxa, 52 taxa, and 54 taxa). Our results showed that matrices with different data completeness produced congruent relationships for three test questions (lungfish, amphibian, and turtle) but yielded conflicting topologies for the other three questions (Table 1) . Furthermore, the most complete subset of this study (399 genes; missing data~8%) recovered expected relationships for the lungfish, the amphibian, and the turtle questions (BS = 100%; Table 1 ). However, both concatenated ML and species-tree analyses on this data set also recover a well-supported Columba + Falco clade (concatenation BS = 0.97; Table 1) , which is inconsistent with our final result and most recent studies (e.g., Hackett et al. 2008; McCormack et al. 2013; Jarvis et al. 2014 ). This observation suggests that, in phylogenomic practices, reducing data sets until the matrix is complete sometimes may bring misleading results.
Nonspecific Phylogenomic Data Sets May Not Be Able to Address Multiple Difficult Questions Simultaneously
In this study, we used five commonly used gene filtering strategies to select informative genes that may help to resolve the six difficult questions within jawed vertebrate phylogeny. Because these approaches have no bias toward any questions when selecting genes, we call the obtained data sets as nonspecific data sets. In general, most recent phylogenomic studies have used nonspecific data sets to address their questions of interest (e.g., Smith et al. 2011; Amemiya et al. 2013; Tsagkogeorga et al. 2013; Bond et al. 2014) .
The starting data set assembled in this study is also a nonspecific data set, and it is rather large (4682 genes) for addressing the backbone relationships of jawed vertebrates. However, this nonspecific data set only recovered the expected relationships for five of the six tested questions and was unable to recover the monophyly of "land birds" (Figs. 1 and 2) . Moreover, among all 40 analyses on the 20 nonspecific data sets filtered from the starting data set, only two analyses simultaneously recovered the expected relationships for all six test questions with more than 50% BS support: the concatenation analysis on the 2581-gene data set filtered by the completeness treatment and the speciestree analysis on the 1456-gene data set filtered by the resolution treatment (Table 1) . The other analyses sometimes produced highly incongruent results either between data sets or between inference methods. In some extreme cases, these nonspecific data sets can correctly resolve some difficult nodes but result in high support for erroneous relationships for other nodes (Table 1) .
One possible explanation for this phenomenon is that each gene has a different resolving power on different time scales and on different evolutionary scenarios. Nonspecific gene filtering strategies are unlikely to concentrate informative genes for all intractable questions at the same time, especially when these difficult questions belong to different time scales or belong to different evolutionary scenarios. Nonspecific data sets may produce a well-resolved relationship for an ancient divergence event but do not have enough phylogenetic signal to recover accurate phylogeny for a recent radiation and vice versa (Townsend et al. 2012) . Our empirical observations illustrate that it is not without risk to simultaneously address multiple intractable questions with nonspecific data sets, even when the amount of sampled genes is large.
Using Question-Specific Data Sets to Address Difficult Questions: Merit and Suggestion
The unsuccessful experiences of using nonspecific data sets to address the jawed vertebrate backbone phylogeny motivated us to use question-specific data sets that concentrate the phylogenetic signal for a specific question but not for the entire phylogeny. The most notable advantage of this strategy is that it can alleviate the incongruences associated with data size and the inference method. For both concatenation and coalescence-based analyses on the 15 question-specific data sets of different size, 29 analyses recovered the expected relationships for the corresponding question with more than 50% BS support (Fig. 4) . Because there is currently no consensus about how many genes should be used and what type of inference methods is more accurate, such stability might be advantageous for phylogenomic practices.
In this study, we used two question-specific methods to screen informative genes related to the question of interest. The basic idea of using these methods is that, to reliably resolve a difficult question, the selected gene must pass a criterion to ensure that its information will help to resolve the problem rather than to confound it.
The first approach, the "hypothesis-control" strategy, is to exclude "non-matching" genes whose gene trees do not support any of the alternative hypotheses for the question of interest. Theoretically, this processing can reduce the number of genes that cannot give a clear answer to a given node, thus improving the signal strength of the data for the node. As showed in our analyses, the filtered data sets did produce the expected relationships for the three difficult questions with more than 70% BS support, regardless of the type of inference methods used (Fig. 4) . It should be noted that, the "hypothesis-control" strategy must predefine three rooted hypotheses for a given question, which may be somewhat subjective because the true evolutionary history might deviate from our assumptions. Therefore, this method is only suitable for questions that have been investigated extensively and have only several explicit alternative hypotheses.
The second question-specific approach used here, which we call the "node-control" strategy, is to select genes whose gene trees support a widely accepted node that is related to the question of interest. Using the BS support for the control node as a cutoff value, we constructed 12 question-specific data sets for three difficult questions (four data sets for each question). Our results showed that these specific data sets effectively improve the phylogenetic signal strength while decreasing the amount of "nonmatching" genes for the corresponding question (Fig. 5) and yielding congruent and expected results (Fig. 4) . Compared with the "hypothesis-control" strategy, the "node-control" approach is more relaxed because it only requires a control node and does not need to predefine any hypotheses. For example, if we want to address the relationships among the three major groups within Arthropoda (Chelicerata, Myriapoda, and Pancrustacea), the "node-control" approach only requires the monophyly of Arthropoda, whereas the "hypothesis-control" strategy also assumes monophyly of Chelicerata, Myriapoda, and Pancrustacea and predefines three possible hypotheses among the three clades. Therefore, the "node-control" strategy may be more practical than the "hypothesis-control" strategy when our questions lack explicit hypotheses. Overall, the key to using the "node-control" approach is to ensure the objectivity of the control node and to make the control node closely related to the question of interest. If the control node is properly set, we expect that the phylogenetic signal from the selected genes will concentrate on the target question.
One philosophical question deserving further discussion is whether removing incongruent genes is a globally optimal strategy for phylogenomics. In theory, incongruence can be caused by systematic errors or lack of resolution in gene trees (i.e., not being able to reconstruct the true genealogy of that DNA region), or by real biological processes like ILS or gene flow. Therefore, it is better to ensure that the incongruence you are trying to eliminate is actually due to errors, but not due to real biological processes. However, in practice, it is difficult to determine the cause of incongruence for a given locus. In addition, the control nodes we used here (a monophyletic Eutheria, a monophyletic Neoaves, and a monophyletic Teleostei) all have long internal branches. In principle, ILS is unlikely to occur for long branches (internodes). Therefore, if some genes do not recover these control nodes, the incongruence may be more likely caused by error (systematic or random) rather than real biological processes like ILS.
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