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Abt. Paläoanatomie
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Hiermit erkläre ich an Eidesstatt, dass die Dissertation von mir selbstständig, ohne uner-
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Abstract
The recovery and analysis of material culture is the main focus of archaeo-related work.
The corpus of findings like rest of buildings, artifacts, human burial remains, or faunal
remains is excavated, described, categorized, and analyzed in projects all over the world.
A huge amount of archaeo-related data is the basis for many analyses. The results of
analyzing collected data make us learn about the past.
All disciplines of archaeo-related sciences deal with similar challenges. The work-
flow of the disciplines is similar, however there are still differences in the nature of the
data. These circumstances result in questions how to store, share, retrieve, and analyze
these heterogeneous and distributed data. The contribution of this thesis is to support
archaeologists and bioarchaeologists in their work by providing methods following the
archaeo-related workflow which is split in five main parts.
Therefore, the first part of this thesis describes the xBook framework that has been
developed to gather and store archaeological data. It allows creating several database ap-
plications to provide necessary features for the archaeo-related context. The second part
deals with methods to share information, collaborate with colleagues, and retrieve dis-
tributed data of cohesive archaeological contexts to bring together archaeo-related data.
The third part addresses a dynamic framework for data analyses which features a flexible
and easy to be used tool to support archaeologists and bioarchaeologists executing anal-
yses on their data without any programming skills and without the necessity to get famil-
iar with external technologies. The fourth part introduces an interactive tool to compare
the temporal position of archaeological findings in form of a Harris Matrix with their
spatial position as 2D and 3D site plan sketches by using the introduced data retrieval
methods. Finally, the fifth part specifies an architecture for an information system which
allows distributed and interdisciplinary data to be searched by using dynamic joins of re-
sults from heterogeneous data formats. This novel way of information retrieval enables
scientists to cross-connect archaeological information with domain-extrinsic knowledge.
However, the concept of this information system is not limited to the archaeo-related
context. Other sciences could also benefit from this architecture.
x ABSTRACT
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Zusammenfassung
Die Wiederherstellung und Analyse von materieller Kultur ist der Schwerpunkt archäo-
logischer Arbeit. Das Material von Funden wie Gebäudereste, Artefakte, menschliche
Überreste aus Bestattungen oder tierische Reste wird in Projekten auf der ganzen Welt
ausgegraben, beschrieben, kategorisiert und analysiert. Die große Anzahl an archäo-
logischen Daten bildet die Grundlage für viele Analysen. Die Ergebnisse der Auswertung
der gesammelten Daten gibt uns Aufschluss über die Vergangenheit.
Alle Disziplinen der archäologischen Wissenschaften setzen sich mit ähnlichen
Herausforderungen auseinander. Der Arbeitsablauf ist in den einzelnen Disziplinen ähn-
lich, jedoch gibt es aufgrund der Art der Daten Unterschiede. Das führt zu Fragestellun-
gen, wie heterogene und verteilte Daten erfasst, geteilt, abgerufen und analysiert werden
können. Diese Dissertation beschäftigt sich mit der Unterstützung von Archäologen und
Bioarchäologen bei ihrer Arbeit, indem unterstützende Methoden bereitgestellt werden,
die dem archäologischen Arbeitsablauf , der in fünf Schritte unterteilt ist, folgt.
Der erste Teil dieser Arbeit beschreibt das xBook Framework, welches entwickelt
wurde, um archäologische Daten zu erfassen und zu speichern. Es ermöglicht die Erstel-
lung zahlreicher Datenbankanwendungen, um notwendige Funktionen für den archäo-
logischen Kontext bereitzustellen. Der zweite Teil beschäftigt sich mit der Zusammentra-
gung von archäologischen Daten und setzt sich mit Methoden zum Teilen von Informa-
tionen, Methoden zur Zusammenarbeit zwischen Kollegen und Methoden zum Abruf von
verteilten, aber zusammenhängenden archäologischen Daten auseinander. Der dritte Teil
stellt ein dynamisches Framework für Datenanalysen vor, welches ein flexibles und leicht
zu bedienendes Tool bereitstellt, das Archäologen und Bioarchäologen in der Ausführung
von Analysen ihrer Daten unterstützt, so dass weder Programmierkenntnisse noch die
Einarbeitung in externe Technologien benötigt werden. Der vierte Teil führt ein inter-
aktives Tool ein, mit dem – unter Verwendung der zuvor beschriebenen Methoden zur
Datenabfrage – die zeitliche Position von archäologischen Funden in Form einer Harris
Matrix mit ihrer räumlichen Position als 2D- und 3D-Lageplan verglichen werden kann.
Abschließend spezifiziert der fünfte Teil eine Architektur für ein Informationssystem, das
die Durchsuchung von verteilten und interdisziplinären Daten durch dynamische Joins
von Suchergebnissen aus heterogenen Datenformaten ermöglicht. Diese neue Art an
xii ZUSAMMENFASSUNG
Informationsabfrage erlaubt Wissenschaftlern eine Querverbindung von archäologischen
Informationen mit fachfremdem Wissen. Das Konzept für dieses Informationssystem ist
jedoch nicht auf den archäologischen Kontext begrenzt. Auch andere wissenschaftliche
Bereiche können von dieser Architektur profitieren.
1
Chapter 1
Introduction
Attribution
This Chapter uses material from the following publication:
• Daniel Kaltenthaler, Johannes-Y. Lohrer, Peer Kröger, and Henriette
Obermaier. A Framework for Supporting the Workflow for Archaeo-
related Sciences: Managing, Synchronizing and Analyzing Data. In
Datenbanksysteme für Business, Technologie und Web (BTW 2017),
17. Fachtagung des GI-Fachbereichs ,,Datenbanken und Informationssys-
teme” (DBIS), 6.-10. März 2017, Stuttgart, Germany, Workshopband,
pages 89–98, 2017. [KLKO17]
See Chapter 1.2 for a detailed overview of incorporated publications.
In the flow of archaeological and bioarchaeological excavations, loose findings such
as rests of buildings, ceramics, glass, metal, human burial remains, faunal, and botanic
rests are excavated and packed separately in specified units together with a find sheet.
The find sheet number on the find sheet specifies the unit uniquely. Representatives of
different archaeo-related scientific disciplines – like archaeologists, zooarchaeologists,
anthropologists, archaeobotanists, etc. – collect the data of these findings. This archaeo-
logically relevant data concerning the excavation site is valuable for all disciplines. The
data describes the findings as precisely as possible. The manner of the description is
standardized in its core. For example, zooarchaeology gathers data like animal species,
skeleton elements, age at death, bone measurements, fragmentation, taphonomy, etc.
Target of all archaeological and bioarchaeological work is the best groundwork for the
holistic view and interpretation of features and findings for the context of scientific anal-
yses after the destruction of ground monuments. [Bay16b] [Bay16c] The documentation
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of excavations is a description of the found situations. Once the original objects and con-
texts are destructed – e.g. caused by constructing projects, natural disasters, vandalism,
etc. – the documentation becomes the primary source for the data. [Ver01] However,
the documentation is not only pure archive material. During an excavation it serves as
an error checking possibility, is used for reporting, and is a basis for strategical decisions
about further excavation-related proceedings. So it is important that the documentation
is present directly on-site. After the completion of an excavation and the archiving, the
data of the documentation serves as a preparation for future planned investigations and
for scientific analyses as part of publications, research projects, and written theses. The
documentation is always an everyday working material. [Sch18]
To give the research access to the information about remains is one of the most im-
portant tasks of collections, museums, and archaeo-related institutes. This requires a full
coverage of the collection. However, a full coverage does not mean that this information
is also accessible. The stock records are often only available in handwritten or printed
form, e.g. books or file cards which – if at all – can only be supplied on-site to the scien-
tific community. [GHM15] Even if the information is available in digital form, the data
exchange via the Internet is limited because of insufficient network infrastructures and
applications. Today, one of the biggest challenges of collections is to take action to store
data digitally and to provide methods to exchange archaeological and bioarchaeological
data to enable complex analyses.
The gathering of the data may be carried out at the excavation site itself or at the
particular institute after the excavation is finished. Based on the geographical position
of the site or due to the states’ political circumstances, the processing on site may be
inevitable. Gathering the data online is not always possible because of the lack of an In-
ternet connection, an instable Internet connection, or because of the limited data volume
available.
Besides macroscopic investigations, specific questions concerning determination of
material, absolute dating, or questions on bioarchaeological migration respectively, fur-
ther investigations of chemical (qualitative analysis, stable isotopes), physical (radiocar-
bon dating) or molecular biological (ancient DNA) nature are carried out. This “is a
popular method for solving Archaeology-related problems like determining the origin of
archaeological finds, as well as analyzing the diet of individuals or entire populations, the
climate of a region, and the migration patterns of people and their habitat” [MNKG15].
Specialized laboratories may be charged with these purposes. [MAK12] [AK03]
Within each discipline, the data is recorded by one person or by a group. At the end,
all the data is collected. Either handwritten records are entered in tables or databases,
or they had been gathered digitally from scratch. The data may be completed by those
from external investigations.
The data collection forms the bases for documentations and for analyses inside the
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excavation project. Most of the analyses are statistical ones. The methods follow contin-
ually developing standards. Whereas standardizing builds a great challenge and finally
has to be restricted to a core, many data analyses are carried out individually without
respecting any standards. One reason may be that problems and evidence of the research
can be of different nature, depending on the archaeological context and the quality and
quantity of the findings.
In order to be able to put the results in a historical frame or to position them in a his-
torical process, synchronous and diachronous comparisons are carried out to enable the
comparison with the results of investigations from regional or supra-regional excavation
sites. In this connection, data from other investigations is included in the analyses. It
may derive from published investigations or from colleagues who exchange unpublished
data. This occurs inside the particular subject of research as well as in interdisciplinary
collaborations of cultural sciences and natural sciences. If a big amount of data as an ap-
proach from the science of information technology is available, data mining may provide
additional results.
1.1 Overview
This Chapter gives an overview of the structure of this thesis.
Concerning the archaeological and bioarchaeological work explained in the introduc-
tion, three main challenges were extracted that have to be fulfilled to support the work
of archaeologists and bioarchaeologists:
1. Data gathering:
Gather and store archaeo-related data digitally in a database.
2. Data sharing:
Collaborate with colleagues and share data with other users.
3. Data analyses:
Execute analyses on the available data.
Complemented with the excavation process itself, this sequence results in a rough
workflow for the archaeological and bioarchaeological work. This is visualized in Fig-
ure 1.1. All disciplines of archaeo-related sciences deal with similar challenges that result
in similar workflows. However, there are still differences in the nature of the data. These
circumstances result in questions how to store, share, retrieve, and analyze these hetero-
geneous and distributed data. The contribution of this thesis is to support archaeologists
and bioarchaeologists in their work by providing methods following this archaeo-related
workflow.
4 1. Introduction
Figure 1.1: A visualization of the workflow of archaeological and bioarchaeological work.
Therefore, the XBOOK framework, that was developed to gather and store archaeo-
logical and bioarchaeological data, is described in Chapter 2. It allows creating sev-
eral database applications to provide necessary features for the archaeo-related context.
The Chapter shows the historic evolution of the zooarchaeological database OSSOBOOK
which features were extracted and wrapped into the common framework XBOOK to pro-
vide the main basic functionalities for inherited databases. The framework forms the
basis for the zooarchaeological databases OSSOBOOK and PALAEODEPOT, the archaeo-
logical databases ARCHAEOBOOK, EXCABOOK, and INBOOK as well as the anthropological
databases ANTHRODEPOT and ANTHROBOOK.
Chapter 3 of this thesis deals with methods to share information, collaborate with
colleagues, and retrieve distributed data of cohesive archaeological contexts to bring to-
gether archaeo-related data. Therefore, we explain a timestamp-based synchronization
process in Chapter 3.1 that is built into the XBOOK framework and can be used for the col-
laboration with colleagues and the exchange of archaeological data with other scientists.
In addition, we introduce REMIS (Reverse-Mediated Information System) in Chapter 3.2, a
novel information system that allows retrieving interrelated archaeological information
that is spread in several distributed, heterogeneous data sources. This is achieved by
transferring the management of data sources to the client-side, allowing data owners to
keep full control over the third-party data access while providing simple administration.
Data owners can register their data sources directly. Queries are forwarded to be trans-
lated on the data source level. In contrast to a centralized mediator-based system, which
is not suitable for dynamic retrieval and flexible adjustment of heterogeneous data, our
system provides the adaptability to keep query responses accurate in case of evolving
data sources.
The following Chapter 4 describes a framework for data analyses that can be em-
bedded into a base application. Especially for less technically experienced scientists it
is important to analyze the data directly inside the application to work in their familiar
user environment where the data is entered. A solution is desirable to allow the scien-
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tists easily to work with their data and to support and motivate the execution of further
analyses of their data which would lead to new and interesting results and insights.
If the analysis process is too complicated, tedious, or not apparent, this could restrict
scientists, especially in non-IT-related disciplines like archaeology and bioarchaeology,
from analyzing complex data circumstances. To enable this solution, we first describe
the requirements for our ANALYSIS TOOL and explain the steps we took to meet those
requirements. Then we describe the steps that are necessary to integrate the ANALYSIS
TOOL into a base application. We explain how the ANALYSIS TOOL can be extended with
new specific components that allow the users to add exactly the features they need for
their analyses. We also discuss different approaches for the graphical data composition
which are evaluated in a user study. The result of the evaluation contributes towards
the development of a prototype of the framework. Finally, we apply the prototype to
zooarchaeological data of OSSOBOOK in a case study.
In Chapter 5, we describe TARDIS, another analysis application. It is a visual analytics
system for spatial and temporal data designed for the needs of archaeo-related disciplines
that supports domain experts in analyzing their data. The temporal data is visualized in
form of an interactive Harris Matrix that illustrates the temporal position of the layers.
The 2D and 3D visualization sketches the spatial position of findings with heat map col-
ors and a Kernel Density Estimation. The application allows the visual comparison of
the temporal and spatial data. We discuss the archaeological background followed by
the technical implementation of the application and the generation of the Harris Matrix.
Finally, we demonstrate the usefulness of the application by analyzing real zooarchaeo-
logical data from an excavation where we use TARDIS to show the distribution of animal
species in a case study.
Finally, we propose the REMIS CLOUD in Chapter 6, an information management sys-
tem which allows data owners to provide and cross-connect domain-extrinsic knowledge
and enhances data retrieval with a search interface that is intuitive and easy to operate.
It is a further development of REMIS, but extends the architecture with a “Category”
system which helps to classify the data sources. Thereby the data retrieval like in REMIS
is still possible, however REMIS CLOUD additionally provides the retrieval of related,
but logical separated and also of domain-extrinsic data. The coherence is determined by
considering the common “Categories” of all data sources.
To conclude this thesis in Chapter 7, the presented methods and the future work
are debated in Chapter 7.1 and a discussion about the development of archaeo-related
technologies is conducted in Chapter 7.2.
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1.2 Attribution
This Chapter gives an overview of the previously published papers that are included in
this thesis (in order of appearance in this work) and clarifies the contributions of the
author of this thesis.
Chapter 1 uses parts of the publication A Framework for Supporting the Workflow
for Archaeo-related Sciences: Managing, Synchronizing and Analyzing Data [KLKO17] by
Daniel Kaltenthaler, Johannes-Y. Lohrer, Peer Kröger, and Henriette Obermaier, which
describes a rough overview about the archaeological workflow and contributions that
consist of previous work by Daniel Kaltenthaler and Johannes-Y. Lohrer under supervi-
sion of Peer Kröger. Henriette Obermaier contributed domain-specific input.
Chapter 2 is based on the publication The Historic Development of the Zooarchaeo-
logical Database OssoBook and the xBook framework [KL18] by Daniel Kaltenthaler
and Johannes-Y. Lohrer, which describes the development of the database OSSOBOOK
and the framework XBOOK. The concept, implementation, and design of the XBOOK
framework was solely realized by Daniel Kaltenthaler and Johannes-Y. Lohrer, includ-
ing the technical and collaborative infrastructure, the software development, and the
draft and implementation of the included features. The mentioned applications OSSO-
BOOK [KLK+18b] (since the new development from version 4.0), EXCABOOK [KLK+18f],
ANTHRODEPOT [KLK+18c], and PALAEODEPOT [KLK+18g] are being developed exclu-
sively by Daniel Kaltenthaler and Johannes-Y. Lohrer. ARCHAEOBOOK [KLK+18e] was
originally developed by Daniel Kaltenthaler and Johannes-Y. Lohrer, and later Ciarán
Harrington supported the implementation. ANTHROBOOK [KLK+18h] was developed by
Tatiana Sizova and Anja Mösch on the basis of the XBOOK framework until 2016. Then
Daniel Kaltenthaler and Johannes-Y. Lohrer took over the development in 2017. INBOOK
[KLK+18d] is being developed by Ciarán Harrington. Primarily, the database applications
consider the valuable domain expertise of Henriette Obermaier (OSSOBOOK and PALAEO-
DEPOT), Christiaan van der Meijden (OSSOBOOK), Sonja Marzinzik, Erich Claßen, and
Heiner Schwarzberg (each ARCHAEOBOOK), Michaela Harbeck and Andrea Grigat (each
ANTHRODEPOT and ANTHROBOOK), Anita Toncala (ANTHROBOOK), and Silke Jantos,
Agnes Rahm, Ina Sassen, Tilman Wanke, and Roland Wanninger (each EXCABOOK).
Chapter 3.1 is based on the publication A Generic Framework for Synchronized Dis-
tributed Data Management in Archaeological Related Disciplines [LKK+14] by Johannes-
Y. Lohrer, Daniel Kaltenthaler, Peer Kröger, Christiaan van der Meijden, and Henriette
Obermaier, which describes a timestamp-based synchronization method to enable shar-
ing of data and collaboration with colleagues. The synchronization logic was primarily
drafted and implemented by Johannes-Y. Lohrer in cooperation with Daniel Kaltenthaler.
A follow-up publication of the same title [LKK+16b] by the same authors additionally
explains the conflict management in more detail, which was basically drafted and im-
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plemented by Daniel Kaltenthaler in cooperation with Johannes-Y. Lohrer. The publi-
cation Synchronized Data Management and Its Integration into a Graphical User Inter-
face for Archaeological Related Disciplines [KLK+15] by Daniel Kaltenthaler, Johannes-Y.
Lohrer, Peer Kröger, Christiaan van der Meijden, and Henriette Obermaier extends the
described synchronization methods with the integration into the graphical user interface,
which was largely designed and implemented by Daniel Kaltenthaler in cooperation with
Johannes-Y. Lohrer. The work was developed under supervision of Peer Kröger and Chris-
tiaan van der Meijden. Henriette Obermaier contributed domain-specific input for the
three mentioned papers.
Chapter 3.2 is based on the publications Reverse Mediated Information System: Web-
based Retrieval of Distributed, Anonymous Information [LKK+17] by Johannes-Y. Lohrer,
Daniel Kaltenthaler, Peer Kröger, and Christiaan van der Meijden, and Retrieval of Het-
erogeneous Data from Dynamic and Anonymous Sources [LKR+18] by Johannes-Y. Lohrer,
Daniel Kaltenthaler, Florian Richter, Tatiana Sizova, Peer Kröger, and Christiaan van der
Meijden, which describe an architecture to retrieve data from heterogeneous, distributed,
and anonymous data sources. The architecture was primarily drafted by Johannes-Y.
Lohrer and implemented by Daniel Kaltenthaler, Johannes-Y. Lohrer, and Tatiana Sizova,
under supervision of Peer Kröger. Florian Richter attributed valuable input about the
usage of the system in other domains. Christiaan van der Meijden contributed with valu-
able discussions. Henriette Obermaier contributed domain-specific input.
The introduction of Chapters 4 and the Chapters 4.1, 4.3, and 4.4 use parts of the
publication Leveraging Data Analysis for Domain Experts: An Embeddable Framework for
Basic Data Science Tasks [LKK16a] by Johannes-Y. Lohrer, Daniel Kaltenthaler, and Peer
Kröger (used in Chapter 4), which describes an analysis tool that can be embedded into
other applications to enable data analyses without the need of programming skills. The
described logic of the tool was basically drafted and implemented by Johannes-Y. Lohrer
under supervision of Peer Kröger. Daniel Kaltenthaler attributed valuable input towards
the tool. The Chapters 4.2, 4.3, and 4.4 use parts of the publication Supporting Domain
Experts Understanding Their Data: A Visual Framework for Assembling High-Level Analy-
sis Processes [KLK17] by Daniel Kaltenthaler, Johannes-Y. Lohrer, and Peer Kröger, which
discusses several approaches how to realize the graphical presentation of the analysis
composition, the evaluation, and the realization within the ANALYSIS TOOL. The dis-
cussed approaches of the graphical representation and the implementation was prima-
rily realized by Daniel Kaltenthaler under supervision of Peer Kröger. Johannes-Y. Lohrer
attributed valuable feedback towards the tool.
Chapter 5 is based on the publication TaRDIS, a Visual Analytics System for Spatial and
Temporal Data in Archaeo-related Disciplines [KLP+17] by Daniel Kaltenthaler, Johannes-
Y. Lohrer, Ptolemaios Paxinos, Daniel Hämmerle, Henriette Obermaier, and Peer Kröger,
which introduces a visual analysis tool to put spatial information in relation with tem-
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poral data from archaeological sites. The concept of the tool was drafted by Daniel
Kaltenthaler and Johannes-Y. Lohrer under supervision of Peer Kröger. The implemen-
tation of the presented prototype was developed by Daniel Kaltenthaler, Johannes-Y.
Lohrer, and Daniel Hämmerle. Henriette Obermaier contributed domain-specific input.
The executed analysis was interpreted by the domain scientist Ptolemaios Paxinos.
Chapter 6 is based on the publication A Distributed Information Management Sys-
tem for Interdisciplinary Knowledge Linkage [KLRK17] and the extended publication In-
terdisciplinary Knowledge Cohesion through Distributed Information Management Systems
[KLRK18] by Daniel Kaltenthaler, Johannes-Y. Lohrer, Florian Richter, and Peer Kröger
describe an information system that enables the data retrieval from interdisciplinary do-
mains. The architecture was primarily drafted by Daniel Kaltenthaler in cooperation with
Johannes-Y. Lohrer under supervision of Peer Kröger. The implementation was realized
by Daniel Kaltenthaler and Johannes-Y. Lohrer. Florian Richter contributed the use case
for the eLearning context and the discussion about ethics.
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Chapter 2
Development of OssoBook and the
xBook Framework
Attribution
This Chapter uses material from the following publication:
• Daniel Kaltenthaler and Johannes-Y. Lohrer. The Historic Development
of the Zooarchaeological Database OssoBook and the xBook Frame-
work for Scientific Databases. ArXiv e-prints: 1801.08052, January
2018. [KL18]
See Chapter 1.2 for a detailed overview of incorporated publications.
In general, software and its possibilities are developing to an ever more advanced
level. The implementations are changing over time and new technologies have to be
considered and integrated. Different ideas and concepts of developers, and different ex-
pectations of customers have to be taken into account when developing the application.
Even though these approaches may differ from expected realizations, especially in the
range of data gathering, the requirements are quite similar in several scientific areas.
It is often the case that different disciplines develop their own software solutions to
gather and manage own data specifically for their own need. However, this causes the
decisive disadvantage that new features which can be applied to several disciplines have
to be implemented multiple times for each of the individual solutions. This is not only a
huge temporal, but also a financial expenditure.
This situation became especially apparent during the development of OSSOBOOK
[KLK+18b], a database for zooarchaeological findings. Other disciplines in the archaeo-
logical context (like anthropology, archaeobotanic, and archaeology) also gather data
with similar methods. Of course, these differ content-related, but the requirements on
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the basic features strongly overlaps with the functionalities of OSSOBOOK. It is not lim-
ited to the archaeo-related context, other scientific disciplines could also benefit from
similar solutions.
In other archaeo-related disciplines there is also a necessity of gathering data which
consists of similar workflows like in the zooarchaeological field. In consequence, the
idea of the XBOOK framework developed out of this context. In the XBOOK framework
features are developed centrally and are provided to all applications that are instances
of the framework. New features do not have to be implemented individually, however,
custom extensions are still possible. In case of errors and bugs, it is not necessary to fix
them in each application, they can be fixed centrally. Thereby, it causes the creation of
similar structures in the gathering and analysis of data.
As of now, the XBOOK framework enabled the development and usage of a number
of archaeo-related applications, like OSSOBOOK, ARCHAEOBOOK [KLK+18e], ANTHRO-
BOOK [KLK+18h], EXCABOOK [KLK+18f], PALAEODEPOT [KLK+18g], ANTHRODEPOT
[KLK+18c], and INBOOK [KLK+18d] (cf. Chapter 2.4). However, the XBOOK frame-
work is not limited to the requirements of the archaeo-related context, it can be applied
to many other scientific application as well.
In this Chapter we describe the development process of the OSSOBOOK application
and the XBOOK framework in the recent decades. We first describe the origins of OSSO-
BOOK in Chapter 2.1 and explain the further development of the application and the
extraction of the XBOOK framework in Chapter 2.2. Finally, we show the basic, most
important features of XBOOK in Chapter 2.3 and give a short description of the available
“BOOKs” (applications that instance from the XBOOK framework) in Chapter 2.4.
2.1 Origin of OssoBook
Below, we describe the original development of the OSSOBOOK application, that is being
developed since 1990.
2.1.1 First OssoBook version in dBASE
The first version of OSSOBOOK was originally released in 1990 by Jörg Schibler and Die-
ter Kubli of the University of Basel, Switzerland. The technical basis was dBASE1, a file
based database application for computer systems running the operating system DOS. The
exclusively in German language published OSSOBOOK database enabled the recording of
zooarchaeological data. Five input fields for archaeological information, eleven input
1dBASE’s underlying file format, the .DBF file, is widely used in applications needing a simple format
to store structured data.
2.1 Origin of OssoBook 11
Figure 2.1: The input mask in OSSOBOOK 1.0. [Kal12] [Loh12]
fields for zooarchaeological data, and for each skeleton element eight further input fields
for the recording of measurements were provided (cf. Figure 2.1).
Besides the data input, the early version of the application already provided the pos-
sibility to implement simple data analyses. Three analyses were available for skeleton
element representations: One for the age of long bones (cf. Figure 2.2), one set of
analyses for bone parts, and one last analysis for measurements of bones. The results
of these analyses could be saved to extern files which could be viewed and edited with
spreadsheet like Microsoft Excel or Open Office Calc (today: LibreOffice Calc).
Besides the database itself, this version also provided an editor called OSSOINST
which allowed defining custom numerical codes for different data inputs, e.g. the map-
ping of a species ID to a species name. This offered the advantage that each database
could be used with individual data, and each user could easily extend the list of available
species.
The archaeological data and the corresponding mappings were saved as ASCII files
on the local hard disc drive of a computer, or on floppy disks. This made the sharing of
data complicated and difficult, and therefore was rarely practiced. Nevertheless, OSSO-
BOOK already allowed the translation of specific texts of input values to other languages
by using OSSOINST. First partial translations (especially to English and French) were
already possible and done. [Sch98]
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Figure 2.2: The analysis of the age of long bones in OSSOBOOK 1.0. [Kal12] [Loh12]
2.1.2 Conversion to Java
At the latest with the release of Microsoft Windows XP in 2001, the operation system DOS
fades into the background. The technique of the dBASE database became increasingly
obsolete. Even though the application is still running on modern operation systems (e.g.
in the command-line interface on Windows computers, or the system console in other
operation systems), the usability and optical presentation of OSSOBOOK was no longer
up-to-date. The disadvantage that data could only be saved on the local computers, also
contributes that a new, enhanced version of OSSOBOOK should be developed.
The new version of OSSOBOOK was initialized by Christiaan H. van der Meijden of
the Veterinary Faculty2, together with the Institut für Informatik, Lehrstuhl für Daten-
banksysteme and Data Mining3 at the Ludwig-Maximilians-Universität München, Ger-
many. The application was converted to the object-oriented and platform-independent
programming language Java. On the servers of the university, there was installed a sin-
gle, global MySQL database which should be used by the employees at the Institute of
Palaeoanatomy, Domestication Research and History of Veterinary Medicine4. They used
the client to connect to the server and directly work with the data of OSSOBOOK on the
global database. [Lam08]
In addition, the mapping of IDs to values for specific fields was adopted, but the
2http://www.vetmed.uni-muenchen.de
3http://www.dbs.ifi.lmu.de
4http://www.palaeo.vetmed.uni-muenchen.de
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Figure 2.3: The input mask in OSSOBOOK 3.4. [Kal12] [Loh12]
functionality to add or change them manually was removed. The users worked with
standardized, predefined values for the necessary input fields. This should improve the
comparability of the entries that were saved in the database. Today, these mappings are
called “Code Tables” in the application.
In combination with the port of the application to Java, OSSOBOOK got a graphical
user interface for the first time. As shown in Figure 2.3, the input fields were arranged
in four sections and offered first input assistances, e.g. by using selection boxes for
predefined values. Statistical information about the data sets and simple analyses were
displayed in several tabs, which also provided more space for further input possibilities.
Version 3.4 was the first Java version of OSSOBOOK and was released in 2007.
2.1.3 First Synchronization Implementation
Until this date, the users of OSSOBOOK could only connect and work directly on the
global database on the servers. Originally this was only possible with connections within
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the network of the university, later a tunnel enabled the connection from other places.
In 2008, the first implementation of a synchronization in OSSOBOOK allowed the
entry of data in a local database of the clients. The users could enter their data remotely
without any connection to the network and later synchronize it to the global database.
The full development of the synchronization is described in Chapter 2.3.1. The im-
plementation of the synchronization process is explained in detail in Chapter 3.1.
2.1.4 Application Redevelopment
At this time, we were tasked with the further development of OSSOBOOK and became the
new development team for the upcoming years. However, this Java version of OSSOBOOK
caused big problems for the development and usage. One could see that the application
was only a port and did not use the potential of the object-orientated programming
language Java. Most of the input fields were not very intuitive because of working with
numerical codes in general, which meaning had to be looked-up in external spreadsheet
or PDF files. In addition, the application included a lot of errors and bugs which were not
displayed in the graphical user interface of the application. In some cases these problems
made the data input impossible and let the application crash.
From the point of view of the development team it was nearly impossible to imple-
ment the requests of the zooarchaeologists and to add new features. The first tries to
integrate new elements into the application made already clear that it is more reason-
able to reimplement the application from scratch instead of trying to continue developing
for the current version. The main problem of a further development of the current ver-
sion was the very static program code elements that did not allow adding new input
elements to the input mask. This static design also made an object-oriented design using
inheritance impossible. Also the programming code was only sparsely commented and
Javadoc comments were missing for the most parts. In addition, the names of the meth-
ods were not intuitive, so new developers would need a long familiarization to be able
to develop the application.
It was decided that the database scheme of OSSOBOOK and the OSSOBOOK client
should be newly developed considering the Model–View–Controller architecture [Kal11]
[Loh11]. We put a lot of emphasis for future features being able to be fast and dy-
namically integrated to the application to enable a simple and resource-efficient further
development. To avoid data loss and to be able to continue using the data of the previ-
ous OSSOBOOK version, we wrote a script that converts the old database scheme into the
new one.
In autumn 2011, version 4.1 of OSSOBOOK was released that included the same fea-
tures than the previous version of the database application at first, but was more flexible
in the usage for the users and developers. Figure 2.4 shows a screenshot of this version.
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Figure 2.4: The input mask in OSSOBOOK 4.1. [Kal12] [Loh12]
2.2 From the OssoBook Application to the xBook
Framework
From this point of time, OSSOBOOK was ready for scholarly usage. At the same time,
it was assured that further development and future adjustments to the database are
possible.
Since the gathering of data is an essential task of the work in archaeo-related disci-
plines, other disciplines got also interested in the architecture of OSSOBOOK. While the
workflow process is similar in all disciplines (archaeology, anthropology, zooarchaeology,
palaeobotany, palaeontology, etc.), the collected data is different in each special field. An
individual database solution based on the OSSOBOOK architecture would greatly support
the scientists in their work.
So we set the challenge to provide a generic solution for supporting the scientists
in all disciplines, this means that OSSOBOOK has to be as customizable as possible to
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allow all required information about the specific data to be gathered. Therefore, we
used the basic architecture and features of OSSOBOOK and extracted XBOOK, a generic
framework including the common and basic used features for a database for archaeo-
related disciplines. [KLKO18]
Below, we describe the most important functionalities that are features of the XBOOK
framework.
2.2.1 Input Fields and Input Mask
The input fields were strongly enhanced and extended. Previously, there had been only
four basic types of fields available: Text, numeric values, check boxes, and Code Tables.
Several new types of fields were integrated which can be reused for new input fields, e.g.
combo boxes for values and IDs, multi selection data, buttons to open panels for more
complex data inputs, date and time choosers, etc. Furthermore, several individual input
elements were added that have specifically been implemented for single data elements
of OSSOBOOK. Especially the input fields for species, skeleton elements, measurements,
wear stages, bone elements, and the gene bank number benefited from the individual
input possibilities.
Also the visual presentation of the input mask was updated, as shown in Figure 2.5.
Besides the arrangement of single elements inside an input element, they were wrapped
with a visible box that was able to be colorized dependent on different states. A manda-
tory field that has to be filled before saving the entry is highlighted with a yellow back-
ground color. If an input is not valid in a field, this is indicated with a red background
color. Further enhancements in the graphical user interface were also added, e.g. a box
for temporarily displaying text like warnings and errors as a feedback for the user.
2.2.2 Update Procedure
To enable a dynamic development of the application and the version-independent use
of the synchronization, it was necessary to keep the database and the program version
up-to-date. Only if the local and global database match the same database scheme,
the synchronization is able to exchange data correctly. So an update procedure was
integrated that consisted of three steps:
1. Program version update:
When the user logs in, the program version of the local client is checked if it is
up-to-date. If not, the OSSOBOOK UPDATER, a small helper application, was au-
tomatically started which let the user update the program files by executing the
update process.
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Figure 2.5: The input mask in OssoBook 4.1.14. [Kal12] [Loh12]
2. Database version update:
Then the update process updated the database scheme and the data itself to the
current version, if necessary. In the program code it was defined which database
version is required for the current version. If the current, local database version
did not match with the database version in the program code, the necessary SQL
queries are loaded from the server and executed. This was done recursively until
the database versions matched.
3. Code Table update:
The Code Tables were updated. To guarantee a consistent data structure, it was also
important that the mapping of the values to the corresponding IDs is the same on
each client and on the server. So the synchronization was extended with a method
that updated the Code Tables in the local clients.
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This procedure has not changed until today, although the process is not executed by
the OSSOBOOK UPDATER anymore, but by the XBOOK LAUNCHER (cf. Chapter 2.2.7).
2.2.3 Plug-in Interface
At that time, OSSOBOOK provided an interface for plug-ins which was used for the in-
tegration of different sets of analyses that were developed by students of the Ludwig-
Maximilians-Universität München, Germany:
• a plug-in for the analysis of age distribution [Kal12],
• a plug-in for the cluster analysis of measurements [Loh12],
• a plug-in for similarity search on multi-instance objects [Dan10],
• a plug-in for the execution of sample data mining methods [Tsu10], and
• a plug-in offering some analysis methods for zooarchaeological data [Neu12].
These plug-ins were able to be run directly in the application and to be used with
the data from the database. Each plug-in could be imported to the application by simple
copying the corresponding JAR file into the plug-in folder of OSSOBOOK.
2.2.4 Database Identification
For the synchronization and the possibility to work offline, it was essential to differentiate
data sets that were entered on different computers. The problem is that one single ID
for the data sets is not sufficient because the same ID could be assigned on different
computers several times which would cause errors in the synchronization process. This
was solved by the addition of a new column called “Database ID” for each entry.
Storing and handling of the Database ID required several iterations to prohibit errors
and problems with different aspects of user interaction:
The first iteration – that was already implemented before the reimplementation of
OSSOBOOK– considered a file called OBINIT which was a short SQL script generated dur-
ing the registration process that was sent to the newly registered user. The file included
the user name and password, and additionally assigned a unique Database ID to the local
database. The main issue of this solution was that the OBINIT file was necessary to ini-
tialize the database, but if the users installed the application on two different computers
and used the same OBINIT file, the identical Database ID was used for both computers.
Furthermore, the users had to save the email and the OBINIT file because it was not
possible to recover the data once the information is lost. This solution also bound the
password to the OBINIT file, which was also a reason why the password was not editable.
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The second iteration approached these main issues. The assignment of the Database
ID was realized by the server while initializing the database. So every time a new
database was installed and initialized on a different computer, the server was queried
for a new Database ID which was used for the local database. In theory, this approach
solved the problems with different computers, however some users created local back-
ups of the application folder which also includes the local database. So it occurred again
that the combination of identical entry IDs and Database IDs were used when the users
restored the application from the backup.
The final iteration closes this gap by defining that the application could not be in-
stalled on any folder anymore and additionally saving the database ID in the registry.
Now the XBOOK LAUNCHER (cf. Chapter 2.2.7) installs the application data and the
database in a folder which grants the logged-in user reading/writing access, e.g. in Win-
dows we use the AppData folder. When the application is started, the Database ID inside
the database is checked against the ID saved in the registry. If they do not match, or
is not yet available, a new Database ID is issued which is then saved again in both, the
database and the registry.
2.2.5 Registration
Originally, the users could register for an OSSOBOOK account at a password protected
homepage only. The users had to enter an email address and got an email including the
user name, password, and the necessary OBINIT file (cf. Chapter 2.2.4). This information
was sufficient to work with the application, however, common mechanics like editing the
user name or email address, or change/recover the password were not supported.
Later we changed this system to a more modern and convenient approach. The reg-
istration was moved directly into the application. At the login screen we added a button
to register, where the users can enter some basic information: User name, first name,
last name, email address, and a password. Now, there is no user restriction anymore,
everyone can register and use the application. Once registered, the users can login to
the application without the need of a OBINIT file – due to the reasons described in Chap-
ter 2.2.4. Furthermore, OSSOBOOK was extended with profile settings where the users
can manage their provided data. Additionally, the application was extended with a fea-
ture allowing the users to change and to recover their passwords.
2.2.6 Server–Client Architecture
Having a reliable Server–Client infrastructure is an important requirement to be able to
synchronize and back-up data. This also helps to ensure no unauthorized changes are
done, e.g. by a hacked client. In our case the Server–Client architecture has to handle
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different scenarios:
The first one is the registration and login process. For this it is necessary to connect
with the server from anywhere. After the user logged in, the server has to check if the
client is up-to-date or first has to be updated. For this the database scheme has to be sent
to the client along with values of the Code Tables.
After the version check is completed, the main task of the server is to handle the
synchronization requests from the client. These use cases require the communication to
handle a variety of dynamic and versatile data. Additionally – since client and server are
implemented in different programming languages – built-in serialization tools like the
Java Serialization [GHK+15] cannot be used. In an environment where multiple users
can create, edit, and share their data, it is important to have a managed architecture that
can be accessed and used from everywhere without any restrictions.
Challenges
A Server–Client architecture faces many challenges. Many of these are common in every
Server–Client application, but some are very specific to the needs of the XBOOK frame-
work.
• Security:
Prevent unauthorized access. Users have only to be able to access the data they
have the rights to. Unauthorized access has to be prevented.
• Availability:
The server has to be available from everywhere. Using a Socket-based architecture
[GNU] generally requires the usage of ports which have to be manually opened by
an administrator in a firewall-protected secure environment. However, the opening
of a port is not possible in every working environment because of strict regulations
which forbids users to communicate with servers on other ports than 80 (HTTP) or
443 (HTTPS), for example in offices of state authorities or some institutes. There-
fore, we had to find a solution how to make a connection from the client to the
server possible in spite of restrictive firewall policies and how to use the available
ports for the XBOOK server to accept requests.
• Scalability:
The server has to work for single and also multiple users at the same time. This
is true for most Server–Client architectures, still multiple users working on the
same server have to be able to work simultaneously and not having to wait for one
request to be completed until the next one is carried out.
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• Flexibility:
The server should run independent of the BOOK (an application that inherits from
the XBOOK framework) in without any knowledge of data scheme inside the server.
Therefore the specifics of each individual BOOK have not to be hard coded in-
side the server application, but dynamically loaded from a configuration file or the
database.
Evolution
The first synchronization of the data in OSSOBOOK was handled by directly connecting to
the database on the server from the client application. This connection required a man-
ually entered passphrase which was given out with the registration, but was identical
for all users. Additionally – apart from the client itself – no further checks for autho-
rization were made. To address these issues, a C++ server application was created with
the development of the XBOOK framework which now was the communication partner
of the client application. The server is connected to the database and analyzes incom-
ing requests if the user has the authorization. If this is the case, the server carries out
the command and sends a confirmation back to the client together with data which was
retrieved by this request. Both, a Thread Pool [GS02] [Goe02] and a Connection Pool
[Gol14] were used to allow multiple users to work simultaneously. The communication
between server and client was handled via sockets with a custom serialization of all ob-
jects that were transmitted. While this architecture provided a fast, secure, scalable, and
flexible way to communicate with the server, it became clear that – due to the nature of
sockets – it could not be guaranteed that the connection can be established behind proxy
servers that only allow certain ports. Therefore, the communication had to be moved to
a different type of protocol.
To solve the problem with proxies restricting certain ports, the communication had
to be done over ports which are not restricted by most proxies. These are usually port
80 (HTTP) and port 433 (HTTPS). Of course, the possibility remains that certain IP
addresses are blocked. However, it would really get into hacking to get around this. We
did not explore this possibility further. The server which is running the server application
is also running an Apache server. This is used to distribute the XBOOK LAUNCHER and to
download the files required to start the individual BOOKs. Besides the server hosts the
XBOOK Wiki5, a MediaWiki that provides helpful information. So it was not possible to
change the port to 80 or 433 the old C++ application was listening on.
A new server application was required that does not conflict with the Apache server,
but can run alongside it. Many different web applications would allow this, but PHP was
chosen as a scripting language, since it does not require additional server configuration.
5http://xbook.vetmed.uni-muenchen.de/wiki/
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Communication
In a traditional web service, the users would enter a URL in their browsers. The web
server would then analyze the request and return a website with the requested infor-
mation. Since in our case the client has to communicate directly with the server, the
response has not to be human readable, but interpretable by the client. Because the
client was already able to communicate with the old C++ server, the serialization on the
client side was already available and working. Still, it had to be modified that it would
be able to communicate with a PHP server. However, PHP is not designed to work with
serialized objects, but to load a script with some parameters, and then return and display
results.
There are several possibilities to realize a cross-platform serialization. One is JSON
[JSO17] [Bra17], a lightweight, text-based, language-independent data interchange for-
mat. Since JSON uses a human readable format, it has the disadvantage of data overhead
[McA13]. There are ways to optimize the transmission size, e.g. XFJSON [XFJ] trans-
forms the JSON format into a binary-hex form that is additionally encoded and decoded.
Considering that there is no necessity to read the transmitted data and that we expect a
huge amount of data sets for single projects, we focus on bandwidth-efficient solutions.
So we need an alternative that is not human readable. However, a solution like Flat-
Buffers [Gooa] was not published at the time of the implementation of our serialization
method. Protocol Buffers [Goob] do not support PHP at all. BSON [BSO] in direct com-
parison with Protocol Buffers can give an advantage in flexibility, but also a slight disad-
vantage in space efficiency due to an overhead for field names within the serialized data.
However, BSON is mainly used as a data storage and network transfer format in Mon-
goDB6 databases. Therefore, we would have had to distribute all libraries for MongoDB
which seemed unreasonable, since there is no stand-alone implementation. Because no
good alternative for our serialization was available at the time of implementation, we
had to implement an own solution.
Since the communication with a PHP server is asymmetrical, requests and results do
not communicate the same way. Therefore, it was necessary to split the serialization in
two steps:
1. The first part consists of the data transmitted to the server. For this, the request is
serialized to a string which is then appended to the requested URL with the HTTP
POST method. This allows the PHP server to read the data and deserialize the
string back to the request which is then carried out.
2. After the server completed the request, the result is serialized again and the result-
ing string is displayed as the content. This is read by the Java client and is returned
6http://www.mongodb.com
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deserialized.
The communication is done with a message object. The message object holds the type
of the request, e.g. synchronization, login, register, and additionally a list of further data.
All classes that can be added as data are instance of the interface Serializable which
has methods to serialize and deserialize itself. For each request, the type and amount
of parameters of the data that is sent is predetermined. Of course, the data itself is not
known beforehand.
The serialization requires special classes that implement the Serializable interface
even for basic data types like String or Integer. Currently 16 different classes are used.
These are mostly required for the synchronization and the initialization of the database
scheme.
To secure the communication HTTPS is used. The server should hold no information
about the specific BOOK apart from necessary information of the corresponding database
so that the independence of the database can be ensured. Information about the tables
that have to be included in the synchronization, are saved in tables inside the database.
This allows those tables to be dynamically adjusted without the need to update the server.
If a request is carried out, those tables are checked whether and which columns can be
accessed.
2.2.7 Launcher
A very important part of the XBOOK databases is the XBOOK LAUNCHER. Over the years,
the application became an increasingly important part of the architecture. It was devel-
oped from a simple updater application, that was executed to check if a new OSSOBOOK
update was available, to the central place where all BOOKs can be installed, updated,
and started independently.
OssoBook Updater
The first idea of the OSSOBOOK UPDATER was born through the necessity to allow the
user to update the program. This was required because the latest version of OSSOBOOK
was ensured to be able to work in online mode and to communicate to the server, because
the local database scheme has to be identical with the global scheme on the server when
synchronizing data. So the update process is a frequent process that has to be executed
with each minor update of the application. A screenshot of the OSSOBOOK UPDATER can
be viewed in Figure 2.6.
We wanted to avoid that the users had to run and install the update process manually.
They should not have to go to the website, download the latest version, and install the
files in the appropriate directory. The OSSOBOOK UPDATER was automatically called
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Figure 2.6: The OSSOBOOK UPDATER allowed the user to update the OSSOBOOK application.
[Kal12] [Loh12]
when it was detected that the local program version was out-of-date when the user tried
to connect to the global database. The OSSOBOOK UPDATER had a list of files that had
to be checked for updates and compared them to the files available at a specific website.
Since OSSOBOOK could be installed in an arbitrary directory, the OSSOBOOK UPDATER
had to use this directory to update the files. For this, the updater was also stored in this
directory and was updated by OSSOBOOK before the updater was executed.
To prevent different instances being run on one single computer, we had to spec-
ify the directory in which OSSOBOOK was located. This guarantees – together with the
“Database ID” (see Chapter 2.2.4) – that the instance on a single computer was both,
unique and could be identified uniquely. To avoid permission problems, a directory had
to be used where writing permissions are guaranteed for the users. For Windows environ-
ments we chose the “AppData” directory. This allowed users to easily install OSSOBOOK
on one computer, synchronize their data, and continue to work on a different computer.
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Figure 2.7: The first XBOOK LAUNCHER 1.0 with the selection of four different BOOKs.
Instead of updating the files in the directory of the updater, the updater became a
independent file that from now on was called XBOOK LAUNCHER, since it also served as
the entry point for the application. So instead of directly starting OSSOBOOK, now the
users had to run the XBOOK LAUNCHER which then checked if all files were up-to-date
and then allowed the execution of OSSOBOOK.
Development of the XBOOK LAUNCHER
With the development of more and more BOOKs for different areas of work, the require-
ments for the XBOOK LAUNCHER changed and – to avoid the need of several individual
launcher applications for several databases – had to be adjusted to support more than
one database. Therefore, the XBOOK LAUNCHER was extended with a BOOK selection. A
screenshot of the version 1.0 of the XBOOK LAUNCHER is shown in Figure 2.7.
Each supported BOOK was represented as an own row in the selection, displayed
by an application icon, the application name, a short description of the database, and
the supported languages. The user could select the desired database and execute it.
Furthermore, the XBOOK LAUNCHER was extended with general settings that affects all
BOOKs (like the language selection and the selection of the automatic or manual synchro-
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Figure 2.8: The further developed version XBOOK LAUNCHER 4.3.
nization) and a frame to output the messages of the development console. The update
functionality was still available which updates all BOOKs at the same time.
However, it became difficult to use one single launcher for all available BOOKs.
Some of the BOOKs are scientific databases which are publicly available, others are local
databases for the inventory of findings in museums or state collections. So not all BOOKs
should be accessible in public. Furthermore, also the users do not need to have listed
all existing BOOKs in their launcher. The previous additionally required an own instance
of the XBOOK LAUNCHER for almost every BOOK, a roundabout way for the increasing
number of BOOKs. Furthermore, it became necessary that the different databases were
not hosted on the same server any longer. The individual BOOKs should be supported
to save their data on their own servers. So the structure of the XBOOK LAUNCHER was
renewed again and was developed to the current XBOOK LAUNCHER version 4.3 of which
a screenshot can be seen in Figure 2.8.
Therefore, the XBOOK LAUNCHER was extended to enable adding single BOOKs dy-
namically to the list of BOOKs. The users can enter a valid URL where the configura-
tion file of the corresponding “Book” is saved – for example http://xbook.vetmed.uni-
muenchen.de/books/ossobook in the case of OSSOBOOK. The configuration file is defined
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1 <?xml version="1.0" encoding="UTF-8" standalone="yes"?>
2 <book>
3 <displayName>OssoBook</displayName>
4 <id>ossobook</id>
5 <fileName>OssoBook.jar</fileName>
6 <author></author>
7 <bookColor>#624D47</bookColor>
8 <sidebarBackgroundColor>#D5CECA</sidebarBackgroundColor>
9 <defaultLanguage>en</defaultLanguage>
10 <downloadLocation>
11 http://xbook.vetmed.uni-muenchen.de/books/ossobook
12 </downloadLocation>
13 <languageFiles>
14 <entry>
15 <key>de</key>
16 <value>
17 <entry key="description" value=" [...] " />
18 <entry key="descriptionShort" value=" [...] " />
19 <entry key="author" value=" [...] " />
20 </value>
21 </entry>
22 <entry>
23 [...]
24 </entry>
25 </languageFiles>
26 <languages>en</languages>
27 <languages>de</languages>
28 <languages>fr</languages>
29 <languages>es</languages>
30 <languages>de_ch</languages>
31 </book>
Algorithm 1: The structure of the book.xml file that shows the OSSOBOOK configuration.
to be named “book.xml” which holds all necessary information for the corresponding
BOOK. This includes especially information that is used in the launcher to display the
information about the BOOK (like application name, application ID, multi-language de-
scriptions, etc.). It also defines the file that should be executed when running the BOOK
and the location of the data that is required when installing or updating the application.
The structure of the configuration file is illustrated with Algorithm 1.
This way, the XBOOK LAUNCHER can be used as a central platform to manage all
available BOOKs, independent on their location. Especially the users benefit from this
architecture. They can configure their launcher as they wish and do not have to install or
integrate BOOKs they do not work with at all. Furthermore, the single BOOK applications
can now be developed and hosted completely separately. In the past, all BOOKs had
to use the same program version because they all depended on the same update files.
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Now, every BOOK can be developed independently from other existing BOOKs and do
not necessarily have to be updated to the latest version of XBOOK. This became more
important with more and more different BOOKs being published by different institutions
and developers.
In addition, the XBOOK LAUNCHER was extended with two technical features. With
the increasing amount of users, more users required the usage of a proxy server in order
to be able to connect to the server. For this, the XBOOK LAUNCHER was extended with
a possibility to enter proxy information. Furthermore, it becomes apparent that a lot of
users work on computers with a limited amount of computer memory which was not suf-
ficient for using some of the features of XBOOK, like exporting the partial huge amounts
of data. To solve this problem, the XBOOK LAUNCHER was extended with advanced op-
tions where the users can allocate more RAM to Java applications, and therefore for the
BOOK.
2.3 Main Features of the xBook Framework
There are many different areas in the archaeological field of science which struggles
with the same problems concerning the collection of data. OSSOBOOK is a database for
zooarchaeological findings, but similar databases were also demanded for other areas,
like anthropology and archaeology. Instead of individually implementing a completely
new database for each area, we decided to extract the features from OSSOBOOK into a
new framework called XBOOK.
This framework should provide all basic functionalities of the application and provide
them to all instances which are called “BOOKs”.
2.3.1 Synchronization
Because of the conversion of OSSOBOOK to Java, the collaboration with colleagues within
the Institute of Palaeoanatomy, Domestication Research and History of Veterinary Medicine7
and other institutions in gathering and maintaining zooarchaeological data is an impor-
tant part of the concept. Initially, the data of the application was saved in one global
database on the server of the university (cf. Chapter 2.1.2). The employees of the col-
laborating institutes could connect and work on this database. They could enter, view,
and edit the zooarchaeological data directly on the server. This made it possible to work
together on one project, enabled the exchange of data with other zooarchaeologists,
and fulfills the need to sustainably store data on the cultural heritage as claimed by the
UNESCO8. Later, a tunnel also enabled connections from other places as well.
7http://palaeo.vetmed.uni-muenchen.de
8http://www.unesco.org
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But zooarchaeological data is often gathered in field work, i.e. at remote sites that do
not offer a convenient environment for IT services. Therefore, it is typically not possible
to enter the data into databases that have to be accessed via an Internet connection. A
synchronization process was required. A Server–Client architecture was implemented to
ensure working offline at remote places, but also storing data globally, where it can be
shared with other users. [LKK+14]
The first concept for the synchronization was drafted in 2008.
“A client–server architecture ensures that each client [. . . ] manages its own
local database that is schema-equivalent to the central database at the server.
This way, each client can make its updates locally, independently, and – most
important – offline. At a given time, e.g. when a network connection to the
server is established, the client and the server synchronize, i.e. the updates of
the client are inserted into the central database at the server and the update of
the server.” [KKO+09]
However, the direct connection to the database without any synchronization would
still be possible within the institutes. This architecture is drafted in Figure 2.9. The
concept of the synchronization was initially implemented by Jana Lamprecht in 2008
[Lam08].
Figure 2.9: The origin draft for the architecture for the OSSOBOOK synchronization. [KKO+09]
Since this implementation, the concept of the synchronization was updated in many
development cycles. The synchronization process itself was enhanced and was extended
with new features.
First of all, the clients do not directly connect to the database anymore, but to a server
application that handles the requests and data manipulations. The server application also
enables the feature to let the users manage their basic profile information, especially to
change and recover their password if needed – a feature that was lacking before.
Additionally, the possibility to work on different computers with one account was
added for a single user. In the origin implementation, this was theoretically also possible,
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but the technical implementation could cause the loss of data sets during the synchro-
nization process.
The server application was originally written in C/C++, later it was replaced by a PHP
program to avoid problems with restrictive firewall settings that made a communication
impossible through other ports than port 80 (HTTP) or 443 (HTTPS). Due to security
reasons, all the communication has to go through the server application. Therefore, a
direct connection to the central database is not supported anymore, not even inside the
institutes.
At the same time the logic of the synchronization was also improved and simplified,
especially the synchronization speed was optimized in several development cycles.
Also the synchronization panel in the application was extended, now it provides addi-
tional information about each project, like the number of available entries in the projects,
the project owner, how many entries are not synchronized yet, and which projects were
already synchronized. This serves to improve the overview about the current status of
the data for the user.
The detailed implementation of the synchronization is described in Chapter 3.1,
where we explain the concept and implementation of the synchronization process in
XBOOK. A screenshot of the latest panel of the synchronization in OSSOBOOK can be
viewed in Figure 2.10.
2.3.2 Graphical User Interface
To enable a flexible graphical user interface for the framework and its applications, it
was necessary to modify the existing visual composition. All static elements had to be
replaced with dynamic elements that can be individually adjusted for each BOOK. How-
ever, elements that are required for each BOOK have to be integrated to the graphical
user interface by default.
In the first step, we replaced the navigation. The old navigation bar was not designed
for elements being dynamically added or updated. It was composed of different images
for the normal, hovered, and selected states. The displayed texts on these elements were
part of the images which made translations difficult. For the XBOOK framework, the nav-
igation elements are now arranged side by side, are clarified with an individual icon and
a short text label. The elements which were displayed in the sub navigation bar before,
can now be accessed by opening a pop-up menu. All required navigation elements which
are necessary to be accessed in every BOOK (like ‘Projects’, ‘Data Entry’, ‘Listing’, ‘Tools’,
‘Help’, and ‘Log-out’) are displayed by default. Individual main navigation elements can
individually be added by each BOOK. Adding new elements to the pop-up menu is sup-
ported.
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Figure 2.10: The synchronization panel in OSSOBOOK 5.2.4. [LKK+16b]
The functionality of the elements of the graphical user interface is fully implemented,
but the abstract classes provides methods that have to be overridden and implemented
by each BOOK. This way the elements can be customized by defining their contents and
configurations. As an example, the input fields – either the predefined or custom, new
ones – can be defined with their settings and information for the database individually
for each BOOK. The overridden classes define the individual input fields. The logic
for handling and displaying the data is defined in the implementation of the XBOOK
framework. So each BOOK can have different input fields in the input mask, like indicated
in Figure 2.11.
The individualization of other elements of the XBOOK framework is similar. The over-
ridden, abstract methods are used to define the information displayed in the project
overview screen. The location where to save settings, individual output for the export,
the general style of the BOOK (like the logo, the name of the BOOK, used colors), and
also the definition of the elements are displayed in the main and sub navigation.
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Figure 2.11: The input mask of OSSOBOOK (top) and ARCHAEOBOOK (bottom). Both applica-
tions are based on the XBOOK framework that provides a basic graphical user inter-
face and functions, but allows customization like e.g. custom input fields. [LKK+16b]
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2.3.3 Multiple and Cross-linked Input Masks
Before, each BOOK only had one single input mask with input fields where the users could
enter data. During the development of the XBOOK framework and its BOOKs it became
clear that different, separated input masks are required, especially to avoid redundancy
and inconsistency.
So we added the possibility that each BOOK may have an arbitrary number of input
masks with individual input fields. These input masks may be independent from each
other, but may also be cross-linked among each other.
As an example, many archaeological findings are often grouped in boxes or bags, but
the information about these boxes and bags should not be entered for each finding again.
An own input mask for the boxes or bags would be an advantage to avoid extra effort
when entering data. Also it is possible that the content of a box or bag changes, so it
is easier to select another box or bag instead of re-entering the data for each concerned
finding.
The realization of these cross-linked input masks does not need a complicated archi-
tecture of the tables in the database. But it requires some more complex SQL queries
and adjustments in the graphical user interface, especially for the display and selection
in the input mask, the representation in the listing and the export, and adjustments in
the synchronization process.
2.3.4 Listing and Export
Besides the data recording, the listing of entered data is also important. The entered
data of all input fields has to be meaningfully displayed in the data listing, i.e. the values
should be human readable.
For most of the input fields the value can be directly displayed like simple text or
numeric values. Other more complex input fields had to be adjusted for the readability,
for example by displaying the corresponding text value instead of the corresponding ID,
or by displaying a readable date or time format instead of a timestamp. Input fields with
multi-inputs should also display all entered values, not only the IDs. For cross-linked
values of other input masks representative text for the cross-linked entry was necessary
as well.
The listing also contains a filter possibility to be able to search for entries containing
a specific search term. XBOOK also supports a bulk edit mode: The entries in the listing
can be selected and opened to be able to apply the same changes to multiple data sets at
once, as seen in Figure 2.12.
The export of data is also an essential feature. Most of the archaeologists and bio-
archaeologists still do their analyses in extern tools or applications like Excel, or want
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Figure 2.12: The multi-edit mask of OSSOBOOK that allows to apply the same changed to multiple
data sets.
to print them for non-digital archiving. Therefore, XBOOK provides an export method
that saves the data in a file on the local system. There are two supported files systems to
export the data: Comma-separated values (CSV) and spreadsheet (XLS/XLSX) files.
Both, the listing and the export have full support for multiple input masks. In the
listing, a selection of the input mask is available where the user can select which data
has to be displayed. For the export, it is possible so select single input masks. If a BOOK
with multiple input masks is exported, the data of each mask will be saved in an own
CSV file, or in an own sheet of the XLS/XLSX file.
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2.4 Applications using the xBook Framework
In archaeo-related disciplines, there are many areas with the same or similar workflow.
XBOOK offers a framework in which all databases benefit from the provided features.
Currently, there are seven different instances of the XBOOK framework:
OssoBook [KLK+18b]
Figure 2.13:
OSSOBOOK icon
A scientific database for the standardized collection of zoo-
archaeological data, for long-term archival storage, for data
exchange, and as a basis for scientific analyses. Recorded are
archaeological, morphological, and taphonomic data from
zooarchaeological analyses, and the results of molecular bi-
ological analyses and radiocarbon datings.
OSSOBOOK is currently9 used by approximately 350
users including scientists, Ph.D. students and students in in-
stitutes of universities, museums, and scientific collections
with zooarchaeology as field of work as well as freelance
zooarchaeologists. The service is available in German, English, and French. In the con-
text of the IANUS10 project of the German Archaeological Institute11, Berlin, Germany,
OSSOBOOK will serve as a standard for the zooarchaeology domain. As introduction of
the usage of the software there are annual workshops in several European countries.
Used by
• Bavarian State Collection for Anthropology and Palaeoanatomy Munich, section
Palaeoanatomy, http://www.sapm.mwn.de
• Ludwig-Maximilians-Universität München, Institute of Palaeoanatomy, Domestication
Research and History of Veterinary Medicine, http://palaeo.vetmed.uni-muenchen.de
• Ludwig-Maximilians-Universität München, ArchaeoBioCenter,
http://www.archaeobiocenter.uni-muenchen.de
• University of Basel, Integrative Prehistory and Archaeological Science (IPNA),
http://ipna.unibas.ch
• members of BioArch, http://www.archeorient.mom.fr/recherche-et-
activites/participation-a-des-reseaux/GDRE-BIOARCH
• members of ArchaeoZoologenVerband, www.archaeozoologenverband.de
9as of February 2018
10http://www.ianus-fdz.de
11http://www.dainst.org
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ArchaeoBook [KLK+18e]
Figure 2.14:
ARCHAEOBOOK icon
An inventory database for archaeological findings.
ARCHAEOBOOK is used as an intern inventory database
of the Bavarian State Archaeological Collection Munich,
Germany. All objects and their characteristics are saved
in the database. Besides, the database is also used to track
the current location of the objects within the collection and
to document loans.
Used by
• Bavarian State Archaeological Collection Munich,
http://www.archaeologie-bayern.de
ExcaBook [KLK+18f]
Figure 2.15:
EXCABOOK icon
A database for homogeneous capturing and administration
of archaeological excavations by qualified companies.
EXCABOOK is operated by the Bavarian State Depart-
ment of Monuments and Sites to allow a standardized col-
lection of archaeological data to archive a clear and trans-
parent archaeological monument conservation [Bay16a]
[Jan18]. Extern excavation companies are instructed to
enter data to EXCABOOK. Once the gathering for an ex-
cavation or a part of it is completed, the data is passed
to the state department using the build-in synchronization
method. Hard copy reports for long-term archiving – which are prescribed by law – can
directly be generated in the database application. Methods to import the available data
from EXCABOOK to FIS12, a specialized information system, is in preparation. The de-
velopment of FIS and the geo web service is part of the e-government initiative of the
Bavarian government13.
Used by
• Bavarian State Department of Monuments and Sites, http://www.blfd.bayern.de
• several instructed excavation companies
12http://www.blfd.bayern.de/denkmalerfassung/stabsstelle/fis/
13http://www.gdi.bayern.de
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AnthroDepot [KLK+18c] / PalaeoDepot [KLK+18g]
Figure 2.16:
ANTHRODEPOT and PALAEODEPOT icons
The sections anthropology and
palaeoanatomy of the Bavarian
State Collection for Anthropology and
Palaeoanatomy Munich are spatial sepa-
rated in offices and collections.
The two inventory databases
ANTHRODEPOT and PALAEODEPOT
are developed for the stockpile manage-
ment of human skeletons in Dornach,
Germany, and faunal remains in Poing,
Germany, to manage the location, documentation, and loans of findings.
The collection of the section anthropology stores skeleton remains of about 68,000
individuals. The yearly increase is about 1,000 skeletons. The collection of the section
palaeoanatomy contains several millions of faunal remains of archaeological excavations,
every year up to 50,000 findings are added.14
In future, interfaces between ANTHRODEPOT and ANTHROBOOK, respectively PALAEO-
DEPOT and OSSOBOOK are planned. These data exchange methods will enable to transfer
data from the inventory databases of the collections to the scientific databases. This will
save time while migrating the archaeological information. In ANTHROBOOK and OSSO-
BOOK, these information will be enriched with results from determinations and analyzed
before being provided to the scientific infrastructures of the domains.
Used by
• Bavarian State Collection for Anthropology and Palaeoanatomy Munich,
http://www.sapm.mwn.de
14as of end of 2017
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InBook (under development) [KLK+18d]
Figure 2.17:
INBOOK icon
A database for archaeological findings.
INBOOK is developed as a database of the Bavarian
State Archaeological Collection Munich, Germany, to enable
the documentation of incoming, new objects that are not
yet part of the collection and therefore not captured in the
database ARCHAEOBOOK.
Used by
• Bavarian State Archaeological Collection Munich,
http://www.archaeologie-bayern.de
AnthroBook (under development) [KLK+18h]
Figure 2.18:
ANTHROBOOK icon
Guidelines for the standardized collection of morpholog-
ical data, to allow a consistent data collection and long-
term storage were developed for the anthropology. These
standards are currently being implemented in the scien-
tific, anthropological database ANTHROBOOK.
Similar to OSSOBOOK, ANTHROBOOK is planned for
long-term archival storage, for data exchange, and as a
basis for scientific analyses.
Used by
• Bavarian State Collection for Anthropology and Palaeoanatomy Munich, section
Anthropology, http://www.sapm.mwn.de
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Chapter 3
Collaboration, Sharing, and Retrieval
Methods for Archaeo-related Data
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The technical infrastructure described in Chapter 2 builds the basis to record archaeo-
logical and bioarchaeological data. This is an important structure to enable a flexible,
dynamic, and reliable way to gather data for each of the single archaeo-related disci-
plines. However, a functional database application that only stores data is not sufficient
in the archaeo-related workflow:
1. The experience with users of OSSOBOOK [KLK+18b] and the zooarchaeological do-
main has shown that the data of findings from large excavations cannot be entered
into the databases by just one single scientist. A pure database running on one
computer makes it hard to enter (in some cases tens or hundreds of thousands of)
new data sets. Certainly, using an online database where several coworkers can col-
late data to the same project, would be an intuitive approach to realize this kind of
collaboration. However, in the archaeo-related context this method is not applica-
ble since data is often entered on notebooks directly on the field where an Internet
connection is not available. Therefore, we need a solution to realize collaborating
and collating data on the same project.
2. The exchange of data is a very important aspect in archaeo-related sciences. It is
common, not only to take into account single projects and excavations for analyses,
but also consider data from other excavations to figure out similarities, differences,
and relationships. However, exporting data and manually sending the data to col-
leagues is a cumbersome process. Therefore, a method to allow the sharing of data
is important and necessary to enable extensive analyses.
3. Archaeological and bioarchaeological data is not stored centrally, but distributed in
several physical locations. Even the data of findings of one project is distributed,
although the findings are from the same excavation: Data of animal bones is stored
in zooarchaeological databases, data of human bones in anthropological databases,
data of objects and artifacts in archaeological databases, etc. Furthermore, each
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data source uses heterogeneous structures to store the data. Therefore, we need
a method to retrieve archaeo-related information from distributed and heteroge-
neous data sources.
The contribution of this Chapter is to provide solutions for these issues which are split
in two parts. In Chapter 3.1 we explain a generic synchronization method for XBOOK that
enables collaboration and sharing of data. Then we introduce an architecture to allow
retrieving archaeological and bioarchaeological data from distributed and heterogeneous
data sources in Chapter 3.2.
3.1 Collaborating and Sharing Archaeo-related Data
As in many other applications, in archaeology and bioarchaeology a main part of the
work comprises the collecting, sharing, and analyzing of data. Often many researchers
from different institutions and even varying countries are involved in excavation projects.
Therefore, entering data directly into databases is required to in order to access data
from different places easily and work simultaneously on recording as well as analyzing
the data. Archaeo-related data is often gathered in field work, for example at remote
sites that do not offer a convenient environment for IT services. It is typically not possi-
ble to enter the data into databases that have to be accessed via an Internet connection.
As a consequence, IT services are hardly used in these projects. On the contrary, data is
typically recorded on paper and is (if at all) later processed electronically by using pro-
prietary and/or file-based data management tools like Excel for doing simple descriptive
statistics. This is significantly inconsistent with the need to sustainably store data on the
cultural heritage as claimed by the UNESCO15.
Obviously, researchers from the archaeological and bioarchaeological domains would
significantly benefit from a solution that solves the problem of multiple users that need
access to data recording and data analysis even if a permanent Internet connection can-
not be established. A synchronization process is required, that implements a Client–
Server architecture as visualized in Figure 3.1 to enable working offline at remote places
and also storing data globally where it can be shared with other users.
Existing commercial solutions for this problem are typically integrated in a dedicated
database management system and/or cloud service. However, for license or financial
reasons as well as due to privacy concerns, not all institutions and departments can
or want to resort to these systems. Budgets for archaeological and bioarchaeological
excavation projects are typically optimized in terms of logistics and manpower. Reserving
a considerable part for IT infrastructure is completely unrealistic. In addition, as long
15http://www.unesco.org
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Figure 3.1: An architecture for a synchronization process: The local clients are connected to the
global server. The synchronization allows data exchange, thus data can be recorded on
the local machines, but can also be backed-up and shared via the server.
as the data is not yet analyzed and the results are not yet published, the participating
researchers are very wary about transferring their data to commercial cloud services.
In summary, the main contributions of this Chapter are as follows: We list a set of
requirements that should be used for a synchronized distributed data management and
data analysis in the archaeo-related sciences that have been extracted from comprehen-
sive discussions with domain experts, reflecting their typical working procedures (cf.
Chapter 3.1.1). We discuss existing solutions for synchronized distributed data manage-
ment and data analysis in Chapter 3.1.2. We describe the synchronization process that
we implemented in XBOOK in more detail in Chapter 3.1.3. This synchronization pro-
cess is independent of the data model and could potentially be used in any application
domain, if needed. Finally, we show the realization of the synchronization within the
application in Chapter 3.1.4.
3.1.1 Problem Formulation
In this Chapter, we discuss the requirements of a data synchronization process for the
archaeo-related sciences in more detail. By developing a database for zooarchaeologists
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(cf. Chapter 2), we have identified the following requirements of a synchronization that
have to be fulfilled so that working with the data is possible.
Let us note that depending on the use case of the application some requirements listed
below are obligatory and additional requirements might exist. However, the following
list has been extracted after extensive communication with domain scientists analyzing
their particular working procedures.
A synchronized distributed infrastructure for data management and data analysis in
the archaeo-related sciences should address the following issues (the order of appearance
is arbitrary and does not reflect priorities):
• Distinctability of entries:
Two different entries have to be distinct from each other, no matter on which local
database they were created.
• Conflict Handling:
Different users are able to work on the same data simultaneously on different local
databases. Conflicts generally occur when two users have independently made a
change to the same entry. When synchronizing the global server, the server cannot
figure out which of the two versions has to be used. Therefore, the synchronization
has to recognize that a conflict occurred and provide options to solve it.
• Time-delayed execution:
It cannot be guaranteed that a user of the database can always execute the syn-
chronization process. This could be technical reasons like temporary Internet dis-
connects, but also logistic reasons e.g. there is no Internet connection available. It
has to be possible to continue working offline and synchronize the data at a later
time when the computer is reconnected to an Internet connection again.
• Interruptible:
After a loss of connection or if the user interrupts the exchange of data, the syn-
chronization process has to be able to continue later and no data may be lost or
corrupted.
• Modularity:
To avoid the transfer of unnecessary data, a selection of data is required. In general,
a particular user does not need or even is not allowed to get full access to the global
database on the local device. The user should be able to select only parts of data
for synchronizing in order to save time and to reduce data overhead. Thereby, data
should be separated in modules (“projects”). Furthermore, the local database of
the users should not save any data sets for which they have no reading rights.
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• Currentness of look-up table data:
The look-up table data (called “Code Tables” in our architecture) that is saved on
the database of the global server needs to be updated many times. This concerns
regular as well as dynamic updates of this data. Administrators with the permission
to edit have to be able to insert new entries and edit or delete existing ones. These
changes have to be passed to the users as soon as possible to ensure that they can
work with current data.
• Rights management:
Not every user needs to see all the data. The synchronization have to check if
the user, who has requested any data, has appropriate rights before sending or
committing specific data.
• Easy to use:
The synchronization should be an automatic process that can be run with few
mouse clicks. The user is most likely not a skilled computer user, but has to be
able to use the synchronization. Therefore, the synchronization process should be
carried out without any external data devices.
As discussed above, in addition to these specific requirements, a synchronized in-
frastructure for the archaeological sciences should also be cost effective and ensure the
privacy of unpublished data.
3.1.2 Evaluation of Existing Synchronization Methods
In general, the basic idea of synchronization is not a new one. Both, scientific and
industrial databases often require functions to share data in any way, especially if several
users should be able to work on the data simultaneously. Synchronization techniques
exist in most commonly used database systems worldwide. In the following, we discuss
the synchronization techniques of such systems, including Microsoft SQL Server, Oracle,
and MySQL in the context of the requirements derived in Chapter 3.1.1.
• Snapshot replication:
Snapshot Replication is an easy way to share data that is used in Microsoft SQL
Server and Oracle. It “distributes data exactly as it appears at a specific moment in
time and does not monitor for updates to the data” [Mic08, Types of Replication].
The entire snapshot is generated and sent to the receiver, a selection of data is not
possible. But especially if there is a lot of data saved in the database, it is necessary
to transmit all of this data – so the merge function allows several users to work on
different sets of data, but does not reduce the amount of data that has to be sent. At
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least Oracle supports partial snapshots [Ora13a, Understanding Replication], but
synchronizing single data sets is not supported. Furthermore, Snapshot Replication
is laid out if data changes are infrequent. This is an unrealistic scenario in our
application.
• Transaction replication:
Microsoft SQL Server supports a transaction replication that is not based on data
sets, but on transactions. “[D]ata changes and schema modifications made at the
Publisher are usually delivered to the Subscriber as they occur (in near real time).
The data changes are applied to the Subscriber in the same order and within the
same transaction boundaries as they occurred at the Publisher” [Mic08, Types of
Replication]. Therefore, a transactional consistency is guaranteed even on high
volume of insert, update and delete activities. But the transaction replication is
developed for server environments. The clients must have a permanent connection
with the global server. Working offline is not supported.
• Replication with streams:
Using Oracle Streams it is possible to enable replication as well. “The stream can
propagate information [...] from one database to another. [...] you control what
information is put into a stream, how the stream flows or is routed from database to
database, what happens to messages in the stream as they flow into each database,
and how the stream terminates” [Ora13b, Understanding Streams Replication].
So Oracle Streams are powerful features that also support replications with the
help of three background processes: The capture-process to collect information,
the propagate-process to get the data out of the stream and the apply-process to
handle the local changes (for more details, see [Ora13c]).
However, a synchronization with the requirements described in Chapter 3.1.1 is
not possible by using Oracle Streams. The communication cannot be managed by
the global server because all processes have to be defined by the local databases.
To ensure that no reading operations are executed on the global database, it is nec-
essary that the users are not administrators of their own local databases. The other
way round it means that the global server is responsible for the local databases as
well – but this is not possible in practice [Lam08].
• Merge replication:
Another type of replication in Microsoft SQL Server is merge replication. “[D]ata
changes and schema modifications made at the Publisher and Subscribers are
tracked with triggers. The Subscriber synchronizes with the Publisher when con-
nected to the network and exchanges all rows that have changed between the Pub-
lisher and Subscriber since the last time synchronization occurred” [Mic08, Types
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of Replication]. The merge replication matches with the requirements pretty well,
but the complete data sets have to be in the database of the subscribers. Therefore,
it is not possible only to store, or synchronize specific projects. This makes the
management of permissions for the synchronization also impossible.
• Master-slave replication system:
MySQL supports replication by using a master-slave system. It “enables data from
one MySQL database server (the master) to be copied to one or more MySQL
database servers (the slaves). Replication is asynchronous by default; slaves do not
need to be connected permanently to receive updates from the master”[MyS13].
Unfortunately, it is only possible to replicate all databases, selected databases or
selected tables within a database - the replication of single data sets is not sup-
ported. Furthermore, MySQL does not include any conflict management.
• Direct working on the global database:
Even if it is not really a replication system, it is still a possibility that the users
connect directly to the server and work on the global database. It would be an easy
solution that fulfills almost all of the requirements of Chapter 3.1.1 – but of course
a permanent Internet connection is required.
While all of these methods are sufficient for many areas of application, none of them
cover all of the requirements stated above for the archaeo-related context. Only few
of the available solutions provide the ability to work offline and none of them allow
synchronization of single data sets, which are two of the most important requirements
for archaeologists and bioarchaeologists. Therefore, we created a synchronization that
fulfills all previously stated requirements, is independent of the database management
system and hence can be used for any database system.
3.1.3 Synchronization Implementation
To achieve a synchronization that fulfills the requirements described in Chapter 3.1.1,
adjustments to the database and the application are necessary. Below, we describe the
concepts and methods for the synchronization.
Realization in the Database
To achieve the synchronization we are aiming for, some necessary additions in the local
and global database had to be made. The database scheme of the tables has to be ex-
tended by some additionally columns: The “Database ID”, the “Status”, and the “Message
ID”. These are explained below.
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Database ID
One of the most important concepts is the database ID. A column for this ID is
added to each table a user can insert data. In addition to the existing primary keys, this
column is marked as a primary key as well, to allow several distinct entries with the
same ID from various databases. The number value of this database itself is stored in a
separate table (in XBOOK we use “version”) and also as a property in the configuration
settings of the operation system. The database ID is generated when the user connects
to the server the first time, or if the value of the ID in the database is different to the
value in the properties. This is to prevent errors when a user copies his database to a
different computer.
When the user enters a new entry in the database, the database ID is automatically
filled in with the above defined value. If the entry is edited, the database ID will not be
touched.
Because we want to enable a modular approach with projects, all tables also have
to add the ID (“ProjectID”) and the database ID (“ProjectDatabaseID”) of the project,
otherwise the entry cannot be assigned to a specific project (cf. Table 3.1).
ID DatabaseID ProjectID ProjectDatabaseID UserID ExcavationNr ArchaeolUnit . . .
2 1073 1 1073 108 M-2011-13-1 1052 . . .
2 1079 1 1079 114 76/3724/230 630 . . .
2 1096 1 1096 132 HY.04.ISI 01.013 . . .
2 1147 3 1147 8 M-2013-732-1 4 . . .
2 1155 1 1096 132 HY.03.ISI 01.080 . . .
2 1174 1 1316 217 M-2007-58838 13819C . . .
2 1218 1 1218 113 HY.81 2275 . . .
2 1337 7 1028 50 N.112 154B . . .
2 1012 3 1334 6 M-2013-455-2 8 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
Table 3.1: The table “inputunit” of the database of OSSOBOOK as an example for the primary keys
ID, DatabaseID, ProjectID and ProjectDatabaseID. These primary keys are necessary in
every data table of XBOOK.
Status
To achieve conflict management as well as identification which of the entries have
to be updated, locally the column “Status” (cf. Table 3.2) is added to each table. The
status actually stores for each entry a timestamp of the last time the entry was modified
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on the server. This value is modified only on the server via a simple trigger that is
defined in Algorithm 2.
1 SET NEW.Status = NOW() + 0;
Algorithm 2: SQL Query to update the Status for the synchronization
This trigger updates the status as soon as the value is inserted to or updated
in the database. Zero is added to the current time to convert the format from
“yyyy-MM-dd HH:mm:ss” to “yyyyMMddHHmmss” to receive a sortable and numeric value.
If the entry on the client has a lower (older) status, it needs to be updated. If the
entry on the server has a higher (newer) status when committing data to the server, a
conflict occurred. That means that in the meantime someone else modified the entry.
Then this entry can be marked locally as a conflict.
In the archaeo-related context it is not a realistic scenario with more than one scien-
tist collecting data about the same objects (e.g. bones of an animal) simultaneously, so
conflicts will not occur frequently. Anyway, conflicts may occur anytime, therefore a con-
flict management system is necessary. The one we implemented in XBOOK is described
in Chapter 3.1.5. Other working areas may need more complex conflict management
systems to avoid conflicts hampering the synchronization process.
Message ID
The next important addition is the column “MessageID” (cf. Table 3.2). It locally
stores the current status of the entry. The different options for the “MessageID” are
“Synchronized”, “Changed”, and “Conflicted”, as described below:
. . . Value Status MessageID Deleted . . .
. . . 24A45 H1 20150624145906 0 Y . . .
. . . 6773 20150624150044 −1 N . . .
. . . Lab01 C1 20150624150058 −1 N . . .
. . . Lab03 B12 20150624145945 0 N . . .
. . . 15D02 Ka3 20150624143945 1 N . . .
. . . Lab04 Au8 20150624143945 0 Y . . .
. . . . . . . . . . . . . . . . . .
Table 3.2: The three important system columns in the input tables: “Status”, “MessageID” and
“Deleted”. The message ID “1” means that the entry was edited, but not synchronized
yet. Entries with Message ID “−1” are conflicted.
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• Synchronized (0):
Indicates that the entry is synchronized and no uncommitted changes were made.
This does not mean that the entry is up-to-date, it just means the entry has no local
changes and can be synchronized.
• Changed (1):
Indicates that the entry was changed locally. This prevents the entry being updated
with data from the database to prevent overriding changes. In most cases, this
would also mean that a conflict occurs, but conflict checking is already done when
the entry is committed, so no need to take action here. After the entry is successfully
committed to the server, the status is set to “synchronized” again.
• Conflicted (–1):
Indicates that this entry is conflicted and therefore cannot be committed or up-
dated. A conflict occurs when an entry that is changed locally has an older (lower)
status than the entry on the server. This means that the changes on the local entry
were made on an older version of the entry, and if the entry would be committed,
there would be possible loss of data.
Deleted
Due to the fact that the synchronization can only identify changes with the check
of the “Status” column, it is not easily possible to delete entries. The local database has
to be able to inform the global database about deleted entries. If the entry is simply
deleted, no information is available at all. At the same time, the server has to hold the
information which entry is deleted to be able to synchronize the information to other
clients.
Still, there needs to be the option to delete an entry. To solve this problem, a column
“Deleted” was added (cf. Table 3.2). It is an enumeration that has only two options:
“N” and “Y” – with “N” as default value. Instead of deleting an entry the value of the
“Deleted” column is set to “Y”. Then this change can be synchronized to the global server.
From there it can also be synchronized to other clients.
When the client gets the information that an entry is deleted, it can safely delete the
entry locally. On the server however an entry is never deleted, because the information
about the change has always to remain available for the clients.
The same logic is applied to Code Table entries with the exception that entry tables
are only synced to the clients.
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Realization in the Application
Some of the basic requirements are already fulfilled in the database, but as the data has
also to be sent and some features are still missing, several concepts had to be developed
in the application as well: A method for updating the database, the usage of “Code
Tables”, the integration of “Managers” in the application, the implementation of a flexible
data structure to handle the data, the rough concept of the synchronization process, and
a solution to be able to delete items considering the functionality of the synchronization.
These concepts are described below.
Database Update
To allow constant updates to the application including changes in the database
scheme, we added a check for the version of the database. This number is stored
in the “version” table and is compared to the built-in number in the program. If the
numbers do not match, the server is requested for an update. This check is done after
the connection to the database is established, but before the user starts working with the
data. If the user has no Internet connection, of course the update can not be made, but
an update could not be made without an Internet connection should not be a problem.
Code Tables
The look-up tables which contain mappings for values in different languages are
named “Code Tables” in our synchronization. For example, in OSSOBOOK the name of
the animals that are displayed in the graphical user interface are defined as Code Tables
(cf. Table 3.3).
To be able to change or add values to the Code Tables without having to distribute a
new program version, all values are stored in the database. To receive the newest version
of the data only, the database has to be updated. This can also be done during the usage
of the application. To find out which values are changed, all tables have to have the
column “Status”. Just like for entries, the value of the status is the timestamp of the last
global change and is updated with triggers on insert and update (cf. Algorithm 3 and
Chapter 3.1.3):
1 SET NEW.Status = NOW() + 0;
Algorithm 3: SQL Query to update the Status of the Code Tables
Then only the values that have a higher status than the highest value in the local table
have to be updated or inserted. To avoid unnecessary update checks in each table if no
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ID language value LB Status Deleted
7 1 Mammalia > Rind/Hirsch 99 20170912163334 N
7 2 Mammalia > cattle/deer 99 20170912163334 N
7 3 Mammalia > boeuf/cerf 99 20170912163334 N
8 0 Vertebrata 0 20110118140546 N
14 0 Felix catus 16 20110118140546 N
15 0 Canis familiaris 4 20110118140546 N
16 0 Equidae 2 20111004103152 N
17 0 Equidae caballus 2 20110118140546 N
18 0 Equidae asinus 2 20110118140546 N
20 0 Sus domesticus 3 20110118140546 N
21 0 Ovis aries 1 20110118140546 N
22 1 Ovis aries (wahrscheinlich) 1 20170912163334 N
22 2 Ovis aries (probably) 1 20170912163334 N
22 3 Ovis aries (probable) 1 20170912163334 N
23 0 Capra hircus 1 20120719102831 N
26 0 Bos taurus 13 20110118140546 N
. . . . . . . . . . . . . . . . . .
Table 3.3: The Code Table “animal” in OSSOBOOK that defines the available values for species.
Adding the column “language” allows the use of terms in different languages: 0 for
general terms, 1 for German, 2 for English, 3 for French, etc.
change was made, the last update can not only be found out by run through all tables,
but has to be saved directly in the “version” table. To ensure that this has always the
newest timestamp on the server, the trigger is extended by another command to set the
last update, so that the complete trigger now looks like as shown in Algorithm 4.
1 SET NEW.Status = NOW() + 0;
2 UPDATE version
3 SET version.LastUpdate = NOW() + 0;
Algorithm 4: SQL Query to update the Status of the Code Tables
The last update is set locally after all changes have been (successfully) made, and is
retrieved from the server before the update progress is started. Then only a check has to
be done, if the local value is lower than the global value, and only when, the Code Tables
are out of date and therefore have to be updated.
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Manager
To control the communication with the database from the client, we created man-
ager classes that have all the knowledge about the columns for the table they are
“responsible” for. The structure of the manager is as follows:
• Table Manager:
The base class for all managers. It holds the connection object, contains the basic
methods like insert and update and sends SQL queries to the database.
• Abstract Synchronization Manager:
This manager holds all the important information for the synchronization. It han-
dles the insert and update of entries from the server, retrieves uncommitted entries
and sets data to synchronized or conflicted. All managers that need to be synchro-
nized have to extend the Abstract Synchronization Manager.
• Base Entry Manager:
The base entry manager is responsible for getting the main entry from the input
unit (the main table for entries). It also calls the underlying Extended Entry Man-
agers to retrieve the data for the complete entry. This class also manages the saving,
loading, and updating data for itself and forwards the call to the underlying meth-
ods.
• Extended Entry Manager:
A manager for entries that extend a base entry that is needed for example if an
entry can have more than one value of a specific type. So the list of values would
be stored in a different table.
• Base Project Manager:
The base project manager is responsible for getting the main entry for entries that
are valid for the whole project (e.g. project information itself). It also calls the un-
derlying Extended Project Managers to retrieve the data for the complete entry. This
class also manages the saving, loading, and updating data for itself and forwards
the call to the underlying methods.
• Extended Project Manager:
This manager is for entries that extend a base project entry. This manager is needed
for example if an entry can have more than one value of a specific type. So the list
of values would be stored in a different table.
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Figure 3.2: UML visualization of the data types handling the data in XBOOK.
Data Structure
To store the data and retrieve a complete entry we created some classes to easily
load, save, and update the data. These data types are described below. The correlation
between them is sketched in the UML diagram in Figure 3.2.
• DataColumn:
The most basic data type is the DataColumn. In it only one value is stored together
with its column name.
• DataRow:
Represents one row in the database. It is an ArrayList of DataColumn containing
all the data for this row.
• DataTable:
Contains all DataRows for the current entry in the specific table. In addition to the
DataRow it only knows to which table it belongs.
• DataSet:
Represents one entry. Therefore it has all DataTables that define the entry, and
additionally hold the key of the entry and the key of the project the entry belongs
to.
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Synchronization Process
The actual process of the synchronization consists of three different steps.
1. Check if the user has the required rights to access the project and therefore is
allowed to synchronize it.
2. All uncommitted, not conflicted entries in project and entry tables are retrieved
one by one from the database and sent to the server. This is done by iterating over
all Base Project and Base Entry Managers. These call their belonging sub managers,
load all data belonging to the current entry and send their data to the server. If
the entry already exists in the global database, then the server checks the sent
timestamp of the entry against the timestamp of the entry which is already saved
in the database. If the global timestamp is newer than the local one there is a
conflict and the client is notified of it (cf. Chapter 3.1.5).
3. The project and entry data is transmitted from the server to the client. For identi-
fying which entry has to be transmitted, the timestamp of the newest entry of the
current table, i.e. the last entry that was synchronized, is transmitted. To prevent
a loss of data after an incomplete synchronization, the first query requests entries
that have exactly the same timestamp as the highest timestamp locally. For all later
queries always the next data with a higher timestamp is retrieved. The entry is
then only updated if the corresponding value in the local database either does not
already exist or is not conflicted or changed (see Figure 3.3).
Local Removal and Backup possibility
Since the data is stored on the global database, the data can always be synchro-
nized from the server to the client. Therefore it is possible to remove projects from the
local databases. These are only deleted on the local machines, but not on the server. By
removing local projects, the users can improve the overview over their projects, but also
releasing unnecessary used memory space. The projects can be reloaded from the global
database by using the synchronization at any time.
This architecture can also be used to back-up data. In case of a hard-disc crash, the
data that was synchronized earlier to the global database can be restored at any time
from another computer.
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Figure 3.3: Simplified visualization of the synchronization, displaying the commit of changed en-
tries to the server and new data from the server.
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Figure 3.4: The synchronization panel in OSSOBOOK 5.2.4. [LKK+16b]
3.1.4 Graphical User Interface Integration
As presented in Chapter 3.1.3 the synchronization consists of a powerful, but complex
architecture. The realization in the application has to consider that most of the archaeo-
logists and bioarchaeologists are not used to work almost exclusively with a computer.
Therefore it is absolutely necessary to hide the complexity of the synchronization
behind an intuitive user interface. We have to ensure that the synchronization can easily
be used and that every user even if not technically skilled could execute it.
Here we describe how the synchronization is integrated into the graphical user inter-
face of XBOOK:
Manual Data Synchronization
To exchange project data there are three basic procedures that have to be possible
in the synchronization panel (cf. Figure 3.4).
• Global projects for which a user has read and/or write permission have to be
downloadable from the server. Therefore the corresponding projects can be se-
lected in the right project selection in the synchronization panel.
3.1 Collaborating and Sharing Archaeo-related Data 57
• Local projects that have not been synchronized with the server before have to be
able to be uploaded to the server. These projects can be selected in the left project
selection.
• Existing projects (as well local and global ones) have to be updateable. For this
purpose the corresponding projects have to be selected, like explained above.
However, the application recognizes if it was selected a project on the server
project list that is also available on the local project list, and vice versa.
By pressing the “Synchronize” button the procedures are executed. Depending on
the Internet speed and the number of projects and data sets (e.g. in OSSOBOOK exist
projects with a six-digit number amount of entries), the synchronization may take several
hours. Thus, user feedback is displayed in message boxes and progress bars (each one
for general, project and data set layer).
When the procedures are running, the user can continue to work with the application.
The synchronization is running in the background. It can also be interrupted by closing
the application and continued at a later time.
Automatic Data Synchronization
The automatic data synchronization can be activated in the application settings.
Thereby the project information and data sets are synchronized with the server auto-
matically in the background. However, it is necessary to manually define once which
projects shall be downloaded from the server. This is important to avoid that all projects
are downloaded even if the user does not want to save them on the local database.
The automatic synchronization can be a big advantage when collaborating on one
project in a group. Due to the fact that the automatic data synchronization is updating
the data in the background, all members of the group have less unsynchronized data
sets scattered in several local databases. Every collaborator immediately gets the cur-
rent data and does not have to wait until the data from other collaborators is manually
synchronized.
Another advantage of the automatic data synchronization is the possibility to use
the synchronization as a backup method. In case of a hardware failure (in particular a
hard disc crash) every synchronized data set can be restored by reloading the data from
the server. When synchronizing the projects manually, there might be projects and/or
data sets left that were not synchronized before, and therefore may get lost because of
a hardware failure. Because the automatic data synchronization always commits data in
the background the chances for a data loss are minimized.
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Data sets that are conflicted will not be synchronized in general, thus the automatic
data synchronization will not commit them as well. Conflicts have to be solved manually
before the data is able to be synchronized to the global server.
Code Table Update
The code table update that was mentioned in Chapter 3.1.3 runs automatically by
the application after the login if it is necessary. However the user can also reload all
Code Tables manually by using the option in the “Tools” navigation element.
3.1.5 Conflict Management
During the synchronization process data conflicts may occur. One simple scenario for
this case as an example: Two different users download data from the server by using
the synchronization and update an identical data set. If user A uses the synchronization
first to upload the changes to the server there will be no problem. If user B submit his
changed data afterwards, it is not clear anymore whether the data of user A is the correct
one or the data of user B. A conflict occurs that has to be solved manually. This example
is also sketched in Figure 3.5.
If an entry was marked as conflicted during the synchronization process (that means,
the “MessageID” of the entry was set to −1), the conflict has to be solved before the data
can be merged with the data in the global database. Therefore, the application indicates
the occurrence of conflicts at two places:
• The conflicted projects are highlighted with an yellow icon in the project overview
screen. These are also displayed if the conflicted project is not loaded.
• Additionally, a yellow icon is displayed in the footer bar of the application if a
conflicted project is loaded.
These icons highlight conflicted projects – i.e. the project contains at least one data set
that is conflicted – to inform the user about current conflicts. Once the project is loaded,
the user can click the conflict button in the footer bar to open the Conflict Management
Screen (cf. Figure 3.6). The user gets displayed all current conflicts sorted by the table of
the conflicted entry; e.g. on project information, entries, etc. Selecting a single conflict
allows the user to solve the conflict in the corresponding Conflict Management Screen.
The Solve Conflict Screen (cf. Figure 3.7) lists all important information about the
conflicted entry in a diff table – on the left, there are displayed the entry values that
are currently saved in the local database. On the right, there are displayed the ones
on the server. This listing includes all technical basic information to allow to definitely
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Figure 3.5: A sketch how a conflict can occur on one data set. User A synchronizes an updated data
set successfully. User B edits and synchronizes the same data set later which results in
a conflict that has to be solved manually.
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Figure 3.6: The Conflict Management Screen that displays all conflicted entries of the loaded
project.
Figure 3.7: The Solve Conflict Screen that allows selecting the local or server values for a specific
conflicted entry.
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identify the data sets (like IDs and database Ids), some content-related information that
are necessary to distinguish the unique entries for the scientists (most often mandatory
fields), and all conflicted values. Other non-conflicted values, that are identical on the
local and global database, are hidden.
To improve the usability, the displayed values are formatted to be human readable.
IDs that reference to a specific Code Table value are replaced with the actual text value.
Complex correlations can be individually handled, for example if several columns in
the database are associated to one single input fields in the database. For example, in
ARCHAEOBOOK [KLK+18e] the measurements of objects are described in a custom input
field that records information about the measurement type, the measurement value, and
the measurement type – although this information is associated, it is saved in separated
columns in the database. A similar handling is required for the area/cut/planum/profile
information in EXCABOOK [KLK+18f] where the information is saved in four different
input fields (and therefore in four different colums in the database), but the combination
of area/cut/planum/profile is handles as one value.
The users can select for each conflicted value whether to use the one of server or the
one of the local database. An option to use all values of either the global or the local
version is also possible. In case that the users do not know how to solve the conflict they
can also click the “Inform Project Owner” button to let the project owner know about the
conflict. The project owner will then receive an email about the conflicted entry to be
able to support the scientist to solve the conflict.
To solve the conflict the merged entry is saved to the global database with the time-
stamp of the global entry. If the entry was updated between the solving of the entry and
committing the entry to the global database – this ensures that this change will not be
overridden, but a new conflict is generated. If no new conflict was generated, the local
entry is updated with the merged values, but the local timestamp is not updated, and
the entry is marked as synchronized (that means the “MessageID” of the entry is set to 0.
Thereby, the conflict is solved in the local database and the application will not display
that the entry is conflicted anymore. Now, the entry on the server has a newer timestamp
than the same entry on the local database. That is the reason why the data set is updated
in the local database during the next execution of the synchronization. The full conflict
handling process is sketched in Figure 3.8.
Conflicts do not have to be solved immediately during or after the synchronization. It
is possible to continue working on the projects even if there are still existing any conflicts
in the project. This makes it also possible to inform the project owner about existing
conflicts if the users are not able to solve them on their own. However, conflicted entries
keep the “MessageID” −1 as long as the conflict is not solved and therefore will not be
synchronized to the global server.
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Figure 3.8: A sketch how a conflict of one data set is solved, based on the situation of Figure 3.6.
3.2 Retrieval of Distributed and Anonymous
Archaeological Information
Conventional scientific research on prehistoric, historic, and sub-recent human legacies
is done in the context of archaeological excavations. The unearthing is documented
by archaeologists and bioarchaeologists in detail. Specialists from different areas of
expertise like archaeologists, zooarchaeologists, anthropologists, archaeobotanists, geo-
graphers, etc. describe, categorize, and analyze the findings and produce a huge amount
of data with spatial and temporal information. Analyzing all this data shall reconstruct
the cultural heritage, for example the environment or the human way of life in ancient
years.
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Mostly, archaeological excavations in our dense populated region are so-called rescue
excavations initiated by building activities. Typically, authorities for the protection of an-
cient monuments control these activities. In case of signs of human made changes of the
surface of the bulldozed earth they initialize archaeological excavations. These authori-
ties may be institutions of the federal state, the town, or homeland societies (hereinafter
referred to as “offices”). Another possibility that leads to an actual archaeological exca-
vation may be the continuance of an excavation started in former times or the knowledge
of a (pre)historic landmark wants to be investigated in that way.
Depending on staff, financial possibilities, and level of digital development, data from
these excavations is collected and stored in databases by these institutions. The data
usually consists of all kinds of general archaeological information like geo-spatial infor-
mation, often temporal dating on the basis of specific findings, and a rough description
of the found objects (in terms of text, photos, and even 3D scans).
Afterwards, the movable findings are transferred to specialized collections or spe-
cialists like anthropologists for human remains, zooarchaeologists for animal bones,
archaeobotanists for rests of plants, and archaeologists for objects and artifacts. The
findings are packed separately in units according to the archaeologically defined context
which can be the place inside the grid of the archaeological area.
The specialists execute corresponding investigations specific to each research field.
Typically, this information is collected decentrally in subject-specific databases. The
archaeological data and the data collected by the specialists build the basis for detailed
analyses. The flow of archaeological and bioarchaeological data is sketched in Figure 3.9.
The problem we are dealing with is that the specialized collections and specialists do
not have all data that is available about a specific finding. This is a severe limitation for
their research since a comprehensive analysis can only be done when considering the
entire context of a finding. Sometimes, even temporal and spatial data is not available
because this information is only saved completely in the databases of the offices and
archives by default.
Though this data can be retrieved by the archaeologists and bioarchaeologists by
manual requests, the retrieved data is not saved in the data scheme of the corresponding
database system. Usually this data is sent in Excel sheets or CSV files, as well as scanned
pages and images. An automatic query system for the data exchange does not exist,
so each request is aggravating, time-consuming, and needs the work of a reviser that
manages the requests.
Archaeo-related data is diverse and complex, most often spatial information is en-
riched with temporal information and additional data on the findings, like isotopic finger-
prints, morphological measures, etc. Analyzing this data provides challenges and inter-
esting topics for data scientists in different fields. Archaeologists and bioarchaeologists
would greatly benefit from query processing interfaces and analysis methods working
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Figure 3.9: The basic flow of archaeological data: The data from the excavation is partly passed
from the offices to the specialized collections and specialists, who perform individual
analyses on the findings and save the results in their databases. The results of these
analyses are not accessible from the offices. In sum, neither the offices nor the special-
ized collections have all information about their findings.
with such kind of complex data. Probably the highest hurdle towards this digital revolu-
tion of archaeo-related research is simply the technical gap described above.
We close this gap by proposing a Reverse-Mediated Information System (abbreviated
with REMIS) that is based on the concept of common Mediator-based systems. It enables
the provision of new data components without the need of a central administrator to
manage the connections manually. It enables the users to search for more information
about specific excavation contexts or findings that is spread through databases of offices,
collections, and institutes.
In summary, the main contributions of this Chapter are as follows: First we discuss
the challenges of the current situation of archaeo-related sciences. We list a set of re-
quirements that should be addressed by an architecture for distributed data manage-
ment of anonymous data sources (cf. Chapter 3.2.2) and discuss existing solutions and
approaches for these systems (cf. Chapter 3.2.5). Then we describe the concept of our
architecture, including the process of the initialization, registration, and the user search
(cf. Chapter 3.2.3), and describe the concept of a compact right management for the
data (cf. Chapter 3.2.3). Afterwards, we explain the necessary configuration for admin-
istrators of data sources (cf. Chapter 3.2.4).
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3.2.1 Problem Formulation
For archaeological and bioarchaeological analyses it is not only interesting to analyze
data from a single archaeo-related sub-domain. Considering the data from other sub-
domains and the basic context information data from the offices would enable more
complex and more comprehensive analysis than currently possible.
In principle, enriched geodata is available, but in practice, it is not easily accessible
for every scientist because of the following reasons.
• No direct access:
There is no direct external access available to data of most of the specialized
databases, as sketched in Figure 3.10. Data has to be gathered from the offices
manually. The composition of this data occurs requesting the so-called ‘find sheet
number’ or – if not existing – other unique terms given by the excavator. Obviously,
a more detailed data selection with complex search parameters is difficult to apply
without any direct access.
Figure 3.10: The digital data exchange is hindered. Offices and specialized collections and spe-
cialists do each have no digital access to the detailed or individual data of other
databases.
• Anonymous databases:
Data is spread over databases that – in some circumstances – are not known at all.
Archaeo-related information data is not always gathered by state offices. There are
also numerous city offices, local institutes, and freelancers that are gathering data
as well, but do not exchange their data with the state offices. Still it would be
interesting to be able to include this data in analyses, even if the archaeologist or
bioarchaeologist does not know that there exists any data in these data sources.
• Individual database schemes:
The databases of the offices, the specialized collections, and self-employed workers
have their own architectures and individual database schemes. Although they usu-
ally have identical basic information, these are saved in different ways, and cannot
be standardized to a commonly used database scheme.
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• No consistent way to exchange data:
As it is common practice, data is exchanged by using Excel or CSV files that have
to be formatted before being able to use them for analyses. This method can be
aggravating, time-consuming, and error-prone, but it is still common practice.
• Regional and individual approaches:
There are regional and individual approaches for the filing of findings. They do not
only vary in the way they are excavated, but also how and which data is recorded
in the databases. This differs from country to country and even from state to state
which is extremely frustrating for researchers that deal with cross-border excava-
tions. Furthermore, there are numerous individual solutions even on a local level.
Especially considering the geodata would enable users to ask much more complex
questions than it is currently possible. Therefore, we want to describe a solution to
bring spread data together again and to achieve this without the need of a single central
database, but by keeping the necessary system of distributed databases.
3.2.2 Requirements for Retrieving Distributed Data
In this Chapter, we define a set of primary requirements that should be considered for
our solution. This is described below.
Our architecture has to dynamically connect new data sources that are heteroge-
neously distributed. Each of them can have their own data scheme and contain different
types of data. Additionally, the physical location of the data is not known in advance,
neither by the users nor the responsible administrators of the architecture. Therefore,
it has to be possible to connect to data without having to update the information of the
central server. We state these requirements as R1 and R2:
R1 Heterogeneous Data Sources.
R2 Anonymous Data Sources.
External data sources have to dynamically be connected and added to the
architecture. This process shall be performed individually by the owners of the data
source. Therefore, no central administrator should be required to connect a data source
to the existing information system. The access to the data by third-party users should be
controlled directly by the data owners – i.e. they have also to be able to remove their
data source from the distributed database system at any time. We state this requirement
as R3:
R3 No central administrator.
Administration directly by data owners.
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The users have to be able to search through all connected data sources independently
of their underlying database scheme. The database scheme has to not influence what the
users can search, but instead map the search parameters to the local database scheme.
We state this requirement as R4:
R4 Database Scheme Independent Search.
Finally, data sources can contain sensitive information that is not intended for every-
one. Still, data sources may contain searchable data. Therefore, the architecture has to
provide the possibility to restrict the access to sensible information or data that shall not
be made public (yet). We state this requirement as R5:
R5 Rights Management.
Of course, users have to be able to retrieve information from the distributed data
sources from any local machine. This may be a web interface or an embedded solution
within an existing application.
Let us add that the data of the distributed databases is not intended to be edited by
the users. This infrastructure is solely aimed for retrieving data.
In the following Chapter we describe our novel information retrieval system which
respects the defined requirements stated above.
3.2.3 Reverse-Mediated Information System Method
In this Chapter we describe the basic concept of the Reverse-Mediated Information System
to achieve a search through different, anonymous databases.
We consider the concept of the ‘Internet of Databases’ that keeps the individual sci-
entific data sources which “are for the scientists more interesting. [. . . ] They have their
database developed in their own way. They are modular, so that every user can connect
and use tools in the way they want” [vdM12] and they are used to. These databases can
be connected with a simple application where meta information is managed. Consider-
ing the concept of the Internet of Databases we meet our requirements described in the
previous Chapter 3.2.2.
Therefore, we distinguish the three different layers of the architecture as sketched in
Figure 3.11:
• User Layer:
The users who search for specific data and want to retrieve the information corre-
sponding to the entered parameters. This can be a web service, but also a search
mask embedded to an existing application.
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Figure 3.11: The three layers of the ReMIS architecture: Data Layer, Server Layer, and User Layer.
• Server Layer:
Runs a stand-alone Mediator-like Server Application which accepts requests from
the users and relays these to the connected databases. In addition, it receives
the results from the connected databases and sends them back to the users. New
databases can register themselves to the Server Application.
• Data Layer:
The servers where the data sources, mostly databases, are saved. Each data source
runs an independent Connector Application that is configured for the database
it is connected to. This Connector Application accepts forwarded requests from
the Server Layer and translates the request to a query to fetch the data from the
data source. Once the data is fetched, it transforms the data to a uniformed data
structure which will be sent back to the Server Application of the Server Layer.
In general, a Mediator provides data from a number of heterogeneous data sources
with other users. “The autonomy of the participants enables the overall system to grow,
since new sources [. . . ] can be inserted.” [Wie94] In this context, the actual data struc-
ture of the connected sources is irrelevant:
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“Mediation recognizes the autonomy and diversity of the data systems and in-
formation services that support the hubs, and the user applications that utilize
them. The autonomy of the participants enables the overall system to grow,
since new sources, new means of transport, and novel information processes
can be inserted.” [Wie94]
However, a central administrator is still necessary to manage the participating data
sources. Therefore, an extern connection of a data source is not possible without the
integration work of the administrator, as illustrated in Figure 3.12.
The Reverse-Mediated Information System swaps this approach to achieve an open
system for shareable data. The architecture of this system is illustrated in Figure 3.13.
Data sources can be connected to the system to share data with other users, independent
of the actual data type.
The usage of the Reverse-Mediated Information System can be categorized in three
different steps to describe the workflow: The initialization, the registration, and the
search. These are described in detail below.
Initialization
To be able to connect the data of a specific data source, an initialization process has to be
executed for the data source in the Data Layer. The administrator of the server, where the
data source is located, is guided by a setup assistant. In general, the required steps in the
initialization process can depend on the type of the connected data source. Hereinafter,
we use a relational database as an example for a data source. A sequence diagram of the
initialization process is shown in Figure 3.14.
First, it is necessary to connect the Connector Application to the database in order to
be able to access the data. Once this is done, the administrator can select the tables and
columns to define which data will be sharable in general. This step determines which
parts of the data are private and only visible within the database itself and which data
might be transmitted to the users later.
Optionally, individual rights can be defined that specify the visibility of the data for
the users. These are discussed in Chapter 3.2.3.
Finally, the administrator has to specify a set of contact information. That allows
either contacting the data owners for questions or to request additional information of
entries that cannot be accessed due to rights settings.
Registration
To become a part of the Reverse-Mediated Information System, the initialized Connec-
tor Application has to be registered to the Server Application in the Server Layer. The
sequence diagram of the registration process is shown in Figure 3.15.
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Figure 3.12: Sketch of the well-known Mediator-based architecture. A central administrator is
required to connect the data sources and to mediate the requests from the user. The
administrator has to know each data source to be able to connect them.
Figure 3.13: Sketch of the Reverse-Mediated Information System. The data owners can register
their databases to the system on their own. The necessary mediation setup is executed
by a wizard dialog. The architecture forwards the user request to the data sources
where the request is mediated.
3.2 Retrieval of Distributed and Anonymous Archaeological Information 71
Figure 3.14: Sequence diagram of the initialization process of REMIS.
Figure 3.15: Sequence diagram of the registration process of REMIS.
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First, a “register” command is sent to the Server Application. The Server Application
then sends the “Minimal Find Sheet”, abbreviated with MFS, to the Connector Applica-
tion, a set of minimal information that are required. These are as minimal as possible
and guarantee that every connected archaeological data source has saved any informa-
tion about each of the parameters. These parameters p are the information that are given
from the offices to the specialized collections and specialists for each finding, e.g. the
excavation number, and the find sheet number. The Minimal Find Sheet also forms the
options the user can search for.
MFS = {p1, . . . , pn}, n = |MFS| (3.1)
In general, the parameters p of the Minimal Find Sheet are defined in the Server Ap-
plication which has access to all connected Connector Applications and their databases.
Each database D can have an individual database scheme with its own columns, but ev-
ery parameter of the Minimal Find Sheet has to be mapped to a specific column in the
database. Each database consists of a set of columns c.
D =
mD⋃
i=1
{ci}, mD ≥ n (3.2)
For the registration process, the parameters are sent to the corresponding Connector
Application. Then, the administrator has to map each of the parameters p of the Minimal
Find Sheet to the corresponding columns in the database. To describe this mapping, we
define the injective function κD that stands for a projection of the parameters of MFS to
the corresponding columns in the database D.
κD :MFS → D (3.3)
We define r as the user search request. These may have different appearances, for
example tuples containing the parameters p and the corresponding values v of the user
inputs.
r = (r1, . . . , rk), rj = (pj, vj), j ≤ n (3.4)
3.2 Retrieval of Distributed and Anonymous Archaeological Information 73
Furthermore, we define κ̃D, a replacement function as canonical extension over the
query language, while all search parameters r ∈ MFS are mapped according to κD and
the remaining parts stay unchanged. Let ε = () the empty search request.
κ̃D(ε) := ε
κ̃D(r 6= ε) :=
{
κD(r1) ◦ κ̃D((r2, . . . , rk)), r1 ∈MFS
r1 ◦ κ̃D((r2, . . . , rk)), r1 /∈MFS
(3.5)
Finally, rD is yield by applying κD as a replacement function to r:
rD = κ̃(r) (3.6)
As soon as the mapping of all Minimal Find Sheet values is complete, the Connector
Application informs the Server Application that it is ready to accept requests by the
user. To complete the registration process, the Server Application set the Connector
Application to be ready to be searched.
Search
The existing federated systems are sufficient if the users need to query data from a fixed
set of (internal) databases, like sale statistics or customer information. But now, we want
to provide the users the option to search for information they might not even know that
it exists.
For this, we define the Minimal Find Sheet being the set of information the user can
search for by default. All connected Connector Applications know how to handle these
information.
Certainly, the right settings set during the initialization process has to also be con-
sidered. For reasons of simplicity, we do not discuss the implementation of the rights
management in detail in this Chapter. The process of fetching data from the databases is
figured in the sequence diagram in Figure 3.16.
The search enables the retrieval of entries that include values which are defined as the
Minimal Find Sheet. Since this Minimal Find Sheet information is saved on the Server
Application, the Server Application is first queried to get the Minimal Find Sheet MFS
to be able to display its information in a search mask for the users. This is necessary to
avoid input masks that are embedded to any applications getting incompatible when the
definition of the Minimal Find Sheet changes.
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Figure 3.16: Sequence diagram of the process to fetch data from the single data sources in REMIS.
The users enter the data and define which parameters MFS* they want to use for
their search. For these applies:
MFS* ⊆MFS (3.7)
The parameters MFS* and their inputs are sent to the Server Application that for-
wards the request to all N connected Connector Applications. Each Connector Appli-
cation translates the incoming parameters to the local scheme of their corresponding
databases, considering the given mapping κD. Each Connector Application queries the
database with the modified search request rD and checks if the search request of a
user (this means, the inputs of the parameters MFS*) matches with the correspond-
ing columns. Let R(D, r) the result of this request.
R(D, r) = σκ̃D(r)(D) (3.8)
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The entries that have been found in the database are then returned back to the Server
Application. Finally, the user gets the merged data σΣr from the Server Application con-
sidering the search request r:
σΣr =
N⋃
i=1
R(Di, r) (3.9)
The responds from the single Connector Applications are not bundled within the
Server Application, but are sent directly to the users. This improved the necessary wait-
ing time for the users, especially if a database has a slow connectivity or currently no
connectivity at all.
Rights
Since we want to encourage database owners to provide their data, we have to provide a
right management for the architecture. Scientists want to be able to manage the visibility
of their data, not only because data of unpublished research often should not be shared
until the time of the publication, but also because parts of the data has not to be shared
at all, like sensitive information.
Therefore, we provide the option to limit the visibility of the data (or parts of it). The
first step for the right management was already defined during the initialization process,
as described in Chapter 3.2.3. In this step the data owner defines which data (tables
and columns) is set as private and is not accessible for the corresponding Connector
Application at all.
As well, the data owner can set individual rights that specifies the visibility and
searchability of the data for the users. Therefore, we distinguish five different types of
rights that can be applied to the entries. These specify the level of detail of the returned
values that include the range from non-restricted to most restrictive.
• Full-Public:
The default right which is used if no restrictions were applied to the entry during
the initialization process. All columns of the entries are returned that are defined
in the initialization process.
• Partially-Public:
Limits the returned columns according to criteria specific to the data set. Still, all
columns can be searched by the users, but not all of them are returned as a result.
This can be achieved by excluding single columns from the visibility, but can also
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be a more complex query, like checking whether a specific value is set to a column
or not.
• Numeric-Public:
Choosing this type makes the entries searchable, but only the number of matching
enries is returned. The details of the entries are not shown to the users.
• Hidden:
To reduce the visibility even more the entries can be hidden. A search request
would only return a boolean value regardless if any matching data was found. The
details, how many data sets are found, and any further information are hidden
from the users.
• Private:
A search returns no results. All data from the database is completely private.
In general, these rights can be set on single data sources like tables in databases.
But if the data source has saved rights information within the data sets, these can also
be used to define entry-specific rights. Therefore, the data of the result set can be put
together by considering different rights.
In any case, the data owner can be contacted by the users, e.g. for further questions
or a request for a higher access level on the data set. This is especially interesting for the
Numeric-Public and Hidden rights. Therefore, the contact information, defined during
the initialization process, is used.
3.2.4 Connector Application Configuration
Since the configuration of the Connector Application is the most important and respon-
sible task of the Reverse-Mediated Information System, we describe the practical config-
uration process in more detail. Here, the owner of the data source defines the settings
for the data and the server, and for the basic privacy settings for the data. Therefore,
administrators are led by a wizard dialog to setup the application.
First, the data owner has to select the type of the data source. Currently MySQL
databases and Excel files are supported. The Connector Application can be extended by
other types to be supported in future. In the next step, the data owner has to establish
a connection to the data. This depends on the selected type of data source. In case of
a MySQL database, the data owner has to enter connection details to the database, like
database name, port, user, and password. Then, the Connector Application connects to
the desired database and the available tables are shown in the setup dialog. In case of
Excel tables, the data owner has to select the desired files, where the data is stored, in a
file dialog.
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Figure 3.17: Screenshot of the wizard dialog where administrators can map the specified para-
meters of the Minimal Find Sheet to the actual data of their database.
Then, the Connector Application retrieves the Minimal Find Sheet from the Server
Application. Usually, the column names in the data sources are not identical to the cor-
responding parameters of the Minimal Find Sheet – reasons for that might be a varying
naming of the columns or different languages. Therefore, the data owner has to map
each parameter of the Minimal Find Sheet to a specific column in the database, respec-
tively the Excel file. A screenshot of this dialog is shown in Figure 3.17. The mappings
(“Minimal Find Sheet parameter”→ “table name” / “column name”) are saved in a XML
configuration file on the server. On an incoming search request, these mappings are used
to translate the Minimal Find Sheet parameters to the corresponding column informa-
tion.
The next step in the dialog is a listing of all available columns, where the data owner
can select all those columns which data should be displayed to the users. This screen is
shown in Figure 3.18. Only selected columns are considered when composing the result
set. Though, the data owner can use this screen to set specific parts of data to private
which will be communicated neither to any user nor to the Server Application.
If data is not saved in one single table, e.g. by using IDs and value tables, it is
necessary to define dependencies between tables within one database. The data owner
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Figure 3.18: Screenshot of the wizard dialog where administrators can determine the columns
from the data source which should be communicated and transferred to the user on a
request.
should define foreign keys for each table. Multiple foreign keys are also allowed. The
screen of these dependencies is shown in Figure 3.19. The settings for the result sets and
the dependencies are both saved in the XML configuration file together with the mapping
information of the Minimal Find Sheet parameters.
3.2.5 Related Work and Comparison
In the traditional database search, information is stored in single databases that are
managed by Database Management Systems (DBMS) – but these do not meet our re-
quirements R1, R2, R3, and R4. In general, the idea of merging data from numerous
(physical or virtual) databases, is not new [OV11]. In the following, we recapitulate
existing approaches for such infrastructures in the context and compare them with our
requirements derived in Chapter 3.2.2.
• Data Warehouses:
Data is stored in different databases to be able to store more and bigger amounts of
data, or to separate logical information. Each database may hold different sets of
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Figure 3.19: Screenshot of the wizard dialog where administrators can define foreign keys to define
related columns in separated tables, e.g. for the use of IDs and value tables.
information. To make these heterogeneous databases searchable, the information
is merged in a Data Warehouse, a central repository that retrieves and updates the
integrated data from the diverse sources. The users only query the central reposi-
tory. Data Warehouses do not require having to update existing databases to store
new types of information, but they produce a large stream of data to query and
update the central database if data is updated frequently in one of the heteroge-
neous databases. [Inm05] [JLVV03] In regards to our specified requirements, Data
Warehouses violate the requirements R2 and R3.
• Federated Information Systems (FIS) /
Federated Database Management Systems (FDBMS):
These systems map multiple database systems into a single federated database.
There is no actual data integration in the consisting disparate databases as a result
of data federation. The virtual data of the FIS/FDBMS is queried directly by the
user. It decomposes the query into subqueries for each of the federated databases.
Finally, it composites the result sets of the subqueries. [SL90] [HM85] [BKLW99]
Here again, the requirements R2 and R3 are violated.
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• Mediator:
An extension to the Federated Information Systems is the Mediator concept, “a soft-
ware module that exploits encoded knowledge about some sets or subsets of data
to create information for a higher layer of applications” [Wie92]. Mediators allow
the addition of new databases unknown to the user by adding a mediator layer
which is responsible to translate the queries to the designated database. While the
user can still query data without knowing the amount and structure of the queried
databases, the Mediator needs to know all connected databases. If a new database
is added, the Mediator is extended. [Wie94] [Wie13] [Bus02] However, the Medi-
ator concept needs a central administrator who connects existing databases to the
system which does not satisfy the requirement R3.
• Other work:
There are further architectures and implementations for tools for accessing mul-
tiple information sources that are based on or adepts the Mediator concept. The
TSIMMIS Project [CGMH+94] uses translators that converts the underlying data
to a common information model, and incoming queries into object requests. The
Distributed Information Search Component (DISCO) [TRV98] defines a Mediator
schema for each Mediator as well as the collection of all participant data sources
and their export schemes. The agent-based Distributed Analytical Search tool (DAS)
[DAM15] deals with natural human language as a user input that is translated in
a SQL query and provides a list of proposed queries that correspond to the request
in a human language. However, these approaches also need an administrator that
violates our requirement R3 again.
• ADeX Standard:
Finally, in the archaeo-related disciplines there are also considerations to merge
several distributed databases. The Commission Archaeology and Information Sys-
tems of the Verband der Landesarchäologen16 defined the “Archaeological Data eXport
Standard” (ADeX). Target of the project is a definition of a nationwide standard for
the data exchange between the archaeological state departments and other special-
ized institutions and to realize a harmonized view on archaeological data through-
out Germany. [GHH+17] [GHW11] However, this approach requires that the con-
nected data sources apply the standard to their data scheme – the data retrieval is
only possible if as many archaeological institutions as possible support ADeX. This
will result in the databases being able to be connected in future and data being
retrieved dependent on the standardized parameters (similar to the Minimal Find
Sheet), but the standardized parameters are then not heterogeneous anymore and
16http://www.landesarchaeologen.de
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the connection will need a central administrator again who manages the connec-
tions. Consequently, the requirements R1 and R3 are violated.
In contrast to these existing approaches, the Reverse-Mediated Information System ful-
fills all defined requirements from Chapter 3.2.2. REMIS connects heterogeneous data
sources (R1) whose physical location is not known beforehand (R2). There is no need
for a central administrator (R3) and the data sources can be searched independently on
the database scheme (R4). The provided user rights management allows the data source
owners to protect (maybe sensitive) information from unauthorized access (R5).
3.2.6 Case Study: Retrieving Archaeo-related Information
For a case study, we use real data of three database applications in archaeo-related
sciences: OSSOBOOK, EXCABOOK, and ARCHAEOBOOK.
For each of these applications a Connector Application was configured to connect the
data sources to the REMIS architecture. For our case, we required the research field
“Archaeology” to be supported. The Server Application was initialized to require the
Minimal Find Sheet information as the values for the Minimal Find Sheet. These are
values that are always known in an excavation. They include the Feature Number of
the excavation (which is centrally assigned by the Bavarian State Office for Monuments
and Sites17), the Find Sheet Number, and location information (excavation place and
x-/y-coordinates of the excavation).
The interested user can use the REMIS web interface to request data from the con-
nected data sources, but they do not need to know that they exist. The web interface is
shown in Figure 3.20 (the search mask) and in Figure 3.21 (the result view).
The search mask offers the opportunity to select the research field “Archaeology”.
Then the corresponding Minimal Find Sheet is loaded and can be entered which actually
consist of the values of the Minimal Find Sheet.
We want to retrieve information about the excavation “Marienplatz-Haltepunkt” in
Munich, Germany, of which we know the excavation number “M-2011-13-1”. We enter
this number into the corresponding input field of the web interface and click the “Retrieve
Data” button. In the background, the ReMIS architecture will now query information
from all connected databases – this means the Server Application will send the user
request to the Connector Application of each of the registered databases. In our case, the
Connector Application of OSSOBOOK, EXCABOOK, and ARCHAEOBOOK will each receive
the user request and will then translate it to the local database scheme considering the
mapping of the configuration. Then the query with the translated mapping is executed,
and the retrieved information is sent back to the Server Application.
17http://www.blfd.bayern.de
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Figure 3.20: Screenshot of the search mask of REMIS.
Figure 3.21: Screenshot of the (shortened) retrieved result of REMIS.
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Then, the result is passed to the web interface which displays the information in
table form to the users. Due to the different data schemes of each data source, the
information from each data source is displayed in an own, collapsible block. In our
search, we received information from the databases OSSOBOOK and EXCABOOK which
is displayed to the users in the browser. However, there was no information stored in
ARCHAEOBOOK for the selected excavation number and therefore no data was returned
from its Connector Application– so it is not included in the result view.
In the result view, the users can now view and sort the results directly in the browser,
but can also export the data to XLS, XLSX, or CSV files for further analyses in spreadsheet
application or other tools.
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Chapter 4
Supporting Individual Analyses of
Archaeo-related Data
Attribution
This Chapter uses material from the following publications:
• Johannes-Y. Lohrer, Daniel Kaltenthaler, and Peer Kröger. Leveraging
Data Analysis for Domain Experts: An Embeddable Framework for Ba-
sic Data Science Tasks. In 7th International Conference on Internet Tech-
nologies & Society 2016, Melbourne, VIC, Australia, 2016, pages 51–58,
2016. [LKK16a]
• Daniel Kaltenthaler, Johannes-Y. Lohrer, and Peer Kröger. Supporting
Domain Experts Understanding Their Data: A Visual Framework for
Assembling High-Level Analysis Processes. In 11th International Con-
ference on Interfaces and Human Computer Interaction 2017, Lisbon,
Portugal, 2017, pages 217–221, 2017 [KLK17]
See Chapter 1.2 for a detailed overview of incorporated publications.
In a database application for archaeo-related data, the accessibility to analyses of ex-
isting data is as important as the easiness of correct input. In Chapter 2 of this thesis
a technical basis – a generic infrastructure for relational data management – was im-
plemented to support archaeologists and bioarchaeologists in recording data of findings.
In Chapter 3, we provided methods for collaboration, sharing, and retrieval of archaeo-
related information. Based on these contributions, we now head to methods to support
the scientists in analyzing the gathered information.
Entering and analyzing data of findings is the most important part of archaeological
and bioarchaeological work. However, often the scientists require a high degree of time
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and patience to learn, evaluate, and validate external tools that are necessary for analy-
ses. This effort drains resource from their research work. Archaeologists and bioarchaeo-
logists working in areas that are not related to IT technologies often do not have the
motivation and the resources to get familiar with external applications. A built-in tool
would provide the required data analysis features relevant for archaeo-related areas.
Currently, archaeological and bioarchaeological data has the form of numerous and
detailed documentation about these projects. Until now, IT technology services were
seldom used. The “data is archived on paper, often handwritten or typed. Even with
the support of more modern technology, archaeological [and bioarchaeological] data
has to be analyzed manually” [Kal12]. Archaeo-related information is stored in various
databases for some of these findings. These are used in institutes, universities, museums,
and scientific collections with archaeology or bioarchaeology as field of work.
Nevertheless, these database applications only support simple descriptive statistics or
implement algorithms that were explicitly designed for the specific research areas of ap-
plication. To meet the goals of specific archaeo-related research data is usually exported
from a database in the form of spreadsheets files – e.g. Microsoft Excel, LibreOffice
Calc, etc. – or comma-separated values data to be analyzed in extern applications or
tools. This method can be aggravating, time-consuming, and error-prone, but it is still
common practice.
But even if the analysis tools are built into the application, a crucial problem still
remains: The scientists who are carrying out the analyses are often not responsible for
creating the analysis tools nor are they even involved in the process of creating the
tools. Not all variations of analyses can be known beforehand since there are often
tasks specifically dependent on the domain-specific work. So the archaeologists and
bioarchaeologists have to be able to create exactly the analyses they require. Apart from
offering a rich set of options for the users to analyze the data, it is also important to
offer an intuitive, user-friendly, and meaningful graphical user interface that allow them
to carry out the analyses easily. To allow this, the application has to provide not only
predefined analysis methods, but also offer dynamic generation of analyses by chaining
together different simple configurable modules. However, some scientific tasks are so
special that these modules are insufficient. Therefore, there has to be a way to add own,
specific modules as well.
There are available free and commercial tools of many kinds that provide visual
querying data from a database. Tools like QueryVOWL [HLSE15], Query Xtractor [Dat16],
or SQLeo Visual Query Builder [SQL12] focus on form and graph based querying data
and returning the result as a table. The majority of these tools are too complex, tech-
nical, and thus hard to be used by regular users. In addition, the possibility of further
complex analyses and a graphical representation of the data is lacking. Still, there are
user-friendly and clear solutions to analyze data from relational databases, like datapine
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[dat12] or Klipfolio [Inc01] to visualize business data and their key performance indi-
cators, or Qlik Sense [Qli05] as a more general example. While regular users can easily
create analyses and the corresponding graphs, these tools are limited to their possibilities
of compositions. Querying and assembling custom and complex data is rarely possible.
Furthermore, all of these tools are extern applications that are not embeddable to exist-
ing applications and have to be connected to the appropriate database by the users.
Our ambition is to provide a dynamic, flexible, and powerful ANALYSIS TOOL that al-
lows specific queries from archaeological and bioarchaeological databases without hav-
ing any prior knowledge of programming. We want to support archaeologists and bio-
archaeologists in their research and to provide the ability to select specific data from
their database as needed with as few limitations as possible. The target is to provide a
flexible tool that scientists can use for visually querying the data directly in their database
applications and create almost every composition for their data analyses. Furthermore,
we want to offer a possibility to generate graphical results that archaeologists and bio-
archaeologists can use for their analyses and publications, without the need to export
any data and use external analysis tools or spreadsheets.
Therefore, we first describe the architecture and technical realization of the ANALYSIS
TOOL in Chapter 4.1. Afterwards, we discuss and evaluate possible approaches for the
graphical representations of the data composition in Chapter 4.2. Then we describe how
a typical analysis is built in Chapter 4.3. Finally, we integrate a prototype into OSSOBOOK
and apply it to real zooarchaeological data in Chapter 4.4.
4.1 Technical Structure
In this Chapter, we describe the technical structure of the ANALYSIS TOOL, its implemen-
tation, and its integration to the XBOOK framework.
Therefore, we discuss the necessary requirements in Chapter 4.1.1 and give a quick
overview about existing approaches in Chapter 4.1.2. Then, we describe the implemen-
tation of the ANALYSIS TOOL in Chapter 4.1.3 and show how to integrate the framework
into existing applications in Chapter 4.1.4. Finally, we describe the most basic mod-
ules that are integrated to the ANALYSIS TOOL in Chapter 4.1.5 and explain how the
integration of individually modules and analysis methods is handled in the tool in Chap-
ter 4.1.6.
4.1.1 Necessary Requirements for Dynamic Analyses
Allowing the users to generate their own analyses out of arbitrary data brings the chal-
lenge that neither the input nor the output is known. All steps in between are also up
to the users. Still, the users have to be able to work in a responsive environment which
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allows them to carry out the steps they want and need. Additionally, not all operations
should be allowed or are possible at a given step of the analysis pipeline.
As a consequence, we have defined several requirements that have to be met to allow
a dynamic generation of analyses.
• Dynamic data structure:
We need a data structure that allows data to be easily added, removed, merged,
and accessed, since the data has to be generated, transformed, searched in, and of
course also be displayed. This data structure has also to be usable in every part of
the analyses independent of the previous steps.
• Modular components:
Since the users have to define the operational steps, the order in which specific
tasks are run is not known beforehand. Therefore, we need modular components
that can be linked together and define a “workflow”. The components have to be
able to accept the data structure – no matter what components were used before,
but not all inputs have to be valid for the component. Therefore it is possible
that none of the inputs can be used by the component, but still the data structure
itself has to be accepted. It also should provide settings like which input to use or
the order to sort to make the component more dynamic. These settings should, if
applicable, dynamically change depending on the input.
• Classification:
All fields, for which the data can be retrieved for, have to be defined in a way that
each component can decide, if or how the data for this field can be processed. For
example, a date value may have to be treated differently than a pure text value.
With this classification a component can also decide if it is able to work with the
field or not.
• Extendability:
It has to be possible for everyone to extend the application with new components
that offer new, possibly very specific functions. Since there are many special anal-
yses that cannot be put together with generic modules, it has to be possible to
include these in the list of available workers.
• Open Source:
The area of application might be in an open source environment, therefore we also
require the analyses to be open source to be able to include it into the application.
Some other licenses might be applicable as well, but still this is a requirement that
is very important due to legal issues.
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• Embeddability:
Since the analyses shall be done with the data the users might just momentarily
have entered, we require the analyses to run directly from the program without
first having to extract the data into spreadsheet, CSV files, or similar. This means
that the analyses have to be able to connect itself to another program and use the
structure defined inside the program for its analyses.
4.1.2 Existing Analysis Methods
Now, we discuss if some of the most commonly used tools meet our requirements. Since
there are many different analysis tools [Jon16], we cannot cover and evaluate all of
them. Therefore, we do not claim to offer an exhaustive comparison, but still think we
covered some of the most used tools that best fulfill our requirements.
• Tableau Public:
As a commercial service, Tableau Public [Tab03] allows creating interactive data
for publications in the web that can also be used for analyses of any data. The
tool supports the analysis of text, numbers, dates, and coordinate values and offers
extensive visualization methods.
The free edition of the tool is provided on a limited scale. As a data source only a
few file formats are supported, like Microsoft Excel, CSV files, or some files types
for statistical data. More data sources, like the connection to database systems
(MySQL, Oracle, Microsoft SQL, etc.), only come along with the professional edi-
tion which is subject to a fee. Tableau Public cannot be included directly into an-
other application. Files are always saved on the own profile and cannot be down-
loaded or saved on the own computer in the free edition. Furthermore, it is not
extendable – the existing analysis methods cannot be extended with own, specific
ones.
• KNIME:
A modular approach with graphical nodes that allows many different input meth-
ods including tables, comma-separated values files, and even images is used by
KNIME. It enables the combination of “simple text files, databases, documents,
images, networks, and [...] Hadoop based data”[KNI06] and integrates the use
of modules for data blending, transformations, math and statistical functions, and
predictive algorithms. The extension of new modules is supported by providing
an API. However, the application is an external one that cannot be included into
another application.
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• RapidMiner:
Just like KNIME, RapidMiner [Rap06] also uses graphical nodes for the represen-
tation of the data. It is an open source project in the basic version and can be
extended with own nodes. It supports connections to databases. But, this tool has
also the disadvantage that it cannot be used inside the main application and has to
be run as a separate instance.
In general, all of the mentioned tools are very good in what they do. They allow a
wide range of different analysis methods and also can be partially extended with new
functions. Some of them also allow a connection directly to the database without having
to extract the data first into an own file. Furthermore, they all offer some kind of classifi-
cation of the different fields. Still, none of the tools allow an integration into an existing
application.
4.1.3 Analysis Tool Realization
In Chapter 4.1.1 we discussed the requirements for dynamic analyses. Now, we take up
these requirements and present the ANALYSIS TOOL, our approach to meet them. Espe-
cially for the data structure there of course can be more than one valid solution. Since
we use a Java environment, we use some common names of constructs implemented in
Java. These still should be available in different languages under different names.
Data structure
A data structure is required to allow a dynamic and flexible restructuring and access to
the data. Therefore, the data structure for our framework consists of several elements.
• Column Header:
The Column Header holds the important information about the specific field, such
as the type and the display name. Since a field is basically a column in the database,
we use the name of the field and the column as synonyms. The Column Header
itself does not store any information about the value of the field, but serves more
as information and meta data for the column. Additional information that is stored
in the Column Header is described later in more detail.
• Entry Value:
The smallest data type to hold the values is the Entry Value. It holds a list of strings
which represents the values for a specific entry. This is necessary if a field has
several options, e.g. different values for specific measurements. Therefore, every
distinct value is one string and all of them are saved inside the Entry Value.
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Figure 4.1: Schematic representation of a Property.
• Entry Map:
The Entry Map maps the Column Header to the Entry Value inside a map. This map
now represents a complete entry. It can easily be accessed because of the nature
of the map. Therefore, writing and reading is no problem. Editing values can also
easily be done.
• Data List:
The Data List is a list of all Entry Maps which represents a complete data set. It
also contains the list of all Column Headers that are in any of the Entry Maps. This
serves as a utility method to allow components easily to access to the list of all
fields without having to iterate over all entries. The list is generated by adding all
unknown Column Headers whenever a new Entry Map is added to the Data List.
Worker
Each component, or “Worker” as we call it, can have multiple inputs and outputs of data.
Some Workers do not necessarily have inputs, like Workers that retrieve data from the
database, since they generate data without manipulating it. At the same time there can
be Workers without outputs, like a Worker that allows the users to visualize the data as
a diagram.
• Properties:
The Worker consists of inputs and outputs, settings, and the actual logic of the
Worker. The latter either uses the input(s) or creates a new Data List, runs its logic
considering the settings, and finally outputs the data or visualizes it.
The Worker defines a list of Properties which can represent a setting. Therefore,
for every setting type there has to be an own property. Typical properties are text
properties where the users can enter text (for example to describe a name) or
combo properties where the users can select one value from a list of values. The
schematic representation of the property can be seen in Figure 4.1.
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Below, we describe the methods that a Property has to implement:
– getLabel():
Returns the label to describe the property. This should make clear for the users
which setting they can manipulate.
– setValue():
Called by the graphical representation with the specific value. This is used to
tell the Worker that the value has changed and has to update its data structure
and possibly additional properties.
– addPropertyListener():
All elements that are dependent to this property can register themselves as
listeners. This way the registered elements are notified if this property has
changed. It may be called when either new options are available that can be
selected or the value of the property itself was set.
– onNewOptionAvailable():
This is called if new options for this property are available. This causes all
property listeners to be notified to update the displayed values in the graphical
user interface.
– onSelectionChanged():
Almost identical to the method onNewOptionsAvailable(), but it is called
when the value of the property is changed, for example after the setValue()
method was called.
The Worker also defines the number of inputs and outputs. The users then connects
different Workers. These are basically a directed graph or multigraph with the
nodes representing the single Workers and the edges representing the connections
between the Workers. The number of inputs can vary as some Workers require no
input, some require an exact amount, and some can work with an arbitrary number
of inputs. If the Worker provides an output this can be used to pass the data on to
other Workers.
• Data handling:
Each Worker fulfills a predefined task like retrieving or merging data. But still, the
output of the Worker is only defined after the input(s) and settings for the Worker
are set. Therefore, it is not necessary to instantly generate the output since the
input(s) may change if a setting in a previous Worker was changed. It is important
to know at least the Column Headers of the data to enable updating the settings of
the successive connected Workers. This is the reason why the output is separated
in two parts:
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– Output Scheme:
The list of all Column Headers that is returned by this Worker. This list is
instantaneously generated as soon as an input or setting is changed. The suc-
cessive connected Workers are immediately notified with an event that the
Output Scheme of this Worker was changed. This enables the Workers check-
ing themselves if their Output Scheme changed as well. This list has the same
value that the list of Column Headers inside the Data List should have in the
real output. Therefore, Workers only need this list to define what settings they
provide and what is their Output Scheme.
– Output Data:
The Data List with the “real” output containing the data. This is only gener-
ated if necessary since the composition of the data could take some time. A
complete recalculation is not required if only the Output Scheme is important.
Of course, the real data has to be generated if a diagram representing the data
has to be displayed or the values should be listed. This is done recursively:
Each worker – beginning from the end – requests the Output Data of the previ-
ous Workers that it is connected to. Of course, this means the starting Worker
has to be able to generate data without any input.
This separation into Output Scheme and Output Data allows a fast applying of
updated settings and rearranged inputs or outputs while still ensuring that the
correct type is used.
• Interaction with the graphical user interface:
The Worker itself is only responsible for the logic. But since the users need to
be able to easily arrange, connect, and configure the Workers there has to be a
graphical representation.
The graphical user interface is notified with events of changes in the properties. At
the same time it uses the properties to notify back to the Worker if any value of the
settings was changed, such as entering a text or selecting a new value. This allows
the graphical user interface to be created independently of the logic and therefore
is not limited to a specific format. The exact design of the graphical user interface
is described in Chapter 4.2.
Level of Measurement
Since typically the database containing the data consists of multiple tables with a variety
of different types of entries, not all columns can be used to carry out every operation.
For example, a text cannot be used for a numeric ordering of entries or a numeric value
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should not be alphabetically ordered. Therefore, for every column has to be defined what
types of operation are compatible with the column.
This is achieved by using the Level of Measurement, a classification that describes the
nature of information within the values [Ste46]. It defines four different basic scales of
measurement:
• Nominal Scale:
The different values can just be differentiated by their names. Therefore it can only
be used to get the quantity and to check if a value equals another or not.
Possible modules: Filter, counter.
• Ordinal Scale:
The values can be ordered, but do not allow to measure the degree of difference
between different values.
Possible modules: Sorter, median, mode, and all modules of Nominal Scale.
• Interval Scale:
The values can be measured by degree of difference, but not the ratio between
them.
Possible modules: Arithmetic mean, standard deviation, and all modules of Ordinal
Scale.
• Ratio Scale:
In addition to a degree of difference, values have a meaningful zero value.
Possible modules: Elementary Arithmetic and all modules of Interval Scale.
Since all columns now have a definition of which scale they have, modules can define
which scale they can work with. Therefore, they only work with columns that have
the required scale. For our intention every column has to be assigned to one of the
scales. The corresponding Level of Measurement of the columns is saved inside the
Column Header. Additionally, we require information how to order the entries for every
column. The default ordering is alphabetically. Still, numeric values should be ordered
accordingly and also text values that have a ordinal scale should be ordered correctly.
This requires a Comparator to be set inside the Column Header for the corresponding
column.
4.1.4 Analysis Tool Embeddability
To be able to reuse the ANALYSIS TOOL in different base applications, it is important that
the integration requires as few changes to the base application as possible. But since the
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Figure 4.2: Schematic representation of the IController interface.
ANALYSIS TOOL cannot know how the data is stored or how the connection to the data is
realized, the base application has to implement some wrapper methods.
The ANALYSIS TOOL itself is composed in a JPanel or JFXScene. The base application
can either create a new AnalysisSwing or AnalysisFX instance which both require an
IController (cf. Figure 4.2). The IController is the interface that serves as the combi-
nation of the base application to the ANALYSIS TOOL. It provides the following methods
that the base application has to implement:
• getTableNames():
Returns the list of different names of tables that can be selected for the analysis.
This should only return tables in which the users have entered data.
• getColumnsForTable():
Returns the columns for the given table that can be included in the analysis. This
should return only columns that are important for the users, but no columns that
contain additional information that provide no information for the users. The ex-
pected return value is a list of Column Headers. Therefore, all columns have to be
transformed into this format. This is important because all future analysis options
are based upon the information stored inside the Column Headers.
• getKeysForTable():
Returns the key columns for the given table. This can be used for example in the
Combiner to provide default mappings. Also this method requires the returned
values to be a list of Column Headers.
• getProjects():
The database can possibly be structured in different “projects” which is a logical
separation of different data sets. A list of a unique identifiers can be returned
to also allow this separation inside the analysis framework. This could be just a
name or an integer, but can also be a more complex data structure, in which the
toString() method returns the name of the project to be able to display it to the
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users. This method can return null if the separation into different projects is not
desired or supported.
• getDataForColumns():
Returns the Data List for the given columns in the given table for the optional
project. Since the ANALYSIS TOOL has no knowledge about the structure of the
database, the base application has to generate the Data List. The list of projects is
only required if getProjects() returns a value and therefore can be ignored if it
is not applicable. The values that are returned should most likely not be directly
the values as they are stored in the database, but already translated into human
readable form, e.g. by translating IDs into the appropriate values.
If necessary, all Workers can then use the IController to retrieve the data they re-
quire. This is the only connection data-wise needed for the analysis as all further analyses
are built onto the retrieved data. Therefore, the base application has not to know any
internals of the analysis or other way around. Since the analysis is done inside one panel,
it can be easily be included into the base application which can decide where and when
the analysis shall be displayed.
4.1.5 Provided Basic Workers
We have already mentioned that there are types of Workers that fulfill different tasks.
Here we want to give an example of the most common Workers that are sufficient for a
basic analysis that are already integrated to the ANALYSIS TOOL by default. A screenshot
of these Workers from the ANALYSIS TOOL can be viewed in Figure 4.3. Of course, there
are far more different Worker types possible, but we only want to give an overview over
the possibilities the Workers provide.
Retriever
The Retriever is the most basic worker that is used in every analysis. The Retriever, as
the name suggests, retrieves data from the database. The users can define the fields
and projects they want to include in their analyses with the fields and projects being a
structure for the data in the application the ANALYSIS TOOL is developed for. This would
normally be the fields the users either want to filter, display, or further analyze.
The Retriever is the only Worker that needs a connection to the database to get any
data. It uses the IController to get the required data. The retrieval from the database
is most likely a simple SQL query for all fields selected by the users.
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Figure 4.3: From left to right, the screenshots of the Retriever, Combiner, Filter, and Sorter, as they
are represented in the graphical user interface of the ANALYSIS TOOL.
Combiner
The Combiner allows different data sets to be combined. The users can define the fields
which should be considered when combining the data sets. The list of available fields is
defined by the Output Scheme of the previous Workers as described in Chapter 4.1.3.
For example, the Combiner can be used if a user has already created two different
analyses with different data sets and now wants to combine the data for a third analysis.
The Combiner searches for entries in the given list of data sets that are equal on the fields
the user entered. The result of the combination can be compared to the SQL join. There
are two possibilities that either only entries having a match or also entries that have no
match are combined. In this case the other columns are filled with empty values. Then
these entries are combined into a new entry.
Filter
The Filter can be used to filter out entries that are not required in the analyses. For
example, an analysis about specific species may only require the entries containing data
of these species. So the users can filter out all other species using the Filter.
The users have several options: They can specify the fields for which the data shall
be filtered. The list of available fields is defined by the Output Scheme of the previous
Worker, as described in Chapter 4.1.3. Depending on the column header, they can specify
whether the value of the field contains or equals a specific text. For dates or numbers
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Figure 4.4: Examples for different Diagrams Workers
it is possible to check if the value is smaller, greater, or equal than a specific user input.
It is also supported to define a combination of different fields that can be filtered at the
same time.
Sorter
The Sorter sorts entries according to the comparator set in the Column Header (cf. Chap-
ter 4.1.3). It only has one input, but allows more than one column to be set as sorting
column. This allows applying different priorities if the column values with a higher pri-
ority are equal. For example, this can be useful if in a diagram a specific order of entries
is required.
Diagram
The Diagram is the umbrella term for Workers that display the result in a graphical
representation. They can be used in different and complex ways.
As an example, we describe a two-dimensional, axis-oriented bar chart. The users
can select the field which values shall be used for the x-axis. The list of available fields
is defined by the Output Scheme of the previous Worker as described in Chapter 4.1.3.
The different values of this field are then listed as values of the x-axis. The number of
entries for the given value are displayed on the y-axis. An example of a Diagram can be
viewed in Figure 4.4.
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Figure 4.5: Schematic representation of the IWorker interface.
4.1.6 Definition of Custom Workers
Not all use cases can be known while creating the ANALYSIS TOOL since the area in which
the analyses are used is not always known in advance. Therefore, it is very important
to be able to add new Workers which exactly fulfill the requirements of the individual
analysis that shall be carried out.
For this, we defined a very simple API to allow new Workers to be easily implemented.
To add a new Worker, it has to implement the interface IWorker (cf. Figure 4.5). It
defines the basic functions that are required for the integration in the workflow.
• getTitle():
This method expects the name of the Worker to be returned as a string value. This
name is displayed for the users inside the graphical user interface. It should be
a short but meaningful name which allows the users to instantly comprehend the
function of the specific Worker.
• getProperties():
Returns a list of Properties which define the settings of this Worker. Specific aspects
for the Worker can be set with these settings (cf. Chapter 4.1.3). This list of Prop-
erties also includes Properties for the input and output which define the connection
to other Workers. The Worker is notified over the Properties if the input or a setting
has been changed. Since the Properties are abstract classes, all methods of these
classes have to be implemented when creating a new Worker (cf. Figure 4.1). This
includes the displayed name, the logic for setting and retrieving data, and addition-
ally what values the representation in the graphical user interface of the Property
shall display – depending on the Property.
• getOutputData():
Returns the Output Data of the Worker after it has completed its job. If neither the
input nor the settings of the Worker have changed this can return the generated
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values from the previous call. Otherwise the process has to be run again. Therefore,
this method has to call in this case the startWorking() method and return the
generated values after it has completed.
• getOutputScheme():
Returns the Output Scheme of the Worker that would be returned in the Output
Data if the Worker would return its generated data set. The Output Scheme should
be calculated with regards to the Output Scheme of the connected previous Workers
(if there are any) and the settings of this Worker. If the input and settings of the
Worker did not change, this method does not have to recreate the Output Scheme
again, but can just return the previously generated data. This method should also
not run the complete calculation method but only calculate the Output Scheme.
• onInputChanged():
This method is called by the Properties to notify the Worker that something has
changed and the Output Scheme and Output Data have to be recalculated, if re-
quested. However, this method should not start the update process itself.
• startWorking():
In this method the actual logic is carried out. The input is collected by iterating
over all input Properties and getting the Output Data of the connected Workers.
This triggers them to generate their results themselves if needed by carrying out
the same logic recursively. Then the result of the Worker is calculated with regards
to the settings defined in the Properties. This method is usually only called inside
the getOutputData() method.
• setController():
This method is used to set the IController which is used for interaction with
the base application. This is required to be an own method and not part of the
constructor since all Workers are created with reflection. Therefore, the constructor
has to be the empty constructor. With the IController the Worker is able to query
the base application for information that is possibly required for the Worker to carry
out specific operations.
After the Worker has been created, there are two different options to register it to the
application: A direct and an indirect approach:
• Direct registration:
The API provides a registry class which allows Workers to be registered for inclusion
in the ANALYSIS TOOL.
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In addition to the Workers available by default, the registered Workers can then
be selected by the users. This method requires of course access at runtime and
therefore can usually only be done from the base application.
• Indirect registration:
The indirect registration allows externally created Workers to be included in the
ANALYSIS TOOL. For this all .JAR files inside a specified folder (default “./analy-
ses/workers”) are analyzed if they contain classes that implement IWorker. If so,
they are added to the list of available Workers for analyses.
Since the Workers use Properties to tell the graphical user interface what to display,
it is important to also add new Properties if the available Properties are not sufficient.
This consists of two parts: The definition of the property itself and also of the definition
of the graphical representation of the Property.
All new properties has to extend the Property class (cf. Figure 4.1). Thus it can define
additional methods that are used by the representation of the graphical user interface.
Then it can be registered together with the graphical representation in the registry.
4.2 Graphical Representation
In this Chapter, we discuss and evaluate the graphical representation of the data compo-
sition by offering the possibility to embed a visual querying framework to provide this
functionality.
Accordingly, we list a set of requirements that we address in Chapter 4.2.1. This
has been extracted from comprehensive discussions with domain experts, reflecting their
typical analysis procedures. We discuss four different approaches for a potential visual
querying in the ANALYSIS TOOL in Chapter 4.2.2. Then we evaluate them in a user study
in Chapter 4.2.3. Finally – considering the evaluations – we revise the approaches and
implement a prototype of the ANALYSIS TOOL in Chapter 4.2.4.
4.2.1 Requirements for Graphical Analyses
For the graphical solution for the ANALYSIS TOOL, we defined the requirements below as
necessary for the development of the graphical composition of the data:
• User-friendliness:
A graphical realization within the application for users without any programming
skills. We need user-friendly database queries that have to be composed without
the knowledge of programming code and writing SQL queries.
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• Any composition of data:
Extensive queries have to be possible due to the database structure. Queries can
also be complex and versatile. The users should be able to query a database for
every composition of data they need for their analyses.
• As few restrictions as possible:
The users should have as few restrictions as possible while compositing data. We
want to achieve a flexibility in querying data similar to SQL queries without over-
whelming the user with the complexity of programming interfaces.
• Reusable modules:
The different types of queries and data handling have to be packed into single
modules to realize the different functionalities that can be reused in several areas.
• Dynamic behavior:
Since every database may have a different structure, it is impossible to define all
variations manually. Furthermore, it may happen with every application update
that input fields are added, removed, or changed. To keep the maintenance effort as
low as possible for the ANALYSIS TOOL, the single modules have to have a dynamic
behavior to read out the available database structure.
4.2.2 Discussion of Composition Approaches
Below we introduce several options we considered for our implementation and discuss
the advantages and disadvantages of the respective approaches. For simplification we
only use the basic modules described in Chapter at:examples which we use in the expla-
nations, images, and compositions below.
Puzzle Piece Approach
As sketched in Figure 4.6 the modules are represented by single puzzle pieces that are
arranged from top to bottom to realize the composition. Every puzzle piece applies
the functionality of the module on the input data that is handed over through the top
connection(s). The manipulated data is returned to the output which is represented as
the bottom connection. By putting two puzzle pieces together the output data of the
upper puzzle piece becomes the input data of the lower puzzle piece.
Specific settings (optional and mandatory ones) for the modules can be set by at-
taching other puzzle pieces (hereinafter named as ’setting pieces’) to the left or right
side of the puzzle piece which can be configured individually. These are indicated with
free connections where a setting piece can be attached. The shape of the connection
indicates which type of setting piece can be attached. For example, the connection is
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Figure 4.6: Sketch of the Puzzle Piece Approach.
indicated with a circular shape if a setting requires a boolean value as an input. A rect-
angle shaped setting piece, which represents a selection of a combo box, would not fit
and cannot be attached. This way the users can recognize which setting pieces can be
attached to which puzzle piece.
A composition is defined as valid if all input and output connections of the modules
are assigned. The composition has to be framed by Retrievers (which have no inputs)
on the top and Result Modules (which have no output) at the bottom. Furthermore, all
mandatory settings have to be connected with at least one setting piece.
Rating:
• Advantages:
The puzzle pieces are self-explanatory, the users can recognize where they can
attach new pieces because of the shapes of the connections. The usage of shapes
is also a big advantage for color-blind people. The top to bottom arrangement of
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the modules is a clear and intuitive structure. The left to right arrangement of the
setting pieces gives a clear impression about the adjusted settings corresponding to
the specific module.
• Disadvantages:
The use of complex and numerous settings makes the representation wide and
confusing if there is more than one puzzle piece parallel on the same level. Fur-
thermore, there is only less space to enter the setting criteria on the single setting
pieces without making them too wide.
• Summary:
The Puzzle Piece Approach is a clearly arranged way to represent a data composi-
tion in a graphical representation for simple databases with only one data table. As
soon as it is necessary to use puzzle pieces with more than one input (e.g. to join
several data sets) the graphical representation gets too wide and complex. So it is
not applicable to our application. However, the Puzzle Piece Approach could be an
operational solution if parallel pieces on the same level are not necessary.
Box Piece Approach
The Box Piece Approach, as illustrated in Figure 4.7, is a further development and vari-
ation of the Puzzle Piece Approach (see above), trying to reduce the complexity of the
graphical representation.
The general top to bottom arrangement remains unchanged, only the connections
are replaced with docking points to clarify the input and output locations. The setting
pieces are removed completely and are not visible in the composition overview anymore.
Instead the users can now double-click the single boxes to open a pop-up that provides
all necessary settings for the corresponding box. This pop-up may display all available
properties to set the box as well as further information to the users.
Rating:
• Advantages:
Opening the settings in an own pop-up provides more space for displaying the
setting options. The general overview of the graphical representation is improved
a lot due to the removal of the setting elements. The layout of the rectangular
elements yields a more clearly arranged representation of the composition.
• Disadvantages:
There is insufficient space for the display of any information if the settings are
integrated into the box itself. To get detailed information it is necessary to either
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Figure 4.7: Sketch of the Box Piece Approach.
open the settings panel or add a kind of tooltip to the box. This might get confusing
in case of complex data compositions.
• Summary:
The compact display of the Box Piece Approach is suitable for complex data com-
positions. The ability to open the settings of each box enables the display of a high
number of properties. In comparison to the Puzzle Piece Approach it might grant
more overview, but the lack of space for displaying information causes a trade-off.
The latter will probably be the strongest point of criticism from the users’ point of
view.
Directed Graph Approach
Another presentation of the data composition can be achieved by using a directed graph
that is shown in Figure 4.8. Each vertex represents one module which is connected by
edges to other modules where the edges have a direction associated with them. This way
the output data of each module can be connected as an input of other modules.
Every module is displayed as a box holding all necessary information and settings for
the module. Each property is displayed as a “row” within the box where the settings can
be set directly. The input(s) and output of the data are also added each as an own row.
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Figure 4.8: Sketch of the Directed Graph Approach.
To gain a valid data composition all input and output connections of the modules
have to be assigned to another connection, too. Furthermore, the mandatory settings of
each module have to be defined in each single row.
Rating:
• Advantages:
The representation as a directed graph has the advantage that it can also be used as
a directed multigraph. The data output of a module can be connected to multiple
data inputs of other modules as well. This way some data can be reused in different
parts of the data composition without having to redefine them again. The removal
of single connections might be easier than in other approaches because the visual
and logical connection can be deleted without handling the boxes.
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• Disadvantages:
The use of directed multigraphs may cause loops that would cause infinite loops
while compositing the data. These loops have to be prevented in the program
logic. Furthermore, it has to be considered how to allow the users rearrangements
of the composition, whether the users can move the modules to any position or
the application force specific locations. Furthermore, the size of the module boxes
might get too high if there are too many or too complex setting rows, but possibly
a function to hide and unhide single setting rows would avoid this problem.
• Summary:
In our application the Directed Graph Approach fulfills all necessary requirements.
However, the user-friendliness is lowered with more complex data compositions
that are using modules with numerous setting rows.
Static Content Approach
Finally, we take a look at the Static Content Approach that is illustrated as an example in
Figure 4.9. It is probably the approach for the most limited complexity for data compo-
sition. It is based on the idea to predefine specific queries in SQL, but let the users select
the parameters in the graphical user interface, e.g. values, specific columns, etc. Each
data composition is predefined and only the corresponding parameters have to be set by
the users. This approach is common in data visualization software for smaller businesses.
It is an easy way to gain a user-friendly solution to visualize data because the users do
not have to composite data by themselves. There are versatile possibilities to design the
graphical user interface of the application. Some input fields – for text, combo box, check
boxes, etc. – suffice for the input, but it can also be realized by more modern methods,
like drag and drop elements. So a clearly structured interface is easy to be realized.
To gain a valid data composition the filling of all parameters is sufficient. The in-
terface can display detailed feedback for missing and optional inputs that is possible
because the compositions are limited in their complexity.
Rating:
• Advantages:
The Static Content Approach is probably the user-friendliest approach. The users
can use predefined data compositions simply by entering some data. They do not
have to worry about logic and do not need knowledge about any parts of the
database structure. Furthermore, the predefinition of the composition in SQL al-
lows the optimization of the queries which can be executed more efficient and
faster. Due to the lack of complexity for the data composition, it is also possible to
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Figure 4.9: Sketch of the Static Content Approach.
display the user input and the data output on the same screen that results in more
overview for the users.
• Disadvantages:
This approach is absolutely not dynamic, only predefined SQL queries are sup-
ported, no extensions can be made by the users. To provide new or more complex
data compositions it is required to implement them from scratch and directly inte-
grate them into to the application. Without this implementation most of the specific
analyses that are done by scientists are not possible.
• Summary:
The Static Content Approach is not applicable to our ANALYSIS TOOL due to the
lack of enabling any composition of data. Indeed, complex data compositions are
possible, but every query has to be defined in the application. Even though our
application is an open source project and theoretical everyone can implement the
function in the code, it violates our requirement to be able of realizing data com-
positions without the knowledge of SQL or programming.
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4.2.3 User Study: Paper Prototype
After the rating of the single possibilities we decided not to consider the Puzzle Pieces
Approach (cf. Chapter 4.2.2) and the Static Content Approach (cf. Chapter 4.2.2) any-
more. These two approaches are not applicable to our application due to the mentioned
disadvantages.
Both, the Box Pieces Approach (cf. Chapter 4.2.2) and the Directed Graph Approach
(cf. Chapter 4.2.2) are of interest for our work and should be further evaluated. We
involved the actual users of the XBOOK databases to get the feedback of zooarchaeologists
about the graphical composition of data.
We turned to the ArchaeoBioCenter18 whose members are familiar with the XBOOK
framework. We especially contacted employees of the Institute of Palaeoanatomy, Domes-
tication Research and History of Veterinary Medicine19 and the Bavarian State Collection
for Anthropology and Palaeoanatomy Munich20. They are accustomed to the work with
OSSOBOOK [KLK+18b]. We expected some new perceptions from the zooarchaeological
point of view.
We created paper prototypes for each of the two approaches which the participants
should use to compose the single elements. They were able to place, label, move, and
remove them. The connections of the Directed Graph Approach were realized with a
string of wool. Together with some domain experts we defined a set of realistic queries
for archaeological compositions that the candidates should solve.
As a result of the observation of the participants and their feedback we registered
useful facts. Below we listed the most significant ones:
• Most of the participants had difficulties in finding out how to enter any settings
in the Box Pieces Approach. They were confused that they had to open them by
double-clicking the box. This mechanic was not intuitive to them because there is
no indication for this functionality.
• The participants preferred the compactness of the Box Pieces Approach. The single
boxes of the Directed Graph Approach requires a lot of space and makes a compact
arrangement difficult.
• At the same time the participants liked the visible information of the Directed Graph
Approach because all setting rows and their inputs are displayed in the box. The
Box Pieces Approach always requires another action to open and view the setting
information that interrupt the workflow.
18http://www.archaeobiocenter.uni-muenchen.de
19http://www.palaeo.vetmed.uni-muenchen.de
20http://www.sapm.mwn.de
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• The majority of the participants preferred the element arrangement of the Directed
Graph Approach. They can reposition the single boxes and connect them after-
wards with the connection lines without the box changing its position. The boxes
in the Box Pieces Approach have always to be docked to another box which makes
the definition of subqueries difficult.
• The participants requested a possibility to display an intermediate result of the
current data.
Altogether, the larger majority favor the Directed Graph Approach, although they
would prefer a more space saving display.
4.2.4 Revision of Approaches and Prototype
After the evaluation of the user study (cf. Chapter 4.2.3), we revised the named ap-
proaches and introduced the constructive feedback from the participants. We imple-
mented a prototype that includes some adjustments of the approaches.
The Visualization Adjustment
Below we list the most important adjustments that were the results of the evaluation of
Chapter 4.2.3.
• Directed Graph Approach:
We decided to use the Directed Graph Approach as a basic visualization concept
because the majority of the participants preferred working with the graphs instead
of the Box Pieces Approach. Furthermore, it is also a great advantage to be able
to connect one data output with more than only one other data input to avoid
unnecessary redefinitions.
• Outsourcing of Settings:
Due to the increasing complexity of extensive data compositions the single setting
rows were removed from the boxes and were outsourced to an own pop-up panel.
The input and output rows remain at the same position.
• Settings Panel:
In the Box Piece Approach it was not intuitive enough for the users to open the
settings by double-clicking on the box itself. It would be the same problem in
the Directed Graph Approach as well by outsourcing the settings to another panel.
That is the reason why the possibility of opening the settings is now indicated with
a button in the box (cf. Chapter 4.2.4).
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• Improved Display of Information:
It became necessary to improve the display of information about the boxes and
the graph in general since the settings are not visible in the box anymore – they are
hidden inside the panel that is opened by the settings button. We added a text label
that can be labeled with a custom text in the settings. If the users want to, they
can enter a short information text there that can help them navigating through the
graph.
• View current data:
We have added a second button to the boxes that generates the current box data.
This helps the users keep track of the current data. This data is displayed as a table
and is always up-to-date when it is loaded by the users. This element might also be
a good debug method for possible errors.
The sketch of the final concept of the Modified Directed Graph can be viewed in
Figure 4.10.
Introduction of a Settings Panel
Additionally to the graph, it was now necessary to create a panel for the settings. We do
not have any space limitations anymore because the content does not have to fit into the
small boxes. The inputs for the settings can now be entered in an own panel.
So we designed a column layout for this purpose that is illustrated in Figure 4.11.
Every setting that was displayed as a single row within the box before is now represented
as an own column which each has scrollable contents. This has several advantages:
• The layout of the setting panel is still well structured as it was before with the
single rows. The major difference is the layout orientation: The former rows were
orientated from top to bottom, the new columns are orientated from left to right.
• The setting property elements need not to be embedded into another interface
element. It is now an own panel that provides large amount of free space for
graphical user interface components because scrollbars are now reasonably usable.
This enables more complex and more customizable settings.
• The data input has not to be as space-saving as possible. Now, the originally
planned input fields can be extended and are clearer. For example, we can now
select multiple columns without having to select all desired columns in a combo
box and have to add them to a list. We are now able to display all column options
directly in the panel as single check box values the users can select.
• There is enough space to add additional information to the settings. This can be
realized by adding text labels where needed without having to use non-visible ele-
ments like pop-ups or tooltips.
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Figure 4.10: Sketch of the modified Directed Graph Approach after the evaluation of the user study.
Figure 4.11: Sketch of the Settings Panel. The visualized columns are four examples of possible
setting properties.
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4.3 Workflow of Composing Analyses
We discussed the structure required for the ANALYSIS TOOL and also gave examples of
the most basic Workers. In the next step, we want to put the pieces together and describe
how a typical analysis is built. We will show two examples: The first one is a very simple,
but still frequently used analysis to get the distribution of animals. The second one is a bit
more complex, deliberately abstract, and requires a custom Worker to be implemented.
For the examples, we take a sample table with the columns “ID”, “Animal”, “Location”,
“Country”, and “Size” as shown in Table 4.1.
ID Animal Location Country Size . . .
1 Kangaroo Melbourne Australia 105 . . .
2 Kiwi Auckland New Zealand 37 . . .
3 Flying fox Sydney Australia 71 . . .
4 Dolphin Lisbon Portugal 227 . . .
5 Wombat Melbourne Australia 79 . . .
6 White Ibis Sydney Australia 71 . . .
7 Mouse Los Angeles United States 11 . . .
8 Dolphin Auckland New Zealand 210 . . .
9 Kangaroo Sydney Australia 127 . . .
10 Penguin Melbourne Australia 28 . . .
11 Turtle Guarujá Brazil 43 . . .
12 Emu Melbourne Australia 169 . . .
. . . . . . . . . . . . . . . . . .
Table 4.1: Sample Data: Appearance of Animals
Of course, in real scientific databases a table like that would contain several more
columns and data sets. Because of reasons of clearness we reduce the sample data to a
minimum.
4.3.1 Example: A basic analysis
In the first example, we want to calculate a distribution of animals in Australia and create
a graphical representation of the data as a bar chart. The composition of the data in the
ANALYSIS TOOL is shown in Figure 4.12.
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Figure 4.12: Composition of the analysis for animal distribution in Australia, as described in Chap-
ter 4.3.1.
The analyzing process can be divided into three different steps that are described below:
1. Planning and collection of data:
Gathering all required data from different sources and combining it to be able to use
them for further processing.
First, we identify the fields we need in our analysis. These are: “Animal” and
“Country”. The fields “ID”, “Location”, and “Size” are not important for our goal
and can be disregarded.
A Retriever to get the necessary data is the first Worker that we use. We configure
it to get the fields “Animal” and “Country” only.
2. Processing data:
The collected data is processed to remove unimportant data or structure the data, e.g.
by filtering or sorting it.
Next, we only want to filter all animals from Australia. Therefore, we add a Filter.
The input of the Filter is connected to the output of the Retriever which makes the
fields “Animal” and “Country” available as options for the Filter. There we select
“Country” and define only to allow data sets in which the “Country” value equals
the term “Australia”.
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Figure 4.13: Sample result for the animal distribution in Australia, as described in Chapter 4.3.1
and composited in Figure 4.12.
3. Generating result:
The processed data is used to display a result like a diagram or any other visualization.
The last Worker is a Diagram. It takes the filtered data from the Filter and displays
a graphical representation of it. In our case, we choose the bar chart. We can now
select the column which values we want to use as the x-axis. We select the “Animal”
column and the Worker generates the chart as seen in Figure 4.13.
4.3.2 Example: A more complex analysis
Now, we want to calculate the most common animal related to the average temperature
in our sample data. For this we take data from Table 4.1 and introduce a new table with
the average temperatures of the locations, as shown in Table 4.2.
ID Location Country Avg. Temperature
1 Guarujá Brazil 21
2 Los Angeles United States 19
3 Melbourne Australia 20
4 Lisbon Portugal 17
5 Auckland New Zealand 15
6 Sydney Australia 18
Table 4.2: Sample Data: Average Temperatures
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Again, we go through the three analyzing process steps to calculate the most common
animal to the average temperature:
1. Planning and collection of data:
Similar to the example before, we start with a Retriever that returns the fields
“Animal” and “Location” of the table “Animals”. Additionally, we need a Retriever
that returns the fields “Location” and “Avg. Temperature” from the table “Average
Temperatures”.
2. Processing data:
Now we only want to get the most common animal per location. Therefore, we
have to create a custom Worker. This Worker accepts only one input and provides
one output. The Worker consists of two ComboProperty elements. The first one
defines the column for which the values are aggregated. The second one defines the
column for which the most frequently occurring element is searched for, depending
on the value selected in the first Property.
In our example, we select “Location” as the column to be aggregated and “Animal”
as the column for which we want to calculate the most common element. Then it
returns a DataList containing only the two selected columns with the aggregated
values to the output.
We use the Combiner to merge the two DataLists with the grouped values and the
temperatures. In it, we define the two “Location” columns as the key. The Combiner
joins the two lists into one DataList with the columns “Animal”, “Location”, and
“Avg. Temperature”.
As a demonstration, we want the result to be ordered by temperature. Therefore,
we need the Sorter as another Worker. The Sorter uses the comparator of the
selected column which would be a numeric comparison in this case.
3. Generating result:
To display the results, we again use a Diagram. This time we us a scatter chart. We
select the “Animal” column as the x-axes, and the “Avg. Temperature” column as
the y-axis.
Since the y-axis can only display numeric values, only columns are valid for the
y-axis that are at least in interval scale.
The composition of the analysis can be seen in the screenshot of Figure 4.14. The
result, visualized as a scatter chart, is shown in Figure 4.15.
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Figure 4.14: Composition of the analysis for the most common animal, dependent on the average
temperature, as described in Chapter 4.3.2.
Figure 4.15: Sample result for the most common animal, dependent on the average temperature,
as described in Chapter 4.3.2 and composited in Figure 4.14.
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4.4 Analysis Tool Prototype
We now have a concept that we want to use for the realization of the ANALYSIS TOOL
and apply it to real zooarchaeological data of OSSOBOOK.
4.4.1 Prototype Implementation
The ANALYSIS TOOL is implemented in Java using JavaFX as an extensible framework
that can be embedded to any other base application. In this use case we integrate it into
XBOOK and embed it to OSSOBOOK.
The left sidebar contains buttons representing all available modules. By clicking a
button a new module is created and the corresponding box is added to the main content.
Each box is movable by using drag and drop gestures and can be removed from the
working panel again by pressing the cross symbol in the top-right corner.
All boxes have the same basic layout. On the top there is the title line of the Box that
describes the type of the modules, e.g. Retriever, Combiner, etc. Below the input and
output rows are arranged. Two buttons are located in the last row of each box: One to
open the setting panel for the box and one to open (if available) the current output data
of the specific box in table form. Additionally, a description text is displayed in the box
that can be used to comment or describe the logic of the composition.
The single boxes can be connected by using the input and output rows. This can be
done by first pressing the connecting area of an input row and then the connecting area
of an output row of another box, or the other way around. The connection of these two
boxes is visualized with a line. Any connection can be removed again by clicking the
cross symbol.
The setting panel is opened by clicking the “Settings” button of the corresponding
box. A new panel will open that displays the available settings in a column layout.
4.4.2 Simple Example with Real Zooarchaeological Data
The prototype is applied to real zooarchaeological data in OSSOBOOK. As a simple ex-
ample, we want to investigate the distribution of animal bones from an excavation site.
We want to determine the distribution of horses or mules, cattle, sheep or goat, domestic
pig, and chicken. Furthermore, we only consider findings of the 1st century AD.
The composition of the query can be viewed in the screenshot of Figure 4.16. In
detail, we use these modules:
• Retriever I:
Retrieves all data rows from the main input table (called “inputunit” in OSSOBOOK
that holds most of the data of each entry).
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Figure 4.16: Screenshot of the ANALYSIS TOOL, embedded into the OSSOBOOK environment. The
displayed graph represents the data composition for the analysis described in Chap-
ter 4.4.2.
• Filter:
Removes all rows of the result data from Retriever I that do not match the filter set-
tings. These are set to the value “1st century AD” in the column “Absolute dating”.
• Retriever II:
Gets all data rows from the table “animalvalue”, an additional table that stores the
saved animal values of a specific entry. This enables saving multiple values for one
entry in case that the distinct determination is not possible.
• Grouper:
Groups several animal values from the result data from Retriever II to a new value,
e.g. the values “Ovis aries”, “Capra hircus”, and “Ovis aries / Capra hircus” are
grouped to a new value “Sheep / Goat”. Similar groupings are done for “Horse /
Mule” and “other”. “Cattle” and “Domestic Pig” are unique.
• Combiner:
Combines the rows of the result data from the Filter and the Grouper based on the
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common fields “ID” and “DatabaseNumber” which represent the primary keys in
these tables. The Combiner is set to remove all matches where is no match of the
columns in both tables (using an INNER JOIN).
• Result:
Defines the output of the Combiner as the finished composition.
As a final result, we get the aimed data in table view that can be used for further
processing.
4.4.3 Graphical Representation of the Result
Besides the table view the result can also be displayed as a graphical representation.
The ANALYSIS TOOL enables generating different types of diagrams to display the result
which the scientists can use to evaluate the data.
Each type of diagram has defined its required and optional inputs, for example which
data should be set to the specific axes of the diagrams. The input data can be retrieved
via an interface that provides the different types of data from the result table from the
Result Module. The interface also prepares common functions, for example returning
the number of rows that matches a specified criteria. The scientific users can then set the
provided data information to the diagram, dependent on the purpose of the evaluation.
The logical composition of Chapter 4.4.2 was already applied to an analysis on data
of an excavation from Heimstetten, Germany, but it was evaluated manually. It is part
of a discussion about the development of livestock in the foothills of the Alps during the
transition from the Celts to the Romans [TP15]. The manual creation of the graphical
representation as a pie chart can be viewed in Figure 4.17 (left).
Figure 4.17: Percentage of the most important livestock in settlements of the Heimstettener
Gruppe (Heimstetten, Germany) in the 1st century AD, based on the number of bones
[TP15]. The chart on the left is created manually, the chart on the right is generated
within the ANALYSIS TOOL in OSSOBOOK showing the same result.
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The evaluated data is also available in the project “Kirchheim-Heimstetten” of OSSO-
BOOK. That allows us to analyze the data again, but now we use the embedded ANALYSIS
TOOL. We use the method described above in Chapter 4.4.2 again. We evaluated the real
data of the project and generated a pie chart that can be viewed in Figure 4.17 (right).
Comparing the chart with the original and manually executed evaluation, we have
obtained the same result. Clearly, we can generate the same results in much less time
without having to use extern spreadsheet applications.
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Chapter 5
A Visual Analytics System for Spatial
and Temporal Data
Attribution
This Chapter uses material from the following publication:
• Daniel Kaltenthaler, Johannes-Y. Lohrer, Ptolemaios Paxinos, Daniel
Hämmerle, Henriette Obermaier, and Peer Kröger. TaRDIS, a Visual
Analytics System for Spatial and Temporal Data in Archaeo-related
Disciplines. In 13th IEEE International Conference on e-Science, eScience
2017, Auckland, New Zealand, October 24-27, 2017, pages 345–353,
2017. [KLP+17]
See Chapter 1.2 for a detailed overview of incorporated publications.
The task of archaeologists and bioarchaeologists consists of reconstructing and de-
scribing each situation of excavations as exact as possible. Therefore, not only the data
of the findings is important for archaeo-related sciences, but also the spatial position
and temporal information. It can easily happen that during an excavation findings from
completely different epochs are revealed. The position of findings in chambers, graves,
etc. gives an insight into the temporal circumstances of the excavation site – typically,
findings from older times are found below findings from more recent times. The rela-
tionship of the spatial and temporal information of the archaeo-related data allows the
reconstruction of history.
Unfortunately, in archaeo-related disciplines the combination of related spatial posi-
tions and temporal information of the findings is extremely labor-intensive and therefore,
if at all, has to be regarded as an exceptional occurrence. This is due to two basic barriers
that we describe as B1 and B2:
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B1 Non-digital data:
The spatial information of excavations is usually not explicitly available in digital-
ized form – even though, most excavation databases contain the necessary data to
reconstruct this information. The spatial context is usually prepared by hand in a
time-consuming process resulting in drawings that represent the stratigraphy of the
excavation site, as seen in Figure 5.1. These hand-painted drawing sheets of the
stratigraphy do not include any enriched information about the available findings
in the layers. For each question the position of each layer has to be set in relation
manually. This is time-consuming and error-prone.
B2 Distributed data:
The necessary spatial data is – if it is available digitally at all – rarely saved in the
same data source. For example for zooarchaeological analyses, spatial data is avail-
able in the OSSOBOOK [KLK+18b] database for many projects. However, the spatial
information of excavations is not saved in the database since this archaeological in-
formation is not transmitted from the Bavarian State Department of Monuments
and Sites to the zooarchaeologists. However, the spatial information is saved in the
EXCABOOK [KLK+18f] database.
Especially the REMIS architecture (described in Chapter 3.2) strongly contributes to
close the barrier B2: It provides the possibility to search for more information about spe-
cific excavation contexts or findings and brings together the spatial information from one
database and the temporal information from another database. It is a fundamental basis
that motivates to engage with analyses considering spatial and temporal information.
Archaeologists and bioarchaeologists would greatly benefit from an automatic pro-
cess to generate explicit stratigraphical models that can be visualized and analyzed by
Figure 5.1: An example for a hand-painted drawing sheet.
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dedicated tools. This would not only save processing time but would also allow further
analyses to be carried out for which the manual process is too complex.
In this Chapter, we describe TARDIS (“Temporal and Relative Diagram Interaction
System”), a tool that provides the possibility to present the extremely complex and mul-
tidimensional connections between place and dating as well as present development in
time henceforth immensely simplifying the understanding of the connection of the data.
It conveys an enormous amount of information in only a few descriptive and highly infor-
mative visualizations. TARDIS also features algorithms to make the implicit information
hidden in common excavation databases explicit without a manual, time-consuming, and
error-prone generation (e.g. drawing).
In summary, the main contributions are as follows: First of all, we explain some basic
archaeological terms that are related to this work in Chapter 5.1. We discuss the back-
ground and the availability of data and the related work for this context in Chapter 5.2.
Then we describe the structure of TARDIS and focus on the creation of the Harris Matrix
as a key aspect in Chapter 5.3. Afterwards, we use TARDIS in a case study to analyze real
data from an archaeological excavation to determine the distribution of faunal remains
in Chapter 5.4.
5.1 Archaeological Terminology
For understandability and relevance reasons, we introduce definitions from the archaeo-
logical context concerning the presented work below.
Archaeological notions
Excavation and spatial documentation of archaeological findings are – amongst others
– usually managed in terms of areas, sections, and layers. According to internationally
agreed guidelines for the documentation of archaeological excavations, see exemplarily
[Bay16b], these terms are defined as follows:
• Layer:
Layers describe all structures that differ in color, consistence, and material of the
directly neighbored structure, e.g. a monophased wall, a layer of earth, a discol-
oration of soil, but also a disruption. A layer is the smallest managed unit.
• Area:
An area is a horizontal sector of the excavation that is defined by the archaeologist.
• Section:
If required, single parts of an area can be split into sections.
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Harris Matrix
The Harris Matrix21 [Har75] [HIB91] is used to depict the temporal succession of
archaeological contexts and thus the sequence of depositions and surfaces on an archaeo-
logical site. Two layers, i.e. their strata, can be set in temporal relationship dependent
on their position.
All archaeological sites are subject to the laws of archaeological stratigraphy. There-
fore, Harris [Har89] formulated a set of four basic laws for stratigraphy for the archaeo-
logical context:
• The Law of Superposition “assumes that the strata and layers are found in a posi-
tion similar to that of their original deposition”.
• The Law of Original Horizontality “assumes that strata, when forming, will tend
towards the horizontal”.
• The Law of Original Continuity bases “on the limited topographical extent of a
deposit or an interfacial feature”.
• The Law of Stratigraphical Succession: “A unit of archaeological stratification
takes its place in the stratigraphic sequence of a site from its position between the
undermost (or earliest) of the units which lie above it and the uppermost (or latest)
of all the units which lie below it and with which the unit has a physical contact,
all other superpositional relationships being redundant.”
By applying these laws it is not necessary to sketch the relationships of each single
layer to all the others. Instead it is sufficient to consider three basic relationships between
them:
(A) Two layers are positioned on the same layer, but have no stratigraphic connection,
(B) two layers are positioned one above the other, and
(C) a layer is cut by another layer.
Harris also proposed a diagram that visualizes all stratigraphic relations. These visu-
alizations are sketched in Figure 5.2. Harris called this diagram the Harris Matrix, even
though this visualization is rather a diagram which is a different thing from a mathemat-
ical point of view. However, we use the term “Harris Matrix” anyway because it is the
author’s chosen term.
21http://www.harrismatrix.com
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Figure 5.2: “The Harris Matrix system recognizes only three relationships between units of archaeo-
logical stratification: (A)The units have no direct stratigraphic connection. (B)they are
in superposition; and (C)the units are correlated as parts of a once-whole deposit or
[layer] interface.” [Har89]
5.2 Related Work on Harris Matrices
In principle, our application TARDIS works on top of any excavation database provid-
ing implicit information on the spatial-temporal context of an excavation as described
above. In this work, we will illustrate the capabilities of TARDIS on top of the database
EXCABOOK running at the Bavarian State Department of Monuments and Sites22. EXCA-
BOOK includes detailed information about the layers and the single findings from an
excavation.
Each layer is saved as an own data set that is assigned to a specific position correlation
information which includes – amongst others – the information for area and section.
Within each layer, this information can be set in spatial relationship by defining the
position of the layer in relation to other layers by defining which layer is positioned
below/above another layer, which layer cuts/is cut by another layer, and which layers
are disconnected, but identical. This information is sufficient to calculate the Harris
Matrix [Har89] as described in Chapter 5.1.
In summary, temporal data is available in the archaeological data sets due to the
definition of the stratigraphy, respectively to the temporal relation of single layers to
each other. There is also available geodata for the data sets that can be taken from
the spatial expansion and coordinates of areas and sections in excavations. This data
is documented as precisely as possible, However, not all measurements have the same
precision due to different measurement methods or level of accuracies. The data still can
– at least – be used for a rough generation of a sketch of the excavation place.
The problems encountered from this context are the following:
22http://www.blfd.bayern.de
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• No considering of spatial and temporal relationship:
This spatial and temporal information is not set in relation in the archaeological
field of work. The archaeologists do either consider the temporal or the spatial
point of view. However, combining both of the aspects would result in the explo-
ration of new scientific questions in the archaeological context.
• No interactive Harris Matrix:
The visualization of the data as a Harris Matrix does not offer any dynamic in-
teraction for the user. It is a static result that is achieved mostly by the manual
composition of data.
• Finding information is not considered:
The information about the single findings are not considered at all in the Harris
Matrix. If a user wants only to display a filtered data set – e.g. only a specific
species, bone element, sex, etc. – the input of the data has to be filtered manually
before loading them to a potential application.
Since the first proposal of the Harris Matrix in 1975 [Har75], some tools were de-
veloped to support the creation of the matrix. A very first approach to generate a vi-
sualization of the data was already developed one year after the first publication of the
Harris Matrix: Strata [BW76] assisted the creation of the Harris Matrix. However, it only
generated the temporal positions of the layers, but do not consider their relationships.
Interactivity and considering enriched archaeological data was not supported. A similar
works is Gnet [Rya88] [Rya95] that do not consider all available relationships and do
not support a printable output.
Furthermore, there are tools that allow the users to enter each layer and define
the stratigraphy between them. Tools like the Harris Matrix Composer [Ima] or ArchEd
[HMP+15] allow the setting of these relationships directly in the applications. However,
extern data cannot be imported, therefore the data has to be entered to the tool for each
context. Other tools, like Stratify [Her08] [Her06] [Her11], alternatively support the
import of a CSV file or dBASE database to define these information. The entered layers
are checked for errors. If no errors exist, the resulting Harris Matrix is then created. Still,
these tools do not visualize the spatial position of the single layers. The actual findings
inside these layers are also not considered in any way. In addition, none of these tools
contain interactive elements.
Most often not all objects of an archaeological excavation site can be found. Natural
circumstances (like trees) and man-made constructions (like buildings or walls), but also
financial or time reasons, lead to selective or random excavations within one site. There-
fore, statistical interpolation methods are used to get a representation of the distribution
of objects on the excavation site. The one we focus in this work is the Kernel Density
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Estimation that is commonly used in the archaeological field of work. Many tools exist
for Kernel Density Estimation that allow the generation of a distribution either directly
online [Wes15] or inside an application like MATLAB [Mat]. All existing tools offer vari-
ous options to load data including CSV and database files. While it would be possible to
filter the data by selected criteria, a 3D representation of the layers and the Harris Matrix
cannot be displayed at the same time.
5.3 A Tool to Illustrate the Spatial and Temporal
Distribution of Findings
In this Chapter, we introduce TARDIS, an application that supports the archaeologists in
their data analyses concerning the challenges mentioned in Chapter 5.2. Its graphical
user interface allows access to three major parts of the spatial-temporal context of the
data from a given excavation. These includes
• a 2D representation of the site,
• a 3D representation of the layers, and
• a (graph-based) visualization of the Harris Matrix.
Furthermore, an area for the selection of the data and filter possibilities are added to
the interface. Therefore, each of the three views mentioned above can be customized
according to which data should be displayed. Below, we present the single areas of
TARDIS in detail and describe the use of the elements which are shown in screenshot of
the tool in Figure 5.3.
5.3.1 2D Representation
In TARDIS, the 2D representation sketches the rough layout of an excavation site as
archaeologists are used to. Therefore, the single sections are plotted by considering the
corresponding coordinates that are saved in the database. Currently EXCABOOK only al-
lows the definition of rectangle and circular shapes to describe the dimension of sections.
Thus, TARDIS currently only supports the representation of these shapes, too. In future,
other shapes – like the definition and use of custom polygons – will be considered as well
to leverage the flexible definition of the shape of single sections.
This rough layout of the excavation site is complemented by a visual representation
of the distribution of findings which is indicated by different colors. Therefore, there
are three possibilities for the representation of the available findings that are described
below.
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Figure 5.3: Screenshot of the TARDIS application. The 2D representation (top center) shows the
areas and sections. It displays heat map colors for the absolute number of findings and
the result of a Kernel Density Estimation in the background. The 3D representation
(bottom center) shows the distribution of findings in the layers. The generated Harris
Matrix is displayed on the right. Settings and filter options can be entered on the left.
• Mode 1: Heat Map Colors
This possibility allows the visualization of the actual findings in the database by
means of a heat map. The drawn rectangles and circles in the 2D representation
are colored dependent on the actual available data in the corresponding area or
section. The stronger the color, the more data of findings exist in the area or
section. Therefore, the colorization represents the absolute number of findings.
• Mode 2: Kernel Density Estimation
The actual position of the findings is taken to calculate an estimation of the distri-
bution of findings on the excavation place. We use a Kernel Density Estimation as a
well-established statistical method. The graphical representation of the estimation
is drawn to the 2D representation as an own layer behind the rectangles and boxes.
The border of the sections, respectively the forms, are still displayed.
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• Mode 3: Combination
A combination of the previous modes allows the visualization of the absolute num-
ber of findings and the estimation. The background of the visualization shows the
result of the Kernel Density Estimation, but the absolute number of findings is still
indicated by a colorization of the drawn rectangles and circles. This combination
can be seen in the screenshot of Figure 5.3.
The user can decide which data representation is displayed. The 2D representation of
the excavation site also serves as a selection of the areas and sections which information
shall be displayed as a Harris Matrix.
The 2D representation simulates the traditional way how archaeologists represent
the spatial context of an excavation. However, the archaeologists usually did this by
manually drawing (simply because no tool was available to support a fast digitalized
data generation) so far. With TARDIS working on top of an excavation database like
EXCABOOK, the generation of that representation is fully automatic (data is gathered
from the underlying database). In addition, TARDIS now also allows the visual analysis
of the spatial distribution of findings implementing several filters etc.
Thus, using TARDIS, archaeologists are now able to visually analyze the spatial re-
lationships of findings in a large scale, e.g. considering different categories of findings,
etc.
5.3.2 3D Representation
Similar to the 2D representation, the 3D representation does also sketch the layout of the
excavation site, but it adds the depth information to the display. This a completely new
feature to many archaeologists since the sketch of the 3D spatial context of an excavation
is recorded not too often because it has to be done again manually so far which is very
complex and time-consuming.
The x- and y-axis of the 3D representation is identical with the information of the
2D representation, but the z-axis was added to consider the height/depth information
as well. These are taken from the data of layers automatically. However, for a realistic
display of the stratigraphy the stored data of layers is not sufficient. Actually, only the
rough dimension of a layer can be used. This can only be an approximation for the
vertical value because a layer can have different thicknesses at each spot. According
to this, the 3D representation is not to be seen as a detailed drawing, but as a sketch
instead. However, the sketch provides a rough spatial impression of the distribution of
findings for the archaeologists which is – for many projects/excavations – much more
than previously available.
The distribution of findings can also be displayed in the 3D representation, but – in
contrast to the 2D representation – for each single layer. Here, the stronger colorization
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of a layer also indicates a higher frequency/density of findings. Therefore, the user gets
an overview of the distribution of findings through the physical position of the stratigra-
phy. This is supported by the possibility to arbitrarily move through the 3D scene with
mouse and keyboard.
Like the 2D representation, the 3D representation is a huge step ahead for the
archaeologist when analyzing the spatial distribution of findings. While so far, most
archaeologists are limited to 2D manual drawings that are not really flexible in terms of
changing views through filters, etc., TARDIS now leverages visual analytics of the spatial
context of an excavation at full scale.
5.3.3 Harris Matrix
In the context of an archaeological excavation, not only the spatial distribution of find-
ings but also the temporal distributions and relationships of items are very important. As
described in Chapter 5.1 the Harris Matrix displays the temporal relationships of differ-
ent layers. Each single box of the Harris Matrix represents a layer from a specific area
or section. The higher a box is displayed in the diagram, the more recent is the layer.
Furthermore, an earlier layer can be recognized by a lower position in the diagram.
The Harris Matrix itself is an important representation of the temporal context of an
excavation. However, since this representation is typically drawn manually for excava-
tions so far, it is limited in the way it can be analyzed.
Thus, in TARDIS, the visualization of the Harris Matrix can be extended by displaying
the distribution of findings over the elements of the diagram. By selecting a specific area
in the 2D representation, the corresponding Harris Matrix is generated and displayed in
the application. Each box in the Harris Matrix is highlighted with a color that represents
the frequency/density of findings in this layer. In comparison to the 2D and 3D represen-
tation, the colorization in the Harris Matrix illustrates the temporal distribution of these
findings. Again, appropriate filters allow the visualization of different categories, etc.
The Harris Matrix in TARDIS also features interactive elements. By selecting one
box in the Harris Matrix the 3D representation will highlight the corresponding layer.
Therefore, the archaeologist can identify the spatial position of the layer and compare it
with the temporal position of the Harris Matrix.
Below, we describe the set of algorithms necessary to generate the Harris Matrix. The
processing of the algorithms is illustrated in Figure 5.4.
To generate a valid Harris Matrix we need suitable data. Each layer has to be con-
nected to the network, either by being earlier, later, or in the same time as another from
that data. Layers that are in the same time as other layers can be identified by having
the same layers above and below. We start off by checking the available data (contain-
ing connections and names of layers) in the database by looking for loops and reporting
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Figure 5.4: Illustration of the algorithms described in Chapter 5.3.3 to create a Harris Matrix.
them back so that they can be removed. This is done by checking if any layer is, via
connections, later or earlier than itself. If so, this is a contradiction and indicates a loop
that needs to be eliminated. Also in this step we can already assign depths to the nodes
of the diagram. Algorithm 5 implements the identification of loops and the assignment
of depths to nodes.
After we eliminated the loops, we eliminate redundant links. This is important to get
a Harris Matrix that explains the excavations temporal relations with as little connections
as possible. Otherwise, redundant nodes and connections produce a possibly huge over-
head and an excessive visualization that is hard to comprehend. To ensure we do not
have any links that are not necessary, we check each direct link if we can reach the same
layer transitivity. If this is possible, we remove the direct link. Algorithm 6 implements
this step.
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1 topnode← all nodes without incoming connection(s);
2 foreach topnode do
3 assign height to node;
4 foreach node below do
5 goDown(height++, nodeID);
6 end
7 if not all nodes have a height then
8 throw error found nodes without connection;
9 end
10 end
11 def goDown(height: int, node: Node) : void:
12 if height > nodes.length then
13 throw error loop in data;
14 end
15 if height(nodeID) < height then
16 assign height to node;
17 end
18 foreach node below do
19 goDown(height++, nodeID);
20 end
21 end
Algorithm 5: Checking connectedness and loops
Then we need to determine the height and the width the Harris Matrix will need. In
this process we have also to take into consideration whether there will be a connection
going through to a lower height but does not have a layer at that specific height. This is
needed so that our Harris Matrix is clear and all connections are visible. This process is
implemented in Algorithm 7.
Once we have the height and width of the Harris Matrix, we can start sorting the
layers in a manner that requires as little path crossing as possible. For this purpose we
sort the layers below in a way that they lie underneath the layer above and, if needed, in
the right position if they are below multiple layers. In the sorting process we also need
to consider empty spaces which are required if a connection stretches above multiple
layers of depth without an actual layer in them. The final preparation of the data is
implemented in Algorithm 8.
After we have the data well prepared we can then finish the generation of the Harris
Matrix by drawing the layers and their connections.
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1 foreach node do
2 if there are multiple connections downwards then
3 remove one and save ID;
4 follow the other path(s) downward;
5 if ID is not encountered then
6 reinsert ID;
7 end
8 end
9 end
Algorithm 6: Check for redundant links
1 maxheight← max(height);
2 sort nodes according to height;
3 start from top do
4 columnwidth← 0;
5 check nodes one layer above for links to nodes below that are not in this
height;
6 foreach of those do
7 increase columnwidth by 1;
8 end
9 foreach in this height do
10 increase columnwidth by 1;
11 end
12 maxcolumn← max(columnwidth, maxcolumn);
13 end
Algorithm 7: Sort for height of nodes
1 insert first layer into Harris Diagram in random order;
2 foreach layer below do
3 add nodes in the order that they are referenced above;
4 if nodes are not in this layer then
5 add a filler;
6 end
7 if nodes are referenced in multiple nodes above then
8 put these nodes in the middle;
9 end
10 end
Algorithm 8: Sort nodes to minimize crossings
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5.3.4 Filter Options
In general, the displayed distribution of findings is not filtered. The colorization of the
elements in the 2D and 3D representation and in the Harris Matrix is reflecting the
distribution of all available findings, independent on their diversity.
Still, TARDIS provides some basic filter settings that can be applied to the loaded
data, e.g. – in the case of zooarchaeological studies – filter for specific species, skele-
ton elements, or age determinations. Once a filter option is set, the colorization in the
visualizations only considers the findings matching the filter settings.
This allows multiple views on the spatial-temporal distribution of findings within an
excavation and leverages visual analyses at large scale that enables archaeologists to find
insights on a completely new level.
5.4 Case Study: Distribution of Faunal Remains
To prove and demonstrate the usefulness of the tool as well as the quick and efficient way
to show the distribution of animal species in the different features of an archaeological
excavation, we run a case study on real archaeological data. Our goal is to compare the
spatial and temporal distribution of animal bones excavated in several shafts, not only
within the features, but between them as well.
We took data of the excavation Marienhof-Haltepunkt in Munich, Germany, excavated
by the archaeological excavation company ReVe during the years 2011 and 2012. The
major part of the 110 × 95 m excavated area lies within the oldest city core from the
12th century whereas the northern peripheral zone is a part of city’s expansion from the
late 13th and early 14th century. Marienhof-Haltepunkt is a promising study object, due
to the good condition of the animal remains as well as of the shafts themselves. The fact
that flotation of material was practiced during the excavation is a great benefit for the
zooarchaeologists. Thereby, smaller and more fragile bones were able to be recovered.
This results not only in a higher amount of different species (e.g. rodents and small
birds), but also of age groups which are usually underrepresented, especially the age
groups “fetal”, “neonat”, and “infantile”.
We chose shaft 5 of the excavation that is illustrated in the drawing sheet of Figure 5.5
and visualized the data of the shaft in the TARDIS application – the distribution of all
(unfiltered) species is shown in Figure 5.6-A. Shaft 5 was constructed as an elaborate
well in 1261 [Wes14], but it was abandoned short after and functioned as a latrine. Such
an elaborately built well must have belonged to a wealthy owner.
The bones of frog species depict a good example of a result due to a carefully done ex-
cavation. Two distinct species of frogs, Rana temporaria (the common frog) and Pelophy-
lax lessonae/ridibunda (the pool/marsh frog), could be identified, although the majority
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Figure 5.5: Planum (left) and profile (right) drawing of shaft 5 of the excavation Marienhof-
Haltepunkt in Munich, Germany. The layers 360, 745, 746, 778, 801, and 997,
that are mentioned in Chapter 5.4, are highlighted. The mentioned layer 393 is not
visible in the drawing.
of the frog bones could be identified only to the family level (Ranidae). In the TARDIS
visualization we filtered the available data for frogs (as seen in Figure 5.6-B) and recog-
nize a high amount of frog bones within the shaft. The high amount of frog bones from
these layers is not such an unusual phenomenon in medieval archaeology. Frogs tend to
fall in shafts and are not able to get out. Another possible explanation would be the con-
sume of frogs even if its evidence in medieval complexes is not yet rendered. In the well
of the excavation “Altstadt” in Villingen, Germany, from the 13th/14th century 315 bones
of Rana temporaria as well as three bones of Bufo bufo (the common toad) were found
[vdDK14]. As the authors state, all of them seem to have been fallen in the well. This
death assemblage which is not caused by predators or, as would be in our case, humans
called thanatocoenosis.
Frog bones were found for the first time in layer 801 of shaft 5 although in small
numbers (n = 4). However, the highest Number of Identified Specimens (=NISP) can
138 5. A Visual Analytics System for Spatial and Temporal Data
Figure 5.6: The 3D representation and Harris Matrix of data from shaft 5 of the excavation
Marienhof-Haltepunkt in Munich, Germany. The shown Harris Matrix (A) is the tem-
poral structure of the drawing sheet in Figure 5.5 with the unfiltered distribution of
findings. The other illustrations show the 3D representation of the shaft and the dis-
tribution of filtered findings of (B) frogs, (C) cattle, and (D) dogs/cats.
be found in layer 746. Here the density of frog bones is at highest (n = 464). But if we
take a look on the faunal material of layer 360, which superimposes layer 746, we can
see that there are only 37 frog bones. In the other layers, frogs are found as well, but
also in lesser numbers. The high density of frog remains in layer 746 makes clear that
many frogs or rest of frogs were fallen respectively thrown in the shaft in a specific time
period. Since the shaft has a dual story (at the beginning as a well and afterwards as a
latrine) we could hypothesize that the distribution of the frog remains reflect the special
story of this shaft.
This dual story is best reflected in the composition of the layers 997 and 745. As can
be clearly seen in Figure 5.6-C, the bones of cattle are most abundant in layer 997 while
the bones of other species are underrepresented. In the superimposed layer 745 there
is only a small number of bones (n = 73) with small ruminants being most abundant.
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Interestingly enough, the NISP is remarkably small even though layer 745 is the biggest
of all. If we add the fact that there are virtually no other finds in the layer besides the
bones one could wonder about the purpose of such a layer. The answer lies in layer
997. The cattle bones of layer 997 belong solely to one skeleton. This skeleton of a
cow (as can be clearly seen on the pelvis) was fallen respectively thrown into the shaft
when it was still a well. Because of water contamination, people decided to backfill the
well. Hence the superimposed thick layer 745 where almost no findings were made. The
visual generation through TARDIS makes it easy to spot such deviations and allows the
user to quickly uncover interesting findings.
In TARDIS, we also filtered the available data for remains of cats and dogs, as visu-
alized in Figure 5.6-D. In the subsequent layers, such as layer 778 and especially layer
746, we identified many bones of cats and dogs. Again, this is a typical phenomenon in
medieval archaeology as many small animals were disposed in wells and latrines. This
was for instance the case in the aforementioned well of “Altstadt” in Villingen, Germany,
where six dog skeletons were uncovered [vdDK14]. In shaft 5 at least two partially pre-
served dog skeletons were identified. More abundant are the remains of cats. Many of
them were juveniles and were disposed in the shaft, because they were “superfluous”.
Again, thanks to the quick visualization through TARDIS such findings can be quickly
detected.
Another interesting aspect is the economic importance of livestock in the middle ages.
The most important ones were cattle, pig, small ruminants (sheep or goats23) as well as
– on a smaller scale – chicken. Trends, which can be quickly generated in TARDIS, are
based on the distribution of the bones of each animal. The higher the number, the more
(economically) important the animal.
In shaft 5 the raising importance of small ruminants is recognizable. While the NISP
of cattle and small ruminants is balanced in layer 746, the relative share of small rumi-
nants increases in the higher positioned layers 393 and 360. In layer 360 the domination
of small ruminants becomes apparent.
As we have seen in this case study, statements on the development of the economic
importance of the different livestock animals within subsequent time periods can quickly
be done with TARDIS, a new application to visually analyze archaeological data.
5.5 Annotation
TARDIS is a first approach for an automated process that combines the spatial positions
and temporal information of archaeo-related data. Although the data is available, the
23The morphological distinction of the bones of sheep and goat is not always possible in the zooarchaeo-
logical context, zooarchaeologists often use the term ‘small ruminants’ instead of ‘sheep or goats’
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combination of this data is seldom used because of the barriers B1 and B2 described in
the introduction of this Chapter.
The REMIS architecture (cf. Chapter 3.2) massively contributes to close barrier B2.
However, barrier B1 cannot be closed by only a technical solution. Certainly, there are
possibilities to realize a detailed recording of the stratigraphy that also can be enriched
with basic archaeological information. However, this kind of recording is complicated
and time-consuming. Keeping in mind that methods to consider spatial and temporal
information are rare, the time–benefit correlation of stratigraphy information is dispro-
portionate.
The described use case in the previous Chapter 5.4 uses real data from an archaeo-
logical excavation. However, the spatial information was not available in digital form,
although EXCABOOK supports the gathering of this information. The necessary digital
data for the case study was converted to a digital form by the authors of the work. The
described analysis would not have been possible without this conversion.
With TARDIS we demonstrated that the consideration of spatial positions and tempo-
ral information can lead to new research questions and to insights in the archaeo-related
sciences. We hope to contribute motivating archaeologists and bioarchaeologists to pro-
vide digital stratigraphy information to close barrier B1 that would form a basis for these
analyses in this vein.
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According to John Naisbitt, we “are drowning in information but starved for
knowledge” [Nai82]. In this context, the gap between data and valuable information
can often lead to challenges regarding the acquisition of knowledge from data. With-
out suitable data retrieval techniques, the analysis process loses quality and progression
speed.
Within the same discipline, the corresponding learning community usually agrees on
common data standards. Healthcare databases are more likely to be understandable for
physicians, but they will have problems understanding archaeological databases. Sharing
the data between both research fields does not yield any further information automati-
cally.
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However, it is an important point to take into account interdisciplinary data in all
kind of sciences. For example, the archaeological and bioarchaeological analyses strongly
benefit from considering data from archaeo-extrinsic sciences: Integrating information
from e.g. meteorologic, geological, and biological disciplines into archaeo-related anal-
yses could uncover relationships which are not immediately apparent. However, inter-
disciplinary data exchange is not only interesting in the scientific sector. As an example,
the way to manage the data in the eLearning field could also benefit by regarding inter-
disciplinary data. One field of application could be students of history lessons who could
be motivated by autonomous learning by being able to retrieve related data of a special
historic event.
If two or more disciplines want to combine their data sources to create new
knowledge, it needs an information management system in-between. This system has to
manage diverse data sources which are not restricted to databases only. It has to know
mappings between the attributes of different data sources, such that links of congruent
information can be established. For example, the bone analysis of findings of an exca-
vation is just an observation. However, by cross-connecting it with a medical database
this might be an indicator linked to a certain food poisoning which again improves the
insight of the archaeologists and bioarchaeologists.
Our novel information management system allows users from different disciplines to
register their data sources in a server application. A search mask is provided so that
a user can look up information without having to know each data source. The most
important function and the novelty of our approach is the method of management of
data sources. Each data source has to designate categories during its registration. A
category specifies a set of attributes. If two data source share a common category, both
sources are able to establish a link during a search. As the attribute sets of both data
sources have a non-empty intersection, cross-connected knowledge can be derived. To
avoid the generation of exhaustively many results, the users can also specify tags for
their search. Tags are a filter mechanism to reduce the result size.
We developed the REMIS CLOUD for applications like these. We give a brief summary
of our contributions:
1. An information management system capable of diverse data sources for computer-
assisted collaborative content and information sharing.
2. A category-based attribute search to enable cross-connections of knowledge from
different domains.
3. A filter mechanism to shrink result sets to a feasible size.
4. A dynamic and simple registration process to connect diverse sources into one in-
formation system.
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Therefore, we first discuss the technical background and related work in Chapter 6.1.
Then we describe the architecture of the REMIS CLOUD in Chapter 6.2. Afterwards, we
explain two use cases in Chapter 6.3, where we consider two different scope of appli-
cation: Archaeology as an example for an scientific use case and an example from the
eLearning field. Finally, we compare the REMIS CLOUD with the original REMIS system
in Chapter 6.4.
6.1 Related Work on Interdisciplinary Data Retrieval
The provision of content is known as Content Sharing in which at least one node in a
community provides a data source with information. In most cases, data providers con-
sist of more than one node. Usually, they agree on using a common format so that data
is uniformly retrievable. For individual knowledge fields, there are information systems
which are extensive in their closed field and can answer queries with good accuracy. To
mention some examples, XBOOK as an information system framework for archaeological
and bioarchaeological data (cf. Chapter 2), Weaver et al. [WBKK16] for healthcare data,
and information management systems of research itself like KRIMSON [MK17].
However, the idea of considering interdisciplinary data is not only interesting in the
scientific field. Content sharing systems also exist for the eLearning field, e.g. since so-
cial media platforms have been emerging intensely, especially young students use social
media as an eLearning support [LHJ16]. In the field of eLearning, the importance of
collaboration to create and share new knowledge is well-known. The paradigm of colla-
borative learning has already existed for a long time. Koschmann et al. [KKFB96] pro-
posed to utilize computers to assist the collaborative learning about 20 years ago. Stahl,
Koschmann, and Suthers [SKS06] outlined the history of computer-supported collabo-
rative learning (CSCL) and stated that it is far more complex than just digitalizing sources
to support teaching with few efforts. Later research by Gress et al. [GFHW10] was able
to recognize the benefits of CSCL and showed its weaknesses. Recently, the evolution
of mobile technology has driven the CSCL community to mobile computer-supported
collaborative learning (mCSCL) [SCL16].
The Reverse-Mediated Information System, which we introduced and described in
Chapter 3.2, is also an information system to exchange data. However, it requires each
connected database to map the parameters of the Minimal Find Sheet to the correspond-
ing information in the database. Thus, its functionality is limited to one discipline. An
interdisciplinary information system requires an architecture that cannot be achieved by
the initial REMIS.
Our information system is related to collaborative learning as interdisciplinary prob-
lems can only be solved by utilizing information of diverse sources and from different
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Figure 6.1: An abstract sketch of the ReMIS Cloud architecture.
fields. Every peer in a network of knowledge providers is able to make some information
accessible which has to get linked to congruent data in other sources.
However, knowledge acquisition can be difficult in interdisciplinary sciences or learn-
ing. Formats of data are very diverse and a simple question cannot be translated easily
into a complex and precise SQL query to join database tables of different database
systems. To the best of our knowledge, there is no information management system
which assembles diverse types of data sources (like databases, file systems, and other
knowledge representations) into one information management system. Furthermore,
our REMIS CLOUD system provides the ability to allow links of congruent information in
order to related information can be found in diverse sources.
6.2 ReMIS Cloud Architecture
The decentral architecture of the Reverse-Mediated Information System (cf. Chapter 3.2)
provides a solid basis. The heterogeneous data sources remain in their origin data
sources. However, we provide a central architecture in which multiple REMIS are embed-
ded. We call this architecture the REMIS CLOUD which is described below. An abstract
overview of the REMIS CLOUD is sketched in Figure 6.1.
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6.2.1 Architecture Structure
The basic functionality of the Server Applications in REMIS is retained, but it should now
serve as a central possibility to categorize a specific field of data. Instead of distributed
Server Applications for separate topics, they are now managed on a central shared server
for the REMIS CLOUD technology. We want to provide a unified category system which
is considered by all connected data sources. This is essential because these categories
form the basis for the search requests. To point this out, we use the term “Category” as a
synonym for a Server Application.
If needed, new Categories can be registered to the REMIS CLOUD and need to be
activated by a responsible person. Even if this is an additional step to be managed, the
REMIS CLOUD technology benefits from central managed categories to allow a better
quality control, like to avoid nonsensical and duplicated Categories.
A Category basically consists of a name for the Category and the definition of the
Category Information Definition (CID). The CID, which is comparable with the Minimal
Search Parameters, guarantees that all connected data sources provide the defined para-
meters and therefore the information that is necessary for the corresponding Category.
These are also the parameters the users can search for. We would like to point out that
each data source is not limited to one single Category and specific columns of a data
source can be mapped to several Categories. If all parameters of all CIDs are mapped,
any number of Categories can be assigned.
Furthermore, the existing REMIS architecture is extended by a tagging system to
provide further and more detailed filtering of data. This tagging system is integrated to
the Server Application and the Connector Application. The administrator of the Server
Application defines one or more appropriate tags which describe the general context
of all connected data sources. In the Connector Application, the data owners can de-
fine individual and more detailed tags for their data during the initialization process.
Additionally, each data source also inherits the defined tags of the dedicated Server Ap-
plications.
6.2.2 Data Retrieval Process
The REMIS CLOUD provides a central website where search requests can be defined by
any users. Below, we describe the data retrieval that is split in three steps.
Step 1: Parameters of the CID
In the first step, the users can select from all available Categories that are regis-
tered to the REMIS CLOUD. Once one is selected, all parameters of the CID of the
Category are loaded and displayed to an input mask. There, the users can enter their
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search parameters. This is sufficient to already run the data retrieval. All databases that
are connected to the corresponding Category will now be queried to gather the data,
dependent on the user input.
So far, the process is comparable with the origin REMIS, but now it also allows mul-
tiple Categories to be searched. Thereby, we have to differentiate between an OR search
and an AND search which the users decide. Using an OR search, data from the data
sources is retrieved once at least one value of the defined search request matches, inde-
pendent of the searched Category. Using an AND search, the architecture has to ensure
that all search parameters match independently on the number of Categories.
All values of the filled search parameters of the CID by a user are now merged into a
list. Sorted by the order of the selected Categories in the search, the Categories are now
queried by the Category Management in the Central Server. Since all data sources that
are connected to a specific Category are guaranteed to support the CIDs of the Category,
the Category has only to check if the data source was already searched. If this is not the
case, the list is passed to the Connector Application of the data source. There, all search
parameters that were filled by the user (also the ones of the other selected Categories)
are mapped to the local scheme of the data source which is then queried and returns the
list of results.
Step 2: Search for further information
The second step is basically optional, but provides the possibility to search for fur-
ther information about existing data sets, even if the information is spread through
different data sources. Here, the search mask provides a selection of Categories –
without the definition of any specific search parameters. This selection displays all
available registered Categories from the REMIS CLOUD system. A preselection of the
available Categories of the data sources is not possible in advance without an additional
search to determine them. Due to the accessible data sources may be different for every
new search requests, it is not intended to execute several iterations for each search
run. If the users select any number of Categories, these will be considered to search for
further information dependent on the CID values.
The list of result, which was returned by each data source in the first step, is checked
for values of the Categories that were selected by the users for further information. These
values are now used to search for further information with the values of the result as
parameters. Thereby, a search request can be sent to the corresponding Category. The
values of the parameters of the CIDs are not defined manually by the users in this case,
but are read out from the data source. The results are sent back to the users. Finally, the
results from the first step and the additional information retrieved from the second step
are displayed.
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Step 3: Filter the result
In the third step, the users can filter the result for specific tags or data sources.
While retrieving the data, the returned search results are supplemented with the tag
information and the name of the data source. This enables a filtering for this informa-
tion. Therefore, the users get a selection of all available tags from the search result and
names of all data sources. A selection of the tags and data source names filters the data.
6.3 Use Cases
The REMIS CLOUD can be applied to numerous sciences and applications. In this Chap-
ter, we describe a scientific example with archaeological data and an example from the
eLearning context.
6.3.1 Scientific Example: Archaeology
Archaeo-related sciences deal with distributed data which is not commonly standardized.
There are countrywide and statewide, but also regional and individual approaches how
to gather and store archaeological data. This makes it hard to consider all available
data for large-area analysis. The distributed data sets can hardly be set in relationship
due to different data schemes and standards. In contrast to this, analyses of archaeo-
related disciplines would benefit strongly from considering scientific data from other
disciplines as well. But up to now, the retrieval of interdisciplinary data is cumbersome,
time-consuming, and error-prone.
The REMIS CLOUD supports the archaeologists and bioarchaeologists in their work
by providing an architecture that allows retrieving spread and interdisciplinary data.
We basically consider three databases with archaeological data as a vivid example
which is illustrated in Figure 6.2. In Bavaria, Germany, the zooarchaeological database
OSSOBOOK [KLK+18b] and the archaeological database EXCABOOK [KLK+18f] follow
the guidelines of the Bavarian State Office for Monument and Sites26. Therefore, these
databases are connected with the Category “Archaeology BY” (with the tag “Archaeo”)
which requires that the parameters of its CID are mapped to the databases, that means:
The find sheet number and the excavation number. The database ADABweb27 is used
in Baden-Württemberg and Lower Saxony, Germany, and could be connected with the
Category “Archaeology BW/NI” (also with the tag “Archaeo”) of which the CID requires
other parameters to be mapped. Because all three databases have also saved x- and
26http://www.blfd.bayern.de
27http://www.adabweb.info
148 6. Linkage of Archaeological Data with Interdisciplinary Knowledge
Figure 6.2: A simplified sketch of the REMIS CLOUD architecture for archeo-related sciences.
y-coordinates of the excavation places, they could also be connected to the Category
“Geographic Coordinates”.
Basically, archaeological and bioarchaeological scientists are interested in consider-
ing all available findings of an excavation from all databases for their analyses. Using
the origin REMIS architecture, it was already possible to gather all data of a specific
excavation number from the databases OSSOBOOK and EXCABOOK, but the correspond-
ing findings of the database ADABweb are not considered. With the REMIS CLOUD, the
users could now search for a specific excavation number in the search mask and define to
search for further information about the search results. By selecting the Category “Geo-
graphic Coordinates” the system could retrieve all information with the same coordinate
information from all data sources that are connected to that Category. In our example,
we would retrieve matching information from the database ADABweb and also interdis-
ciplinary data, like climate and time information from a weather database. The scientists
could now filter the result for the tag “Archaeo” and they would only get displayed the
data from the archaeological databases with this tag. As a reminder, the data sources
inherits the tags of the connected Categories.
The scientists can also consider the interdisciplinary data from the result. If they filter
the result for the tag “Climate” in our example, they retrieve all available climate data
with the matching geographical information for the searched excavation number. This
could be very useful for large-area analyses of findings where climate conditions should
be considered. Of course, this is not limited to climate data. The possibilities depend on
the data sources that are connected to the REMIS CLOUD.
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6.3.2 eLearning Example
Imagine some students have to answer the following question:
“The year 2017 marked the 500th year after Martin Luther nailed his theses to
the door of the Castle Church in Wittenberg. We assume that he had access to
a mobile audio device. What music would he had listened to?”
This question is not so trivial to answer by just using a query in the search engine of
one’s choice. The information is available in heterogeneous and distributed data sources,
but it is not pre-assembled somewhere.
Using classic search strategies, one would try to use consecutive search queries to
refine the results and search in different sources. With our information management
system, this can be done in one step. We assume that we have the necessary data sources
registered in our system. As sketched in Figure 6.3, there is a database containing historic
events, corresponding persons and dates, and a file system containing music files.
First, we query “Luther” in the Category “Historic Events”. The database with his-
toric events contains the Category “Historic Events”, so this data source is examined for
matches with “Luther”. The result set could be stated as shown in Table 6.1.
Event Person Year
Birth in Eisleben Martin Luther 1483
Start studying in Erfurt Martin Luther 1501
Vow to become a monk Martin Luther 1507
Travel to Rome Martin Luther 1510
Posting of 95 theses Martin Luther 1517
Excommunication Martin Luther 1521
Translation of Bible Martin Luther 1534
Death in Eisleben Martin Luther 1555
. . . . . . ...
Table 6.1: Extract of the result for the example query “Luther” in the Category “Historic Events”
Our tool allows to further inspect the set of data sources for links with the current
result data. So we can start the second step with one click. The database with historic
Figure 6.3: A simplified sketch of the REMIS CLOUD architecture for the eLearning example.
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events also inherits the category “Dates” and for the file system containing music files it
is also very usual to do this as well. Music files contain meta data like the publishing date
in most cases. In a uniform database environment, we would have two database tables
and can join tables using the “year” attribute. Using heterogeneous data sources makes
it harder to define join operations.
Our approach utilizes the Category here. Since the data owner had to define the
Categories during the registration of the source, the common semantics of “Dates” are
already embedded in the system. The system matches other sources’ data with the Cate-
gory “Dates” and especially with every date according to events in Martin Luther’s life.
This allows us to quickly find connected information between Martin Luther and mu-
sic composed in these times. The result can be seen in the screenshot of our prototype
search engine in Figure 6.4.
Obviously, we need the data and a correct registration to obtain such results. On the
other hand, the individual domain knowledge can be acquired as music repositories and
event databases exist.
Figure 6.4: Screenshot of the REMIS CLOUD Prototype that displays the result described in Chap-
ter 6.3.2.
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6.4 Comparison of ReMIS and ReMIS Cloud
In this Chapter, we introduced the REMIS CLOUD system that is based on the Reverse-
Mediated Information System (REMIS) technology (cf. Chapter 3.2). The two systems use
similar parts of the architecture, especially for the initialization, registration, and search
process (cf. Chapter 3.2.3). However, there are differences in the area of application.
Below, we compare the REMIS and REMIS CLOUD systems. [KLK18a]
From the users’ point of view, both information systems provide the possibility to re-
trieve data from distributed and heterogeneous data sources. The users need to know
about neither the physical location nor the existence of the data sources from which they
want to retrieve any data. They can enter their search requests which are automatically
forwarded to the connected data sources. The search results are directly displayed to the
user. However, only REMIS CLOUD supports the retrieval of coherent interdisciplinary
data. A tagging system is necessary in REMIS CLOUD because of the limited scope of ap-
plication. Thereby, filtering retrieved information using tags is only supported in REMIS
CLOUD.
REMIS is an information system designed for one specialized discipline, for example
for the archaeo-related context. Each instance of REMIS only supports one set of search
parameters which defines the scope of application. So it is possible to set up an individual
REMIS for each field, e.g. for archaeology and bioarchaeology considering the Minimal
Find Sheet as parameters. REMIS CLOUD is intended to provide a central platform where
all disciplines can connect, regardless of the used Category Information Definition (CID).
There is no need to set up multiple instances of the information system. REMIS CLOUD
also supports the assignment of multiple CIDs to one data source.
In both systems, data owners keep the full control about their data, the right man-
agement is administered locally where also the data sources are stored. Only authorized
data is transmitted to the information systems. It is the data owner who decides which
data can be searched and retrieved. Furthermore, there is no central administrator who
connects the single data sources, it is up to the data owners to connect their data to,
respectively remove their data from the network again at any time.
These differences enable the use in different field of works. REMIS could be consid-
ered as a system that is limited to one field, e.g. to specialized areas of application like
archaeo-related disciplines where the necessary data is manageable. It is conceivable
that each discipline sets up an own instance of REMIS that can be used within the field.
On the other hand, REMIS CLOUD is a solution for generally available data that makes
the integration of interdisciplinary data possible.
However, it is not excluded that data sources can be connected to both, the REMIS
and the REMIS CLOUD infrastructure. Both systems are able to run in parallel on the
same data sources.
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Availability
A prototype of the REMIS CLOUD is available from http://remis.dbs.ifi.lmu.de/.
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Summary and Conclusion
Attribution
This Chapter uses material from all publications attributed in the previous
Chapters.
See Chapter 1.2 for a detailed overview of incorporated publications.
The contribution of this thesis is to present and describe methods and concepts to
provide, store, share, and retrieve archaeological and bioarchaeological data to support
the workflow of archaeo-related sciences.
In Chapter 2, we described the historic development of the zooarchaeological
database OSSOBOOK and the resulting framework XBOOK, a generic infrastructure for
distributed, relational data management that is mainly designed for the needs of scien-
tific data. We described the concepts of the architecture and its most important features.
We especially pointed out the Server–Client architecture, the synchronization process,
the Launcher application, and the structure and features of the application.
In Chapter 3, we discussed collaboration, sharing, and retrieval methods for archaeo-
logical and bioarchaeological data. In Chapter 3.1, we described a list of requirements
that should be fulfilled by e-Science infrastructures for a synchronized distributed data
management. We discussed existing solutions for synchronized distributed data manage-
ment, in relation to the previously listed requirements. Then we took an in-depth look at
the synchronization process of XBOOK, which is independent of the data model and could
be used potentially in any application domain if needed. In Chapter 3.2, we introduced
the concept of a new architecture, the Reverse-Mediated Information System (REMIS),
motivated by the need to search distributed data of archaeological and bioarchaeological
findings together with further contexts from multiple heterogeneous sources. We de-
scribed the concept of the architecture where users can retrieve data without having
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to know about the existence of specific databases where the data is actually saved. It
should be mentioned though, that this concept is not limited to the archaeo-related con-
text. Other sciences could also benefit from this architecture.
In Chapter 4, we described the ANALYSIS TOOL, a framework for data analyses that
can be embedded into a base application. We first described the requirements for our
ANALYSIS TOOL and explained the steps we took to meet these requirements and to in-
tegrate the ANALYSIS TOOL into a base application. We explained how the tool can be
extended with new specific components that allow the users to add exactly the features
they need for their individual analyses. Second, we set a list of requirements that should
be fulfilled for a user-friendly graphical user interface for analysis tools for archaeologists
and bioarchaeologists. We discussed several approaches, in relation to the previously
listed requirements. Considering the results of a user study we defined a solution and
implemented a prototype of the ANALYSIS TOOL. Finally, we embedded this implementa-
tion to the XBOOK framework and used it in the zooarchaeological database OSSOBOOK
for a case study. We pointed out the possibilities of the graphical compositions and the
fast generation of diagrams in the graphical user interface.
In Chapter 5, we described the application TARDIS, a visual analytics system for
spatial and temporal data in the archaeo-related field, motivated by the challenge to
set spatial and temporal data from excavations in relation. Therefore we generated 2D
and 3D representations of the excavation site that are enriched with data of findings
to indicate their location. Furthermore, we generated a Harris Matrix that is used to
illustrate the temporal positions of the findings. We also explained the implementation of
the generation of the Harris Matrix. These components are interactive, so archaeologists
and bioarchaeologists can set the illustrated results in relation. Finally, we applied data
from a real excavation site to TARDIS to point out the benefit of the application.
In Chapter 6, we proposed the information management system REMIS CLOUD,
which enables information retrieval by linking different distributed data sources to find
inter-domain knowledge with an intuitive search interface. We utilized a category-based
data source registration to connect differently shaped data formats. Results are assem-
bled using a join-operation-like retrieval mechanism. The users are able to learn new
insights in interdisciplinary fields.
Finally, this Chapter concludes this thesis by first discussing the methods that were
presented in the previous Chapters, address some perspectives to improve the current im-
plementations and concepts, and offer further research challenges in Chapter 7.1. Then,
Chapter 7.2 includes a discussion about the technical situation of the archaeological con-
text where the future developments of archaeo-related technologies is debated.
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7.1 Outlook
The work presented in this thesis only scratches the surface of the planned goals. This
Chapter will discuss ways to enhance the applicability of the provided applications, meth-
ods, and concepts as well as give some further ideas on how to improve the way of
working with them.
Synchronization
In XBOOK, the synchronization offers the possibility for several persons (work groups)
to work parallely in a certain project at the same time. As mentioned above, if no In-
ternet connection is available the instances of XBOOK can still be used locally. This is
very important to enable entering data directly on field work during excavations. The
synchronization checks the data sets and informs the user about conflicts that occurred
in the same data set. By using the automatic synchronization each data entry is syn-
chronized after it was entered or edited, so data is backed-up on the server and can be
recovered at any time. The data of own projects can also be used by colleagues by shar-
ing data between certain users or groups. This takes advantage of primary data that is
not always published because of the large volume, to be accessed for further studies.
While the synchronization has many benefits for the user and also for someone who
wants to add tables to the synchronization, there are still some limitations that have to
be addressed in the future:
• Data overhead:
A big data overhead is generated due to the way the data is sent and retrieved from
the server. Some additional (and required) information like column names is sent
that increases the amount of data that needs to be transferred. It might be possible
to use a better data type for the transfer that reduces the amount of information,
like – if a series of entries is sent – the column names are only sent once. This
would decrease the size of data, but would require a check to prevent that entries
get saved in the wrong column due to a value not being sent or an additional value
being sent.
• Unnecessary data transfer:
Because of the possibility of an incomplete synchronization, the entries, that have
the same status as the local highest status, have to be sent again at the beginning of
each synchronization process. This could mean that many entries that are already
in the local database have to be transferred. The amount of data to be transferred
could be reduced by only sending the key of the entries in question. Only if the cor-
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responding entry does not exist locally or has a different timestamp, the complete
entry would have to be resent.
• Deletion of entries:
While the synchronization is working as intended, the architecture requires that
single data sets cannot be finally deleted from the databases, neither the local nor
the global one. If a user needs to delete an entry, we set a flag in the database
instead that indicated whether the entry is deleted or not. This is necessary be-
cause otherwise we cannot recognize if an entry that was deleted in the global
database and has to be removed from a local database as well, was updated in the
local database when the handled entry set is not available in the global database
anymore. This circumstance results in two disadvantages: First, disc space is un-
necessary occupied by still having to store deleted entries in the database. This also
influences the execution time of the synchronization process due to deleted entries
that have to be handled as well. Second, deleted data can only be set “invisible” by
considering the flag indicated that the entry is deleted. But for some kind of data,
e.g. critical or personal data, it might be necessary to delete data completely from
the database. However, it may be also discussed if this circumstance could also be
desirable in specific fields, for example for scientific analyses where deleted entries
are meaningful.
• Detecting duplicate entries:
Currently it is not possible to detect directly duplicate entries due to the local
databases that have to work in offline-mode, too. A helpful addition could be
to generate a list of similar entries from the global server within the application.
This could be used to identify possible duplicates. But since the similarity of entries
is context specific, a general best approach cannot be specified.
• Compression:
Since for each entry the rights are checked and one entry is sent at a time, the data
is synchronized very slowly in comparison to directly viewing the data in a SQL
viewer. A possible speed increase could be achieved by compressing the transmitted
data. This should fasten up the transport significantly – especially if large data
packages are sent.
• Improvement of conflict detection:
While the synchronization is able to detect conflicts, it may detect false positives
due to only comparing the timestamp and not the actual value that was changed. To
improve the detection of conflicts and to provide an automatic merge, the synchro-
nization could be enhanced to be able to keep track of changes in tuples. Thereby,
each value has its own timestamp and can then be checked for conflicts.
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• Open access:
The synchronization architecture allows sharing data with colleagues or other
users. However, it is planned that the user rights management of the synchro-
nization is extended with an option to publish data to provide the opportunity of
open access for the gathered data.
Reverse-Mediated Information System
While the architecture of Reverse-Mediated Information System has already many bene-
fits for the users to retrieve data from distributed archaeological and bioarchaeological
databases, there are also some improvements and extensions that can be addressed in
the future.
• Limited search possibilities:
In the first approach of the concept, the search possibilities for data are limited to
the information of the Minimal Find Sheet. For future developments, different and
more complex search options are possible. The Server Application could request
all connected databases for their individual database schemes. The columns of this
schemes could be displayed in the user interface as own input fields. Therefore, the
user has more options and the possibility of a more detailed and individual search
through the connected databases.
• Different data formats:
Data can be saved in different formats, e.g. different time or date formats, geodata
can be stored by defining coordinates or the name of the place. Currently we
imply that data is entered in the same format, but this might not be the case in
other working environments. Therefore, it is necessary to provide a possibility to
translate these different formats to enable a uniform comparison.
• Data source verification:
At present, the system is designed to be used for the clear excerpt of structure for
archaeo-related data where most of the data sources are trustworthy. In future, the
system should also be adaptable by external archaeologists, bioarchaeologists, and
institutes, maybe also a full-public approach. Therefore, a verification should be
considered to avoid wrong configured Connector Applications and spam.
• Data import methods:
The data of the Minimal Find Sheet is handed on from the offices to the specialized
collections or specialists after the excavation. These are basic information and
necessary to be saved in their databases as well since they are important for further
analyses. Currently this data has to be imported or entered manually. In principle,
158 7. Summary and Conclusion
it is conceivable to allow archaeologists and bioarchaeologists to retrieve this data
via the Server Application to be imported automatically into their databases. The
corresponding data can be retrieved by querying information about the Find Label
Number which is unique. This would decrease the effort for the management of
Minimal Find Sheet data.
• Peer-to-Peer environment:
Currently the architecture requires a Server Application which is necessary for the
communication between users and data sources. It could be considered to change
the system to a Peer-to-Peer environment in which the Connector Applications are
communicating directly to each other.
• k-anonymity:
The data sources might also include sensible data, like in diary information or in
meta information of pictures. However, this data could also contain interesting in-
formation for archaeologists, but especially personalized data should not be shared
in plain text. A way to provide these data is using the concept of k-anonymity
[Swe02] that could be implemented for this data in the Connector Application.
• Extended rights management:
Finally, a more complex rights management system could help sharing data selec-
tively to specific users who could create a user account for the Server Application.
Administrators of the data sources could them authorize access to more detailed
data that is set to more restricted privacy settings. This would also be a possibility
for administrators to pass data to a user that was contacting him via the contact
information (cf. Chapter 3.2.3).
Analysis Tool
The ANALYSIS TOOL was described as an early prototype. However, it is already ready
for use and provides many benefits for the target group, especially caused by reasons
of reliability and time-saving. Naturally, there are currently some limitations that still
need to be addressed in future to achieve its full potential. There is still room for further
improvements for the usability of the ANALYSIS TOOL as described below:
Technical aspects
• Limited to Java environments:
Due to the nature of the implementation, it can only be used in a Java environ-
ment which is the main limitation of this analysis framework. While the concepts
themselves are able to work in any environment, the implementation would have
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to be specific for the language of the base application. An application that is not
written or compatible with Java cannot currently use the ANALYSIS TOOL. So either
there would have to be an instance of this tool for every programming language or
a wrapper has to be developed to be able to use the framework in other program-
ming languages as well.
• Requirements for integration:
While the integration into the base application is straight forward and can easily
be done, it still requires both access to the source code and knowledge how to
program. Therefore, the typical users cannot do the integration themselves. This
means that the developer of the base application has to integrate the ANALYSIS
TOOL to provide the functionality to the users. For these cases, the framework
could be extended to run as a standalone application which can be connected to
the database directly. This would require additional settings which handle the
connection to the database itself. At the same time, a stand-alone tool could benefit
from the same level of flexibility and extendibility that the framework offers while
being integrated into a base application.
• Requirements for custom Workers:
Additionally, the issue that some programming skills are required for creating a
new Worker still remains: The implementation of the custom Worker has to be
done by a software developer.
• Extended Worker functionality:
There are already possible a wide range of possible analyses, but still many addi-
tional Workers have to be created. These Workers should be part of the framework
itself since they can be used for analyses in different areas. Possible Workers include
clustering algorithms, different diagram types, statistical methods, etc.
• Improved memory management:
The logical handling of the data sets is currently focused on processing speed. For
this the DataLists are often just copied and remain in the primary memory. For
small data sets this is a fast and efficient way, but for complex databases with thou-
sands or millions of entries this method can quickly reach the computer’s capacity
limit. To avoid this problem several solutions would be possible. The generated re-
sult could only be kept in memory during one operation until succeeding Workers
have used the Output Data. This would slow down the analysis process since, even
for a small adjustment, all Output Data would have to be recalculated. Addition-
ally, the generated Output Data could be saved in a temporary file. Thereby, main
memory is released because the Output Data is not used for calculation. Again, this
would slow down the calculation process since disk operations are relatively slow.
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Interface aspects
• Increase of the user-friendliness:
The integration of other elements to the graphical user interface could increase the
user-friendliness by making the composition easier. For example, the use of drag
and drop gestures to add new boxes and elements to a specific position would be
more intuitive for the users to arrange the single elements. More feedback from
the application should make it clearer for the users to set instructions and to avoid
invalid operations.
• Auto-arrangement:
Currently, the users have to arrange the single boxes by themselves. A function to
auto-arrange, that moves the boxes to a useful position considering the available
connections, would help to improve the clear overview of the composition. This
function could be optional.
• Auto-generated labels:
The label where the users can define a text to be displayed in the box of the single
modules is a helpful, but not very comfortable solution. Still it is necessary to help
the users to identify the task and/or the current data of the modules. This is a cum-
bersome way because the label has to be set manually with a text. A functionality
to auto-generate a representing label would be helpful and time-saving.
• Common result module:
By now, the Result Module is necessary to be defined at the end of the compo-
sition being an easy way to open the data in a table view. It also indicates the
finished composition to be displayed in a diagram. Later, this module could be ex-
tended with the functionality to setup a specific diagram and open it directly from
the composition. So the users could generate the graphical representation of the
data directly from the data composition without having to select any data for the
diagram in another panel.
• Import and export of compositions:
In future, the ANALYSIS TOOL should provide a saving and loading functionality
for the compositions. A composition can then be loaded and does not have to
be recomposed from scratch. By saving the composition in a file, e.g. XML or
JSON, the file can also be shared with colleagues to distribute the analysis. For
these exports, it is quite conceivable to install an online distribution platform where
scientists can provide and download analysis compositions.
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TaRDIS
While this application has already many benefits for the domain experts, there are also
some improvements and extensions that can be addressed in the future.
• Polygon-shaped structures:
The 2D representation of the excavation site shall consider the definition of other
shapes than rectangular and circular ones. Therefore, the plotting of new shapes,
like polygon shapes, has to be supported. That is important to describe more com-
plex structures of linear excavation sites, e.g. for motorway routes or pipelines, but
also misshaped areas or sections on a smaller excavation site.
• Addition of other statistical methods:
The Kernel Density Estimation is integrated to the application as one example for
a statistical analysis. In future, other statistical methods shall be added to the 2D
representation as well as to offer a wide selection of distribution information. The
3D representation could also be extended by statistical analysis methods that also
consider the third dimension.
• Extension of filter options:
The filter options that are currently realized are the most important options in the
archaeo-related work. However, the filter options can be extended to also consider
other information from the excavations, possibly supporting a custom filtering with
user-defined attributes.
• Comparison of data compositions:
The application should be extended by a feature to display two or more illustrations
that show data of different filter settings. This would help the archaeologists and
bioarchaeologists to visually compare two data compositions side by side.
• More detailed 3D representation:
The real position of the layers in the areas shall be plotted more detailed in the 3D
representation. Currently the layers are displayed as a rough estimation. Especially
if layers are cut or are arranged side by side the level of detail could be increased.
• Methods for a simpler gathering of stratigraphy data:
Even though the digital gathering of stratigraphy data is not part of the features of
TARDIS, it is still an important basic for the spatial analysis provided by the tool.
There are possibilities to realize a detailed recording of the stratigraphy. However,
this kind of recording is complicated and time-consuming, and therefore is rarely
done. To provide the necessary stratigraphy data new methods have to be devel-
oped to support the difficult task of gathering this data digitally.
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ReMIS Cloud
Interdisciplinary data retrieval is an emerging topic to create knowledge by collabora-
tion of experts in diverse domains. New insights can be found by using the combined
techniques and information when people have the opportunity to discuss and communi-
cate on a common basis. We proposed the REMIS CLOUD, an information management
system which allows distributed data sources to be searched using dynamic joins of re-
sult from heterogeneous data formats. This novel way of information retrieval enables
data owners to cross connect domain-extrinsic knowledge and enhances collaborative
learning with a search interface that is intuitive and easy to operate. We finally want
to address some perspectives to improve the current system and offer further research
challenges.
• Handling of untrustworthy data sources:
Allowing data owners to add their data to the cloud autonomously offers a rich pool
of information. However, different data owners have access to data of different
quality levels. Even wrong data can be contributed to the system. An extension to
report untrustworthy data sources or mark data sources as spam might be useful,
so that they are not or less considered during the data retrieval.
• Data caching:
If a data source, that is frequently queried and used as an intermediate link between
different Categories, is temporary offline, it might disrupt the information retrieval.
The information management system should be improved to cache often queried
parameters and their results. This could probably also improve the retrieval time.
• Extended search options:
Currently, it is only possible to search for exact matches of parameters. For certain
types like dates, numbers, or coordinates more flexibility would be gainful. For
example, range queries would improve the usability for the REMIS CLOUD by con-
sidering matches with locations in a spatial proximity or timestamps in a certain
time interval.
• Trade-off between quality and quantity:
Another important task to evaluate is the trade-off between quality and quantity of
acquired data. REMIS CLOUD needs mechanisms to increase the quality of infor-
mation (besides establishing interconnections).
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7.2 Discussion
At the beginning of our studies, we started with reimplementing OSSOBOOK, an existing
database for zooarchaeological content and extended the application with further fea-
tures that were necessary in the immediate work environment of our palaeontological
department. Leaving the informatic aspects out of consideration, we gained more and
more insights into the archaeological and bioarchaeological workflow, discussed with
domain experts from the palaeontological and other archaeo-related sub-disciplines, fig-
ured out the necessities within the fields, and got impressions from technical solutions of
departments and institutions of other archaeological areas or federal states of Germany.
We got revealing insights into the methodical and technical work of the archaeo-related
sciences.
The deeper we immersed in this subject matter, the clearer it became that there is to
solve a significant structural problem within the archaeo-related disciplines:
1. Archaeo-related data – independent of the type of data – is stored in heterogeneous,
individual software solutions. These are either developed from scratch by the de-
partments and institutions that use and operate them or are based on commercial
or open source products that most often have to be extended with necessary mod-
ules or extensions. The development of these applications, tools, or modules causes
a high implementation effort.
2. This distributed development causes numerous individual approaches for the data
storage of similar kinds of data. Reasons like different (sub-)disciplines, non-
uniformly standards, and different research questions also contribute to this sit-
uation. Consequently archaeology and bioarchaeology deal with different, hetero-
geneous data structures and are only comparable with difficulties, or not at all.
3. The hampered comparability causes essential problems for the long-term archiving
of digital, archaeo-related data. Not all types of data are archivable, it has to be
guaranteed that the archived data is also accessible and readable for the long-term
perspective [Ver17]. Furthermore, the archiving context struggles with the ongoing
introduction of hardware and software, discontinued products, ever-changing file
types, or outdated systems.
Even though a standardized collection of data is desired in the archaeo-related do-
mains, the definition of common standards is generally neither possible nor practicable.
There are too many approaches and circumstances that have to be considered. The dif-
ferences are already significant whether the intention of the application is for inventory,
collection, research, or special reasons. Even for alleged simple standardizations like the
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definition of common-used thesauri there is a discrepancy among the experts. Especially
excavation site technicians cannot describe all detailed circumstances with predefined
thesauri. They demand free text fields where they are able to describe the context in
unrestricted detail, even though it is generally clear that standardized systems are im-
portant for comparability and automatic analyses. [Gö18a]
From our perspective standardizations make quite sense as long as there is a high-
est instance that is able to specify and enforce them and the context allows it. This
is especially reasonable for inventory databases or data acquisition software like e.g.
EXCABOOK. But standardized systems are even not usual within one state of Germany:
While in Bavaria the excavation documentation is specified by the Bavarian State Depart-
ment of Monuments and Sites28 [Bay16c], there are often different approaches at regional
level [Lan18] [Ver06] [LRB+17] – like in Rhineland-Palatinate where even four different
standards exist in four cities of the state29 (Koblenz30, Mainz31, Speyer32 [Gen07], and
Trier33). Already the thought of an homogeneous, standardized, country-wide system is
hard to imagine – a continent- or even worldwide standardized system is rather utopia
than a realistic thought.
In scientific databases the research questions, the excavation methods, and the analy-
sis possibilities define the kind of gathering. If you would like to develop a system that
reach and attract as many scientists as possible, it is necessary to afford them the freedom
to record data as they need it. Standardizations are too restrictive or even not possible.
As an example, in OSSOBOOK there are two parallel ways to determine the bone portion:
one is based on an updated model of the IPNA Basel34 ([Uer78], revised [Sch98]), the
other one on the Diagnostic Zones model [HBC+03]. Further on, especially for exca-
vation documentations there are in use several application to store data measured by
a tachymeter, by using Computer-Aided Design (CAD) software, like AutoCAD35 or Ar-
chaeoCAD36, or one of numerous Geographic Information Systems (GIS), for example
ArcGIS37 or the open-source GIS projects QGIS38, uDig39, iDAI.field 2.0 [CGdO+17], or
the conceptualized TachyGIS [Gö18b].
The solution has to be not to build a homogeneous system that handles all data
28http://www.blfd.bayern.de
29http://gdke-rlp.de/index.php?id=landesarchaeologie
30http://www.archaeologie-koblenz.de
31http://www.archaeologie-mainz.de
32http://www.archaeologie-speyer.de
33http://www.archaeologie-trier.de
34http://ipna.unibas.ch
35http://www.autodesk.eu/products/autocad/
36http://www.arctron.de/de/produkte/software/archaeocad/
37http://www.arcgis.com
38http://www.qgis.org/en/
39http://udig.refractions.net
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the same way, but methods to make different formats and systems comparable. Such
methods are necessary anyway. Systems, hardware, software, measurement data, and
file formats change over time or are replaced by other tools or systems. It is crucial to
handle these changes to enable comparing old data with current one – in future as well.
To give two examples: First, already today raw data of 20–30 years old 3D scanners
cannot be read out anymore, because the related software was not being updated and is
not compatible on modern computers anymore. [Sch18] However it became unusable in
the meantime, the raw data is actually archived for the future. Second, in recent years the
software to record site plans of excavations was mainly switched from CAD (Computer-
Aided Design) to GIS (Geographic Information System) systems in many cases [Bib18].
Caused by the big amount of different, individual solutions which all have to be migrated
to the new software standard, several different independent methods are developing.
However, data has to be made long-term readable for the archiving. This could be
reached by updating the software to further on keeping the data compatible. Especially
in the case of commercial products there is a significant risk that the maintenance and
development of the applications is stopped. Alternatively, the data format has to be
converted to a new, different, more modern format with as less data loss as possible.
However, the more different software and data solutions are developed, the more difficult
and more complicated are the compatibility issues of the data – it is rather probable that
single formats cannot be longer considered. [Gö18a] [GB18]
The question rises if it is really useful to invest valuable resources like time and money
in different computer programs and database solutions for different areas of application
with different standards at different locations. More reasonable would be investing in a
common, modular framework – considering that all archaeological and bioarchaeological
disciplines, despite the differences, deal with the same problems.
The XBOOK framework is an example how such a framework could be realizable. All
scientists would benefit of the common development of the framework and its features.
For the data input, the framework can provide pre-defined, reusable input fields that
could even use the same thesauri (cf. Chapter 2). Discussions with domain experts on
conferences and workshops showed that a synchronization method, as it is implemented
in XBOOK (cf. Chapter 3.1), is required in many database solutions – the reasons are
exactly the same than they are in OSSOBOOK: As a possibility for a data exchange,
the provision of collaborating methods with colleagues, and the necessity of an offline
mode to be able to gather data directly on the excavation site. However, any kind of
synchronization method is only rarely implemented in the existing software solutions. It
is reasonable not having to develop a synchronization method again and again, but once
for a framework that – if such is necessary – can be used for any application based on
this framework. Provided analysis methods, like the ones described in Chapter 4, could
also be shared with other scientists. In the end, all features that were implemented so
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far and that will be implemented in future can contribute towards a powerful tool.
Even the long-term archiving benefits from a common framework: In one place it can
be ensured that the stored data is readable in the long-term. Either the readable meth-
ods could be implemented directly in the provided framework (that ensures a totally
independent solution compared to commercial solutions) or data could be uniformly
converted by methods defined and implemented in the framework – possible is the con-
version of the data into a more modern format or new formal standards and maybe
additionally also the conversion vice versa.
Such a framework, mind you, does not mean that it would solve the problem with
heterogeneous data. It is in the nature of things and will further exist anyway. Even if
the different excavation methods would be standardized and the differences in gathering
data and the used data formats would decrease by such a framework, it is realistic to state
that the differences will never disappear. Data will continue to be stored heterogeneous
and distributed – caused by regional needs (countries, states, cities, etc.) or technical
reasons.
That is the reason why data acquisition methods remain very important. Architectures
like the Reverse-Mediated Information System (cf. Chapter 3.2) and REMIS CLOUD (cf.
Chapter 6) have proved that related data sets can be brought together, independent on
a certain file format or a specific location of the data source.
Certainly, such a modular framework to this extent is a complex project. However,
if the available time and money do not go to hundreds of individual software solutions,
but are invested together in such a solution of this vein, it is finally the archaeo-related
domain that benefits of this approach: Independence of commercial products and long-
time archiving, comparability, and analyzability of the data.
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Tübigen, Germany, March 19–23, 2018, 2018. Summary available from:
http://www.landesarchaeologen.de/fileadmin/Dokumente/Dokumente_
Kommissionen/Dokumente_Archaeologie-Informationssysteme/
Dokumente_DGD-WS/DGD-Workshop_Summary.pdf.
[Gen07] Generaldirektion Kulturelles Erbe (GDKA) Rheinland-Pfalz. Ausgrabungs-
und Dokumentationsrichtlinien. Landesarchäologie Außenstelle Speyer,
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Meijden, Michaela Harbeck, and Andrea Grigat. AnthroDepot (Dev ver-
sion). Software, Munich, Germany, 2018.
[KLK+18d] Daniel Kaltenthaler, Johannes-Y. Lohrer, Peer Kröger, Christiaan van der
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Peer Kröger, and Christiaan van der Meijden. Retrieval of Heterogeneous
Data from Dynamic and Anonymous Sources. In 8th IEEE International Con-
ference Confluence 2018 on Cloud Computing, Data Science and Engineering,
Noida, Uttar Pradesh, India, pages 592–597, 2018.
[Loh11] Johannes-Y. Lohrer. Design and Implementation of a Dynamic Database
for Archaeozoological Applications. Project thesis, Ludwig-Maximilians-
Universität München, Munich, Germany, 2011.
[Loh12] Johannes-Y. Lohrer. Density Based Cluster Analysis of the Archaeological
Database OssoBook in Condideration of Aspects of Data Quality. Diploma
thesis, Ludwig-Maximilians-Universität München, Munich, Germany, 2012.
[LRB+17] Jens Lehmann, Bernd Rasink, Utz Böhner, Henning Haßmann, and
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main Experts Understanding Their Data: A Visual Framework for Assem-
bling High-Level Analysis Processes. In 11th International Conference on
Interfaces and Human Computer Interaction 2017, Lisbon, Portugal, 2017,
pages 217–221, 2017.
[KLP+17] Daniel Kaltenthaler, Johannes-Y. Lohrer, Ptolemaios Paxinos, Daniel
Hämmerle, Henriette Obermaier, and Peer Kröger. TaRDIS, a Visual Ana-
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ReMIS Cloud: A Distributed Information Management System for Interdis-
ciplinary Knowledge Linkage. In 8th International Conference on Internet
Technologies & Society 2017, Sydney, NSW, Australia, 2017, pages 107–114,
2017.
[KL18] Daniel Kaltenthaler and Johannes-Y. Lohrer. The Historic Development of
the Zooarchaeological Database OssoBook and the xBook Framework for
Scientific Databases. ArXiv e-prints: 1801.08052, January 2018.
[KLRK18] Daniel Kaltenthaler, Johannes-Y. Lohrer, Florian Richter, and Peer Kröger.
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