Avatars can be employed as a motivational tool, for example, allowing non-verbal communication that can be close to human communication. We describe two lab studies where we presented participants with avatars that communicated verbally via text and visually via expressions. In the first study, participants rated five different categories of captions and corresponding avatars. Results showed that the most persuasive, consistent and trustworthy verbal feedback was given in a humanized form. The second study was an exhaustive forced choice experiment where participants chose the happiest avatar from a pair displayed. Results showed participants found visual avatars more expressive and easier to understand than their verbal counterparts, and that users respond differently when presented with negative or positive emotions. This paper contributes to a better understanding of how to design feedback for expressive avatars.
INTRODUCTION
People frequently behave in ways that harm or damage themselves, others or their environment; they smoke, make poor dietary and exercise choices and waste natural resources through excessive or inefficient consumption. Frequently they are aware of the negative impact of their actions (West, 2005) . A substantial psychological literature addresses this space by seeking to understand, encourage and motivate behavior change, typically toward objectively positive outcomes such as smoking cessation (Curry et al., 1991) , increased exercise levels (Consolvo et al., 2008) and reduced energy consumption (Abrahamse et al., 2005) . The potential impact of such research is substantial. Behavior change research has shown considerable potential in supporting people to consume less (Abrahamse et al., 2005) , and authors have argued that psychological understandings are key to understanding why individuals engage in unsustainable consumption behaviors and in designing interventions to encourage more globally viable choices (Koger and Scott, 2007) . Fogg (2003) argues that computers can effectively persuade users in tasks as diverse as purchasing decisions (Dormann, 2000) , diet management (Lee et al., 2011) and energy consumption (Kimura and Nakajima, 2010) . Techniques that computers enable include dynamic delivery of just-in-time notifications, highlighting of contextually relevant cues and display of rich, interactive, engaging visualizations such as avatars (Fogg, 2003) . This paper focuses on design issues for one these tools: expressive graphical avatars. Technologically, such personalized visualizations are an ideal platform for motivation. They are everyday feature of today's digital media platforms, such as games (and game consoles) (Xbox LIVE 2 Michelle Scott et al. Avatars) and social networking services such as Second Life or Cyworld. Via modular third-party services such as Buddy Poke (www.buddypoke.com), avatars can be easily integrated into common tools such as websites. Creating a humanized website, including emotive text, pictures of people and virtual agents, has been shown to increase trust in e-commerce (Head et al., 2003) . Avatars are also frequently reported to be both expressive and engaging and have the potential to attract sustained long-term interest (Fabri et al., 2002) . Reflecting these advantages, authors have included avatars (or virtual pets (Dillahunt et al., 2008; Lin et al., 2006) , a highly related concept) in behavior change scenarios in a range of domains including health (Lin et al., 2006) , energy consumption (Mahmud et al., 2007; Dillahunt et al., 2008) and education (Baker et al., 2009) . However, such systems are typically designed ad hoc and rely on simple metaphors, such as the growth of a garden of flowers (Consolvo et al., 2008) or the abundance of natural animals in a scene (Lin et al., 2006) . This paper argues that avatars can be more effective motivators by adopting more powerful and evocative communication channels.
Despite the prevalence of avatar systems, there is relatively little literature relating to how they can be systematically designed in order to be motivating. In a recent review paper, Baylor (2011) provides an explanation for this by highlighting the complexity of designing avatars. She specifically identifies appropriately conveying emotional expressions to enhance motivation as a challenging design problem. Practical work on this topic has confirmed these notions. For example, in an educational scenario, Baylor and Kim (2009) found that avatar facial expressions effectively motivated learners, while deictic gestures negatively impacted students' attitudes. The authors suggest that difficulties in interpreting the gestures reduced the effectiveness of the communication. Similarly, Theng and Aung (2011) presented avatars with happy and sad facial expressions to children depending on their performance in a quiz. Although the emotional communication was reported to increase understanding, the authors found lower levels of motivation when the children were shown the sad faces.
This finding directly relates to the body of literature indicating that excessive negative feedback discourages behavior change (Deci, 1972) . This literature states that behavior change must fundamentally be driven by motivation or desires, and makes a number of distinctions about the form that motivations can take. Perhaps most importantly it defines intrinsic motivation as a process of interest and enjoyment where the activity has inherent satisfaction for the person. In contrast, extrinsic motivations occur when the goal of the behavior is separable from the activity itself, either in the form of punishment avoidance or in the pursuit of a valued outcome. A person can transition from no motivation to extrinsic motivation to intrinsic motivation in a particular activity by internalizing and integrating the values and behavior regulations typical to that domain (Deci et al., 1994) . However, this process is not automatic, and rewards, such as money, food and prizes, have generally been found to undermine intrinsic motivation (Deci et al., 1999) . Intrinsic motivation has been shown to have more powerful effects on long-term behavior change compared with extrinsic motivation (Curry et al., 1991) . Therefore, in order to have long-term effects on sustainable behavior, intrinsic motivation must be encouraged. Research indicates that both rewards and rebukes represent key aspects of a behavior change intervention (Deci et al., 1999) , but that they need be treated differently-positive feedback generally encourages users, while overly negative responses can be demotivating (Deci, 1972) . This paper extends this work. Specifically, one notably omitted aspect is the impact of emotions expressed by virtual personifications via lexical content or facial and body language. This paper argues that such affective cues would be a beneficial component contributing to the persuasive power of personifications. This paper explicitly contrasts the presentation of such messages in an avatar via two modalities: verbal (textual messages) versus visual (expressions and body language). Prior to a full comparison of these modalities, a validation study is conducted to best match verbal captions with graphical emotions.
There are two main contributions in this paper. First, we validate a set of domain neutral images and textual content providing positive and negative feedback intended for use in avatars within behavior change scenarios. We believe this study to be novel within the domain of behavior change research and that the findings, in the form of validated visual and textual media, will be useful to future designers who wish to use avatars to present persuasive feedback. Secondly, we present the results of an experiment indicating where and when to deploy each of these message modalities in order to maximize the effectiveness of such a behavior change system. The aim of this work is to inform the design of avatars as a motivational tool by creating actionable guidelines that recommend how feedback should be deployed.
The remainder of this paper is structured as follows: a review of emotional communication in avatars, a description of two studies exploring textual and visual depictions of positive and negative feedback in the context of graphical avatars and a discussion of the results of this work.
EMOTIONAL COMMUNICATION
How avatars can best express their feelings and the impact this has on users has been the topic of extensive research. Many authors report the formation of strong bonds. Bailenson et al. (2001) , for example, suggest that users respond to virtual avatars as if they were human, even if they are highly stylized and unrealistic. Boberg et al. (2008) report that some users go as far as seeking personal interaction and physical contact, such as hugs and touches, with virtual avatars, while Benyon and Mival (2008) argue that users can come to form attachments to avatars that are sufficiently strong that damage to their virtual Show Me or Tell Me 3 representations is perceived as damage to themselves. Other work has revealed the persona effect (Lester et al., 1997) , where a lifelike character can have a strong positive effect on learning. The authors compared different levels of expressiveness of an animated pedagogical agent, including animated advice, verbal advice and no advice regarding a task students had to complete. Interacting with the agents had a positive effect on the students' test scores; however, the mute agent and the taskspecific verbal agent were not as effective as the more expressive agents. The authors argue that the presence of an animated agent has a positive effect on students' perception of the learning experience and that this effect could increase their motivation to learn. The persona effect has been empirically studied (Mulken et al., 1998) and the authors found that the presence of a persona has a positive effect on participants' impression of a presentation. Participants perceived the presentations as more entertaining and less difficult, although there were no differences in comprehension and recall of the presentation compared with an absent persona. Taken together, these findings highlight the powerful effects of emotional communication shown via virtual personifications.
However, coherently explaining the quality and nature of these attachments is a current research challenge; conflicting accounts exist. Nass et al. (1994) conducted a series of experiments to determine whether interactions with computers are social. They found that participants had social reactions to computers and that these reactions were not dependent on the belief that the computer was human or human-like. Participants, despite being experienced computer users, reacted with politeness and responded socially to the computer itself. The authors argue that these social responses are automatic and unconscious and call this the "Computers as Social Actors" paradigm. This work has been extended to the Ethopoeia explanation (Nass and Moon, 2000) that suggests that interactions between humans and emotional virtual agents will unfold similarly due to humans unconsciously applying social rules to computers. Studies supporting this framework have provided evidence that people respond politely to computer agents, ethnically identify with them and apply gender stereotypes to them. In contrast, the Threshold Model of Social Influence (Blascovich, 2002) argues that social responses to virtual agents will take place only if the presentation of the agent is sufficiently realistic so that it cannot be distinguished from a human. However, the author states that some categories of behavior are more important than others, particularly that emotional expressions are more important than large limb movements. In recent work comparing these approaches, von der Pütten et al. (2010) examined social interaction with a virtual character that was said to be either computer or human controlled, and which had either low or high behavioral realism. The results indicated no differences in participant's behaviors, a finding that strongly supports the Ethopoeia model and its assertion that humans readily form emotional bonds to artificial characters.
Research has also focused on how to design emotionally expressive and understandable avatars. Numerous display channels are available including facial expressions, body language or animations and verbal or lexical messages; all can be effective, but the design of appropriate emotional cues remains a challenge. For example, Baylor (2011) states verbal communication should be as human as possible and that visual gestures need to be carefully designed. Krämer et al. (2007) demonstrate this point in their exploration of the impact of a range of non-verbal cues including self-touching (scratching), which led to positive impressions, due to the agent being rated as more natural and warm-hearted and eyebrow raising, which led to negative opinions and feelings. This situation becomes more complicated when cues are presented spanning multiple modalities-evidence indicates that incongruent or poorly matched pairings of cues reduce comprehension. Hong et al. (2002) illustrated this point in a study combining happy, neutral and sad voices with happy, neutral and sad faces. Their results indicated that it was more difficult for users to accurately identify emotions with incongruent cues. Similarly, Creed and Beale (2008) showed that mismatches between the emotions presented vocally and via facial expressions led to inconsistencies as study participants attempted to resolve the conflicting cues into a single coherent percept. This work shows that consistency in the delivery of multi-channel messages via avatars is key to understanding them. De Gelder and Vroomen (2000) present findings that further emphasize these difficulties, suggesting that incoherent expressions take longer to interpret and lead to more neutral ratings of overall emotion (e.g. a happy voice and a sad face will be rated as somewhere between these two emotions). Together this literature stresses the importance of consistent emotional cues to facilitate ease and speed of comprehension.
A smaller body of work has looked at purely graphical presentations in the same way. These typically combine printed text with pictorial avatar expressions. For instance, Carroll and Russell (1996) used a story to provide context to depicted facial expressions. Study participants were read a story, shown a photo of a face and then asked to choose an emotion for the face in a forced choice paradigm. The results indicated that contextual cues, in the form of the lexical narrative, exerted a strong influence on the perceived emotion. They conclude that facial expressions cannot be considered in isolation. More recently, Noël et al. (2009) described a study comparing emotions depicted in avatar facial expressions and short captions presented in speech bubbles. Five emotions were considered (anger, happiness, neutral, sadness and surprise) and congruent and incongruent presentations evaluated. Participants were able to identify emotions accurately independently of congruence, but facial expressions exerted a stronger influence on interpretation of the text.
Depicting a neutral emotion can cause difficulties in interpretation. For example, Noël et al. (2009) reported challenges in validating the cues they studied. The neutral avatar 4 Michelle Scott et al.
face was frequently reported to depict a sad expression and the sad text had a low overall recognition rate (30.8%). Creed and Beale (2008) also showed that animated faces showing a neutral face were less engaging, warm and concerned than those showing a happy or warm face. Casanueva and Blake (2001) compared static avatars to expressive, gesturing avatars within a collaborative virtual environment and found the expressive avatars were rated as having higher co-presence. Co-presence is defined as the feeling that other participants within the virtual environment are actually present and feel like real people. Finally, Dyck et al. (2008) compared pictures of human faces with avatar faces on ratings of happiness, sadness, anger, fear, disgust and neutral. They found that neutral expressions were more easily recognized on a human face than on an avatar. They also found that for the avatar faces, sadness was confused with the neutral face, supporting similar findings by Noël et al. (2009) .
In summary, the goal of this paper is to investigate how expressive avatars can be used as a motivational tool. It is motivated by the idea that virtual personifications are effective motivational tools (Fogg, 2003) and seeks to flesh out aspects of idea. Specifically, it suggests that previous work has focused on contextually descriptive visualizations such as the health of an environment (Consolvo et al., 2008) or the abundance of natural resources (Dillahunt et al., 2008) rather than leveraging emotionally expressive avatars as a persuasive tool. This focus reflects the complexity of displaying emotions in avatars, particularly if multiple modalities, such as textual messages and facial and bodily expressions are used (e.g. Baylor, 2011) . Ultimately, this paper argues that expressive avatars utilizing multiple modes of communication have the potential to be a powerful, compelling motivational tool. The empirical work contributes to the design of motivational avatars by showing how they can combine expressions and textual context in order to be both easily understandable and effective persuaders. This work is described in the subsequent sections.
STIMULI VALIDATION STUDY
This study was conducted to select and validate emotionally expressive stimuli, in the form of textual captions and pictures of avatars, for future use. This experiment replicates some parts of previous work (Noël et al., 2009) . Their participants saw human and avatar faces (happy, sad, neutral, angry or surprised) accompanied by congruent or incongruent text. They were interested in incongruencies between text and expressions and their participants rated the faces (displayed below the text) on trustworthiness, sincerity, appropriateness, intensity and convincingness. In the current study, the emotional range used had five levels spanning very sad to very happy, including a neutral middle. These are three of the seven main emotions used in previous relevant work, the others being surprise, anger, fear and disgust (Fabri et al., 2002) . This dimension was selected because we were interested in a clear positive and negative range of emotion. The study presented participants with graphical avatars and captions and asked them to rate the individual cues in terms of their persuasiveness, happiness and trustworthiness and the pair of cues in terms of their consistency.
One set of graphical avatars was used, all of which are shown in Fig. 1 . The graphical avatars were generated from existing templates on the BuddyPoke service (www.buddypoke.com). The five expressions used were selected according to categories on the BuddyPoke system and validated via subjective assessment by an experimenter. The particular avatar character, a manga-like cartoon human, was selected as it is gender-neutral in terms of both its facial appearance and its clothing. The choice of a gender-neutral avatar was to ensure we also used the same cue set while also minimizing the influence of participant gender on the experimental results. Items in five different categories of caption (goal-related, social, performance, humanized and comparison) were presented. These categories of caption were chosen to reflect some commonly used behavior change interventions, e.g. goal setting and feedback (Locke and Very sad Very happy You're doing somewhat worse than others.
You are doing similar to others.
You're starting to do better than others.
You've done much better than others! FIGURE 2. Screenshot of validation study.
Latham, 2002), social pressure and comparison with others (Lin et al., 2006) and also an attempt to utilize the tendency to treat virtual avatars as human (Bailenson et al., 2001) These are presented in Table 1 . A screenshot of the final experimental interface is presented in Fig. 2 .
In each trial in the study, a graphical avatar expression was shown with one of the emotionally corresponding captionsthe graphical and textual equivalent cues always showed equivalent emotions. The full complement of avatar and caption combinations were generated and presented in a random order. Each pair appeared twice in order to increase the reliability of the responses. This led to a total of 50 trials. The experiment took approximately 40 min to complete.
Participants
Twenty participants completed the study. Participants were recruited through an online advertisement via the university email list. The ages of the participants ranged from 21 to 33 with a mean age of 25.8. Six of the participants were female and 14 were male. Fourteen of the participants were educated to undergraduate level or higher, one had some college and five had completed high school.All of the participants were students. The majority of participants were Portuguese, 12 in total, while six were from the USA and the final two were from India and Kenya. All reported their English levels to be good or higher. Participants were compensated for completing the study with a 10 Euro voucher for a popular local retailer.
Procedure
The experiment was conducted at a computer terminal in a lab. The opening screen showed one of the avatars with a speech bubble and welcome message and detailed experimental instructions were available to view. Because of the selfexplanatory nature of the experiment, viewing of the instructions was not enforced. This page also captured basic demographics: language, age, employment, nationality, education level and gender. After entering data, participants clicked a button to move to the experiment itself. Each trial consisted of an avatar and caption being displayed on the screen. Participants were asked to make five ratings on 9-item Likert scales (see Fig. 2 ). These were labeled as avatar happiness and caption happiness (both scales ranging from very unhappy to very happy), the consistency of the avatar with the caption (from very inconsistent to very consistent), the persuasiveness of the avatar and caption (from not persuasive to very persuasive) and how trustworthy the avatar and caption appeared (from not trustworthy to very trustworthy).
After completing these ratings, participants were asked to answer some open-ended questions on paper. These included general thoughts, how expressive or irritating they felt the combination of text and avatars was and how expressive or irritating they were separately.
This study was intended to be exploratory and conducted to select the most persuasive, consistent and trustworthy captions to use in future work. As such, we had no formal hypotheses as to which category of caption would be found to be the most persuasive, consistent and trustworthy. Table 2 shows the raw data and output of a set of within-subjects ANOVA tests run with the emotion levels of the expressions as the factors. The mean ratings of happiness in the table show clearly that participants rated the happiest expression as the happiest, the saddest as the saddest and so on. A within-subjects ANOVA confirmed a significant main effect of emotion level of the expression on ratings of happiness and pairwise post hoc comparisons [least significant difference (LSD)] showed the neutral emotion level to be significantly different than the other levels of emotion on ratings of happiness (P < 0.01). There was also a significant main effect of emotion level on ratings of persuasion and trustworthiness. In fact, significantly higher ratings of trust and persuasion were recorded for the very happy emotion (P < 0.01) compared with the other emotions shown by the avatar. Once again, post hoc comparisons showed the neutral emotion level to be significantly different from the other levels of emotion on ratings of persuasiveness and trustworthiness. As can be seen in the table, the neutral expressions were rated as the least persuasive and trustworthy. Table 3 shows the raw data and output of a set of withinsubjects ANOVA tests run with the emotion levels of the captions as the factors. It also shows the ratings for the degree of consistency reported between visual and verbal cues. Ratings of happiness showed a significant main effect: higher ratings were assigned to happier emotions, indicating the captions successfully communicated their intended messages. This trend was borne out by significance in the post hoc (LSD) tests between every happiness level (P < 0.01). There were significant main effects of caption category on ratings of consistency, trustworthiness and persuasiveness. Ratings of the trustworthiness and persuasiveness of the individual verbal cues and consistency of the pair revealed significant trends. In all cases, these took the form of lower ratings for the neutral emotion, suggesting that, however they are instantiated, neutral statements lack trustworthiness and persuasiveness and, ultimately, are challenging to interpret; this finding was significant in post hoc tests (P < 0.01).
RESULTS

Ratings
A similar set of within-subjects ANOVAs were run with category of caption as the factor. The means and output are shown in Table 4 . There were significant main effects of category on ratings of persuasiveness, consistency and trustworthiness. As can be seen in Table 4 , the humanized category was rated as the most persuasive, consistent and trustworthy. Pairwise comparisons (LSD) indicated that the humanized captions were rated significantly higher than all the other categories, apart from performance, on ratings of persuasiveness and consistency (P < 0.05). Due to the number of comparisons run on this data, the authors advise caution in interpreting these results significant at the 5% level. Pairwise comparisons also showed that the humanized category was significantly different from the comparison category only on ratings of trustworthiness (P < 0.01).
Qualitative measures
All 20 participants answered open-ended questions regarding the avatars and captions. The first main theme to emerge was that almost half of the participants wanted a greater range of expressions for the avatars. One stated: 'the avatars were very limited in terms of expressions, there should have been more of them.' The second theme that emerged was that the extreme emotions were easier to interpret. Users suggested that the avatars were better at expressing emotions at each end of the spectrum rather than neutral emotions: 'avatars seemed very expressive and would be appropriate for extremes but not for "you're doing better than others"'. Another user stated: 'the one that's kind of in the middle . . . she doesn't look happy or sad, just kind of in the middle looks slightly emotionless . . . it only really suited the ones where it said "you are exactly the same as others"'. This matches the quantitative finding that the neutral avatars were the lowest rated on persuasiveness, trustworthiness and consistency. A third theme was that the combination of captions and expressions was more meaningful than either of them separately. For instance, one remarked, 'the text helps put a context to feelings.' The final theme to emerge was that the potential for nuance and increased expressive weight was another reported benefit of the combined of message modalities. Once participant stated, 'the avatar probably softens the blow of negative messages, and does the reverse for positive.' Participants did not report the avatars and captions to be irritating or annoying.
DISCUSSION
The character and caption analyses showed that participants clearly rated the emotion levels of the captions and characters according to the five pre-defined emotions. This confirms the captions and characters effectively expressed an affective spectrum ranging from very sad to very happy. The mean happiness ratings for both character and caption at each emotion level were also numerically very similar reinforcing the consistency expressed between the captions and expressions. In the qualitative interviews, people commented that the combination of caption and visual expression was more meaningful and more contextually appropriate than having them displayed separately. Consistency of the cue pairs was also 8 Michelle Scott et al. explicitly measured. Of the five emotions studied, the neutral expression and caption were seen as the least consistent pair. This suggests that the neutral emotion is the least easy to understand-participants found it hard to relate the two neutral emotional expressions to one another.
Participants also found it hard to understand the neutral expressions by themselves-they were rated as significantly less trustworthy and persuasive than the other emotions for both the avatars and the text. In contrast, the more extreme emotions, particularly at the positive end of the scale, were rated as significantly more persuasive and trustworthy. The qualitative interviews also support this point, with participants stating that the stronger emotions were easier to understand. Perhaps unsurprisingly, this suggests that such low-intensity expressions of emotion are unlikely to be effective or convincing motivators.
Examining the data describing the five different caption categories, it is clear that all were effective: scores are close and consistent across all four of the attribute scales. However, of the four categories, the humanized category had optimal scores for persuasiveness, trustworthiness and consistency, suggesting that participants identified most strongly with an avatar that appeared to be addressing them personally and directly. In summary, this study suggests adopting a personal point of view in textual feedback accompanying graphical avatars will be easiest to understand and most effective. As suggested by previous work, a humanized design helps to engender trust (Head et al., 2003) .
EXPERIMENTAL DESIGN-COMPARISON STUDY
Overview
The goal of this study was to explore the impact of presenting positive and negative information to users via different communication channels, specifically emotional content expressed through graphical avatars and textual captions associated with them. The ultimate aim was to contrast how users perceive information in these two modalities in order to inform the design of avatars as a motivational tool. The study was based on the humanized category of captions, previously identified as the most persuasive and trustworthy as well as consistent with the graphical depictions of the avatars. The study involved presenting pairs of avatars featuring either an emotional graphical expression or a neutral graphical expression plus emotional humanized caption. Participants were asked to choose which avatar they felt was happier. The full spectrum of five emotions (very happy to very sad) was presented in both modalities and the study followed an exhaustive forced choice design. Barring identical pairs, each possible combination of avatars was shown in a random order to each participant twice. In these pairs, the screen location of the avatar images was switched such that no images appeared consistently on the left or the right. The final screen layout can be seen in Fig. 3 . This design led to a total of 90 comparisons in each study. Prior to commencing the study, a practice set of 10 comparisons was displayed. These trials were generated randomly from the available set of combinations and there was no noticeable break between the practice and experimental trials. The experiment took no longer than 10 min to complete.
Participants
Forty-six participants completed the study. The ages of the participants ranged from 19 to 45, with a mean age of 28.9. Twenty-eight of the participants were male and 18 were female. The majority of participants were educated to undergraduate level or higher, 35 in total, 7 had some college education and 5 had completed high school. Twenty-eight participants were employed, 17 were students and 1 was unemployed. The majority of participants came from the UK, 19 in total, the rest were from 14 different countries. All reported their English levels to be good or higher. Participants were not compensated.
Procedure
The experiment was conducted online. All materials were in English. The opening screen showed one of the avatars with a speech bubble and welcome message and detailed experimental instructions were available (optionally) to view. A brief questionnaire captured demographics and verified that each participant completed the study once only.
Each trial in the study started with a blank screen showing a fixation spot. Participants were required to press the spacebar to move on. They were then presented with two avatars, one on the left and one on the right of the screen, and the question: 'Which one is happier?'A screenshot of the study can be seen in Fig. 3 . The 'F' key was used to answer this question with the leftmost avatar and the 'J' key to select the rightmost avatar. The trial then ended and the fixation spot for the next trial appeared.
RESULTS AND DISCUSSION
Overall happiness
Rather than analyze binary data, analyses were conducted on the percentage of times each stimulus was selected as the happiest of the presented pair. These data are shown in Fig. 4 . A two-way within-subjects ANOVA on the variables of emotion (very happy to very sad) and type (verbal and visual) revealed a significant main effect of emotion on happiness ratings (F (4, 42) = 1705.40, P < 0.01), but not of type (F (1, 45) = 3.36, P = 0.73). There was a significant interaction effect (F (4, 1) = 138.43, P < 0.01), also shown in Fig. 4 . This can be interpreted as indicating that the visual avatars expressed the most extreme emotions-the number of ratings of both happiness and sadness in the visual case exceeded those in the verbal case.
Emotion level comparison
To compare the effectiveness of verbal and visual avatars at each specific emotion level, the percentage of times each stimulus was selected as happier than another expressing the same emotion level was calculated. These data are illustrated in Fig. 5 . Separate within-subjects t-tests were then run to compare between avatars of the same emotional level in the verbal and visual conditions. These revealed significant differences at P < 0.01 for every emotion bar the neutral emotion. To ensure an acceptable family-wise error rate in this set of five t-tests, the critical value for significance was set at P < 0.01.
As can be seen in Fig. 5 , there is a clear crossover in these data. The visual happy avatars were more frequently selected as happy when compared with the verbal happy avatars and conversely, the verbal sad avatars were more regularly rated as happier than the visual sad avatars. This suggests that avatars based on visual expressions are both more vivid and easier to interpret than those that use verbal expressions. This reinforces the point that participants viewed the visual avatars as more emotional-they expressed greater extremes of both happiness and sadness. It is also worth noting that, although this effect is lower in the happy end of the spectrum, it remains powerful when depicting sad emotions. This highlights the strength of the visual depictions of sadness and suggests that the unhappy avatars were highly effective at conveying their messages. 
OVERALL DISCUSSION
These two studies explored how avatars should best present positive and negative feedback. The first study validated different categories of captions to accompany graphical avatars and was used to select the category of caption that was found to be most persuasive, trustworthy and consistent. The second study presented the graphical avatars and chosen category of caption in a forced choice paradigm to determine which channel of communication was perceived as happiest, visual or verbal. The two studies had conflicting objectives: the first tried to find consistency between the visual and verbal modes, whereas, in the second study, we attempted to tease apart the effects of these different channels.
The first study showed that humanized captions were the most persuasive, trustworthy and consistent. There were not large differences in the categories for the study, however, suggesting that the other categories may also be useful as persuasive feedback. In the second study, visual feedback was found to be more powerful than verbal feedback, the visual happy avatars were seen as happier and the visual sad avatars were seen as sadder than the verbal avatars. Study 1 also showed a similar pattern: the mean very happy and happy ratings of the characters were higher than the mean very happy and happy ratings of the captions. Study 1 also showed higher ratings of trust and persuasion for the very happy visual avatar compared with the very sad. In the qualitative data from Study 1, one participant stated, 'the avatar probably softens the blow of negative messages, and does the reverse for positive.' In general, the cartoon-style avatars also appear to be effective communicators of emotion, supporting the Ethopoeia theory (Nass and Moon, 2000) that suggests that humans respond to computers socially without the need for fully realistic, humanlike presentations.
Participants in both studies gave very similar happiness ratings for the different levels of emotion in the visual avatars; they elicited highly consistent subjective assessments across the two studies. They also showed a higher recognition rate than 10 Michelle Scott et al. that reported in a comparable work (e.g. Noël et al., 2009 ). This could be attributable to the choice of avatar. Noël et al. used a computer-generated face, which may have presented more subtle or ambiguous cues to people compared with the cartoon style deployed in the current work. Regardless, the neutral emotion was challenging to interpret in both studies, supporting previous work (Noël et al., 2009; Creed and Beale, 2008; Dyck, 2008) . It was least trustworthy and persuasive for both the captions and the character in Study 1 and there were no differences in Study 2 between verbal and visual for the neutral emotion. This suggests that, in an avatar feedback system, there may be no need to present neutral feedback. It may be clearer and less confusing for users to see only positive or negative feedback. However, it also may be true that abrupt changes from positive and negative presentations may be undesirable, potentially confusing or annoying users. We identify managing the transition from positive to negative feedback, ideally by avoiding ambiguous neutral content, as an area that deserves further study.
Previous work on using avatars representing people as a means of feedback (e.g. Benyon and Mival, 2008) omitted the impact of emotional expressions from these characters. The two studies in this paper attempted to address this gap and understand how to best use avatars to present positive and negative feedback as a motivational tool. This was achieved by, first, validating the visual avatars and the types of verbal feedback and, secondly, by showing when it is best to use visual or verbal and positive or negative feedback. The results suggest design implications by which avatars should express affect to users; positive feedback should be delivered via visual expressions for maximum impact. Negative feedback should be delivered via verbal feedback instead of visual expressions; this less evocative format may effectively convey meaning while avoiding highly suggestive, and potentially demotivating, content. We also suggest that in order to utilize avatars as a channel for motivational feedback, it is important to carefully select the captions and expressions that will be shown. Understanding the message the avatar is trying to convey is of paramount importance when designing feedback. Consistency between expression and message is also required in order for the user to easily interpret the feedback. This paper showed readily identifiable emotions and strong consistency between the captions and the expressions presented, which we argue allows the media presented to be used confidently in future motivational and persuasive avatar systems.
Limitations
One of the limitations of this work is the measures regarding persuasion and trustworthiness from the stimuli validation study. These questions were asked with a lack of context within the evaluation; therefore, participants may have had difficulty providing meaningful responses. Future work could address this by ensuring there is some contextual background or scenario presented to participants when asking them to measure persuasion and trust in avatars. Another limitation is the inconsistency of the neutral expression with the different levels of messages in the comparison study (Noël et al., 2009) . This was an attempt to separate the expressions from the verbal messages, however, consistency is key to message understanding and this may have contributed to the higher happiness ratings for the consistent visual feedback. Future work could address this by comparing the text with more consistent expressions.
One other limitation of the work in this paper is the lab-based and short-term nature of the experimental studies. Fieldwork conducted over the long-term would add to the value of the experimental findings. An application could be developed for use in long-term behavior change scenarios that introduced gamification techniques via playful, expressive characters with the objective of capturing and maintaining users' long-term attention and engagement. Future work in this area should involve deploying and evaluating such a system in a long-term field study. This study could focus on changes in attitudes, behaviors and whether avatars can be utilized to increase motivation.
CONCLUSION
In sum, this paper contributes to the body of knowledge about how to design and use avatars as a means for providing feedback. It argues this type of presentation has the potential to engage users long-term, a key pressing issue for practical applications. Long-term engagement with users will be an important component of successful behavior change interventions. This paper has described two studies that validate a series of emotional avatar media and then contrast how it is interpreted from the perspective of motivation. Future work will focus on deploying a working system in an eco-feedback scenario and within people's homes in order to test the persuasiveness and trustworthiness of the feedback, as well as long-term engagement and behavior change. Such a persuasive system that encourages long-term engagement could have real effects on raising awareness and reducing negative behaviors.
