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a b s t r a c t
The group Γ of p-adic automorphisms of the p-adic rooted tree
can naively be identified with the p-group FNp , using pointwise
addition + in the portraits of the automorphisms. We prove that
the operation+ is also internal for the Gupta–Sidki group, as well
as for some other discrete subgroups of Γ . In order to get this, we
introduce the notion of equation, or pattern, for subgroups of Γ ,
and we describe all equations for these groups.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Groups acting on rooted trees have received ever increasing interest since pretty examples of
Burnside groups were exhibited by Grigorchuk [7] and Gupta and Sidki [10], and especially after
Grigorchuk proved one of his examples has intermediate growth [8]. We focus our attention on
GGS-groups (Grigorchuk–Gupta–Sidki groups, the terminology comes from [5]), which are natural
generalizations of some of the mentioned examples of Grigorchuk and Gupta–Sidki.
We consider the p-adic rooted tree X∗ for an odd prime p, and Aut X∗, the group of automorphisms
of X∗, which is a profinite group. Every automorphism of X∗ can be described by its action on the
vertices of the tree, i.e. its portrait.More precisely, every automorphism is determinedby the collection
of permutations of Sp, one for each vertex, describing how the automorphismpermutes the immediate
p descendants of that vertex. And the other way around, every labelling of the tree with permutations
of Sp gives an automorphism of X∗. Let us consider the set Γ of automorphisms that only have powers
of a fixed p-cycle σ ∈ Sp in their portraits. Then Γ is a Sylow pro-p subgroup of Aut X∗ and is in
one-to-one correspondence with FX
∗
p , the set of infinite sequences indexed by the vertices of X
∗.
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Roughly speaking, this correspondence allows us to describe every closed set, in particular closed
subgroup G ofΓ as the set of zeros of an ideal of polynomials. The polynomials are taken over the field
Fp and the indeterminates are indexed by the vertices of the tree. We will say that these polynomials
that vanish in G are equations for G or patterns [9]. If such a polynomial has degree 1 we will say that
it is a linear equation for G.
Section 2 introduces and looks more closely at all these concepts. In Section 3, we focus on
GGS-groups and we explicitly describe a generating set for all the equations of non-symmetric
GGS-groups. We say that G ⊆ Γ is the GGS-group with defining vector e = (e1, . . . , ep−1) ∈ Fp−1p
if it is generated by a, the rooted automorphism corresponding to σ , and the automorphism b that is
recursively defined as b = (ae1 , . . . , aep−1 , b) by its action on the pmain subtrees. If ei ≠ ep−i for some
1 ≤ i ≤ (p− 1)/2, we say that the GGS-group is non-symmetric.
The first of the two main results in this paper can be summarized as follows.
Theorem A. Let G be a non-symmetric GGS-group. Then there are p linear equations that generate all
equations for G.
We give the explicit expression of these p linear equations in Theorem 3.7, and the way in which
these linear equations ‘‘generate’’ all equations will be explained in Section 2.
It is interesting to know these equations explicitly for several reasons. First, we can describe the
closure G (in the profinite topology of Γ ) of such a group G as the set of zeros of these equations
and their translates, as it is shown in Theorem 3.7. Secondly, since these generating equations are
linear and satisfy some extra conditions, we get to prove the second of the two main results in this
paper, Theorem B. And finally, it also enriches the information contained in the Hausdorff dimension
of the closures of these groups. As usual in Γ , the Hausdorff dimension is computed with respect
to the metric induced by the filtration of the level stabilizers {StabΓ (n)}n∈N. Abercrombie [1] and
Barnea–Shalev [3] gave a formula to calculate the Hausdorff dimension of a closed subgroup of a
countably based profinite group. In our specific case, it says that the Hausdorff dimension of H ≤c Γ
can be computed as follows
dimΓ H = (p− 1) lim inf
n→∞
logp |H/StabH(n)|
pn − 1 .
In [6], Fernández-Alcober and the second author compute the Hausdorff dimension of the closures
of all GGS-groups, and we recover the same values for non-symmetric GGS-groups in Corollary 3.8,
another consequence of Theorem 3.7. Indeed, the Hausdorff dimension can be computed very easily
if we know a convenient generating set of equations, as we show in Theorem 2.21.
Finally, Section 4 is devoted to the proof of the most significant result in this paper, Theorem B,
namely that non-symmetric GGS-groups possess another group operation that is abelian. In particular,
we conclude that the Gupta–Sidki group has such a structure. The linearity and also the convenient
construction of the polynomials of the generating set in Theorem A is important for the proof of this
result.
Theorem B. Let G be a non-symmetric GGS-group. Pointwise addition in the portraits of elements gives G
the structure of an abelian group.
Wewould like to point out that the consequences of the coexistence of these two group operations
are yet to be explored. A reasonable direction to examine would be the relationship between the
present work and Lie algebras, as we now explain.
The description of the elements of Γ in terms of portraits is equivalent to a certain choice of a
set-map
π : Γ → A =
∞
i=0
StabΓ (i)/StabΓ (i+ 1),
where

denotes the unrestricted product. The group A is an elementary abelian p-group with the
operation inherited from Γ . This is exactly the sum of portraits. Now Theorem B can be rephrased as:
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Theorem B′. The image of G under π is a subgroup of A.
One can compare this construction with the Lie algebra constructed by Magnus [14]:
L(G) =
∞
i=1
γi(G)/γi+1(G),
where γi(G) is the ith term of the lower central series of G. The addition on L(G) is the operation
induced by the group structure of G, and commutation in G yields the Lie bracket. There is another
similar construction, based on the dimension series, also known as the Jennings [12], Lazard [13],
Zassenhaus [18], or Brauer series, which yields a restricted Lie algebra (see [11] for the definition of
restricted Lie algebras).
It would be interesting to investigate whether there is a nice map
∞
i=0
γi(G)/γi+1(G) −→
∞
i=0
StabΓ (i)/StabΓ (i+ 1)
whichwould enable to ‘‘read’’ the Lie algebra structure ofL(G)directly on the portraits of the elements
of G. Note that the Lie algebras associated to the Gupta–Sidki group have been explicitly described
in [4], and the terms of the lower central series also admit a nice description in terms of portraits (see
Theorem 4.2.4 in [15]).
In this paper we follow the approach developed in the first author’s Ph.D. Thesis to investigate
properties of discrete groups bymethods which have a profinite flavour. But we have taken great care
in order to write a self-contained article, and the present work could even be considered as a pleasant
introduction to the more systematic machinery developed in [15]. We refer the reader to [9,16,17]
and the appendix in [2] for previous works on the subject.
2. Preliminaries
2.1. Groups acting on trees
Throughout the paper pwill denote an odd prime number. Let X be the alphabet {1, 2, . . . , p}, X∗
the free monoid on X, Xn the set of words of length exactly n ∈ N, and X≤n the set of words of length
≤n. Then X∗ can be naturally identified with the p-adic rooted tree, with the root corresponding to
the empty word ∅. We say that Xn is the nth level of the tree, and X≤n is the truncated tree at level n.
The set of right-infinite sequences over X will be called the boundary of the tree and denoted by Xω .
If u ∈ X∗ ∪ Xω , a word v ∈ X∗ is a prefix of u if there is w ∈ X∗ ∪ Xω such that u = vw. Now, if
S ⊆ X∗ ∪ Xω , we define Prefix(S) as the set of all prefixes of all elements in S.
Infinite sequences of the form (mv)v∈X∗ withmv ∈ Fp constitute the set denoted by FX∗p .
An automorphism g of X∗ (respectively, of X≤n) is defined as a bijection of X∗ (of X≤n) that preserves
incidence. The group of automorphisms of X∗ is denoted by Aut X∗, and the one corresponding to X≤n
will be denoted by Aut Xn (this notation is the most widely used, rather than Aut X≤n). If G ≤ Aut X∗
and n ∈ N, the set of automorphisms of G that fix all the vertices in the nth level is called the nth
level stabilizer and denoted by StabG(n) (we will write simply Stab(n) if G = Aut X∗). It is easy to see
that StabG(n) E G and that Gn = G/StabG(n) naturally embeds into Aut Xn (we have Gn ∼= Aut Xn if
G = Aut X∗). So Gn will be seen as a subgroup of Aut Xn every time that is needed. We will write πn
for the canonical epimorphism Aut X∗ → Aut Xn.
The groups Aut X∗/Stab(n) together with the canonical projections, form an inverse system of
discrete finite groups whose inverse limit is Aut X∗. This construction gives Aut X∗ the structure of
a profinite group, hence a topological group, for which a base of neighbourhoods of the identity is
{Stab(n)}n∈N.
Consider g ∈ Aut X∗ and u ∈ X∗, and let us denote by g(u) ∈ X∗ the image of u under g . Then the
section of g at u is the automorphism gu ∈ Aut X∗ defined by
g(uv) = g(u)gu(v)
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for every v ∈ X∗. We have the following natural embedding
ψ : Stab(1) −→ Aut X∗× p· · · × Aut X∗
g −→ (g1, . . . , gp).
Observe that if g ∈ Aut X∗ and u = x1x2x3 . . . ∈ Xω with xi ∈ X , we can define the image of u under g
as follows
g(u) = g(x1)gx1(x2)gx1x2(x3) . . . .
On the other hand, it is clear that the immediate descendants of u, i.e. u1, u2, . . . , up ∈ X∗, are
sent by g to the immediate descendants of g(u). The permutation in Sp describing this movement is
called the label of g at the vertex u and denoted by g(u) ∈ Sp. Equivalently, the label of g at u can be
defined by
g(ux) = g(u)g(u)(x)
for every x ∈ X . If g ∈ Aut X∗, the sequence (g(u))u∈X∗ of permutations determines g and it is called
the portrait of g . If an automorphism g ∈ Aut X∗ is such that g(u) = 1 for all u ≠ ∅, we say that g is
the rooted automorphism corresponding to the permutation g(∅).
Let us write σ = (1 . . . p) ∈ Sp, and consider the set Γ of all automorphisms in Aut X∗ whose
portraits only contain powers of σ . Then Γ is a Sylow pro-p subgroup of Aut X∗, sometimes called the
group of p-adic automorphisms and denoted by Aut pX∗. We will work inside Γ most of the time in
this paper.
Definition 2.1. Let e = (e1, . . . , ep−1) be a non-zero tuple in Fp−1p . The subgroup G of Γ generated
by the rooted automorphism a corresponding to σ , and by b ∈ StabΓ (1) where ψ(b) =
(ae1 , . . . , aep−1 , b), is called a GGS-group. We will say that e is the defining vector of G. If ei ≠ ep−i
for some 1 ≤ i ≤ (p− 1)/2, we say that the GGS-group is non-symmetric.
Throughout the paper we will write bi = bai for every i ∈ Fp. It is folklore that StabG(1) =
⟨b0, b1, . . . , bp−1⟩, and we will use it continuously in our proofs; as well as the values of ψ(bi) for
i = 0, . . . , p− 1, that we display below.
ψ(b0) = (ae1 , ae2 , . . . , aep−1 , b),
ψ(b1) = (b, ae1 , . . . , aep−2 , aep−1),
...
ψ(bp−1) = (ae2 , ae3 , . . . , b, ae1).
(1)
In some of the proofs we will have a GGS-group G and we will need to work in Gn = G/StabG(n).
In these cases, we will see Gn as a subgroup of Aut Xn and for economy in the notation, we will use the
same letters a, b0, . . . , bp−1 to denote πn(a), πn(b0), . . . , πn(bp−1), i.e. the images of the elements in
G under πn. We believe that it will be clear from the context where the elements belong in each case.
Definition 2.2. Consider a = (a1, . . . , an) ∈ Fnp . The circulant matrix defined by a is the n× nmatrix
C , with entries cij = aj−i+1, where the index of a has to be taken modulo n between 1 and n. We write
C(a) for C .
If e ∈ Fp−1p is the defining vector of a GGS-group, then we write C(e, 0) for the circulant matrix
C(e1, . . . , ep−1, 0) over Fp.
The following lemma about circulant matrices can be found in the literature, for instance in [6].
Part (ii) will be used in the proof of Theorem 3.4 and (i) can be useful in order to compute the rank
of circulant matrices in particular examples. We denote by 1 the column vector (of the appropriate
length) all of whose entries are equal to 1.
Lemma 2.3. Let p be a prime, and let C be the p × p circulant matrix over Fp defined by the non-zero
vector (a0, . . . , ap−1). Then
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(i) rk C = p−m, where m is the multiplicity of 1 as a root of the polynomial a(X) = a0 + a1X + · · · +
ap−1Xp−1. As a consequence, we have rk C < p if and only if
p−1
i=0 ai = 0.
(ii) rk C = rk (C | 1).
Definition 2.4. Let G be a subgroup of Aut X∗. We say that G is self-similar if every section of every
element of G is an element of G.
Definition 2.5. Let G be a self-similar subgroup of Aut X∗, and suppose that
(i) G is spherically transitive, i.e. G acts transitively on all levels Xn.
(ii) G has a finite index subgroup K such that K× p· · · ×K ≤ ψ(K).
Then we say that G is regular branch over K .
Remark 2.6. Let G be a subgroup of Aut X∗. If G is self-similar, then so is its closure in the profinite
topology G. And if G is regular branch over K and K is a congruence subgroup, then G is regular branch
over K .
2.2. Algebraic geometry in Γ
In this subsectionwe introduce and develop some of the ordinary algebraic geometry, but inΓ . We
base on Chapters 1 and 2 of the Ph.D. Thesis of the first author [15]. As it is shown in Proposition 2.14,
the situation is quite peculiar.
Let g be an element of Γ and let us think of g as the infinite sequence of permutations (g(v))v∈X∗
(i.e. its portrait). In the same way, since g(v) = σmv wheremv ∈ Fp for v ∈ X∗, we can also choose to
think of g as the infinite sequence (mv)v∈X∗ ∈ FX∗p . In other words, we are giving a correspondence,
as sets, between Γ and FX
∗
p . Let us state these concepts properly.
We define the following map
Log : ⟨σ ⟩ −→ Fp
σm −→ m,
which is clearly a homomorphism, and for v ∈ X∗, we write [v] for the following function:
[v] : Γ −→ Fp
g −→ Log(g(v)).
These maps can be added and multiplied together and they also admit the product by a scalar
(by pointwise operations). In other words, we can construct functions F([v1], [v2], . . . , [vk]), where
v1, . . . , vk ∈ X∗ and F is a polynomial in k indeterminates. Let A be the set of all possible such
functions:
A = {F([v1], . . . , [vk]) | F a polynomial, v1, . . . , vk ∈ X∗ and k ∈ N}.
More than a set, A has an Fp-algebra structure, coming from the algebra structure of Fp. Similarly, if
n ∈ N, and we define [v] going from Γn to Fp, we define
An = {F([v1], . . . , [vk]) | F a polynomial, v1, . . . , vk ∈ X≤n−1 and k ∈ N}.
As before,An has anFp-algebra structure. On the other hand, the algebrasAn, togetherwith the natural
injections, form a direct system whose direct limit is precisely A = ∪An.
The definitions of A and An are equivalent to the ones in [15], as it is stated in Corollary 2.1.2 of
the same work:
Lemma 2.7. A consists of all continuous functions Γ → Fp.
As a trivial consequence, An is generated, as an Fp-vector space, by the characteristic functions
{χg}g∈Γn where
χg(s) =

1, if s = g;
0, otherwise.
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We will say that the depth of [v] ∈ A is |v| + 1, where |v| is the length of v as a word in X . In the
case of a function f ∈ A, the depth of f is defined as
depth(f ) = min
f=F([v1],[v2],...,[vk])

max
1≤i≤k
depth([vi])

,
where theminimum is taken over all polynomials so that f = F([v1], [v2], . . . , [vk]) (k and the vi may
vary with F ), and the depth of a constant function is set to 0.
If f ∈ A is such that depth(f ) = n and g ∈ Γ , then the value f (g) only depends on g modulo the
nth stabilizer StabΓ (n), i.e.
f (gh) = f (g) (2)
for every h ∈ StabΓ (n).
IfV is a subset ofΓ , we let I(V ) ⊆ Adenote the annihilator of V , i.e. the set of polynomial functions
vanishing on V :
I(V ) = {f ∈ A | f (g) = 0 for all g ∈ V }.
If I is a subset of A, we let V(I) be the annihilator of I , i.e. the set
V(I) = {g ∈ Γ | f (g) = 0 for all f ∈ I}.
We will say that f ∈ I(V ) is an equation for V . Note that the name of equation makes sense for an
element in I(V ), since it really is what we usually call an equation in an algebraic setting, that is, a
polynomial. If f = F([v1], [v2], . . . , [vk]) ∈ I(V ) is a linear combination of its variables, then we say
that f is a linear equation for V . This kind of equations will play an important role in this paper.
Replacing Γ by Γn and A by An, we get the corresponding definitions of the maps V and I in the
case of truncated trees.
If v ∈ X∗ and f ∈ A, we define v ∗ f ∈ A as follows
v ∗ f : Γ −→ Fp
g −→ f (gv).
Observe that if v ∈ X∗ and f = F([v1], [v2], . . . , [vk]) ∈ A, then
v ∗ f = F([vv1], [vv2], . . . , [vvk]) ∈ A.
Remarks 2.8. (i) The algebra An can naturally be identified with the subalgebra of A formed by
polynomials of depth≤ n (more precisely, we identify f ∈ An with f ◦πn ∈ A, where the domain
of πn is restricted to Γ ).
(ii) If we have an equation f for Gn for some n ∈ N, then, by (i), we may think of f as an equation for
G. Hence I(Gn) ⊆ I(G) holds for all n ∈ N.
(iii) From the previous two remarks we deduce that if we get all the equations for Gn for all n ∈ N,
then we have all equations for G. At the same time, we get all equations of the closure in the
profinite topology G of G, since πn(G) = πn(G). In other words,
I(G) = I(G) =

n∈N
I(Gn).
We shall see in Proposition 2.18 that, in certain cases, it even suffices to know one specific I(Gd), if
we want to describe I(G).
But firstly in Proposition 2.14 we prove several properties of the maps I and V that will be useful
in some of our results. Let us give some results that are interesting by themselves but which will also
help to prove the mentioned proposition.
Definition 2.9. We call a subset V ⊆ Γ Zariski-closed if there is I ⊆ A such that V = V(I).
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It turns out that finite unions and arbitrary intersections of Zariski-closed sets are again Zariski-
closed, hence these sets form the closed sets of a topology, the Zariski topology. We show that this
topology coincides with the profinite topology of Γ .
Lemma 2.10. The Zariski and the profinite topology of Γ coincide.
Proof. Consider I ⊆ A and let us prove that V(I) is closed in the profinite topology. Let us define
In = I ∩ An = {f ∈ I | depth(f ) ≤ n}. Note that V(In) is a closed subset of Γ , and therefore so is
V(I) = ∩V(In). Conversely, if V is closed in Γ , then
V =

n≥1
V StabΓ (n).
Observe that, for each n ∈ N, we can write V StabΓ (n) = VnStabΓ (n), where Vn ⊆ Γn, thanks to
the decomposition Γ = Γn n StabΓ (n). Now, since the Zariski topology in Γn coincides with the
discrete topology, there exists In ⊆ An such that Vn = V(In). Hence, by (2), V StabΓ (n) = V(In) is
Zariski-closed for every n ∈ N and so is V . 
Recall that an ideal I is radical if whenever f n is in I for some n ≥ 0, then f also belongs to I .
Lemma 2.11. All ideals of A are radical.
Proof. The identities Zpm = Z hold inFp for allm ≥ 0. Therefore they also hold inA. As a consequence,
if f n is in the ideal I for some n ≥ 0, then f pm ∈ I for somem ≥ 0, and thus f belongs to I . 
Lemma 2.12. All prime ideals of A are maximal.
Proof. For a proper ideal I ofA and for each n ∈ N, let us define In = {f ∈ I | depth(f ) ≤ n} = I ∩An,
which is an ideal of An. Then there exists k ∈ N such that In = An for all n < k and Ik ≠ Ak. It is an
easy exercise to prove that I is prime (maximal) in A if and only if In is prime (maximal) in An for all
n ≥ k. Therefore, it suffices to prove that prime ideals of An coincide with those that are maximal.
Recall that An is generated by the characteristic functions {χg}g∈Γn . Let p be a prime ideal of An and
consider f ∈ An \ p. We will see that χg ∈ p + (f ) for all g ∈ Γn. Let g ∈ Γn be such that χg ∉ p.
Since p is a prime ideal, f · χg ∉ p. On the other hand, f · χg = λχg , with λ = f (g) ∈ Fp, and from the
previous assertion λ ≠ 0. Therefore χg ∈ (f ), which concludes the proof. 
The following lemma corresponds to the Weak Nullstellensatz.
Lemma 2.13. Let m be a proper ideal of A, then
V(m) ≠ ∅.
As a consequence, m is maximal in A if and only if m = I(g) for every g ∈ V(m).
Proof. Suppose, by way of contradiction, that V(m) = ∅. Consider n ≥ 0 and for every g ∈ Γn, pick a
lift g˜ of g inΓ , and a function fg ∈ m such that fg(g˜) ≠ 0. Then fg ·χg = λχg is inm, withλ = fg(g˜) ≠ 0.
Thus χg is in m for all g ∈ Γn, and An ⊆ m. Since this reasoning holds for all n ≥ 0, the assumption
V(m) = ∅ implies m = A, a contradiction to the properness of m.
Now, let us prove the second assertion of the lemma. It is clear that I(g) is maximal inA for every
g ∈ Γ , being the kernel of the following Fp-algebra homomorphism:
A −→ Fp
f −→ f (g).
For the converse, let m be a maximal ideal of A and since V(m) ≠ ∅, let us consider g ∈ V(m). It
follows that m ⊆ I(g), and therefore m = I(g), because m is maximal and I(g) ≠ A. 
Proposition 2.14. Consider the sets I ⊆ A and V ⊆ Γ . Then
(i) V(I) is closed in Γ and I(V ) is an ideal of A.
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(ii) I(V(I)) is the ideal generated by I, and V(I(V )) is the closure of V .
(iii) The maps I and V define order-reversing bijections which are inverse to one another, between the
closed subsets of Γ and the ideals of A.
Proof. The first assertion of (i) is a direct consequence of Lemma 2.10 and the second one is trivial. At
the same time, part (iii) can be easily deduced from (ii). Now, it is routine to prove that V(I(V )) is the
Zariski closure of V , and then by Lemma 2.10, it coincides with the closure in the profinite topology of
V . Let I be an ideal ofA and let us prove now that I(V(I)) = I . If we show that I(V(I)) is equal to the
radical Rad(I) of I (an element f is in Rad(I) if some power f n belongs to I), we will have the desired
equality, due to Lemma 2.11. It is a well-known fact that
Rad(I) =

p prime,I⊆p
p.
On the other hand,
I(V(I)) =

g∈V(I)
I(g) =

mmaximal,I⊆m
m,
by Lemma 2.13. Finally, from Lemma 2.12, we get I(V(I)) = Rad(I). 
Remark 2.15. For any n ∈ N, the proposition also holds if we replace A and Γ , by An and Γn. Note
that, in this case, the topology is the discrete topology in Γn.
Our goal in Section 3 is to get to know I(G) when G ≤ Γ is a non-symmetric GGS-group. For this
purpose, we have some concepts and results available that will be useful.
If G ≤ Γ is self-similar and f is an equation for G, it is obvious from the definitions that v ∗ f is
again an equation for G, for every v ∈ X∗. So when G is self-similar there will be many ‘redundant’
elements in I(G). The following definitions are motivated by this fact.
Definition 2.16. Let I ⊆ A be an ideal. We say that I is
(i) branching if v ∗ f ∈ I for all f ∈ I;
(ii) generated by S ⊆ I as a branching ideal if I is generated by {v ∗ s | v ∈ X∗ and s ∈ S} as an ideal.
We have shown one direction of the lemma below, which can be found in [15].
Lemma 2.17. Let G be a closed subgroup of Γ , then G is self-similar if and only if the ideal I(G) is
branching.
Our next proposition is Corollary 2.2.8 in [15], and it gives more detail about the branching
structure of I(G) when G is regular branch. It is also one of the directions of the equivalences that
Šunić proves in Theorem 3 of [16].
Proposition 2.18. Let G ≤ Γ be regular branch over K , and suppose K contains StabG(d−1). Then I(G)
is generated by I(Gd) as a branching ideal.
2.3. Hausdorff dimension
In the last part of this section we introduce Hausdorff dimension and we show how the Hausdorff
dimension of a closed subgroup G of Γ can be read off a nice generating set of I(G).
In our setting,we computeHausdorff dimensionwith respect to themetric induced by the filtration
of the level stabilizers {StabΓ (n)}n∈N. The Hausdorff dimension of a subset S of Γ is a real number in
[0, 1] and it measures the relative size of S in Γ . For the case of a closed subgroup G, we have the
formula that Abercrombie [1] and Barnea–Shalev [3] gave:
dimΓ G = lim inf
n→∞
logp |Gn|
logp |Γn|
= (p− 1) lim inf
n→∞
logp |Gn|
pn − 1 . (3)
Next, we give a couple of definitions and we state a result that relates Hausdorff dimension with
equations.
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Definition 2.19. An element f ∈ A of depth n is nice if there is f1 ∈ An−1 and a linear polynomial
f2 = F2([v1], . . . , [vk]) ≠ 0 where v1, . . . , vk ∈ Xn−1 such that f = f1 + f2. The linear part f2 of f will
be denoted by L(f ).
Definition 2.20. Let G ≤ Γ be a self-similar group, T ⊂ A a set of nice functions and for n ∈ N, let us
define Tn = {f ∈ T | depth(f ) = n} and Sn = {L(f ) | f ∈ Tn}. We will say that T is a nice generating
set for the ideal I(G) if for each n ∈ N, it satisfies the following properties:
(i) T1 ∪ · · · ∪ Tn generates I(Gn);
(ii) x ∗ Tn ⊆ Tn+1 for all x ∈ X;
(iii) |Tn| = |Sn|, and Sn is linearly independent.
This definition differs slightly from the one given in Section 2.3 of [15], being suited for self-similar
groups only. Following the proof of Proposition 2.3.3 of the same work, we can show that for every
self-similar group G, the ideal I(G) admits a nice generating set.
Theorem 2.21. Let G be a closed self-similar subgroup of Γ , T a nice generating set for I(G), and dn the
number of functions of depth n in T . Then
dimΓ G = 1−

n≥0
rn
pn
,
where rn = dn+1 − pdn for n ≥ 0.
Proof. Let Tn and Sn be as in Definition 2.20, and let us compute logp |Gn| for n ∈ N. We have the
relations
logp |Gn| = logp |Gn−1| + logp |StabGn(n− 1)| =
n
i=1
logp |StabGi(i− 1)|
(note that StabG1(0) = G1). Now, for each i ≥ 1, let us consider StabGi(i − 1) as a linear subspace
of Fp
i−1
p . Since all functions of T are nice and condition (i) of the definition is satisfied, it follows that
the subspace StabGi(i − 1) is exactly the set of zeros of the linear functions of Si. As Si is a linearly
independent family, and |Si| = |Ti| = di, we get
logp |StabGi(i− 1)| = pi−1 − di,
for i ∈ N. Therefore,
logp |Gn| = 1+ p+ · · · + pn−1 − (d1 + · · · + dn) = logp |Γn| −
n
i=1
di
and by (3),
dimΓ G = 1− lim sup
n→∞
p− 1
pn − 1
n
i=1
di  
an
.
On the other hand, since T is a nice generating set, it also satisfies the second condition of
Definition 2.20 and hence the numbers rn = dn+1 − pdn are non-negative (note that d0 = 0). Using
these relations we get
n
i=1
di =
n−1
i=0
ri
pi
· p
n − pi
p− 1 ,
and then we have
an = p− 1pn − 1
n
i=1
di =
n−1
i=0
ri
pi
· p
n − pi
pn − 1 .
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If we define
bn =
n−1
i=0
ri
pi
= dn
pn−1
,
for n ∈ N, it is clear that an ≤ bn for all n ∈ N. We will prove that the difference bn − an ≤ 1pn
n−1
i=0
ri → 0, when n tends to infinity. But note first that the sequence bn is non-decreasing and bounded
by 1, and hence it has a limit, λ.
Using the relation ri = di+1 − pdi for i = 0, . . . , n− 1, we can write
n−1
i=0
ri = dn − (p− 1)
n−1
i=1
di. (4)
Let us fix ε > 0. Then there exists n0 ∈ N such that for all n ≥ n0 we have
λ− ε ≤ dn
pn−1
≤ λ. (5)
Now, combining (4) and (5), we get
n−1
i=0
ri ≤ dn − (p− 1)
n−1
i=n0
di ≤ λpn−1 − (λ− ε)(p− 1)
n−1
i=n0
pi−1 = εpn−1 + (λ− ε)pn0−1.
Summarizing, if we fix ε > 0, there exists n0 ∈ N such that for all n ≥ n0, we have
0 ≤ 1
pn
n−1
i=0
ri ≤ εp
n−1 + (λ− ε)pn0−1
pn
.
Hence
0 ≤ lim
n→∞
n−1
i=0
ri
pn
≤ ε
p
,
for all ε > 0. Therefore
lim
n→∞(bn − an) = limn→∞
n−1
i=0
ri
pn
= 0,
and since bn also has a limit, we deduce that
lim sup
n→∞
an = lim sup
n→∞
bn = lim
n→∞ bn,
which completes the proof. 
Remark 2.22. By Lemma 2.17, G self-similar implies I(G) branching. Hence rn measures the number
of nice functions of depth n+1 in a nice generating set of I(G), after removing the functionswe obtain
by using the fact that I(G) is branching.
3. Equations for GGS-groups
The goal of this section is to describe I(G) when G is a non-symmetric GGS-group. In the first
theorem, given an arbitrary GGS-group G, we describe a family {Ri} of linear equations of depth 2 for
G. While in Theorem 3.6, we do the same with {Pj}, a set of equations of depth 3. Finally, we see that
if G is non-symmetric, then these linear equations are basically all the equations. This is proved in
Theorem 3.7.
The following propositionwill be useful to prove themain results of this section. It is a compilation
of various properties of non-symmetric GGS-groups, and they can be found, for instance, in [6].
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Proposition 3.1. Let G be a GGS-group with defining vector e, C = C(e, 0) and t = rk C. Then
(i) G is self-similar.
(ii) StabG(2) ≤ G′ and logp |G2| = t + 1.
(iii) Additionally, if G is non-symmetric, then G is a regular branch group over G′ and logp |G3| = tp+ 1.
We denote by 0 the column vector (of the appropriate length) all of whose entries are equal to 0.
Theorem 3.2. Let G be a GGS-group with defining vector e, C = C(e, 0) and t = rk C. Let us consider
the vector space Null C = {r ∈ Fpp|Cr t = 0} and a basis {r i = (r i1, r i2, . . . , r ip)}p−ti=1 of Null C. Then
Ri =
p
j=1
r ij [j]
for i = 1, . . . , p − t are linearly independent equations of depth 2 for G. Moreover, they generate I(G2)
as an ideal.
Proof. Put A = ⟨a⟩ and N = StabG2(1) = ⟨b0, b1, . . . , bp−1⟩ (we use the same letters a, b0, . . . , bp−1
to denote their images underπ2). SinceG2 = NoA and (naj)(x) = n(x)aj(n(x)) = n(x) for all n ∈ N, j ∈ Fp
and x ∈ X , we first need to check that actually Ri ∈ I(N) for i = 1, . . . , p− t . Take into account that
N can be identified with the linear space of dimension t spanned by the rows Cj of C (look at (1)
and remember we work modulo StabG(2)). Therefore, since {r i = (r i1, r i2, . . . , r ip)}p−ti=1 ⊆ Null C , then
Ri ⊆ I(N) for i = 1, . . . , p − t , and hence (Ri | i = 1, . . . , p − t) ⊆ I(G2). Using Remark 2.15, we
have
V(Ri | i = 1, . . . , p− t) ⊇ V(I(G2)) = G2.
Now, from the choice of {r i} to be a basis, the Ri are linearly independent and we also have |V(Ri |
i = 1, . . . , p − t)| ≤ pp+1−(p−t) = pt+1. On the other hand, we also have |G2| = pt+1, by part (ii) of
Proposition 3.1. Therefore
|V(Ri | i = 1, . . . , p− t)| ≤ |G2|,
and so V(Ri | i = 1, . . . , p− t) = G2. Finally, we apply the map I and by (ii) of Proposition 2.14 and
Remark 2.15 we get I(G2) = (Ri | i = 1, . . . , p− t), as desired. 
Our next step is to get linear equations of depth 3 for a GGS-group.
Lemma 3.3. Let G and K be two groups, and consider a map ϕ : G → K. Suppose that G has a semidirect
product decomposition N o H. If
(i) ϕ|H and ϕ|N are homomorphisms;
(ii) ϕ(nh) = ϕ(n)ϕ(h) for all n ∈ N and h ∈ H; and
(iii) ϕ(nh) = ϕ(n)ϕ(h) for all n ∈ N and h ∈ H;
then ϕ is a homomorphism.
Proof. It is an easy exercise. 
Theorem 3.4. Let G be a GGS-group with defining vector e and C = C(e, 0). Then there exists a function
β ∈ A of the form
β =
p
i=1
λi[i] (6)
whose restriction to G is a homomorphism with β(a) = 0 and β(b) = 1. The tuple of coefficients
λ = (λ1, . . . , λp) is any that satisfies Cλt = 1. We will say that β is a counter of G.
Proof. It suffices to prove the result in G2. Put A = ⟨a⟩ and N = StabG2(1). Since G = N o A and by
Lemma 3.3, it suffices to find a linear combination (6) satisfying
(i) β(b) = 1, and
(ii) β(naj) = β(n) = β(naj) for all n ∈ N and j ∈ Fp.
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(Note that the conditions β(a) = 0, β|A and β|N being homomorphisms are automatically satisfied
from the choice of β as a linear combination of the [i] with i ∈ X .) Let e be the defining vector of
G, C = C(e, 0) and t = rk C . We claim that there exists a linear combination (6) such that
β(b0) = β(b1) = · · · = β(bp−1) = 1. (7)
We will prove this later but suppose for a moment that such a β exists. Condition (i) is clearly
satisfied. Observe also that the first equality in (ii) is obvious since multiplying a to the right only
changes the portrait at the root. On the other hand, let us write an element g ∈ G in the form
g = ω(b0, b1, . . . , bp−1)aj withω a word in p variables and j ∈ Fp. Then β(g) gives us the total weight
in Fp of thewordω. In otherwords, the existence ofβ proves that the total weight of an element g ∈ G
is well-defined. Note that this last observation proves the second equality in (ii), since then
β(ω(b0, b1, . . . , bp−1)a) = β(ω(b1, b2, . . . , b0)) = β(ω(b0, b1, . . . , bp−1)).
Let us then prove that there exists such a linear combinationβ satisfying (7). Using (1), the p equalities
in (7) are equivalent to the system of equations
e1 e2 · · · 0
0 e1 · · · ep−1
...
...
...
e2 e3 · · · e1


λ1
λ2
...
λp
 =

1
1
...
1
 . (8)
So the existence of β is equivalent to the existence of a solution for (8), and this is equivalent to (ii) in
Lemma 2.3. 
As noted in the proof of the previous theorem, if we write g ∈ G in the form g = ω(b0,
b1, . . . , bp−1)aj with ω a word in p variables and j ∈ Fp, then β(g) computes the total weight in
Fp of the word ω. In other words, it proves that the total weight of an element g ∈ G is well-defined.
This is already proved in [6]. In the same theorem they prove that the partial weights are also well-
defined homomorphisms StabG(1) → Fp. The ith partial weight of an element g ∈ StabG(1) is the
weight of the ith variable bi in a word ω representing g . We may also define the ith partial weight for
i ∈ Z, as the jth partial weight, taking j ≡ i (mod p) in the range [0, 1, . . . , p − 1]. In the following
corollary we give the same result but, as for the total weight, we give an explicit expression for the
homomorphisms involved.
Corollary 3.5. Let G be a GGS-group and β a counter of G. Then, for every i ∈ {1, 2, . . . , p}, the function
βi = i ∗ β : Γ → Fp
restricted to StabG(1) is the ith partial weight.
Proof. Let g ∈ StabG(1) and ω a word representing g . Then
ψ(g) = ψ(ω(b0, . . . , bp−1)) = (ω1(b0, . . . , bp−1)am1 , . . . , ωp(b0, . . . , bp−1)amp),
where ωi is a word in p variables andmi ∈ Fp, for i = 1, . . . , p. Note that the ith partial weight of g is
exactly the total weight of the ith component of ψ(g), by (1). 
Theorem 3.6. Let G be a GGS-group with defining vector e and let β be a counter of G. Then
Pj = [j] −
p
i=1
ej−i(i ∗ β)
for j = 1, . . . , p are equations of depth 3 for G. (The indices of the ej−i are taken modulo p between 0 and
p− 1 and we set e0 = 0.)
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Proof. Let g ∈ StabG(1) and let us compute the images of g under the maps [j] for j = 1, . . . , p, with
respect to the images of g under the partial weights β1, . . . , βp:
[1](g) = e1βp(g)+ ep−1β2(g)+ · · · + e2βp−1(g)
...
[p](g) = ep−1β1(g)+ ep−2β2(g)+ · · · + e1βp−1(g).
(These relations come from (1).) Now by Corollary 3.5 we have βi = i ∗ β and the result follows. 
Let us focus now our attention on GGS-groups with non-symmetric defining vector.
Theorem 3.7. Let G be a non-symmetric GGS-group with defining vector e and let t be the rank of
C = C(e, 0). Let us define Ri as in Theorem 3.2, for i = 1, . . . , p − t, and Pj as in Theorem 3.6, for
j = 1, . . . , p. Then, the set
S = {Ri, Pj | i = 1, . . . , p− t, j = 1, . . . , t}
generates I(G) as a branching ideal. Therefore,
G = V({v ∗ Q | v ∈ X∗, Q ∈ S}).
Proof. By Theorems 3.2 and 3.6 we have S ⊆ I(G). Since G is non-symmetric, then G is a self-
similar, regular branch group over G′ and StabG(2) ≤ G′ (by Proposition 3.1). Hence we apply
Proposition 2.18, andweobtain that I(G3) generates I(G) as a branching ideal. So the problem reduces
to understanding I(G3). Let us defineS = {Ri, x ∗ Ri, Pj | i = 1, . . . , p− t, x ∈ X, j = 1, . . . , t}
and prove thatS generates I(G3). It is clear that the functions inS are linearly independent. Thus we
have |S| = p− t+p(p− t)+ t = p(p− t+1) independent equations for a vector space of dimension
logp |Γ3| = p2 + p+ 1, hence logp |V(S)| ≤ p2 + p+ 1− p(p− t + 1) = pt + 1. By Proposition 3.1,
we also have logp |G3| = pt + 1, and then
logp |V(S)| = logp |G3|.
On the other hand, (S) ⊆ I(G3) and using Remark 2.15 we get
V(S) ⊇ V(I(G3)) = G3.
From the inequality above and this inclusion, we have V(S) = G3 and applying the map I to this
equality we deduce (S) = I(G3), by (ii) in Proposition 2.14 and Remark 2.15. ThereforeS generates
I(G) as a branching ideal, and thus S generates I(G) as a branching ideal.
For the last assertion of the theorem, we only need to take into account part (ii) of
Proposition 2.14. 
Note that Pj ∈ I(G) for j = t + 1, . . . , p. They are not necessary as generators but they may be
useful for some calculations.
As a consequence of the previous theorem, we give the Hausdorff dimension of the closure of any
non-symmetric GGS-group. These valuesmatchwith the calculations done in [6],where they compute
the Hausdorff dimension of the closures of all GGS-groups.
Corollary 3.8. Let G be a non-symmetric GGS-groupwith defining vector e and let t be the rank of C(e, 0).
Then
dimΓ G = 1− p− tp −
t
p2
= (p− 1)t
p2
.
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Proof. By Theorem 3.7, the following subset of A generates the ideal I(G):
T = {v ∗ Q | v ∈ X∗, Q ∈ S},
where S = {Ri, Pj | i = 1, . . . , p− t, j = 1, . . . , t}. It is easy to see that T is a nice generating set for
I(G). Then by Theorem 2.21 and Remark 2.22,
dimΓ G = 1−

n≥0
rn
pn
,
where rn is the number of polynomials of depth n+ 1 in S. In our case, r0 = 0, r1 = p− t, r2 = t and
rn = 0 for n ≥ 3, and the result follows. 
Example 3.9. Let G be the Gupta–Sidki group for p ≥ 3, i.e. let G be the GGS-group with defining
vector e = (1,−1, 0, . . . , 0). The rank of C(e, 0) is p− 1, and the following is a counter of G:
β = −
p
i=1
i[i].
Then the p functions
R =
p
i=1
[i] and Pj = [j] − (j− 1) ∗ β + (j− 2) ∗ β,
for j = 1, . . . , p − 1, generate I(G) as a branching ideal. We also have that the Hausdorff dimension
of the closure of G is
dimΓ G = 1− 1p −
p− 1
p2
=

p− 1
p
2
.
4. Addition in non-symmetric GGS-groups
Definition 4.1. An element g ∈ Aut X∗ is finitary if there is n ∈ N such that gv = 1 for all v ∈ Xn. The
minimal such n is called the depth of g .
Definition 4.2. An element g ∈ Aut X∗ is called spinal if there exists a finite set S ⊆ Xω (possibly
empty) such that for every v ∈ X∗ \ Prefix(S), the element gv is finitary. The minimal such S is the set
of spines of g and will be denoted by Spines(g).
Remarks 4.3. (i) Note that Spines(g) = ∅ if g ∈ Aut X∗ is finitary. So we also include finitary auto-
morphisms in the definition of spinal automorphisms. In particular, the identity automorphism is
a spinal automorphism.
(ii) Moreover, the product of two spinal automorphisms is spinal and the inverse of a spinal automor-
phism is so again (see Section 2.7 in [15]).
These remarks yield to the following definition.
Definition 4.4. The subgroup of Aut X∗ of spinal automorphisms is denoted by Sp and the subgroups
of Sp are called spinal groups.
Observe that GGS-groups are in particular spinal groups. Note also that if G ≤ Sp, this does not
mean that the closure G of G is also inside Sp. It is wrong in particular for any GGS-group.
Our goal is to give a new and suitable description of the elements of non-symmetric GGS groups.
This will be done in Theorem 4.12. Let us start by giving a couple of technical definitions.
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Definition 4.5. Two sequences v1, v2 ∈ Xω are cofinal if they are of the form
v1 = u1v, v2 = u2v,
for some v ∈ Xω and words u1, u2 ∈ X∗ of the same length.
It is easy to check that being cofinal is an equivalence relation.
Definition 4.6. If v ∈ Xω , the equivalence class of v is called the cofinality class of v and denoted by
Cof(v).
In the following lemma, we see that if G is a GGS-group and g ∈ G, every spine of g is cofinal with
p∞.
Lemma 4.7. Let G be a GGS-group and g ∈ G. Then
Cof(s) = Cof(p∞)
for every s ∈ Spines(g).
Proof. We prove the statement by induction on the length n of g . Write g = ω(a, b), and let n be the
length of the word ω. We can assume ω is a positive word, since a and b have finite order. Clearly, if
n = 1, i.e. g = a or g = b, the assertion is true. Suppose it true for all elements in G of length n − 1
and let g be of length n. There are two possible cases:
(i) g = ahwith h ∈ G of length n− 1.
(ii) g = bhwith h ∈ G of length n− 1.
Write U = Spines(h). Suppose we are in the first case and let v ∈ X∗. Then
(ah)v = avha(v) =

ah, if v = ∅;
ha(v), if v ≠ ∅.
Here we see that if a(v) ∉ Prefix(U), then (ah)v is finitary. Or equivalently, if v ∉ a−1(Prefix(U)) =
Prefix(a−1(U)), then (ah)v is finitary. In other words,
Spines(ah) ⊆ a−1(U).
Suppose we are in case (ii) now. For v ∈ X∗, we have
(bh)v = bvhb(v) =
bhv, if v = pm for somem ≥ 0;
aeihv, if v = pmi for somem ≥ 0, and i = 1, . . . , p− 1;
hb(v), otherwise.
In this case, if v ≠ pm for everym ≥ 0, v ∉ Prefix(U) and v ∉ b−1(Prefix(U)) = Prefix(b−1(U)), then
we can assure that (bh)v finitary. Hence
Spines(bh) ⊆ {p∞} ∪ U ∪ b−1(U).
In any case,
Cof(s) = Cof(p∞),
for all s ∈ Spines(g), as desired. To see this, we only need to check that Cof(s) = Cof(p∞) for all
s ∈ a−1(U) and s ∈ b−1(U). Let u ∈ Xω be such that Cof(u) = Cof(p∞). Then there exists u1 ∈ X∗
such that u = u1p∞. Then the following is true in any of the two cases c = a or c = b:
c−1(u) = c−1(u1p∞) = c−1(u1)(c−1)u1(p∞) = c−1(u1)xp∞,
for some x ∈ X depending on c and u1. Therefore, both a−1(u) and b−1(u) are cofinal with p∞. 
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Definition 4.8. Let G be a spinal group. Let us define the following subset of G
G∗ = {g¯ ∈ G ∩ Sp | Cof(s) = Cof(p∞) for all s ∈ Spines(g¯)}.
Observe that in the definition of G∗ are also included finitary automorphisms, i.e. automorphisms
g¯ ∈ G such that Spines(g¯) = ∅.
Lemma 4.7 proves that for a GGS-group G, we have
G ⊆ G∗.
The surprising fact is that the other inclusion also holds for non-symmetric GGS-groups. We state this
result in Theorem 4.12, which will be proved with the help of some preliminary lemmas.
Lemma 4.9. Let G be a GGS-group. Then all finitary automorphisms in G are rooted automorphisms, and
consequently belong to G.
Proof. Let g¯ ∈ G be a finitary automorphism. Then there exists n ∈ N such that g¯v = 1 for all v ∈ Xn.
If the depth of g¯ is 1 then g¯ is a rooted automorphism and there is nothing to prove. Suppose, by way
of contradiction, that the depth n is ≥2. Let u ∈ Xn−2. By Theorem 3.6 and since G is self-similar it
follows that for j = 1, . . . , p,
(u ∗ Pj)(g¯) = Pj(g¯u) = 0.
Since all labels of g¯ in the nth level of the tree are trivial, we get
0 = Pj(g¯u) = [j](g¯u) = [uj](g¯),
for all j = 1, . . . , p. To summarize, we get [uj](g¯) = 0 for any u ∈ Xn−2 and j = 1, . . . , p, i.e. g¯w = 1
for allw ∈ Xn−1. But this means that the depth of g¯ is n− 1, which is a contradiction. 
We will focus our attention now on the non-symmetric case.
Lemma 4.10. Let G be a non-symmetric GGS-group and suppose that g¯ ∈ G satisfies g¯i ∈ G for all
i = 1, . . . , p. Then
g¯ ∈ G.
Proof. Let g¯ ∈ G such that g¯i ∈ G for all i = 1, . . . , p. By multiplying an appropriate power aj ∈ G of
a, we have
h¯1 = g¯aj ∈ StabΓ (1).
The first level sections of h¯1 are still in G, then let γi ∈ Fp be the total weight of the ith section of h¯1,
for i = 1, . . . , p. Now, if we write h¯2 = h¯1b−γp0 b−γ11 · · · b−γp−1p−1 , we know there exist c1, . . . , cp ∈ G′
such that
ψ(h¯2) = (aα1c1, . . . , aαpcp),
where αi ∈ Fp for i = 1, . . . , p. Now, by Proposition 3.1,
G′× p· · · ×G′ ≤ ψ(G′) ≤ ψ(StabG(1)) (9)
and so there exists c ∈ StabG(1) such that ψ(c) = (c−11 , . . . , c−1p ). If we write h¯3 = h¯2c , then
ψ(h¯3) = (aα1 , . . . , aαp).
Hence h¯3 ∈ G is finitary and by Lemma 4.9, we deduce that h¯3 = 1 ∈ G. Going all the way back, there
exists g ∈ G such that
g¯ = h¯3g ∈ G. 
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Corollary 4.11. Let G be a non-symmetric GGS-group, set n ∈ N and suppose that g¯ ∈ G satisfies g¯v ∈ G
for all v ∈ Xn. Then
g¯ ∈ G.
Proof. It follows by using induction on n and the lemma above. 
Theorem 4.12. Let G be a non-symmetric GGS-group. Then
G = G∗.
Proof. The inclusion G ⊆ G∗ is given in Lemma 4.7 and it is true for all GGS-groups. Let us prove the
other inclusion. Let g¯ ∈ G be a spinal automorphism such that
Cof(s) = Cof(p∞),
for all s ∈ Spines(g¯). From this fact and since Spines(g¯) ⊆ Xω is a finite set, there exists n ∈ N such
that for every s ∈ Spines(g¯),
s = vp∞
for some v ∈ Xn. If g¯v ∈ G for all v ∈ Xn, we have g¯ ∈ G by Corollary 4.11, and we are done. Let
v ∈ Xn and let us prove that, in fact, g¯v ∈ G. To simplify notation, let us write h = g¯v from this point
onwards. If v ∉ Prefix(Spines(g¯)), then h is finitary and by Lemma 4.9 belongs to G. Suppose now that
v ∈ Prefix(Spines(g¯)). Then from the choice of n, it is clear that Spines(h) = {p∞}. For this reason,
by Lemma 4.9, the activity of h will be concentrated in the vertices pm and pmi, where m ≥ 0 and
i = 1, . . . , p, as is shown in the following picture.
Our goal is to prove that h ∈ G, so multiplying by an appropriate power of a, we may assume that
h ∈ Stab(1). We will see that h = bk for some k ∈ Fp, but let us first prove that
h(pm) = 1,
for allm ≥ 0. Form = 0, this is true since h ∈ Stab(1). By way of contradiction, suppose there exists
m ≥ 1 such that h(pm) ≠ 1. Then since hpm−1 ∈ G (if G is self-similar, then G is also self-similar), in
particular we have
0 = Pp(hpm−1) =

[p] −
p
i=1
ep−i(i ∗ β)

(hpm−1). (10)
Since h(pm) ≠ 1, then [p](hpm−1) = Log(h(pm)) ≠ 0. Now, using this fact and (10), we deduce that there
exists jk ∈ X2 such that j ≠ p and [jk](hpm−1) ≠ 0. But this is a contradiction because we already saw
that there is no activity at distance 2 from the spine p∞.
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Let us prove now that h = bk for some k ∈ Fp. Let us write ri = [i](h), for i = 1, . . . , p− 1. Since
h ∈ G, in particular Pi(h) = 0. Equivalently,
ri = ei(p ∗ β)(h).
In other words, there exists k = (p ∗ β)(h) ∈ Fp such that
ri = kei, (11)
for i = 1, . . . , p−1.Wewill prove that [i](hpm) = kei for all i = 1, . . . , p−1 andm ≥ 0, by induction
on the levelm. As we already proved it form = 0, suppose thatm ≥ 1 and
[i](hpm−1) = kei,
for all i = 1, . . . , p− 1. If we apply the argument we used for h, to hpm this time, we get
kei = ei(p ∗ β)(hpm−1),
for all i = 1, . . . , p− 1. On the other hand, applying the same argument to hpm−1 , we get
[i](hpm) = lei, (12)
for some l ∈ Fp and i = 1, . . . , p − 1. Since, by (12), the activity in the first level of hpm and bl is the
same, then so is their image under β . Therefore,
kei = ei(p ∗ β)(hpm−1) = eiβ(hpm) = eiβ(bl) = lei,
for all i = 1, . . . , p − 1. Now, there exists some ei ≠ 0 and then we get k = l. Consequently,
[i](hpm) = kei for all i = 1, . . . , p − 1 and m ≥ 0, and since the activity of h is concentrated at
distance 1 from p∞, we conclude that h = bk, as desired. 
Theorem 4.13. Let G be a non-symmetric GGS-group. Then the following binary operation:
(g + h)(v) = g(v)h(v),
for g, h ∈ G and v ∈ X∗, gives G the structure of an abelian group.
Proof. Clearly, Γ with the operation + is an abelian group. We need to check that, in fact, G is a
subgroup of (Γ ,+), i.e. that+ is an operation in G and that inverses are still in G.
From Theorems 3.7 and 4.12, the automorphism g ∈ Γ belongs to G if and only if
(i) (v ∗ Ri)(g) = (v ∗ Pj)(g) = 0, for all v ∈ X∗, i = 1, . . . , p− t, j = 1, . . . , t; and
(ii) g ∈ Sp with Cof(s) = Cof(p∞), for all s ∈ Spines(g).
Let g, h ∈ G. Since v ∗ Ri and v ∗ Pj are both a linear combination of their variables, and taking into
account the definition of+, we have
(v ∗ Ri)(g + h) = (v ∗ Ri)(g)+ (v ∗ Ri)(h) = 0,
for all v ∈ X∗ and i = 1, . . . , p− t (and similarly for the Pj). On the other hand, observe that if gv and
hv are finitary for some v ∈ X∗, then (g + h)v = gv + hv is finitary. In other words, if
v ∈ X∗ \ Prefix(Spines(g)) ∩ X∗ \ Prefix(Spines(h))
= X∗ \ (Prefix(Spines(g)) ∪ Prefix(Spines(h))), (13)
then g + h is finitary, and so
Spines(g + h) ⊆ Spines(g) ∪ Spines(h).
Therefore, g + h satisfies both conditions (i) and (ii), and hence g + h ∈ G. As for the inverse−g ∈ Γ
of an element g ∈ G, note that it has to be defined as
[v](−g) = −[v](g).
Similarly to how we have done for g + h, we get−g ∈ G. 
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It is clear that this pointwise addition + is a group operation in the whole of Γ . The relevance of
this theorem is that when G < Γ is a non-symmetric GGS-group, and we operate with+, we still fall
down to the same set G.
Examples 4.14. The Gupta–Sidki group, given by the defining vector e = (1,−1, 0, . . . , 0), and the
Fabrykowski–Gupta group, with e = (1, 0, 0), acquire the structure of abelian groups with respect to
the pointwise addition stated in the theorem.
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