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ABSTRACT

This paper presents findings from website-based analytics identifying social and
geographic topic hotspots within the fields of architecture, landscape architecture, and
urban design. Three crowd-sourced surveys are utilized to record thousands of user’s
topic interests and pinpoint locations on a global scale. Topics include projects,
research, visualization, sustainability, and competitions within architecture, landscape
architecture, and urban design. The surveys also identify user locations, topics of
interest, day and time of contact, social sharing, and user demographics. The goal of
the research is to understand the online social structure and responses of groups
involved with developing the built environment. These professionals influence future
development on a global scale. Findings from the crowd-sourced surveys suggest that:


The social process of making meanings through social media knowledge
exchange facilitates multi-centered geospatial social groupings according to
topical interests.



Similar social groups topical interests vary by geo-location suggesting placebased meaning formation



Traditional groups of planners, architects, and landscape architects share
degrees of common topical interests related to competitions, projects, and
research topics.

The paper also provides a series of case studies showing the possibilities of social
network analysis for landscape architecture, planning, urban design, and architecture.
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INTRODUCTION
RESEARCH BACKGROUND INFORMATION

With the increasing use of Web 2.0 applications, facilitating user generated
content and exchange, and the exponential growth in social media use, new evaluative
methods for understanding the relationship between the individual, community and
landscape are emerging. Gabi identifies intensive networks for the virtual exchange of
knowledge, data and information beneath the surface of an expanding built environment
(GABI, THIERSTEIN, KRUSE, and GLANZMANN 2006). Healey describes the
knowledge produced by this intensive network as “a social process of making
meanings, shaped by the situation, trajectories, activities and values of particular social
groupings.” (Healey 2007). Taylor et al have identified landscape architecture related
organizations, commercial enterprises, educational institutions, individuals and
landscape architects employing social media techniques as part of this social process of
expression and social grouping (Taylor, Hewitt, and Nassar 2011). However, no
scholarly work to date has examined the broader influence and impacts of social media
in shaping communities of knowledge within landscape architecture and related
professions involved with designing our built environment. The importance of further
understanding digital networks within professions is an instrumental task as they
provide the structure of knowledge flow. These relationships reflect the ongoing
formulation of best practice and intimate nature of future global development.
For the first time in history, the ability to harness information in real-time
pertaining to human thoughts, inter-actions, and location is possible through social
media. Such data has the ability to aid in understanding the current, past, and the future

as it contains both spatial and temporal dimensions. If the future was easily knowable,
there would be only one scenario and planning for it would be a relatively simple task.
However, no one can tell what the actual future of a region will be; therefore planning for
the needs of next year, the next decade, or the next century is a complicated and
uncertain process (Steinitz 2003). Currently census data is the standard utilized for
understanding a population in the design process. This data is very limited and speaks
nothing of the population other than basic demographic information. The demand for
more sustainable development requires a more precise system for population analysis.
Knowing where design professional’s viewpoints differ provides a more realistic
approach to mapping interest clusters at city, county, regional, and global scales.
Visualizing networks of knowledge at a global scale prior to a specific site is
instrumental in order to analyze the full network spectrum. However, this should not
detract from the importance of a single influential individual. In understanding the global
reach of an idea, problem, or social grouping one gains an increased knowledge of what
is occurring at local scale. Problems are solved through the careful analysis of similar
situations successes and failures. Understanding how the surrounding world influences
place is made possible in a networked society. It is important to extend representation,
simulation, and prediction to many scales and time periods in the search to address
major problems such as climate change (Batty 2010).” According to Carl Steinitz “We
need to be able to work at several scales of resolution in space and classification (Artz
2009). At the current date several universities, government organizations, and corporate
think tanks are attempting to develop a “Planetary Skin” -- a marriage of satellites, land
sensors and the Internet -- to capture, analyze and interpret global environmental data
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(Burnham 2009). This data however still lacks the important human element that affects
all components of the environment. In aligning environmental data with extracted data,
concerning key communities of knowledge the accuracy of determining alternative
futures of places worldwide will increase drastically. Web 2.0 moves geo- graphic
representation, manipulation and analysis beyond conventional GIS systems, thus
stretching the bounds of current geographic information science (Batty, Hudson-Smith,
Milton, and Crooks, 2010). In terms of Geo- Spatial data and Web 2.0 Individual
production and user-generated content, the ability to harness the power of
the crowd, availability of data on an epic scale, architecture of participation, network
effects and openness are all ideas that overlap considerably (Batty et al. 2010).
In his book the City in History, American historian Lewis Mumford expressed
human development as a “multitude of uniform, unidentifiable houses, lined up
inflexibly, at uniform distances, on uniform roads, in a treeless communal waste,
inhabited by people of the same class, the same income, the same age group,
witnessing the same television performances, eating the same tasteless prefabricated
foods, from the same freezers, conforming in every outward and inward respect to the
common mold (Mumford 1961)”. We can also take the concept of ‘technics’ (as opposed
to technologies), to highlight the active interplay between technological and social
domains rather than a purely socially or technologically deterministic approach to
understanding urbanization processes and their impacts on society from Mumford’s
book Technics and Civilization (Mumford 1934). Data that can be extracted about
communities of knowledge from the internet and rapidly expanding technology has the
ability to amplify the way place is analyzed traditional through the McHargian layer-
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caking method and into a world of complexity while aligning to social domains in realtime. Social networks and website analytics have opened the doors to a cornucopia of
data that can help to explain how society ticks. Everyday actions of a population can be
extracted from digital interaction within social media. The nature of some of society’s
most pressing changes seem to rest in the fact that globally more than one billion
people have online access, and that over three billion people possess mobile phones
that can send text messages (Weinberg 2010) and access the internet. Other
communication applications, weblogs and microblogs - like Twitter - enable worldwide,
real-time, multimedia communication with low barriers to entry. As twitter evolves, more
and more people are taking part in sharing what is happening around the world.
Smart phones like the iPhone provide new platforms for location-based-services
and mobile participation processes are becoming more widely used. Mobile applications
for these devices are amplifying participation in spatial and temporal dimensions
(Höffken and Haller, 2010). There are a large number of specialized niches appearing
throughout the blog-o-sphere, even a blog that is ranked relatively low can be highly
influential within a small community of interest. Influences can be subjective and based
on the interest of a user. Thus by analyzing the readership of a blog we gain insights
into the community that is likely to be influenced by it (Finin 2007). In the past, websites
have targeted and data-based user’s geo-location in order to restrict digital content in
certain locations, in criminal investigations, security and network optimization, content
targeting, geo-marketing, and to fight spam (Svoboda 2007). Websites however can
also be utilized to understand user’s interests on a global scale by means of their geolocation.
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There is also a clear global trend of people willing to post social network status
updates, somewhat fearless of privacy and security issues, and to disclose personal
info such as their message ID, name, age, and location. Such openness facilitates use
of data on a massive scale for social network and demographic analysis. In or- der to
escape the concern of privacy, researchers should focus on open data-sets by users
willing to share their life-logs (Fujisaka, Lee, and Sumiya 2010a). Companies such as
Google and Microsoft have been actively data- basing online search engine information
at a global scale for years. Apple’s iPhone and iPad have the ability to store places
visited by a user in an unencrypted file in the phone and transfer the information to the
user’s computer when syncing the phone or tablet. Google’s android technology and
Apple’s mobile devices track users via Wi-Fi hotspots which is often more accurate than
through cell towers, and easier than through GPS (Helft 2011). The availability to such
information rarely passes corporate firewalls. Due to barriers limiting access to information, researchers must develop alternative methods to extract data that they need.
Social networks combined with web services are providing perhaps the richest and most
timely datasets that researchers have yet to work with. The challenge is to ensure the
infrastructure is in place to fully utilize and analyze such networks (Batty et al. 2010). In
2010 the Library of Congress announced the decision to archive all public twitter
messages since 2006 and make this information only available to registered
researchers. This archive is still under development and will be released in 2012.
For this paper, models were developed to extract social information about society
on a global scale. The focus is on understanding the impacts of social media in creating
groups of knowledge of professional design services. The framework could be modified
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to fit many other network analysis uses; aiding the creation of new 2D and 3D GIS
mapping systems and workflows across many different domains, fields and applications.
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PROBLEM STATEMENT AND SUGGESTED SOLUTION

This research attempts to explain the impacts of social media in shaping
communities of knowledge within landscape architecture and related professions. The
purpose of this project is to determine where professionals interested in key topics are
located in order to understand how they may affect future designs, and shape public
viewpoints in their respective locations.
At the current date, no research or documented analytical framework exists for
analyzing landscape architecture and related professions involved with advocating
sustainable development models. It is instrumental to geo-locate these group’s
interests, social network influences, and relationships on a worldwide, regional, and
local scale in order to map and analyze significant trends in design viewpoints. In terms
of development, failure in understanding the interests of an area’s population can lead
to the implementation of designs, the passing of zoning codes, regulations, and
financing of projects that do not benefit the majority of the population. It is necessary for
firms, companies, non-profit groups, and similar organizations to understand the
location of the population to which they are marketing designs, principles, and services.
In addition, defining the locations of interests will allow businesses to maximize timespent marketing to populations that can utilize their services. Companies supplying
products to specific professional service markets must decide the most appropriate
locations to finance marketing, place factories, storefronts, and network. In terms of the
environmentalist, knowing where people are and are not advocating certain sustainable
ideals can help their organization determine the most effective locations to maximize
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spending for public awareness efforts. Understanding how specific user-groups are
connected on a person-to-person network can also help solve problems faster than
traditional means. By mapping user-groups, one can also quantify degrees of
separation between individuals worldwide (who is following whom).

Research Questions

1. Where are user-groups interested in certain topics located?
2. What defines a post that maximizes website hits from identified user-groups?
3. Can groups be located and defined based on topical interests or viewpoints on a
global, regional, and city scale? (The concept of Topical Place)
4. How does extractable data differ between web-1.0 (websites) and web-2.0
(social networks)?
5. Do the topics that define interests resulting from the website survey data align
with crowd-sourced twitter information for key cities?

Significance

By developing tools that help to better define a population through social media
and the internet; it is possible to determine the best places to invest marketing
strategies. The location of potential populations that can then inform specific services
through the use of Big Data. Gaining a better understanding of a population’s interests
can lead to the successful implementation of designs, passing of zoning codes,
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regulations, and financing for projects that benefit a defined the majority of the
population. Understanding how specific user-groups connect on a person-to-person
basis can also help solve problems faster than traditional methods. In mapping usergroups, one can also determine the degrees of separation between individuals
worldwide (who is following whom) and make statistical correlations.

Study Organization

Due to the complex nature of rapidly changing technology, the following literature
review is formatted to provide the reader with a systematic introduction to the
complexity of geo-locational social analysis. The outcome of this project involves two
surveys. One survey gathers statistics from a news website that logs user’s geolocations interested in specific topics on a global scale. The topics from this survey were
disseminated to a population consisting of thousands of planners, architects, and
landscape architects. This population was systematically messaged to follow the main
website’s social accounts via the social network: Twitter. The second survey analyzes
data queried from twitter user posts within a specific geo-location area and key topics to
help further understand the results from the preliminary survey at a much deeper detail.
The information derived from the surveys will help to direct professional services
associated with developing the built environment through an ever-changing
technological environment. This paper will also help set a framework for how websites
and social media can utilize analytics programs and data-mining to better understand
their influence on society.
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LITERATURE REVIEW
Urban Digitalism, the Human Element, and the Landscape
It is important that a brief introduction of a new concept known as “Urban
Digitalism” developed by Brooks Patrick at KTH, Sweden and Geoff Taylor at Clemson
University be mentioned to aid the reader in understanding the direction of the following
literature review (Patrick and Taylor 2012). As technology is full of jargon and
complexity, it is important that the virtual realm be described in a way that professions
involved with developing the built environment can comprehend. With this being said,
the World Wide Web itself seems to be modeled after our everyday urban
environments. For example, a simple e-commerce website can expressed in terms of its
metaphoric urban value as a shop. This digital urbanism defines most of web 1.0’s
structuring. However, the more interesting metaphors arise with web 2.0, digital social
networks, and the idea that information can be created from the “bottom-up”, a
decentralization of website content; this can be thought of as the metaphoric public
square of inter- net communication. The decentralization of website content allows for a
more dynamic flow of information. This information flow when associated with place,
gives a narrative to the physical world and allows the physical to be shaped by the
digital. Urban digitalism is the visible physical effects of a highly connected digital social
realm.
Our research on urban digitalism leads us to believe that the methods
established by individuals such as Kevin Lynch, provide the framework for
understanding the urban environment through the examination of digital social
interaction. Lynch provided seminal contributions to the field of city planning through
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empirical research on how individuals perceive and navigate the urban landscape.
Lynch sought to determine place legibility by administering an experiment, which
consisted of questionnaire surveys, and interviews. Lynch found some very interesting
consistencies in their imaginary trips, such as people veering off course to go through a
vivid part of the city, and most people mentioning water and vegetation with pleasure in
their responses (Lynch 1992). He was then able to rank areas based on this criteria as
having high “imageability” which was the quality of the physical world to instill a strong
vivid, image in memory (Lynch 1992).

Figure 1 Hypothetical visualization resulting from a test of social flows through recently implemented design

With the flow of digital data we no longer need to rely on a few observers taking
part in field tests to obtain mental data. Language abounds with bodily metaphors that
recall the experience of environment (McCullough 2004). If we consider digital social
interaction related to a user’s physical environment then we can perform a similar
quality evaluation of their context based on location. This new data allows us to expand
what we con- sider urban out to the city edge. The same quality of information can be
data-based and analyzed regardless of location. Through digital social networks, the
suburbs are no less important in understanding urban flow characteristics than other
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locations. This produces an enabling factor, a level playing field of communication and
information analysis.
The following literature covers many of the mechanical concepts of urban
digitalism and at the same time ex- plains the influence of social media in shaping
communities of knowledge within landscape architecture and related professions
involved with designing the built environment. Clusters of interest and expertise must be
under- stood at a global scale in order to understand the effects that humans have on a
landscape and landscapes have on humans. In this paper, the importance of further
understanding a network of these professions is an instrumental task as they provide
the groundwork for and influence future development globally.
This research is only possible due to recent rapid technological developments of
mobile devices and at the core of such a technological development, one will find
pervasive computing.

Pervasive Computing

Pervasive Computing, also known as ubiquitous computing, deals with the
embedding of microprocessors into everyday objects so that objects can communicate
information. The concept began in 1988 at the Xerox Palo Alto Research Center when
Mark Weiser first defined Ubiquitous Computing. Technology has come a long way
since the late 1980’s and with the convergence of wireless technology, the internet, and
advanced technology, pervasive computing is now possible. “In 2000 the National
Institute of Standards and Technology labeled per- vasive computing as“1.) numerous,
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casually accessible, often invisible computing devices, 2.) frequently mobile or
embedded in the environment, and 3.) connected to an increasingly ubiquitous network
structure(McCullough 2004)” According to Mark Weiser, the man considered the father
of ubiquitous computing: “The most profound technologies are those that disappear…
and weave themselves into the fabric of everyday life until they are distinguishable from
it(McCullough 2004).” At current date, mobile technologies are allowing social network
connections to be invisibly intertwined with landscape. This rapid technological evolution
is giving way to devices that allow individuals to interact globally via social networks
from anywhere. Today most people fail to realize the capabilities that such devices and
publically available personal information provide. The mobile technological revolution
that the world is currently experiencing provides the ability for individuals involved with
developing the future of the built environment to understanding society’s needs and
even their own.

The Emergence of Social Networks

Over the past several years the social network phenomena has swept the world and
continues to grow exponentially. Over the years, several social networking services
have appeared but none match the same influence and continuous growth that
Facebook and Twitter have today. For planning and design professions social networks provide opportunity for alternative approaches to social engagement.
Conventional approaches to engage people in participatory planning exercises are
limited in reach and scope. At the same time, socio-cultural trends and technological
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innovation offer opportunities to re-think the status quo in planning. Smart phones like
the iPhone provide new platforms for location-based-services, mobile participation
processes are becoming more widely used, and mobile applications for these devices
are amplifying participation in spatial and temporal dimensions (Höffken and Haller
2010).
Most simple of the two major social networks to analyze is Twitter. Twitter allows
people to post a message (tweet) in most cases, what they are doing, in 140 characters.
This makes Twitter optimal for use on mobile devices, which also makes it the easiest
digital social network to join and take part in without the use of a personal computer.
The simplicity and accessibility of mobile phones makes them an ideal platform,
enabling developing countries to more easily have access to Twitter than any other
digital social network. Below are three statistics that will better highlight this
phenomenon from Cisco Visual Networking Index: Global Mobile Data Traffic Forecast
Update, 2010–2015

1. The Middle East and Africa will have the strongest mobile data traffic growth of
any region at 129 percent compound annual growth rate, followed by Latin
America at 111 percent and Central and Eastern Europe at 102 percent.
2. There will be 788 million mobile-only Internet users by 2015. The mobile-only
Internet population will grow 56- fold from 14 million at the end of 2010 to 788
million by the end of 2015.
3. The mobile network will break the electricity barrier in more than 4 major regions
by 2015. By 2015, 4 major regions (Sub-Saharan Africa, Southeast Asia, South
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Asia, and the Middle East) and 40 countries (including India, Indonesia, and
Nigeria) will have more people with mobile network access than with access to
electricity at home. The off-grid, on-net population will reach 138 million by 2015.

The forecasted number mobile devices throughout the world is predicted to equal the
world’s population of 7.2 billion by 2015 (Cisco 2011). This corresponds with research
done by the Pew Research Center. Twitter is found to have the most socially diverse
users in relation to LinkedIn, MySpace, and Facebook (Keith Hampton 2011). Twitter’s
own blog also forecasts the rise in international accounts seen below in Figure 2, which
found that over 60% of registered Twitter accounts come from outside the US.
Figure 2 International account growth outside the United States

Figure 3 International twitter usage

According to a 2010 report by ComScore, about 21 percent of Indonesians are
on Twitter, making them the most Twitter-addicted nation. Possible reasons for this
might include their large population (nearly 240 million), cheap access to mobile devices
and English as a commonly spoken language (Nguyen 2011). Such a language barrier
on Twitter will soon cease to exist with the help of Twitters new Language translation
center and system upgrades. Communication applications, like weblogs and microblogs
- like Twitter - enable worldwide, real-time, multimedia communication with low barriers
15

to entry. As Twitter evolves, more and more people are partaking in sharing what is
happening around the world through various Twitter applications. Hashtag use has
become a unique tagging convention to help associate Twitter messages with certain
events or contexts. Prefixed by a # symbol with a keyword, a Twitter hashtag serves as
a bottom-up user-proposed tagging convention. It also embodies user participation in
the process of hashtag innovation, especially as it pertains to information organization
tasks. With shared hashtags, it is possible to sort and bring together Internet resources
across websites (Chang 2010). In this research we employ the use of hashtag analysis
to help make meanings of user posts. The ability to link textual information to a user is
only the beginning. When text aligns with spatio-temporal dimensions using the
individual as a censor, we begin to get a snapshot of what defines a given place. The
driving force behind the process of locating individuals is geo-locational technology.

The Growth and Possibilities of Geolocational Technology

Geo-location is at the core of human tracking and provides many possibilities for
understanding an individual’s locations and movements at a massive scale. At the
current date distance no longer matters, location most certainly does (McCullough
2004). In a world where people can communicate to anyone from anywhere the human
conception of boundaries are constantly in fluctuation. The meaning of community
became more topical with the onset of online socialization, but it remains more
applicable to everyday life in physical neighborhoods… proximity is not necessarily
physical (McCullough, 2004). Each mobile object –such as cellular devices- and each
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fixed location – such as a landmark or home- has a physical extent of service.
Understanding such relationships in the built environment is extremely important.
However, is the following tracking of an individual’s movements considered an invasion
of privacy? Arguments over privacy are constantly in play between individuals that want
more control over population dynamics and others that view such control as an
Orwellian nightmare.

User Privacy and Ethics

Since the September 11th terrorist attacks and at current date, research and the
ability to understand human dynamics, thoughts, and language is limited by privacy
concerns. In 2005 Malcolm McCullough stated that Surveillance has become an
unfortunate fact of life. The loss of privacy has become a central theme in cultural
studies of information technology… Our Devices are watching us… Although America,
for one, has a deep concern in the erosion of civil liberties, the twentieth-century version
of the panopticon may be outdated now (McCullough 2004). McCullough’s proposed
solution is to rather than turn our backs on pervasive computing because surveillance is
objectionable or the internet boom is over, we should explore its cultural aspects. “We
should no more ignore this movement than the Internet or personal computer before it.
Given our fears about privacy, autonomous annoyances, and rigidly preprogrammed
activities, we should pay more, not less attention to this stage of technological
development” (McCullough 2004).
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But when it comes to public safety, who decides how far is too far? Can users, trust
digital social platforms? Can we trust our government to allow the continued use of
digital social networks and the rights to freedom of speech, privacy, and assembly when
a mass protest is predictably imminent? Consider the Pentagon’s recent re- quest for
research proposals to help better monitor conversation in the Middle East. This
recognizes that social listening is an effective way to understand and track political
unrest (Edington 2011).
Democracy is, by definition, the governing voice of the masses, and social networks are
the new public squares. In the West, the danger being imposed is not necessarily
coming from worried governments but rather the entertainment industry which would
like to copyright and effectively privatize this public flow of information. The Protect IP
(PIPA) is an example of a U.S. Senate bill that would allow the government and
copyright holders to block access to ““rogue websites dedicated to infringing or
counterfeit goods,” especially those registered out- side the United States. It’s argued
that this would not stop internet piracy but instead introduce vast potential for
censorship and abuse. The main characteristic of web 2.0 is user generated content.
When a user on a website like Twitter posts a copyrighted video, the entire Twitter
network has the possibility of being censored or even shut down. This DNS blocking is
the same website censorship method used by China, Iran, and Syria.
We can say with certainty that the importance of internet in day-to-day life is
bordering on sacred. The free unmediated internet is what we have today and it works.
When you consider safety, no one can be physically harmed over the internet except
psychologically or through cons and hacks.
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Privacy is something that can be solved while ethically preserving the original free
nature of the internet. We do not have to conjure images of an Orwellian world when we
discuss the sentiment analysis of crowd activity. There is of course a dark-side to all
technology that relates to observation and decision making but in order to help tackle
problems that we face globally we need to rely on the power of information. Information
has always been a battleground of truth and access to such information will allow the
populous to define what is true. This is vital for leaders and policy makers in order to
understand, regulate, and advance conditions of change.
Digital social interactions are public and this remains a fact about these types of
digital social platforms. Many platforms like Facebook and Twitter allow the user to
define their own privacy. According to research done at the School of Human Science
and Environment, University of Hyugo entitled “Exploring Urban Characteristics using
Movement History of Mass Mobile Micro-bloggers”, some interesting movement
patterns can be frequently observed in urban areas. In their research they had found an
explosive global growth in the number of mobile micro- bloggers who are willing to
publish their life logs on micro-blogging sites without any privacy concerns (Fujisaka,
Lee, and Sumiya 2010b). As a way to bypass privacy concerns, the research group
merely focused on open datasets posted by bloggers willing to share their own life logs.
They also abided by Twitter policies, which state that developers should not, on the
grounds of privacy, log Twitters for more than one week. According to their report:

“There is a clear global trend of people willing to post status updates, somewhat
fearless of privacy and security is- sues, and to disclose personal information
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such as their message ID, name, age, and location, etc. Such openness
facilitates analysis and use of data on a massive scale for social networking and
for demographic analyses (Fujisaka et al., 2010b).”

Privacy and ethics will always be the most important aspect to consider before
conducting sentiment analysis– determination of the attitude of a speaker or a writer
with respect to some topic or the overall contextual polarity – on located crowd
activities. However today’s digital social media platforms are taking large steps in
allowing more user control over this privacy. The bottom line is that the majority of
digital social interaction is public and as long as there are users that do not mind this,
there will be public information to examine for intelligent decision-making (Patrick and
Taylor 2012).
Looking away from privacy and forward to human tracking the following geolocation technologies can deter- mine the locations of individuals at different spatial
scales.

Global Positioning Systems

Today when an individual purchases a smart-phone they may not realize that a GPS
tracking chip is installed within the device. This chip if enabled will allow a user’s
location to be geo-located when they post information to certain services on the internet
such as social networks or use cell-phone based navigation systems. According to
McCullough any body of data that can be “geocoded,” that is, assigned a position as a
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key to a record in a relational database, can be delivered intelligently through
geographic information systems (GIS)… A GPS completes the loop; positioning data is
used to query huge spatial databases that report relevant information back to the
position being described… For example, one might use a mobile GPS-GIS system to
study vegetation patterns, ethnic neighbor- hood boundaries, or cultural nightclub
scenes (McCullough 2004). When coupled with tagging, positioning technology helps
track things that move around. This helps answer such fundamental questions such as
“Who is here” and “What are they doing?” Like the products in a retail supply chain,
elements of other networked distributions become better modeled (McCullough 2004).
Not only is your cell phone currently coupled with a GPS chip it also contains an internet
protocol address, a unique numerical code that distinguishes your device from others on
the internet.

Internet Protocol Addresses

Factors of access, bandwidth, addressing, and security affect who and where you are
on the internet: Position does not. Internet Protocol (IP) addresses are often bound to
the hardware addresses of connection devices, which in turn are managed by physical
location while global position systems track position continuously (McCullough 2004).
The process of making meanings from users visiting websites can be accomplished
through tracking methods that geo-locate what users open, click, or share on the
internet. Such traceable data can be extracted when someone clicks on a website or
customized shortened url from url shortening services such as bit.ly or Tinyurl. This data

21

unlike GPS however only traces users back to a wireless router or hard-wired
connection. This tracking method has the ability to pinpoint a user within a close
proximity to their place or residency, work, or other publically accessible network
locations. Most geo-location techniques are based on linking geographic locations with
IP addresses. Today new geo-location techniques use Java applet to determine users
IP address even if a user is connecting via anonymous proxy servers (Svoboda 2007).
The next time you visit a website keep in mind that you are being watched and statistics
about your interests are often being data-based for analysis. Websites however are
often only interested in analyzing large clusters of data in order to further successful
online campaigns. If one is afraid of being data-based or tracked then it is probably
more worthwhile to limit or remove the locational information on their social network
profiles such as city, town, or address.

Social Network Profile Locations

Social network accounts that are visible to the public usually have accessible locational
information. Using geo-code services provided by Yahoo and Google researchers have
the ability to convert textual location information into numerical coordinates for spatial
analysis. There are however many accuracy issues in basing a user’s location on social
network profile locations such as 1. A user may not actually live where they say they do,
2. Some users place text that has no correlation with location as their location and 3.
Some individuals leave their location blank. Certain social networks give users the
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ability to choose which information is made public and private. In aligning user profile
data and their connections, the ability to understand the demographics that make up
a network or place is possible. This alignment of data and user connections allow for the
construction of meanings from the social landscapes invisible complexity.

Making Meanings from Data

Every electronic device in some way has data attributed to it. Online-based
services have the capabilities of storing mass amounts of information about the
individuals that use their services. Social networks are breaking the traditional website
barrier by data-basing Big Data – massive amounts of information – concerning users
connections and interests at a massive scale. Analytics systems have been the key
approach to making meanings from website data but as big data continues to grow in
scale new ways of analyzing real-time data must be developed.
“The point is that analytical designs are not to be decided on their convenience to
the user or necessarily their readability or what psychologists or decorators think
about them; rather, design architectures should be decided on how the
architecture assists analytical thinking about evidence (Tufte 2006).”
Several analytics providers such as Google have developed systems that
successfully construct meaning from website data. The answer to the question “how do
we analyze big data?” will come with time as the emergence of evidence comes with
appropriate theory and practice of analytical design. The more complex question is; how
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can website data, social network data, and remote sensing data be utilized in tandem to
understand the environment?

The Website and Website Analytics

The website is what connects with all other social media channels. The main
website can be connected with other tools, to post and distribute information to all other
channels in order to make the process of keeping users up-to-date as easy as possible.
Traditional online communication tools like blogs and newsletter signups remain an
important cornerstone for any outreach effort (Höffken and Haller 2010). As with any
online public-participation, news, organization, or awareness project the most important
mode for disseminating information and setting an image (branding) has been and
continues to be the website, which is comparable to online real estate. The website is
the shell in which information such as news, press releases, portfolios, and even
surveys can be disseminated to other networks in order to build influence, branding, and
awareness. Currently society is witnessing a change from Web 1.0 to Web 2.0. The
thing that sets these “Web 2.0” sites apart from traditional Web pages and resources is
that they are intertwined with other forms of network data such as their standard
hyperlinks are enriched by social networks, comments, trackbacks, advertisements,
tags, RDF data, and metadata (Finin 2007). With the large number of niches existing on
the blog-o-sphere, a relatively low ranked blog can be highly influential in a small
community of interest. Influences can be subjective and based on the interest of the
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users. Thus by analyzing the readership of a blog we gain insights into the community
that is likely to be influenced by it (Finin 2007).
In one such case study entitled the Possibilities of Visualization Geo-location of
Web Pages Visitors, Lukas Svoboda expresses how information concerning the
physical locations of web visitors can be used for a wide variety of purposes, including
targeted marketing, restricting digital content, or localized tools for internet users. Web
analytics services use two of the leading methods to gain information about your
website. The first method involves using a web server log file, which contains some
basic information about the activity of the website.
The second involves collecting data from the visitor’s machine via client-side
tagging to create a more detailed and customizable log file than the standard logging
available from server software (Svoboda 2007). One of the drawbacks Svoboda
expresses is that log files cannot record repeat requests when a page is accessed from
a caching or proxy server. A client-side tag (script) runs each time the page loads and
equates to accurate visit and page counts even when pages are loaded from a caching
or proxy server. The International Federation of
Audit Bureaux of Circulations (IFABC) sets the standards that most analytics
providers follow. The basics that the IFABC set for measuring website traffic are: Page
impression, unique visitor, visit, session, and visit duration. The main purpose most
website target user’s geo-locations are to restrict digital content in certain locations, in
criminal investigations, security and network optimization, content targeting, geomarketing, and to fight spam (Svoboda 2007). Even the links sent out to social
networks, posted on forums, blogs, or other services linking back to the main website
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have the ability to be tracked and analyzed using url shortening services. These url
shortening services can also be used to make meanings from online survey campaigns.
Such links can often at time be used to determine the successes or failures of certain
online marketing campaigns and help to further understand online user interest. The
ability to combine social network information with website “real-estate” and urlshorteners provide for more smart analytics and can even be analyzed against datamined social network data.

Social Network Data-mining

Taking Big-Data such as social network data as well as others into visual models
at current date is not a simple task. At the time Malcolm McCullough’s book Digital
Ground published in 2005, few people were concerned with the collection of real-time
Big-Data. Social networks such as Facebook and My-space were only in their infancy
and the thought of data-mining such information never slipped into anyone’s mind. Webbased social media systems reach and impacts are significant, with tens of millions of
people providing content on a regular basis around the world. Recent estimates suggest
that social media systems are responsible for as much as one third of new Web content
(Finin 2007). McCullough does an excellent job of outlining what must be included in
systems to understand environments and such data. A system may begin to model a
physical, proximate area by polling local and ad hoc links between known mobile tags
and devices (McCullough 2004). Multiple actors, ambiguous aggregations of objects,
and unreliable data streams from sensor fields all replace the mouse click as inputs to
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be interpreted. Researchers in this must extrapolate what they know (McCullough
2004). Today several social networks allow for user information to be extracted by
location by Euclidean distance – as the crow flies – but many of these networks only
allow users to extract information concerning people in their direct network. MySpace,
Twitter, Facebook, Linked-in, and even photo-sharing websites such as Picasa and
Flickr have the capability of being data-mined based on location, distance, and textual
interest. Each of these networks contain their own unique benefits although due to
Twitters network size, a majority of users with publicly accessible profiles, simplicity for
extracting data, and limits to the number of characters in users posts it serves as an
excellent pilot study prior to developing systems to analyze the other networks. By
identifying each Twitter user as a sensor, each tweet sensory information, and in
coupling this with location you are able to obtain a very rich flow of digital social network
interaction (Sakaki, Okazaki, and Matsuo 2010). “These digital sensors, referred to as
social sensors, are of a huge variety and have various characteristics: some sensors
are very active; others are not. A sensor could be inoperable or malfunctioning
sometime (e.g., a user is sleeping, or busy doing something).
Consequently, social sensors are very noisy compared to ordinal physical
sensors (Sakaki et al., 2010).” The ability to utilize humans as a censor also means that
work could be applied to the individual. Social networks allow many possibilities for
crowd-sourcing individuals – The act of sourcing tasks traditionally performed by
specific individuals to a group of people or community— to accomplish a task. Such
tasks like understanding individual’s thoughts on the environment, or getting the
message out concerning a upcoming event are all possible at mass scale. Data on

27

users locations, posts, and profile information can all be used to target key individuals of
interest for crowd-sourcing activities. Once data is extracted from such human sensors,
the next step is the process of making meanings from the data.

Social Network Analysis

Social network analysis does not replace the relationship building gained through
traditional person-to-person analysis methods. Through the means of social network
analysis, it is possible to learn more about an individual’s influence and interests than
the individual knows. Social network Analysis, provide a useful tool for visualizing,
analyzing, understanding, and remembering complex networks of actors in support of
the judgments and relationship building that they advocate (Dempwolf and Lyles, 2011).
Over the course of time, empirical analysis has historically been limited to smaller,
dense networks and the visualization of those networks (Newman, 2003). Many of us
recognize social network differences among people: we know some people who are
“popular” and have connections to many others. We may also know some people who
may be less “popular” but are still “influential,” connecting to a smaller number of people
who have “better” connections. Network analysis recognizes these and other less
intuitively sensed patterns in social relationships, like measuring the number of your
friends who know each other and how much a person occupies a gatekeeper or bridge
role between two groups (Hansen, Shneiderman, and Smith, 2010). According to
Dempwolf, social network theory suggests that an actor’s behavior and outcomes are
determined to some extent by network structure, and this contention has been criticized
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by scholars who view actors’ behavior and outcomes as the result of choices made by
the actors themselves. Some authors take a more nuanced approach. Rather than
viewing network structure and agency as mutually exclusive, they contend that actor’s
exhibit agency, but network structure constrains the choices avail- able to them. In turn,
the actor’s choices influence the structure of the network over time (Dempwolf and
Lyles, 2011). As one of the few planners currently, specializing in complex network
analysis Dempwolf also provides an excellent overview of networks. According to his
research, networks may be modeled using dots or “nodes” to represent actors in the
network, and lines between the dots to represent the relationships or “ties” between
actors.
Actor attributes are measures associated with the nodes and the full set of actor
attributes is the network composition (Wasserman and Faust 1994). Two actors (nodes)
and the relationship (tie) between them from the simplest possible network is known as
a dyad. Measuring the structure of a network is possible from the perspective of a single
actor in the form of an ego network. The “ego” represents the actor at the center of this
perspective while the other actors the “ego” connects with are “alters,” or “personal
communities (Dempwolf and Lyles 2011).”
In Twitter network analysis the two primary building blocks are vertices (also
called nodes or agents) and edges (also called ties or connections). The vertices are
represented by the names or images of Twitter users, and the edges usually
represented by the lines that point from one vertex to another. With Twitter it is also
possible to align data-mined information in the format of a line, or edge, that exists
between two people when one “follows” the other or if one user “mentions” or “replies”
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to the other. Planners may recognize that the arrangement of actors in physical space is
often correlated with the behavior or attributes of those actors. This is the basis for
cluster analysis and spatial autocorrelation methods. This social network analysis that
offers a tool to help researchers disentangle some of the relational complexities, just as
cluster analysis and methods for dealing with spatial autocorrelation help researchers
disentangle the complexities of spatial organization (Dempwolf and Lyles, 2011). In the
past, many networks were capable of alignment directly with close-knit local
communities. Due to the growth of technology “people are not wrapped up in traditional,
densely knit, tightly bounded communities, but are maneuvering in sparsely knit, loosely
bounded frequently changing networks (Wellman 1999).” The only way to understand
this ever-changing technological landscape is to derive meanings about society through
social network analysis. Data-mining user information and understanding user
connections only scrapes the surface of the possibilities of social network analysis. The
ability to make sense of complexity arises through the use of lexical – text based –
analysis.

Lexical Analysis

Due to the nature of social networks, it is extremely important that we understand
the utilization of language in society. One learns to read a city without the aid of books
and maps, and to do so partly on the basis of experience with culturally similar cities;
some individuals and some cultures develop more ability than others at this. As with
most cultural differences, spatial dispositions show up in language. For example, while

30

an Englishman might end up “in” a street because a street was once a public living
room, and American lives “on” a street because it is merely an address... Language
itself plays an important role in spatial literacy. Language abounds with bodily
metaphors that recall the experience of environment (McCullough 2004). Spatial
language builds from words to metaphors, narratives, and even world views. Patterns of
spatial usage tell us as much about a species as the anatomy of its individuals
(McCullough 2004). The collective heartbeat of place can be analyzed using many kinds
of electronic data. Today, several prominent universities are analyzing cell-phone data,
transportation networks, and other data that describes human movement. Social
network data takes this idea of heartbeats to another level by incorporating usergenerated text that can currently be analyzed for lexical diversity, sentiment analysis,
unique words, average words, and most and least common words for an entire
population. Such smart-data can drastically improve the current way that populations
are examined from a static census model into a more complex understanding of place
(Patrick and Taylor 2012). The following expresses how the University of Tokyo
research group was able run semantic analysis on tweets: To detect a target event from
Twitter, team searched from Twitter using the open API in order to find useful tweets.
Tweets might include mentions of the target event. For example, a user might make a
tweet such as “Earthquake!” or “Now it is shaking”. Thus, earthquake or shaking might
be keywords (query words). Users might also make tweets such as “I am attending an
Earthquake Conference”, or “Someone is shaking hands with my boss”… It is
necessary to clarify that a tweet is truly referring to an actual earthquake occurrence,
which they denoted as a positive class. To classify a tweet into a positive class or a
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negative class, they utilized a support vector machine, which is a widely used machinelearning algorithm. By preparing positive and negative examples as a training set, they
successfully produced a model to classify tweets automatically into positive and
negative categories (Sakaki et al. 2010).
With the aid of object, oriented programming languages – such as python and
java researchers are able to run textual analysis using natural language toolkits. Such
programming languages however are extremely processor intensive and programmers
working with such language toolkits should develop using faster languages such as
Ericson’s Erlang and Google’s NodeJS for social analysis. Such languages would also
benefit the data-mining process as the scripts would constantly run and pause instead
of completely stopping during processes. The growth and development of machinebased learning will only help aid researchers in understanding the dynamics of social
networks and the places their users inhabit. It is imperative that data developed through
the process of computer-based learning be interpreted in both spatial and temporal
dimensions. In understanding, the time and location of posts within a given population,
and how individuals cluster by interest, we gain a better understanding of place.

Mapping Data by Location

Data from social networks, websites, and remote sensing devices all have the
capability of being mapped. In terms of websites, mapped geo-locations of website
visitor can be classified into four groups in the form of Table, chart, raster map, and
dynamic map. The most popular of which are tables and charts. Tables can be sorted
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by the visitors count, or by geographic names. Currently Google analytics is the best
free web analytics tool from a geo-visualization point of view, but it also has some space
for improvements. Google maps could bring stronger map tools, real geographical
background layers, or display web analytics reports by non-standard geo-graphical
regions. (Svoboda 2007). In mapping information spatially, we begin to understand
much more information about population dynamics. According to Carl Steinitz in order
to understand the big picture “We need to be able to work at several scales of resolution
in space and classification (Artz 2009). Location models are not just maps of physical
position, but are also representations of activity and organization (McCullough 2004). To
an architect, a model chiefly represents form, but to other disciplines, a model
represents behavior, information flows, or decision sequences… Location models must
tame complexity with representations of presence, protocols, and better presented
possibilities for action (McCullough 2004). In modeling humans in context with their
environment, we in return move closer to a truly human centered design. So far,
software personalization has emphasized modeling “the user” in a relationship of many
tools to one user in one place – typically the desktop computer – rather than many
users in one place. Now the spread of affordable tagging and sensing changes that
outlook (McCullough 2004). For this project, the ability to identify clusters of interest is
ideal in proving the influences users have within professions designing the built
environment. In short we need a typology of interactions. By extending living patterns of
inhabited space, we can strive to make technology simpler, more adaptive, and more
social (McCullough 2004). Put a group of people in a room, and they will quickly
organize themselves. Consider the importance of social distance, presentation of self,
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and territoriality (McCullough 2004). Interpersonal distance is the great mediator of
social standing. The infliction of interpersonal distance provides a tactic set of social
cues. The tactic geography of these social relationship construct place (McCullough
2004). It is instrumental that researcher explore embodied interactions that we often
take for granted in order to understand place. We must first understand the role of
context and place in technology, and then see how places emerge around nodes
among technologies (McCullough 2004). When experience flows, we get into place.
Flow is of course an essential goal of interaction design, and fixity is an essential goal of
architecture (McCullough 2004). Flow Models are a good for evaluating processes such
as public participation in the process of planning (Dempwolf and Lyles, 2011).” It is also
important that Planners be increasingly aware of rapidly changing social dynamics when
planning physical spaces and other systems that are subject to spatial and social
distances (Dempwolf and Lyles, 2011).

Theoretical Framework

The previous information is merely an attempt to help the reader get up to speed
with the possibilities of utilizing geo-location information, social networks, websites and
“big-data” to solve problems. Currently several universities are researching social
network data-mining techniques and several others are focusing on other areas of
remote sensing and robotics. Social media serves as the mediator between the other
environmental censors to aid in understanding human interactions, thoughts,
movements, and tendencies. Due to the current nature of API based extraction
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technologies having only been available for a few years researchers are just beginning
to scratch the ice of what is a cornucopia of information. For this research, harnessing
such information in order to understand the current virtual social structure and influence
of design-based professions focusing on the built environment is extremely important. In
mapping and analyzing such networks, we begin to understand how these groups truly
interact and tick in ways never-before thought possible. We begin to see the reach of
several organizations, professions, and firms. Real-time data not only allows for
analysis at one point in time or a two-point logistic model but we begin to see a real-time
model that constantly fluctuates. In the future, such models will have the capability to
predict changes within professions, change in topics of interest, and provide greater
depth to alternative futures models as used in planning. The world is constantly in
fluctuation and the only way to get close to understanding it is to monitor and database
everything in real-time.
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METHODOLOGY

The following research attempts to explain the impacts of social media in shaping
communities of knowledge within landscape architecture and related professions
involved with designing the built environment. The importance of further understanding
a network of these professions is an instrumental task as they provide the ground- work
for future development worldwide. This study is also an attempt to develop a framework
that allow anyone to measure the reach of a multitude of applications that any
individual, firm, or organization involved with designing the built environment can utilize
to market, brand, and disseminate information to. Such applications include web- site
(online real-estate), Social networks (twitter micro-blog service), url-shorteners, and
online analytics systems. Data was mined from twitter feeds of five different sources
representing the landscape architecture profession and important affiliated professions.
The five sources included: the APA, the ASLA, World Landscape Architecture, and
Architectural Record and Architizer as the AIA was not accessible. Data-mined twitter
feeds were then analyzed using network graphing software, and displayed to compare
the global network connections of the five different sources. Analysis graphs displayed
prominent network centers and linkages as distinct network graphs to illustrate each
sources unique organization of centers and linkages. Data-mined network
characteristics were also geo-located within the continental United States and globally
to illustrate the geographical characteristics of the APA, ASLA, World Landscape
Architecture, Architectural Record, and Architizer networks. A web site was utilized to
send twitter messages to the data-mined twitter sources concerning a wide range of
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topics including: projects, research, visualization, sustainability, and architecture,
landscape architecture, and urban design/planning. Data-mined tweets and retweets in
response to the website stimuli were then analyzed for lexical diversity associated with
professional nomenclature and geo-located. The most active social networks were
selected from a list of the top 20 cities that correlated across the APA, ASLA, World
Landscape Architecture, Architectural Record, and Architizer sources. The
lexicographical content of the tweets from these cities were characterized to illustrate
the making of architecture, landscape architecture, urban design/planning, and
associated meanings.

Research Design

Phase 1: In order to implement phase one of this research, a workflow was
designed including a news website, twitter accounts, automation systems, custom data-

Figure 4 Systems workflow diagram highlighting phase one
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mining scripts, geocoding scripts, url-shortener, analytics influencing the selected
professions. Only one twitter account was set to follow the followers of each selected
organizations or news websites twitter account. The twitter followers of the selected
accounts were systematically followed by the twitter accounts created for this study. The
average message to follow-back ratio was around 33 percent equaling a massive
conversion rate. It is also important to note this method allowed for the viral crowd
sourcing of new followers. Once collected each of discipline based social networks have
thousands of followers each. It was then important to analyze the structure of the
crowdsourced social networks to determine the effects from crowdsourcing individuals
interested in different
professions. Profile accounts
that followed the social network
accounts created for this study
were then data-mined and their
profile locations were geolocated
using custom scripts and the

Figure 5 Google analytics website visitor heatmap

yahoo geocoder. Thousands of people were systematically messaged and asked to
follow twitter accounts for The Architecture Report, a news website specifically
developed for this research. In tandem, several twitter accounts were created in order to
grab a population for the research. A population consisting of individuals interested in
architecture, landscape architecture, and urban planning were selected for the study.
Once the key population was determined social networks were then automated to
follower twitter users subscribed to key organizations, and news websites
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Phase 2: In order to understand the interests of the population of followers
extracted from twitter, news articles on key topics were automated for publishing and
released to all twitter accounts on key dates, at key times utilizing existing marketing
research as a standard. The articles posted on The Architecture Report were preset to
rotate in topic bi-weekly. Table 1 on the following page gives an example of the news
scheduling.
DATE OF Post

Topic of Post

Monday 9/5/2011

Architecture Project

Tuesday 9/6/2011

Landscape Architecture
Sustainability

Wednesday 9/7/2011

Urban Design Visualization

Thursday 9/8/2011

Architecture Research

Friday 9/9/2011

Technology Sustainability

Saturday 9/10/2011

Competitions Architecture

Sunday 9/11/2011

Technology Research

Monday 9/12/2011

Landscape Architecture
Project

Tuesday 9/13/2011

Urban Design Sustainability

Wednesday 9/14/2011

Architecture Visualization

Thursday 9/15/2011

Landscape Architecture
Research

Friday 9/16/2011

Technology Visualization

Saturday 9/17/2011

Competitions Landscape
Architecture

Sunday 9/18/2011

Technology Software

Monday 9/19/2011

Urban Design Project

Tuesday 9/20/2011

Architecture Sustainability

Wednesday 9/21/2011

Landscape Architecture
Visualization

Thursday 9/22/2011

Urban Design Research

Friday 9/23/2011

Technology Sustainability

Saturday 9/24/2011

Competition Urban Design

Sunday 9/25/2011
Monday 9/26/2011
Tuesday 9/27/2011

REFRESH POSTING DATE…

Table 1 Website News Posting Schedule
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Architecture Project

Once a news post was published, a url-shortening application was used to track
users interested in the post. This solution utilizes Google analytics as a data-center and
other custom user-based tracking coding in the form of a url-shortener, specifically
developed for this project to harvest data from social networks and accurately port the
information into Google analytics. This news post with short 144-character explanation
of the article was disseminated to the Twitter accounts every 3 hours using a social
network automation application program called Hootsuite. Website visitor data and data
concerning articles of interest from social networks were constantly data-based enabling
rich, geo-locational information on individual’s interests. The data was then analyzed for
trends using GIS, node-mapping, excel applications. Once the data was collected, the
next step was to determine the locations of key trends. By querying, certain geolocated
lexical content collected from the initial survey, the ability to understand the population’s
interest was made possible. This phase analyzed analytics data concerning content,
email subscriptions, organic traffic, and total traffic.

Figure 6 Systems workflow diagram highlighting phase two
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Phase 3: While the previous two phases analyzed twitter networks by standard
website statistics, this phase analyzes topics of interest at city-wide scale and compares
and contrasts the data. Using Google analytics data, top cities interested in topics such
as architecture, landscape architecture, urban design, and the top five cities with these
topics across the board are determined.

Phase 4: This phase the top five cities with topics of landscape architecture,
architecture, and urban design are analyzed for the lexical content via excel and python
scripting. This lexical content relates directly to the topics that the users in these cities
were interested in.

Figure 7 Systems workflow diagram highlighting phase three & four
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RESULTS AND FINDINGS
Network, National, and Global Graphs

For this research, it was import to understand the network structures of the
crowd-sourced participants. In understanding the clustering of individuals we gain a
better understanding of the population prior to the dissemination of the initial survey.
The following graphs and diagrams represent the network analysis findings of crowdsourced, data-mined twitter feeds from 5 different sources associated with landscape
architecture and important affiliated professions. The graphs and diagrams are
presented to describe the specific professional source networks from three
perspectives: 1) graph analytical based on force atlas mapping, 2) national geo-location
rep- resenting twitter account locations and their influence ranked by number of
followers and lines of connection, and 3) global geo-location representing twitter
account locations and their influence ranked by number of followers and lines of
connection. In general the graphs and diagrams are developed according to three
criteria: a) the larger and bluer the nodes, the more followers and more frequent
communication between followers, b) the closer the nodes to the center, the greater the
interconnection among the general network nodes and followers, and c) the greater the
frequency of communication between node and follower the greater the network lines of
connection change from red to yellow to green.
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Figure 8 @apaplanning crowdsourced twitter network structure

Analysis of the crowd-sourced data mined from the American Planning
Association (APA) suggests that the network is loosely connected, with many followers
tenuously interconnected on the periphery of the network, and virtually all of the most
influential followers weakly connected to the larger network. National geo-location
analysis identified most of the data-mined APAs influential followers on the East Coast,
in Toronto, and Texas with significant traffic from several West Coast cities. The
converging lines to the North Central United States represent the location of the
analysis server. At a global scale, the data-mined followers showed mostly weak
connections spread through most continents.

Figure 9 @asla crowdsourced twitter network structure

Analysis of the crowd-sourced data mined from the American Society of
Landscape Architects suggests that the network is very densely connected, with many
followers interconnected throughout the network, and virtually all of the most influential
followers well-connected to the larger network from its center. National geo-location
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analysis identified data-mined ASLA followers throughout the United States, Canada
and Mexico with many moderately influential followers and multiple lines of
communication. The converging lines of the analysis server are not visible in the
diagram. At a global scale, the data-mined followers showed many weak connections
spread through most continents, but concentrated in Europe, and East Asia. There were
several influential nodes in Central Europe.

Figure 10 @wlandscapearch crowsourced twitter network structure

Analysis of the crowd-sourced data mined from World Landscape Architect
(WLA) suggests that the network is the most densely interconnected, with many
followers intensely interconnected throughout the network, and the most influential
followers spread throughout the larger network from its center to periphery. National
geo-location analysis identified data-mined World Landscape Architect followers
throughout the United States, Canada and Mexico with many moderately and very
influential followers and multiple lines of intense communication. The converging lines of
the analysis server are not visible in the diagram. At a global scale, the data-mined
followers showed many intense connections spread through most continents except
South America and Africa, and con- centrated in Europe, Australia and East Asia. There
were several influential nodes in England, China, Australia
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Figure 11 @archrecord crowdsourced twitter network structure

Analysis of the crowd-sourced data mined from Architectural Record suggests
that the network is loosely interconnected, with many followers intensely interconnected
in discrete groups throughout the network, and the most influential followers on the
periphery. The network seems to be made up of mostly moderately influential fol- lowers
with concentrations in the East and some very influential followers in the South Central
United States. The converging lines of the analysis server are visible in the Mid-West.
At a global scale, the data-mined followers showed a moderate amount of weak
connections spread through most continents, and concentrated in Europe, Australia and
East Asia. There were several influential nodes in Europe, China, and especially Japan.

Figure 12 @architizer crowdsourced twitter network structure

Analysis of the crowd-sourced data mined from Architizer suggests that the
network is very interconnected, with many moderately influential followers
interconnected throughout the network, and the most influential follow- ers near the
network center. National geo-location analysis identified data-mined Architizer followers
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throughout the United States, Canada and Mexico with many moderately influential
followers and multiple lines of communication, and one highly influential follower in New
York serving as a hub of networking. The converging lines of the analysis server are
visible in the diagram. At a global scale, the data-mined followers showed many
connections spread through most continents, and concentrated in Europe and South
America. There were several influential nodes in Europe and considerable
interconnection between Europe and South America.
Taken as a whole, the different network graphs illustrate the great variation
between the social networks of the five data-mined organizations. The networks range
from 1) loosely connected with many tenuous interconnections at the periphery, and
most influential followers weakly connected to the larger network; to 2) very densely and
extensively connected with most influential followers well connected; to 3) very densely
interconnected with influential followers sharing a wide range of interconnections; to 4)
loosely interconnected, with many followers intensely interconnected in discrete groups
and the most influential followers on the periphery, to 5) very interconnected, with many
moderately influential followers, and the most influential followers intensely
interconnected.

Geo-located Cities: Total Traffic, Organic Traffic, Email Subscriptions, and Content

The first phase of this project concerned the need to understand the clustering of
the crowdsourced population. Cluster analysis exposed the differences between the
professional networks that the following phase will sur- vey for interests. The following
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graphs and diagrams illustrate urban geographical and lexicographical content of social
networks related to architecture, landscape architecture, and planning. Geographical
and lexicographical analysis of crowd-sourced, data-mined twitter feeds, web site
content, and email subscriptions were focused on topic preferences shared between
these three kinds of crowd-sourced data. Preference topics included: projects, research,
visualization, sustainability, and architecture, landscape architecture, and urban
design/planning.
A website called “The Architecture Report” was utilized to disseminate articles
and videos concerning preference topics with great lexical diversity (unavailable through
twitter alone), alerting the identified twitter sources of new articles and video as posted
every several hours over a three month period. Email subscriptions were included as
data sources to better simulate contemporary social media network components.
Preference topics indicated in twitter, web site and email data were geo-located and
topic hotspots were identified based on proximity to urban areas. Totals from all three
data sources were developed, and graphs were generated to illustrate total traffic and
individual traffic amounts from the twitter feed, website (Google organic traffic), and
email subscription data.
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Figure 13 Top Cities: Total traffic all sources (07.12.2011 to 01.12.2012)

Figure 12 illustrates the geo-located urban areas with the greatest amount of
crowd-sourced twitter feeds, web traffic and email subscriptions associated with the
preference topics. The 20 most active cities in total source communication represent
major cities within all urbanized continents. Total source communications associated
with those cities ranged from 409 to 124 with an average communication per city of app
194.
Figure 13 illustrates the geo-located urban areas with the greatest amount of
crowd-sourced web site communications. Crowd-sourced organic concentrations
develop from the clustering of shared social media communication among a consistent
group of individuals via website. The 20 most active cities in organic traffic represent
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Figure 14 Top Cities: Google organic traffic (07.12.2011 to 01.12.2012)

major cities within all urbanized continents. Source communications associated with
those cities ranged from 123 to 30 with an average communication per city of app 56.
Figure 14 illustrates the geo-located urban areas with the greatest amount of
crowd-sourced email subscriptions. Email subscriptions represent another form of
website/social media content communication among individuals. Because Guatemala
City exhibited nearly 4 times as many email subscriptions as the second greatest
subscription total, it was eliminated from analytical consideration of the whole as an
outlier. Email subscriptions associated with those remaining cities ranged from 47 to 5
with an average communication per city of app 17.
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Figure 15 Top Cities: Email subscriptions (07.12.2011 to 01.12.2012)

Taken as a whole the crowd-sourced, geo-located data analysis related to twitter
traffic, web site traffic and email subscriptions above suggest: 1) network user
participation on all urbanized continents, 2) wide variation in the rankings of cities
among the three crowd-sourced data sets, and 3) significant differences between the
cities in the email list and the other two data sets. Taken as a whole, the three data sets
above identified five highly ranked cities based on their averaged rankings in the three
data sets, and the city’s total amount of traffic. New York City exhibited the highest
average ranking and total traffic amounts (5.3 and 645), followed by Barcelona (>8 and
367), London (>8.7 and 371), Bogota (>9 and 316), and Melbourne (>11.3 and 275). Of
these five, only New York, Cairo, and Chicago exhibited rankings and traffic amounts in
all three data sets.
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While the geo-location of the twitter, website and email traffic data is useful in
understanding social media user geographic concentrations, and to better understand
those concentrations within the larger network of communications (as illustrated in
figures 1-5), understanding the lexical content of the communications is especially
worthwhile to differentiate user topic interest between the different cities.
Lexicographical analysis of these communications offers a useful method to achieve
this goal.
Lexicographical analysis of the crowd-sourced data, twitter feeds were analyzed
for frequency of content. Figure 15 illustrates the specific topic content and frequency of
those twitter feeds, derived from web site articles and videos addressing issues of
cinema, urbanism, firms, the web site itself, rivers, consumption, facades, to name just a
few. The frequency per specific topic ranged from 149 to 57, with an average of
approximately 88 per topic. The most highly communicated topic areas among all the
twitter feeds addressed cities, computer technology and visualization, specific firms,
architecture, urban design, specific projects, and the landscape. Very little
communication topics recognized sustainability or research. A significant number of
topics focused on particular cities.
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Figure 16 Top Content: All traffic sources (07.12.2011 to 01.12.2012)

Select Cities: Landscape Architecture, Architecture and Urban Design/Planning Topics
via Twitter

To this point, analysis of professionally oriented twitter-feed networks related to
architecture, landscape architecture, and urban design/planning has illustrated network
characteristics, and their national and global reach. Similarly, analysis of twitter feed,
website, and email subscriptions according to geo-location and general lexical content
has illustrated concentrations of social media use in cities, and broad topical interest in
computer technology, firms, architecture, urban design, and the landscape. Analysis of
specific geo-located lexical content, however, was needed to clearly differentiate
specific attitudes associated with a given urban geo-locations and the professions.
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Differentiated urban attitudes associated with the professions, and geo-locations were
mined from the crowd-sourced twitter data, related to landscape architecture,
architecture, and urban design/planning.
Figure17 illustrates the geo-located cities with the greatest amount of crowdsourced twitter feeds associated with the landscape architecture as a topic. The 20
most active cities in total twitter feeds identify major cities within all urbanized
continents. Source communications associated with those cities ranged from 45 to 7
with average twitter feeds per city of app 16. The most active cities for landscape
architecture topics included: Petaling Jaya and Subang Jaya Malaysia, Melbourne
Australia, London UK, Orel Russia, and New York US.

Figure 17 Top Cities: Landscape architecture topics via twitter (07.12.2011 to 01.12.2012)

53

Figure 18 Top Cities: Architecture topics via twitter (07.12.2011 to 01.12.2012)

Figure 18 illustrates the geo-located cities with the greatest amount of crowdsourced twitter feeds associated with the architecture. The 20 most active cities in total
twitter feeds identify major cities within all urbanized continents. Source
communications associated with those cities ranged from 52 to 6 with average twitter
feeds per city of app 14. The most active cities for architecture topics included:
Vancouver, Canada, London, UK, Subang Jaya and Petaling Jaya, Malaysia,
Krasnodar, Russia, and Athens Greece.
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Figure 19 Top Cities: Urban design/planning topics via twitter (07.12.2011 to 01.12.2012)

Figure 19 illustrates the geo-located cities with the greatest amount of crowdsourced twitter feeds associated with urban design/planning. The 20 most active cities
also identify major cities within all urbanized continents. Source communications
associated with those cities ranged from 27 to 5 with average twitter feeds per city of
app 10. The most active cities for urban design/planning topics included: London, UK,
Orel, Russia, Istanbul, Turkey, Melbourne, Australia, Vancouver, Canada, and Seoul,
Korea.
Taken as a whole the previous crowd-sourced, geo-located data suggests: 1)
representation of cities in all urbanized continents, and 2) wide variation in the rankings
of cities among the crowd-sourced data sets for landscape architecture, architecture,
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and urban design/planning. Taken as a whole, the three data sets identified six of the
most highly ranked cities based on their average rankings in the data sets, and their
total amounts of traffic: New York, London, Petaling Jaya, Melbourne, Orel, and
Krasnodar.

Figure 20 Top six Cities by average ranking and combined twitter traffic (07.12.2011 to 01.12.2012)

Figure 20 illustrates the six cities according to average ranking and combined
twitter traffic from the architecture, landscape architecture, and urban design/planning
twitter feeds. New York City exhibited the second highest average ranking and total
twitter traffic amounts (2.3 and 80), followed by London with the highest average
ranking and the second highest twitter amounts (1.7and 63), then Petaling Jaya (5.0
and 57), Melbourne (4.7 and 52), Orel (7.3 and 42), and Krasnodar (11.7 and 33).

Geo-located Cities: Lexicographical Analysis

In order to better understand the specific professional attitudes of cities, geolocations were mined from the six top cities in figure 13 using the Twitter API and geo-
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locational extraction at an extent of 5 kilometer Euclidean distance from the city center.
Table 3 illustrates the country, city, and geo-location code for those six cities.

Table 2 Country, City and geolocation

Figure 21 illustrates the different categories of lexical content in the twitter feeds
from the six geo-located cities above, as well as a column dedicated to the lexical
content shared by all six cities. The graph indicates that most of the data-mined twitter
feeds (123) are shared by all six cities with the largest concentrations of content related
to architecture (44), landscape architecture (32), urban design/ planning (29), and
sustainability (18). Amounts of twitter feed content specific to the six cities range from
40 to 18, with an average of app. 25.2 given 151 total specific twitter feeds. As such, on
average, the six cities share approximately 5 times the content as their specific content.
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Figure 21 Lexical content from all Cities

Figure 22 Proportional content from all Cities

Figure 22 shows the proportional distribution of lexical content among the six
cities. Distinctive twitter feeds specific to each city include lexical content related to
varying proportions of architecture, landscape architecture, urban design/planning,
58

sustainability, and military base conversion. Krasnodar, London, Melbourne and New
York are relatively more interested in urban design than other cities, while Krasnodar is
especially interested in military base conversion. Melbourne is less specifically
interested in landscape architecture, but shares greater specific interest in sustainability
with Orel. Petaling Jaya is specifically interested in architecture and landscape
architecture at the expense of all other specific interests, and is more interested in
architecture and landscape architecture than any of the other cities, while Orel”s specific
interests more closely resemble the general interest of all cities.

Figure 23 Sample of people posting geolocational tweets in Petaling Jaya, Malaysia

A sample of the lexical content shared by all six cities includes: building health,
mixed use development, computing, social networks, landscape mapping, skyscrapers,
capital city urban design, green urban design, sustainable design, participation,
landscape urbanism, sustainable design, and consumption. A sample of specific lexical
content of the twitter feeds from Krasnodar include: military base conversion, urban
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edge design, design for veterans, sustainable technology, and urbanism. A sample of
specific lexical content of the twitter feeds from London include: 3-D computing,
ecosystem services, infrastructure, megacities, and urban network analysis. A sample
of specific lexical content of the twitter feeds from Melbourne include: transportation
digital technology, mapping technology, visualization, infrastructure, and urban
visualization. Sample feeds from New York include: urban network analysis, global
urban design, school design, media, landscape urbanism, and urban edge design.
Sample feeds from Petaling Jaya include: architectural visualization, infrastructure, and
green roofs.

Discussion

The research has proposed that the use of crowd-sourced, social media, datamined from twitter feeds, web site traffic and email subscriptions, can identify
professional networks in terms of their network characteristics, ge- ography and
interests. This process of identification and characterization utilized crowd-sourced
twitter feeds from five professional groups (the APA, ASLA, WLA, Architectural Record,
and Architizer) to develop network analysis graphs and network geo-location maps at
national and global scales. The process has also used crowd-sourced twitter feeds, web
site traffic, and email subscriptions to identify, geo-locate, and lexicographically
characterize social network activity related to major urban areas throughout the world
associated with architectural, landscape architectural, and urban design/planning
professional networks. And the process utilized crowd-sourced twitter feeds to identify,
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geo-locate, and lexicographically characterize specific professional topical interests
within six cities with the greatest amount of social network activity within the global
network.
Findings from these three analytical methods have identified distinctly different
networks among the five professionally oriented social networks surveyed with great
variation in connectivity, and influence. Many are multi-centric and some more unicentric. All of the social networks are global in scale reaching all urbanized continents
with the majority of connections in North America, Europe, Asia, and Australia. The
reach of the five social networks is extensive throughout the continental United States
with most networks primarily multi-centric and some more concentrated in New York
City, the north east, and the southern central United States. Findings concerning the
Cities most active with social networks reaffirm user participation on all urbanized
continents, and illustrate wide variation in the rankings of cities based on twitter, web
site or email data sets. Of more than 60 surveyed cities, only New York, Cairo, and
Chicago exhibited rankings in all three data sets, reinforcing the idea of great variation
among social network types. The most highly communicated general topical areas
among all social media not specifically identified with each city addressed, computer
technology and visualization, specific firms, architecture, urban design, specific projects,
urbanism, and the landscape. Very few topics recognized research, while significant
number of topics focused on particular cities
Specific lexicographical findings concerning the six cities with most active social
networks suggest widely shared topical interests among the cities representing all
urbanized continents except South America and Africa. The six cities (New York,
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London, Petaling Jaya, Melbourne, Orel, and Krasnodar), however, exhibit distinctive
specific topical interests that are proportionally distinct from all cities common interests,
except for the city of Orel, which might be considered a model city for shared interests.
Petaling Jaya is perhaps most unique in terms of its more exclusive interest in just
architecture and landscape architecture.
As a whole, the findings from these three studies help form the basis for an initial
description and definition of professional social networks globally, nationally and locally.
They provide initial descriptions of how and where the professionally oriented members
of these networks interact, communicate, and reside. They provide initial
understandings of shared and distinct differences in interests and meanings among the
social network members directly related to place. And they suggest hierarchies of social
network influence among urban areas throughout the world.

Conclusion

The research has sought to examine the broader influence and impacts of social
media in understanding communities of knowledge within landscape architecture and
related professions. It has presented methods that combine crowd-sourcing techniques
with related web-site, social media and geo-location data and techniques to identify and
differentiate social network characteristics and geo-locations of the most active social
networked cities throughout the globe. Preliminary results suggest a varied landscape
of interconnection, location and topical orientation with many common themes
connecting the identified cities.
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While these methods and findings are preliminary, they are definitive in the sense
that no other such scholarly work exists to date concerning these issues related to our
professions. Future scholarly endeavors offer potentially important correlations with
network analysis work related to socio-ecological systems management, public health
and urban design, mobility and transportation, and the creation of social and political
capital.

Looking Forward

Custom scripts created in the previous thesis have aided in the development of
several pilot studies that attempt to make meanings from social network data. Research
from this project has been instrumental in founding the concept of Urban Digitalism. At
current date, the concept of Urban Digitalism envisions a system that once a tweet or
other message releases, it is geo-coded, time-stamped, uploaded to a central database,
put on a chart, as well as on a map, with no manual intervention. This will allow for a
dynamic flow of data visualization so that human observations are possible in real-time.
The studies below look at this data statically in two scales; the first at city scale within
the urban context of San Diego and the other at a global scale looking at knowledge
flow by examining influence of a single Twitter account. Once we can understand the
relationships between multi-scaled unique digital social interaction, a more effective
model for multi-scaled sustainable planning and development can be achieved (Patrick
and Taylor 2012).
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2010 ASLA Conference Twitter Location Analysis
Method: The goal of this analysis was to map the Twitter feeds of all who were
attending the 2011 ASLA National Convention and generate a map. Figure 23 is an
example of how we were able to match the location of a tweet with the content and

Figure 24 Examining the relationship between a tweet posted in a mobile device and location in San Diego

visualize roughly, what the person was referring to. Our system first collected the tweets
that contain key hashtag phrases associated with the ASLA Convention; “#landarch,
#lan- darchsd, #tweetseat, #asla2011” using the Twitter search API over the five days of
the event. The tweets which we were able to collect consisted of attributes of user id,
time-stamp, geographic location, and textual message. We then search through the
tweets for those that allowed geolocation. These results can be seen in Table 2 along
with message statistics.
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Table 3 Mined data results from twitter hashtag searches

Movement: After mapping the geolocated tweets, we found that the located
tweets belonged to a small group of eight individuals that had allowed geolocation
throughout the five days of the event. It was immediately evident that by combining the
time of tweet and the location we could project movement patterns of the eight
individuals across the city of San Diego over the five days seen below in Fig. 24.

Figure 25 Generating movement patterns from the relationship between time and location in San Diego
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Feeling and Taste: It was clear when examining the tweet in relation to location
that the individual places within the city could be defined by those tweets. Two
examples of this can be seen in Fig. 1. This correlates to our theory of “topical place,”
the idea that every location on the planet has a unique digital footprint that can be
defined via meta-data, temporal data, and other unique terminology. This idea of
extracting spatial quality fromactive users based on feeling and taste and furthermore
having the ability to measure this quality would be vital in understanding the real
dynamics of a city.
Conclusion: This study was directed at key hashtags or search words coinciding
with the event over a five day period. The data was static and limited to those that
allowed for geolocation. However this study shows the richness of the data and the
potential for analysis in real-time for all tweets within major cities relative to New York
and London which have the largest population of Twitter users at well over 1000 tweets
per minute (CASA 2011; Patrick & Taylor 2012).

Complete Streets Global Twitter Influence Analysis

The National Complete Streets Coalition is an advocacy group aimed at
promoting walkable, safe, bicycle friendly streets across the United States. A large part
of their work deals with researching and producing materials about the benefits of
complete streets in order to raise the public profile of Complete Streets. This is done
“with sustained attention to traditional and digital social media in order to support federal

66

campaigns, sustain momentum, and leverage communities’ desires to be recognized for
Complete Streets efforts.”
Significance: In understanding how such communities of knowledge are shaped
via social media it is possible to determine the best places to invest marketing strategies
by defining the location of potential populations that can utilize specific services through
the use of “big data”. This data will describe the types of experts the city is composed
of, industries and thought processes that make places differ. Gaining a better
understanding of a population’s interests can lead to the successful implementation of
designs, passing of zoning codes, regulations, and financing for projects that benefit a
defined the majority of the population.
Classification of Twitter user profiles: We employed an influence measuring
service developed by Klout inc. The Klout Score measures the total online influence
based on the user’s ability to drive action. Every time a user creates content or engages
they influence others. The Klout Score uses data from the Twitter API in order to measure three distinct categories.

1. True Reach: How many people are influenced
2. Amplification: How much a user influence them
3. Network Impact: The influence of a user’s network

Method: Using the Twitter API we extracted the entire listing of followers for
completestreets. This included all the information attached to the profile of each user:
Image URL, # of followed, # of followers, # of tweets, # of favorites, profile description,
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location place name, website, time zone, joined Twitter date, and the URL of their
Twitter account page. We acquired 4445 followers of CompleteStreets and analyzed
them each for a Klout score. Location Estimation: Every tweet is able to have
geolocation information (latitude and longitude), which is very useful for the objective of
our study, however, not all users give permission to provide the information. However,
users also optionally write their location when registering for a Twitter account. Since
this location is written in natural language, we needed to analyze the information and
estimate the location name as an address. For analyzing these location names and
obtaining corresponding latitude and longitude we used Yahoo’s Geocoding API. Out of
the total 4445 followers we were able to estimate location for 75.5% (3358 followers).
Evaluation in Location Estimation: After geocoding was complete we reviewed
the profiles to ensure that correct geolocations were given in relation to the place names
written in natural language. The most common problem we have found is that users
outside of the United States refer to themselves primarily by their country name, while
inside the United States users write an address, city, or state. Users with no place given
were removed as well as those who had place names that had no geolocation such as;
“on my skateboard” or “planet earth”. Table 4. reveals the quality of the Yahoo
Geocoding API in geocoding natural language. For this study we established that
precision within the United States was to be left at city scale and outside of the United
States precision was to be left at city as well as country scale.
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Table 4 Examples of quality in geocoding natural written language with Yahoo geocoding API

Figure 26 Mapped twitter influence of the national complete streets coalition

Conclusion: Mapping the influence of a single Twitter account reveals a
worldwide distribution of knowledge flow. We represented each follower of
completestreets with a circle and a radius that corresponds with their individual Klout
score. In Fig. 3. we take a closer at the United States which indicates a pattern similar
to population distribution, however when we take a look at relative influence it becomes
clear that major cities possess the greatest overall influence. It can also be concluded
that because there is a set mission of advocacy relating to this particular account, the
global locations represent influence that does not follow traditional boarders but rather
topical interest. This study successfully illustrates the potential of how such information
can be applied in order to understand the clustering of users interested in a specific
topic. This also recognizes the influence of advocacy- based Twitter users focusing on
the built environment and the capacity of a single Twitter account to transmit this
knowledge globally (Patrick and Taylor 2012).
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In Closing

A new breed of Spatial Analysts must exist that can maintain evolving links
between urban planning, neo-geography and information and communication
technology. An understanding of key urban planning concepts should be well
established with sufficient knowledge in sociology and computer science. Today this
interdisciplinary mix is accomplished through multiple people with a combined skill set
however a common working language and methodology has yet to be created.
If we consider digital social interaction related to a user’s physical environment
then we can perform a quality evaluation of their context based on location. By
deciphering messages sent out as tweets combined with time and location, we provided
visualizations that illustrate how multiple layers of real-time information can be displayed
geographically. In theory, planning and development strategies could be easily studied
for success and new initiatives could easily obtain social information to inform bestpractice design strategies on a contextual basis. In addition by combining information at
city scale and comparing it to global patterns it will be possible to view actual global
change in real-time. These Information dissemination streams would allow for a greater
understanding of invisible city dynamics. Once the relationships between multi-scaled
unique digital social interactions are understood, a more effective model for sustainable
planning and development can be achieved globally (Patrick and Taylor 2012).
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APPENDICES
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Appendix
Thesis Appendix

Figure 1: Hypothetical visualization resulting from a test of social flows through recently
implemented design. Developed by Geoff Taylor and Brooks Patrick.

Figure 2: International account growth outside the United States. Image courtesy of
Twitter at: http://blog.twitter.com/2010/04/growing-around-world.html
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Figure 3: International Twitter usage. Image courtesy of Eric Fischer, via Flickr at:
http://www.flickr.com/photos/walkingsf/

Figure 4: Systems workflow diagram highlighting phase one. Developed by Geoff
Taylor.
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Figure 5: Google analytics website visitor heatmap. Source: Google Analytics

Figure 6: Systems workflow diagram highlighting phase two. Developed by Geoff
Taylor.

Figure 7: Systems workflow diagram highlighting phase three & four. Developed by
Geoff Taylor.
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Figure 8: @apaplanning crowdsourced twitter network structure. Developed by Geoff
Taylor.

Figure 9: @landarchitects crowdsourced twitter network structure. Developed by Geoff
Taylor.

Figure 10: @wlandscapearch crowdsourced twitter network structure. Developed by
Geoff Taylor.

Figure 11: @archrecord crowdsourced twitter network structure. Developed by Geoff
Taylor.

Figure 12: @architizer crowdsourced twitter network structure. Developed by Geoff
Taylor.

75

Figure 13: Top Cities: total traffic from all sources. Developed by Geoff Taylor.
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Figure 14: Top Cities: Google organic traffic. Developed by Geoff Taylor.
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Figure 15: Top Cities: email subscriptions. Developed by Geoff Taylor.

Figure 16: Top content: all traffic sources. Developed by Geoff Taylor.
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Figure 17: Top Cities: landscape architecture topics via Twitter. Developed by Geoff
Taylor.
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Figure 18: Top Cities: architecture topics via Twitter. Developed by Geoff Taylor.
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Figure 19: Top Cities: urban design/planning topics via Twitter. Developed by Geoff
Taylor.

Figure 20: Top six cities by average ranking and combined twitter traffic. Developed by
Geoff Taylor.
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Figure 21: Lexical content from all cities. Developed by Geoff Taylor.

Figure 22: Proportional content from all cities. Developed by Geoff Taylor.
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Figure 23: Sample of people posting geolocational tweets in Petaling Jaya, Malaysia.
Developed by Geoff Taylor.

Figure 24: Examining the relationship between a tweet posted on a mobile device and
location in San Diego, California. Developed by Geoff Taylor and Brooks Patrick.
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Figure 25: Generating movement patterns from the relationship between time and
location in San Diego, California. Developed by Geoff Taylor and Brooks Patrick.

Figure 26: Mapped Twitter influence of the National Complete Streets Coalition.
Developed by Geoff Taylor and Brooks Patrick.
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