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Introduction
Two possible views regarding the underlying nature of time induce two types of temporal logics [20] . In linear temporal logics, time is treated as if each moment in time has a unique possible future. Thus, linear temporal logic formulas are interpreted over linear sequences and we regard them as describing the behavior of a single computation of a program. In branching temporal logics, each moment in time may split into various possible futures. Accordingly, the structures over which branching temporal logic formu-las are interpreted can be viewed as infinite computation trees, each describing the behavior of the possible computations of a nondeterministic program.
The discussion of the relative merits of linear versus branching temporal logics in the context of specification and verification goes back to the early 1980s [20, 13, 4, 29, 15, 14, 34, 7, 6, 38, 39] . In [40] it was argued that the lineartime framework is pragmatically superior to the branchingtime framework in the context of industrial formal verification, as branching-time languages are unintuitive and hard to use and the branching-time framework does not lend itself to compositional reasoning and is fundamentally incompatible with dynamic verification. Indeed, the trend in the industry during this decade has been towards linear-time languages, such as ForSpec [3] , PSL [12] , and SVA [41] .
In spite of the pragmatic arguments in favor of the lineartime approach, one still hears the argument that it is not expressive enough, pointing out that in semantical analysis of concurrent processes, e.g., [37] , the linear-time approach is considered to be the weakest semantically. In this paper we address the semantical arguments against linear time and argue that even from a semantical perspective the lineartime approach is adequate for specifying systems.
The gist of our argument is that branching-time-based notions of process equivalence are not reasonable notions of process equivalence, as they distinguish between processes that are not contextually distinguishable. In contrast, the linear-time view does yield an appropriate notion of contextual equivalence. Formally, we show that trace semantics is fully abstract [36] .
The most fundamental approach to the semantics of programs focuses on the notion of equivalence. Once we have defined a notion of equivalence, the semantics of a program can be taken to be its equivalence class. In the context of concurrency, we talk about process equivalence. The study of process equivalence provides the basic foundation for any theory of concurrency [26] , and it occupies a central place in concurrency-theory research, cf. [37] .
The linear-time approach to process equivalence focuses on the traces of a process. Two processes are defined to be trace equivalent if they have the same set of traces. It is widely accepted in concurrency theory, however, that trace equivalence is too weak a notion of equivalence, as processes that are trace equivalent may behave differently in the same context [25] . An an example, using CCS notation, the two processes (a.b) + (a.c) and a.(b + c) have the same set of traces, but only the first one may deadlock when run in parallel with a process such as a.b. In contrast, the two processes above are distinguished by bisimulation, a highly popular notion of process equivalence [26, 28, 35] .
This contrast, between the pragmatic arguments in favor of the adequate expressiveness of the linear-time approach [40] and its accepted weakness from a processequivalence perspective, calls for a re-examination of process-equivalence theory, which was taken in [27] .
While the study of process equivalence occupies a central place in concurrency-theory research, the answers yielded by that study leave one with an uneasy feeling. Rather than providing a definitive answer, this study yields a profusion 1 of choices [2] . This situation led to statements of the form "It is not the task of process theory to find the 'true' semantics of processes, but rather to determine which process semantics is suitable for which applications" [37] . This situation should be contrasted with the corresponding one in the study of sequential-program equivalence. It is widely accepted that two programs are equivalent if they behave the same in all contexts, this is referred to as contextual or observational equivalence, where behavior refers to input/output behavior [42] . In principle, the same idea applies to processes: two processes are equivalent if they pass the same tests, but there is no agreement on what a test is and on what it means to pass a test.
In [27] we proposed to adopt for process-semantics theory precisely the same principles accepted in programsemantics theory.
Principle of Contextual Equivalence: Two processes are equivalent if they behave the same in all contexts, which are processes with "holes".
As in program semantics, a context should be taken to mean a process with a "hole", into which the processes under consideration can be "plugged". This agrees with the point of view taken in testing equivalence, which asserts that tests applied to processes need to themselves be defined as processes [8] . Furthermore, all tests defined as processes should be considered. This excludes many of the "button-pushing experiments" of [25] . Some of these experiments are too strong-they cannot be defined as processes, and some are too weak-they consider only a small family of tests [8] .
The Principle of Contextual Equivalence does not fully resolve the question of process equivalence. In additional to defining the tests to which we subject processes, we need to define the observed behavior of the tested processes. It is widely accepted, however, that linear-time semantics results in important behavioral aspects, such as deadlocks and livelocks, being non-observable [25] . It is this point that contrasts sharply with the experience that led to the adoption of linear time in the context of hardware model checking [40] ; in today's synchronous hardware all relevant behavior, including deadlock and livelock is observable (observing livelock requires the consideration of infinite traces). This leads us to our second principle.
Principle of Comprehensive Modeling:
A process description should model all relevant aspects of process behavior.
The rationale for this principle is that relevant behavior, where relevance depends on the application at hand, should be captured by the description of the process, rather than inferred from lack of behavior by a semantical theory proposed by a concurrency theorist. It is the usage of inference to attribute behavior that opens the door to numerous interpretations, and, consequently, to numerous notions of process equivalence.
Going back to our problematic process (a.b)+(a.c), The problem here is that the process is not receptive to the action b, when it is in the left branch. The position that processes need to be receptive to all allowed actions by their environment has been argued by many authors [1, 10, 24] . It can be viewed as an instance of our Principle of Comprehensive Modeling, which says that the behavior that results from the action b when the process is in the left branch needs to be specified explicitly. From this point of view, certain process-algebraic formalisms are underspecified, since they leave important behavioral aspects unspecified. For example, if the distinction between normal termination and deadlocked termination is relevant to the application, then this distinction ought to be modeled explicitly.
The Principle of Comprehensive Modeling requires a process description to model all relevant aspects of process behavior. It does not spell out how such aspects are to be modeled. In particular, it does not address the question of what is observed when a process is being tested. Here again we follow the approach of program semantics theory and argue that only the input/output behavior of processes is observable. Thus, observable relevant aspects of process behavior ought to be reflected in its input/output behavior.
Principle of Observable I/O:
The observable behavior of a tested process is precisely its input/output behavior.
Of course, in the case of concurrent processes, the input/output behavior has a temporal dimension. That is, the input/output behavior of a process is a trace of input/output actions. The precise "shape" of this trace depends of course on the underlying semantics, which would determine, for example, whether we consider finite or infinite traces, the temporal granularity of traces, and the like. It remains to decide how nondeterminism is observed, as, after all, a nondeterministic process does not have a unique behavior. This leads to notions such as may testing and must testing [8] . We propose here to finesse this issue by imagining that a test is being run several times, eventually exhibiting all possible behaviors. Thus, the input/output behavior of a nondeterministic test is its full set of input/output traces.
In [27] , we applied this approach to transducers; we showed that once our three principles are applied, we obtain that trace-based equivalence is adequate and fully abstract; that is, it is precisely the unique observational equivalence for transducers. We briefly recapitulate these results (Section 2), and then apply the same approach to two extensions, probabilistic and asynchronous. We show that in each case trace semantics is fully abstract.
While nondeterministic transducers select the next states arbitrarily among the allowed successor states, probabilistic transducers make the selection according to a prespecified probability distribution. Thus, relative to a given sequence of input assignments, a probabilistic transducer is a Markov process. (Thus, probabilistic transducers are essentially Markov decision processes [9] .) What is the observable behavior of a probabilistic transducer? As with nondeterministic transducers, we assume that a test is performed by feeding the transducer with an infinite sequence of input assignments. We again assume that the test is run several times, eventually exhibiting all possible behaviors. The only difference is that in the probabilistic settings we assume that our observations are statistical. Thus, the result of the test consisting of a single input-assignment sequence is the distribution induced on the set of possible outputassignment sequences.
Adding asynchrony to transducers requires an examination of the fundamental nature of asynchrony. Standard approaches to that question, e.g., that of Kahn Networks, assume that asynchrony means absence of synchronous communication, and require, therefore, that communication be mediated by buffers. We argue, however, that buffered communication does require synchronization between the communicating process and the buffer. Thus, we do not give buffers a privileged position in our model; buffers are simply certain processes. Instead, we model asynchrony in a very minimal way; first, we assume that stuttering, that is, lack of transition, is always allowed [21] , and, second, we allow partial input/output assignments. We show that these extensions are sufficiently powerful to model asynchronous buffered communication.
Preliminaries: Transducers
Transducers constitute a fundamental model of discretestate machines with input and output channels [17] . They are still used as a basic model for sequential computer circuits [16] .
A nondeterministic transducer is a state machine with input and output channels. The state-transition function depends on the current state and the input, while the output depends solely on the current state (thus, our machines are Moore machines [17] ).
• Q is a countable set of states.
• q 0 is the start state.
• I is a finite set of input channels.
• O is a finite set of output channels.
•
Σ is a finite alphabet of actions (or values).
• σ :
{∅} is a function that allocates an alphabet to each channel.
the output function of the transducer. λ(q, o) ∈ σ(o) is the value that is output on channel o when the transducer is in state q.
. . , i n }, is the transition function, mapping the current state and input to the set of possible next states.
Both I and O can be empty. In this case δ is a function of state alone. This is important because the composition operation that we define usually leads to a reduction in the number of channels. We refer to the set of allowed values for a channel as the channel alphabet. This is distinct from the alphabet of the transducer (denoted by Σ).
We represent a particular input to a transducer as an assignment that maps each input channel to a particular value. Formally, an input assignment for a transducer
The entire input can then, by a slight abuse of notation, be succinctly represented as f (I). The set of all input assignments of transducer M is denoted In(M ). Similarly, an output assignment is a map-
The output mapping of M is the function h : Q → Out(M ) that maps a state to the output produced by the machine in that state:
We point to three important features of our definition. First, note that transducers are receptive. That is, the transition function δ(q, f ) is defined for all states q ∈ Q and input assignments f . There is no implicit notion of deadlock here. Deadlocks need to be modeled explicitly, e.g., by a special sink state d whose output is, say, "deadlock". Second, note that inputs at time k take effect at time k + 1. This enables us to define composition without worrying about causality loops, unlike, for example, in Esterel [5] . Thirdly, note that the internal state of a transducer is observable only through its output function. How much of the state is observable depends on the output function.
In general there is no canonical way to compose machines with multiple channels. In concrete devices, connecting components requires as little as knowing which wires to join. Taking inspiration from this, we say that a composition is defined by a particular set of desired connections between the machines to be composed. This leads to an intuitive and flexible definition of composition.
A connection is a pair consisting of an input channel of one transducer along with an output channel of another transducer. We require, however, sets of connections to be well formed. This requires two things: no two output channels are connected to the same input channel, and an output channel is connected to an input channel only if the output channel alphabet is a subset of the input channel alphabet. These conditions guarantee that connected input channels only receive well defined values that they can read. We now formally define this notion. 
Definition 2.2 (Connections) Let M be a set of transducers. Then
Conn(M) = {X ⊆ C(M)|(a, b) ∈ X, (a, c) ∈ X⇒b = c} where C(M) = {(i A , o B ) |{A, B} ⊆ M, i A ∈ I A , o B ∈ O B , σ B (o B ) ⊆ σ A (i A )} is the set of all possible in- put/output connections for M. Elements of Conn(M) are valid connection sets. Definition 2.3 (Composition) Let M = {M 1 , . . . , M n }, where M k = (Q k , q k 0 , I k , O k , Σ k , σ k , λ k , δ k ),
be a set of transducers, and C ∈ Conn(M). Then the composition of M with respect to C, denoted by ||
The following theorem shows that a general composition can be built up by a sequence of binary compositions. Thus binary composition is as powerful as general composition and henceforth we switch to binary composition as our default composition operation.
The upshot of Theorem 2.5 is that in the framework of transducers a general context, which is a network of transducers with a hole, is equivalent to a single transducer. Thus, for the purpose of contextual equivalence it is sufficient to consider testing transducers. 
The trace of α, denoted by [α], is the sequence of pairs
ω i , f i l i=0 ,
where ω i is the output assignment in state s i . The set of all traces of a transducer M , denoted by T r(M ), is the set {[α]|α ∈ exec(M )}. An element of T r(M ) is called a trace of M .
Thus a trace is a sequence of pairs of output and input actions. While an execution captures the real underlying behavior of the system, a trace is the observable part of that behavior.
Definition 2.8 (Trace Equivalence) Two transducers
. Note that this requires that they have the same set of input and output channels.
The full abstraction results that follow hold for all three variants of transducers: synchronous, probabilistic and asynchronous. We believe that it reflects the strength and coherence of the transducer framework that the exact same theorem statements are applicable to three different flavors of concurrent models.
The aim of full abstraction is to show that our semantics recognizes exactly the distinctions that can be detected by some context and vice versa. The two sides of this property are often called, respectively, observational congruence and adequacy. Here we claim a stronger form of both these properties.
We first prove the stronger condition that trace semantics is a congruence with respect to the composition operation. Then the property of observational congruence with respect to contexts automatically follows as a corollary. 
We can easily complete the other requirement for full abstraction by demonstrating a trivial context that makes a distinction between two trace inequivalent transducers. Let M 1 and M 2 be transducers such that M 1 ∼ T M 2 . Now we can simply choose an empty set of connections C, and a completely deterministic transducer M , as the basis of our testing context. In this case the composition M 1 || C M is automatically trace inequivalent to M 2 || C M , and full abstraction is trivially achieved. Here we give the stronger result that given two inequivalent transducers with the same interface, we can always find a third transducer that is a tester for them and that distinguishes between the first two, when it is maximally connected with them. We call this property maximal adequacy. 
In the remainder of the paper, when we state that trace semantics is fully abstract for some model of transducers, we mean that Theorem 2.9 and 2.12 hold.
Probabilistic Transducers
In order to rigorously construct a probabilistic model of transducer behavior, we will require basic concepts from measure theory and its application to the space of infinite sequences over some alphabet (i.e., Cantor and Baire spaces). The interested reader should consult any standard text in measure theory for details [11] , [30] .
Definition of Probabilistic Transducers
In a probabilistic model of concurrency, the transitions that a process undergoes are chosen according to some probability distribution. The generative approach assigns a single distribution for all transitions from a given state [31] . Thus the probability of a transition is completely determined by the state alone. In contrast, the reactive approach assigns a separate distribution for each state and non-local action (i.e., an action controlled by the environment) pair [22] .
Since our model is based on an input-receptive Moore machine, we chose the reactive approach, and for each distinct input and state combination, assign a probability distribution to the set of states. Probabilistic transducers are synchronous, and are a direct probabilistic analogue of the synchronous transducers of Section 2. 
., i n } and Ω is the set of all probability measures on Q, is the transition function mapping the current state and input to a probability distribution on the set of states.
Note that the only difference between a probabilistic transducer and a non-deterministic one is in the definition of the transition function δ. Also note that in Definition 2.3 in Section 2, the transition function of the composition is defined as the cartesian product of the transition functions of the component transducers. The product measure (Theorem ??) provides us with a suitable cartesian product in the case of probabilistic transition functions so that the definitions given in Section 2 for general and binary composition, as well as the composition theorem, which equates the two, carry over in their entirety without any change from the nondeterministic case. We do not repeat these here, but assume them as given. In the rest of this section, composition will mean binary composition.
Intuitively, a transition of a composite machine can be viewed as multiple independent transitions of its components, one for each component. Then the probability of making such a composite transition must be the same as the probability of the multiple independent transitions occurring at the same time, which is just the product of the individual probabilities. This is formally captured by the product measure construction.
Probabilistic Executions and Traces
A single input assignment f (I) to a transducer M in state q 0 , induces a probability distribution on the set of states Q, given by δ(q 0 , f(I)). Similarly, a pair of input assignments f (I), g(I) applied in sequence should give a probability distribution on the set of all pairs of states Q 2 . Intuitively, the probability assigned to the pair (q 1 , q 2 ) should be the probability that M steps through q 1 and q 2 in sequence as we input f (I) followed by g(I), which is δ(q 0 , f(I))(q 1 ) × δ(q 1 , g(I))(q 2 ). If we assign such a probability to each pair of states, we find that the resultant distribution turns out to be a probability measure. A similar procedure can be applied to any finite length of input sequence. Thus, given an input sequence of finite length n, we can obtain a probability distribution on the set Q n , where the probability assigned to an element of Q n can be intuitively interpreted as the probability of the transducer going through that sequence of states in response to the input sequence. This intuitive process no longer works when we consider an infinite sequence of inputs, because Q ω , the set of infinite sequences over Q, is uncountable and defining the probability for singleton elements is not sufficient to define a distribution. In order to obtain a distribution, we need to define the probability measure for sets in B(Q), the Borel σ-algebra over Q ω . Consider a measure μ on B(Q), and the value it would take on cylinders. Given a cylinder C β , we can write it as a disjoint union of cylinders C β = x∈Q C β·x . Then, by countable additivity, μ(C β ) = x∈Q μ(C β·x ). Now, we can interpret the function μ on cylinders as a function f on finite words, since there is a one to one correspondence between cylinders and finite words. Turning things around, such a function f : Q * → [0, 1] can be used to define the measure on cylinders. The value that the measure takes on cylinders can in turn define the value it takes on other sets in the σ-algebra. This intuition is captured by the next definition and the theorem following it. • f ( ) = 1.
Theorem 3.3 Let Σ be an alphabet, B(Σ) be the Borel σ-
algebra over Σ ω , and f be a prefix function over Σ. Then there is a unique probability measure μ :
Note that a prefix function deals only with finite sequences, and essentially captures the idea that the probability of visiting a particular state q must be the same as the probability of visiting q and then going to some arbitrary state. In a similar vein, the probability of heads in a single toss of a coin must be the same as the probability of heads in the first of two tosses, when we do not care about the results of the second toss. We use the transition function of the transducer to define the prefix function on Q. 
an infinite sequence of inputs. Then we can inductively define a prefix function ρ(M, π) over Q as follows:
• ρ(M, π)( ) = 1.
Proposition 3.5 ρ(M, π) is a prefix function over Q.
So given any infinite sequence of inputs, we can obtain a prefix function on the set of states and thus obtain a unique probability measure on B(Q). We call such a measure an execution measure, since it plays the same role in defining the behavior of the transducer that executions did in the nondeterministic case. 
Since the output of a transducer depends only on its state, each state q maps to an output assignment h(q) :
Then we can extend h : Q → Out(M ) to a mapping from sequences of states to sequences of output assignments in the natural way: for α, β ∈ Q * , h(α·β) = h(α)·h(β). We can also extend it to the case of infinite sequences. Since an infinite sequence of states is just a mapping g : N → Q from the natural numbers to the set of states, then h • g : N → Out(M ) is a mapping from the naturals to the set of outputs. This extended output mapping is a measurable function, that is, h −1 maps measurable subsets of Out(M ) ω to measurable subsets of Q ω .
Lemma 3.7
The extended output mapping, h :
of a transducer M is a measurable function.
This allows us to use h to translate a measure on Q ω into a measure on Out(M ) ω . For each execution measure, we can define a trace measure, which is the analog of a trace in the non-deterministic case. 
The trace measures of a transducer are the observable part of its behavior. We define the probabilistic version of trace semantics in terms of trace measures. 
The first condition is purely syntactic, and is essentially the requirement that the two transducers have the same input/output interface. The second condition says that they must have identical trace measures. In contrast to the the non-deterministic case, instead of linear traces and executions, the basic semantic object here is a probability distribution over the set of all infinite words over some alphabet (in other words, an infinite tree). Before attempting to obtain full abstraction results, we show that the semantics defined above has an equivalent formulation in terms of finite linear traces and executions. The key insight involved in reducing an infinitary semantics to a finitary one is that each trace and execution measure is defined completely by the value it takes on cylinders, and the cylinders have a one-to-one correspondence with the set of finite words. Each cylinder is in some sense equivalent to its handle. In contrast to the non-deterministic case, the definition of execution does not depend on the transition function δ. Also, all executions are finite in length.
Definition 3.11 (Likelihood of an execution)
, is defined as follows:
where the product Π n i=1 is defined to have value 1 for n = 0. 
Note that in our definition of trace, we ignore h(q 0 ), since the initial state of a transducer is unique. The length of a trace α is defined to be the length of the underlying execution and is denoted by |α|. Once again, the transition function is not needed to define traces, and a trace is a purely syntactic object. The semantical nature of a trace is now completely captured by the likelihood of the trace.
The next theorem offers a simpler definition of trace equivalence. We need the following proposition for its proof.
Theorem 3.15 Let M 1 and M 2 be probabilistic transducers with T r(M
The theorem above allows us to reason in terms of single finite traces. This is a significant reduction in complexity from the original definition in terms of probability distributions on infinite trees. In particular this simplifies the proof of full abstraction.
Theorem 3.16
Trace equivalence is fully abstract for probabilistic transducers.
Related Work
Probabilistic automata were introduced as a generalization of non-deterministic automata by Rabin [32] . Probabilistic I/O Automata ( [43] ) are a probabilistic extension of I/O automata ( [24] ), combining a reactive and a generative approach. A survey of automata based approaches to probabilistic concurrent systems is presented in [33] . Our model is synchronous, essentially similar to Markov Decision Processes, and we do not consider issues of timing. Also, our semantics is linear and compositional. This stands in contrast to models of probabilistic automata which do not have compositional linear semantics [23] , [43] .
Asynchronous Transducers
Taking our model of synchronous nondeterministic transducers as a starting point, we obtain an asynchronous model. The formal description of an asynchronous model is driven by the intuitive idea that in an asynchronous network each component moves independently. Observe that when a component in a network moves independently, it will only consume and produce inputs and outputs on some subset of the channels of the network (namely those belonging to the component itself). Thus the model must allow acceptance of partial inputs and production of partial outputs.
Allowing partial outputs immediately forces another change. A network now produces output not only depending on what state it has moved to, but also how it reached that state. That is, the same state may result in different outputs depending on which component of the network actually made the underlying move. Thus the output is no longer a simple function of the state, and our asynchronous transducers must necessarily be Mealy machines.
We deal with these issues by equipping the model with a transition relation instead of a function. A transition is simply a (state, action, state) triple, where an action is a combination of (possibly partial) input and output assignments. Allowing partial inputs and outputs covers a number of special cases with a single definition of a transition. When both the input and output components are empty assignments, the transducers undergoes a silent action that allows us to model stuttering. Similarly, a purely input (resp. output) transition occurs when the output (resp. input) is empty. 
Definition of Asynchronous Transducers
The first condition above requires the transducer to be input receptive, while the second guarantees that it can always undergo a stuttering transition. The set of actions of M is the set In
Thus an action of a transducer has both input and output components and transitions are then state-action-state triples.
Asynchronous Composition
The natural way to build a composition is to define its transitions in terms of the transitions of its components. In an asynchronous model, each process moves independently and so each component move should be a transition of the composition. A major issue that then arises is how to deal with communication between processes. One solution is to mediate such communication using buffers to store inputs and outputs, thus preserving pure asynchrony (Kahn networks [19] ). The other solution is to force processes to move together when they talk to each other, in a special synchronized transition called handshaking. The resulting model is then no longer considered truly asynchronous (I/O automata [24] , CCS [25] ).
Here we argue that the buffered approach only preserves the appearance of pure asynchrony, since by necessity any process must synchronize with a buffer when it reads from or writes to it. In our view, buffers are best viewed as specialized processes.
We make no distinction between asynchronous and synchronous moves, but instead define a general notion of compatibility for transitions of individual components that captures both. Any set of components can then move together if the individual transitions they undergo are compatible. Later we also show that the buffered asynchrony model can be recovered by defining buffers as specialized transducers.
The notion of connections carries over directly from the synchronous case. 
The condition in the definition of compatibility captures the following intuition: for any set of underlying transitions to lead to a well formed global transition, any two channels that are connected in the global network must be assigned the same value by the underlying channel assignments. 
, is defined to be the tuple (q, f, q ), where • ((q 1 , . .
t C, and f is the result of the composition (as described in Defn. 4.4).
The intuition behind the definition of the transition relation of the composition is that a transition of the composition can be described by the set of underlying transitions that the components undergo. If a component does not take part in the underlying transitions, then it cannot change state. 
As the next theorem shows, binary composition is as expressive as general composition and henceforth we switch to binary composition as our default composition operation. 
Execution and Traces
Similar to the synchronous case (Section 2), an execution is defined as a sequence of states and actions, where each consecutive state-action-state triple must be in the transition relation. A trace is the observable remnant of an execution, and is a sequence of visible actions. A visible action is one in which the input or the output assignment is non-empty. 
Buffered Asynchrony
We model bounded and unbounded buffers as special asynchronous transducers. The memory of the buffer is captured directly by the state of the transducer. Reading and writing is modeled by the transition relation, which also captures the overwrite policy.
In the following definitions, i is an input channel, o is an output channel, Σ is a finite alphabet of values, and σ is such that, σ(i) = σ(o) = Σ. • ∀a ∈ Σ, ∀β ∈ Σ * , (a · β, ( , a), β) ∈ δ. The size of the buffer is k, and it discards writes when full.
Related Work
Our asynchronous model is closest to the I/O automata model [24] , yet differs from it in two key aspects. First, our notion of composition is much more flexible and general, as we allow arbitrary compositions as long as the alphabets of the connected channels match. In contrast, I/O automata can only be composed in one way, essentially corresponding to a maximal composition in our model. Second, the set of allowed transitions for a network of asynchronous transducers is much richer. In an I/O automata network, all components that can move together, must do so. In our model, any set of transitions that can occur together in a consistent manner, may occur together. Again, an I/O automata style transition corresponds to a maximal transition in our model. Our result is closest to that of [18] , which proved full abstraction for trace semantics in a buffered asynchronous framework, which is less general than our model.
