ABSTRACT. Site failure is an essential aspect of distributed systems; nonetheless its effect on programming language semantics remains poorly understood. To model such systems, we define a process calculus in which processes are run at distributed locations. The language provides operators to kill locations, to test the status (dead or alive) of locations, and to spawn processes at remote locations. Using a variation of bisimulation, we provide alternative characterizations of strong and weak barbed congruence for this language, based on an operational semantics that uses configurations to record the status of locations. We then derive a second, symbolic characterization in which configurations are replaced by logical formulae. In the strong case the formulae come from a standard propositional logic, while in the weak case a temporal logic with past time modalities is required. The symbolic characterization establishes that, in principle, barbed congruence for such languages can be checked efficiently using existing techniques.
Introduction
Many semantic theories have been proposed for concurrent processes [23, 20, 6] . Although these theories have been fruitfully applied to the analysis of some distributed systems, for the most part they ignore an essential feature of such systems, namely their distribution.
As a simple example consider two implementations of a client-server application in which the client can demand an interactive service provided by the server, such as previewing or updating a document. In one implementation (System A) the server spawns a process to handle the document at its own site, the remote location, and the client previews the document remotely. In the other (System B) the server sends a process, including the document, to the client site, and the client previews the document locally. Using the semantic theories mentioned above it would be difficult to distinguish between these implementations, as the only difference between them is the location at which activity occurs. We aim to develop a useful extensional theory of systems which would take this type of property into account.
In [8, 25, 11] such theories have been proposed. All of these theories, however, are based on a very strong assumption: that an observer, or user, can determine the location at which every action is performed. Here we start from a weaker premise: that in distributed systems sites are liable to failure. The model of failure we have adopted is a fail stop model in which failures are independent of each other and the number of failures that can occur is unbounded. In the conclusion, we discuss how our approach might be extended to other models. The assumption that sites may fail is clearly reasonable; indeed, much of the difficulty in designing distributed systems stems from requirements for fault-tolerance. Assuming that sites can fail, it is easy to see that Systems A and B, outlined above, are indeed different: if, after the client has begun interaction with the document, a failure occurs at the remote site, then in System A the client deadlocks, while in System B it can continue operation unaffected.
Our work is motivated by the papers [3, 16] . In these papers, distributed languages with location failures are defined and shown to be very expressive. In both of these papers, the semantics is based on barbed equivalence, which requires quantification over all program contexts and thus is difficult to use directly. In each of the cited works, the authors provide a translation from their language into a simpler (non-distributed) language and prove that the translations are adequate or fully abstract in some sense. While these translations provide theoretical results about the relative expressiveness of distributed and interleaving calculi, they are sufficiently complicated to make reasoning about examples, even simple ones, very difficult.
By restricting attention to an asynchronous language, Amadio [4] has recently improved on the results of [3] , providing simpler translations. Although our work developed independently of [4] , the language we study has much in common with the language developed there. The main difference is that our language has no value-passing, allowing us to concentrate on the effects of location failure and simplifying the statement of many of our results. Since the issues raised by failures and value passing are largely independent, this paper may be seen as providing two extensional views of a language similar to Amadio's; the first of these is concrete, as is his translation, the second is more abstract.
In Section 2, we consider a simple language for located processes based on pure CCS [23] , with which we assume familiarity. For example cB q 2D is a system consisting of two processes, one located at 9 and the other at k. As in CCS, communication is binary. In the example, the first process can perform the action a and the second can perform the complementary action a; therefore, these processes can synchronize via the silent, or internal action τ (which allows no further synchronization) and evolve to Pu , where P and Pu are located processes and α is either a visible action, which permits synchronization, or the internal action τ. Each of the new operators in our language -spawning a process at some site, killing a site, or querying the status of a site -are modelled as τ-transitions; this reflects the fact that in a distributed system the implementation of these operators would involve some computation and thus the passage of some time. Note that the operational semantics does not record the location at which actions are performed.
Based on this labelled transition system, we wish to define an equivalence between process terms which is appropriate for the language. It is immediately apparent that standard equivalences, such as CCS bisimulation [23] are no longer appropriate. For example the terms would not be differentiated by these equivalences although they can easily be distinguished by an observer that has the capability of killing 9 or k. In short, the standard semantic equivalences are no longer preserved by all contexts in our language.
To decide on an appropriate equivalence we follow the approach advocated in [29] . We define both strong and weak barbed equivalence between processes, . These definitions are defined in terms of the reduction relation τ r s U t and a basic observation predicate. We then dictate that the required equivalence, which we refer to as barbed bisimulation equivalence, is defined (for example in the weak case) as: 
Q
Although this may be reasonable, it is not a very useful definition; the reader is invited to determine whether the following pairs of processes should be equivalent or distinguished. Table 1 .
We have adopted a two-level syntax which distinguishes between basic processes p and located processes P. Intuitively, a basic process corresponds to what one normally thinks of as a process: a collection of threads of computation that must be run at a single site. A located process, instead, corresponds to a distribution of basic processes over several sites. A basic process p is located at 
(For technical reasons -Theorem 3.11 -we do allow infinite choice; however, for sort-finite processes finite choice is sufficient.)
The location sort of a process term reports the set of location names that occur in the term, regardless of behaviour of the term when considered as a process. We define the function "locs" to map terms to their location sorts. For example locs PX is finite, we say that P is location-finite. 
Operational semantics
The ability of a process to perform an action is dependent on the set of live locations, and consequently the transition relation determining the operational semantics is defined between configurations. A liveset L is any set of locations that includes . Intuitively, a liveset keeps track of the set of live locations. A configuration
PX is a pair comprising a liveset L and a located process term P. The set of all configurations is Config, ranged over by C and D. When writing livesets we almost always omit explicit references to . Thus "L ¤ 9 ( e " should be read "L ¤ 9 " W e " and "L Loc" should be read " e L Loc". In Table 2 we define the transition relation
Config
Config (the symmetric rules for parallel composition have been omitted). The definition uses the following simple structural equivalence on processes: Table 2 (Part B) Transition system with configurations (continued)
that the three new operators -kill, spawn and query -are all deemed to take some computational effort and thus are modelled using
β . Then P can engage in the following
Weak transitions are defined as usual:
The functionˆ relates the labels of strong transitions to those of the weak transitions. We also use standard abbreviations throughout the paper. For example, we write C α r s 8 t to indicate that for some Cu , C α r s U t Cu .
Barbed equivalence
We now discuss the problem of defining an appropriate semantic equivalence for located processes, based on the transition relation r s U t
. An obvious possibility is to adapt the bisimulation equivalences of CCS [23] To see that CCS bisimulation is not suitable for our language, for example is not a congruence, consider the "suicide process"
, but these processes can be distinguished by a context that kills location 9 -so long as the kill action is performed after the initial communication on α.
The use of
for CCS has been justified in [29] by the fact that it coincides with the congruence obtained from a simple notion of observation called barbed bisimulation. Similar results have been obtained for lazy and eager functional languages [1, 18, 7] , giving further evidence for the reasonableness of this approach. Roughly, two processes are barbed bisimilar if every silent transition of one can be matched by a silent transition of the other in such a way that the derived states are capable of exactly the same observable actions; in addition, the derived states must also be barbed bisimilar. The observable actions are the "barbs", for which we adopt the following standard notation:
) is the largest symmetric relation over configurations such that whenever C 
«
Barbed bisimilarity is a very weak relation; for example, it is not preserved by parallel composition. However, by closing over all contexts we can arrive at a reasonable semantic equivalence that by definition enjoys an important property, namely that it is a congruence. In our language we have two syntactic categories -basic and located processes -which induce different relations. 
DEFINITION 2.2 (CONTEXTS, BARBED EQUIVALENCE AND CONGRUENCE
If P w L Q we say that P and Q are barbed equivalent at L, and similarly for the congruence. 1 [29, 5] , in which barbed equivalence is defined by closing over static contexts (that is, those contexts built up using only parallel composition, restriction and renaming) and barbed congruence is defined by closing over all contexts, including dynamic contexts such as 
Although some results concerning translations between languages have been obtained using the definition of barbed equivalence directly [3, 16] , the relation is obscure and difficult to use in practice because it requires quantification over all contexts. To show processes are distinguished it is neccessary to find a live set and a context for which the resulting configurations are not barbed bisimular. These can be found for the the processes P 1 and Q 1 , given in the introduction, and therefore they are distinguished by w . However P 2 and Q 2 are identified though it is far from obvious why. Even worse, processes P 6 and Q 6 (given on page 14) are related, although establishing this fact requires that one prove that P 1 and Q 1 are related under the assumption that
, but the latter is not a term in our language. While such a term is understandable as the result of an interleaving law, it is difficult to understand computationally on its own right; we have been careful to construct our language so that the terms correspond, at least intuitively, to realistically implementable distributed systems. 
Located-Failures equivalence
In this section and the next we provide alternate characterizations of barbed equivalence for located processes. We start by giving an enriched configuration semantics which, while not strictly necessary, greatly simplifies the notation and sharpens many of the definitions. We then define both strong and weak LF-equivalence.
The main technical result of this section is that LF-equivalence and barbed equivalence coincide. Through examples, we show that weak LF-equivalence is somewhat weaker than one might expect -with some surprising results.
Enriched configuration semantics
The examples at the end of Section 2.3 show that actions performed by the kill operator are sometimes observable, albeit indirectly. For example,
is different from τ if 9 is alive, but it is the same otherwise. In Table 3 
, but P has no a-transition under the liveset ke . The formal definitions are as follows:
Strong LF-equivalence
We would like to define LF-equivalence directly on process terms, rather than configurations. It is not difficult to see that to do so, we will first have to define an equivalence that is parameterized by the set locations that are dead (or conversely alive) at the time that the processes are reached. For example consider the following processes:
These processes are barbed equivalent, but establishing this fact relies on comparing the processes "`d b" under the assumption that 9 is already dead. We are thus lead to a definition in two steps. First we define a parameterized equivalence V L X which compares located processes under the assumption that the set of locations L are alive. In order to take into account all possible initial contexts, we then quantify over all such livesets to define the equivalence . 
The definition of LF-bisimulation is similar to the definition of CCS bisimulation. Here, however, a kill action by P must be matched by exactly the same kill action by Q; in CCS bisimulation kill actions could be matched by any silent action. However, it is the use of fail actions that is more important; because of fail actions, P and Q have the same behavior in the face of any kill actions that the surrounding context might perform. The following Lemma shows how LF-bisimilarity may be defined without the explicit use of fail actions.
AE is a strong LF-bisimulation if and only if for every L,
AE L is symmetric and whenever P AE L Q:
Immediate from the definitions. Proof. Similar to that of Theorem 3.11, which is more difficult.
«
The following Lemma demonstrates that the strong behavior of located processes depends only on the set of locations that are known to be dead, and therefore for location-finite processes (which quantifies over all initial livesets) coincides with Loc (see Remark 2.4) . Surprisingly, this property does not extend to the weak case. 
Weak LF-equivalence
We start with an example. Consider the following processes under weak barbed equivalence:
is initially dead, P 6 and Q 6 are clearly equivalent: both are strong equivalent to
; if only k is initially dead, they are weak equivalent to bB
and k are both initially alive, however, the situation is not so clear. The questionable move is P 6 's b-transition to:
To match this move Q 6 must perform a weak b-transition to:
But P 1 and Q 1 are not barbed equivalent: if 9 is dead, then P 1 is capable of an a-transition that Q 1 cannot match. This would lead one to believe that P 6 and Q 6 are not barbed equivalent; however, they are.
Intuitively this is true because when P 6 reaches P 1 , 9 must be alive -if 9 had been dead, the b-transition to P 1 would have been impossible. Thus P 1 and Q 1 need only be compared under the constraint that 9 is initially alive. Once this comparison has begun, the environment can distinguish P 1 and Q 1 only by killing 9 , but it cannot control internal activity on the part of Q 1 before 9 is dead. Killing k doesn't help to distinguish the two processes. The relevant sections of the transition systems are shown below. To improve readability, we have not shown the transitions labelled fail k; in addition, we have marked the states with different symbols, each symbol indicating a set of bisimilar states. 
Qu and P AE LÈ Â kÄ Qu Proof. Immediate from the definitions.
«
The last clause of Lemma 3.7 is somewhat surprising. It says, in effect, that if the environment kills a location k, then Q must be able to (silently) evolve to a process Qu that matches P; but in reaching Qu , Q may exploit the intermediate states of the system (that is, k alive, then k dead). Unrolling the recursive definition, if kW m L then there must exist Qu 1 and
and likewise for any subset of L. It may also be surprising that in Lemma 3.7 we do not need to allow for the possibility that a τ-transition is matched by a kill-transition. This fact is explained by the following Lemma.
Proof. Immediate from the operational semantics. 
We now show that is a congruence on located processes (in other words, that is substitutive in all static contexts) -LF-equivalence is also a congruence for most operators on basic processes, as we will discuss in Section 5. We then present the main result of this section: that barbed equivalence and LF-equivalence coincide. Q . Proof. By induction on the structure of contexts. Note that we must only consider the operators for parallel composition, renaming and restriction. In all three cases the argument is standard; for example, in the case of parallel composition we define a relation
The remainder of this section is devoted to the proof of this theorem, an obvious corollary of which is that
-mapping located processes to configurations -such that the relation
is a LF-bisimulation.
ASSUMPTION 3.12. To simplify the exposition, we will assume that Loc is finite. The Theorem also holds if Loc is infinite, as we explain in Remark 3.14.
The contexts are based on those of Sangiorgi [29] . We assume that the set of action names is partitioned into sets Act 1 and Act 2 with all actions that appear in process terms coming from Act 1 . For each a Act 1 we assume that there is a corresponding action in Act 2 that is different from all other actions in Act; let au denote this action. We also assume that Act 2 contains some other actions -c, cu ,
Loce -and that all these actions are unique. Given these assumptions, the required contexts are as follows. (We drop parameters from
The contexts are designed so that if . Significantly, the context Ù l u z y ¬ must be the same for both processes; that is, the structure of the context must be preserved through matching moves. This is achieved by making "observable" -via barbs -any change in the state of the context processes.
The processes controls the number of these actions that P can perform. We refer the reader to [29] for more details on the use of these contexts. To these we add three new processes, , preventing the context from engaging in infinite internal activity. 3 The resulting contexts are strong enough to recover LF-equivalence from barbed bisimilarity -specifically, they are strong enough to show that AE is a weak LF-bisimulation up to . To prove this we first need the following Lemma: 
Cu . This must be matched by a move
Du . We show that Du must be of the form 
Qu for some Qu such that Pu
Cu , by the context killing the location k. Therefore it must be that
is able to silently reach a configuration 3 There is a risk of such activity because once a site is dead any further attempts to kill it are treated as τ-actions. 
Qu and Pu
To simplify the exposition we have assumed that Loc is finite; however, the proof is only slightly more complicated if Loc is infinite. In this case, we must change the contexts so that they do not include an infinite number of processes. The culprit is
which can be changed as follows:
The sole purpose of
is to guarantee Lemma 3.13.
, the proof of Lemma 3.13 is only slightly more complicated. The summand du 1 is necessary to keep
from moving in the case that all locations are dead. Note that we could achieve the same result by sensing dead rather than live locations. , the results do not change. To accommodate this language with "asynchronous kills," | q b a b aT must be changed as follows:
Using this definition, the result follows by extending the structural equivalence with the following absorption law:
(This is necessary so that the residual of the term
in the context can be ignored.) The proof also makes use of Lemma 3.8. 
Symbolic characterizations
While LF-equivalence provide a great deal of insight into the meaning of barbed congruence in distributed process description languages such as ours, it is unwieldy to use in practice. For a start it is based on an operational semantics which uses configurations rather than processes. Moreover this operational semantics needs to take into consideration not only all the kill actions which the processes can perform but also the possible kills which can be carried out by the environment. As a result the labelled transition systems associated with even the simplest processes are very complex.
In this section, we define a symbolic transition system directly on located process terms, then give characterizations of strong and weak LF-equivalence using these symbolic transitions. As one should expect, the weak case is quite a bit more subtle than the strong. By adapting the algorithms in [19] , one could derive an alternative method for automatically checking LF-equivalence on finite state processes. But the symbolic characterizations are not only useful for automated proof; they also greatly simplify reasoning by hand. To begin with, the symbolic graphs are typically an order of magnitude smaller than their concrete counterparts.
We begin by giving the symbolic operational semantics.
ASSUMPTION 4.1. Throughout this section we will assume that Loc is finite. The results can be generalized in to location-finite processes, but the notation required is tedious. 
Symbolic semantics
The symbolic transition relation makes use of Boolean formulae π, ρ, in which location names serve as the literals. . We say that π is a positive formula if it contains no instance of a negative atom; negative formulae are defined similarly. If . On the other hand, we do allow infinitary disjunction; were we to restrict our attention to image-finite processes, finitary disjunction would be sufficient. Table 4 we define the transition relation
LProc LProc (the symmetric rules for parallel composition have been omitted). The relationship between the two transition systems is summarized in the following Lemma. We defer examples to Section 4.3. 
Strong symbolic bisimulation
The standard definition of symbolic bisimulation [19] requires that we define entailment between formulae, which we do in the standard way:
Note that entailment is a preorder on formulae. If π ü ρ we say that π is stronger than ρ. to emphasize that the relation is semantic entailment (and because we have already used the symbol ö ). A proof system for ü can be found in any introductory book on logic. We use semantic entailment throughout the paper because it is sufficient for our purposes, and we are not here concerned with implementation issues.
«
We must also identify a set of formulae suitable as parameters in the recursive definition of symbolic equivalence, that is, the analogs of the parameters L in the definition of LF-equivalence. Intuitively, when we say that P and Q are LFequivalent under L, we are limiting attention to a single possible world, namely that in which exactly the sites in L are alive. The idea of symbolic equivalences, instead, is to treat many possible worlds simultaneously (via entailment). In the case of strong LF-bisimulation, where for location-finite processes P L Q and M L imply P M Q, this is achieved by restricting attention to negative formulae in the recursive definition of symbolic equivalence.
We write neg V πX for the projection of π onto the set of negative formulae, that is, the formula obtained by substituting
for every occurrence of a positive atom in π. For example, neg
k. Suppose that P can take a µ-transition to Pu under the condition ρ and we are attempting to show that P is symbolicaly equivalent to Q. The definition will require a Qu that is µ-reachable under the same condition. The definition also determines the conditions under which we must subsequently compare Pu and a potential Qu . These are determined by the transformations "after µ " defined as follows: . Since our logic is very simple, it is straightforward to calculate after µ V ρX ; a step in this direction is the following:
If ρ is unsatisfiable then after µ V ρX is simply û . Otherwise it corresponds to the negative information in ρ; if the action performed is a kill action kill k, then we must also include the requirement that k be dead, that is, k.
We now have all the ingredients necessary to give our definition of strong bisimulation equivalence. 
We write P £ ϑ Q to indicate that there exists a symbolic bisimulation Note that the definition implicitly quantifies over the index set I from which the i are drawn. 
Further suppose that P µ s © t M Pu for some M L, and therefore by the Strong Transition Lemma, there must exist a π such that:
Since P £ ϑ Q, we know that there must be π i , ρ i and Q i that satisfy the conditions of Definition 4.5. Using (1), (2) and that fact that ϑ is negative, M , there must be some j such that: Proof. Let AE ϑ be defined as follows: 
We now show that these ρ i satisfy the conditions for a symbolic bisimulation. The requirements that Q µ s © t π i Q i and that ρ i ü π i are met by definition. We must only show that: it is sufficient to take the disjunction of the ϑ L for each L. 
Weak symbolic bisimulation
As a first attempt to define weak symbolic bisimulation, let us try simply replacing the strong transitions in Definition 4.5 with weak edges defined by conjoining formulae. For example, we would have
Unfortunately the equivalence resulting from this definition does not suffice. Consider the processes P 6 and Q 6 defined in Section 3.3; their symbolic transition graphs are given below (where we have written
to improve readability).
We know from Section 3.3 that P 6 w Q 6 . Thus we expect P 6 and Q 6 to be related symbolically under the formula e p e ; however, using the first attempted definition the relation does not hold.
The problem occurs when we try to match
's b-transition to P 1 with Q 6 's transition to Q 1 . In this case we end up comparing P 1 and Q 1 under the assumption
, which is equivalent to after b
kX , yet we have already established that P 1 and Q 1 are not LFequivalent with respect to all live sets. As noted in Section 3.3, P 1 and Q 1 are only related under the positive assumption that 9 is (initially) alive; yet "after µ " removes all positive information from a formula.
As a second attempt, we might simply change the recursive requirement of the definition (in the case that the action µ being matched is not a kill) to read Pu AE ρ i Q i , allowing positive as well as negative information to carry over into the next phase of the bisimulation. Whereas our first attempt produced an equivalence that was too strong, the revised definition is too weak. For example, the following processes would be identified though they are not barbed congruent.
Using the second definition, Pu 7 and Qu 7 would be compared under the formula 9 ó k. This formula, however, says something more than we would like, namely that 9 and k remain alive until Pu 7 and Qu 7 finish executing their first weak action. Yet it is possible, for example, that the environment kills 9 before Pu 7 performs its a-transition; Qu 7 is incapable of matching this sequence of events.
From these two examples, we can see that positive information must be carried over into the recursive requirement of the symbolic version of weak LFbisimulation, but that the use of this information is more subtle than can be expressed in our propositional logic for locations. We require a logic that is capable of expressing the changes in the liveset as weak actions are performed.
The next example, P 8 , shows that this logic must be able to express arbitrary properties of the form "9 and k must have been alive, then . Under what con- and k are both initially alive and then both die, 9 first. To capture such possible worlds, our logic must capture properties of sequences of livesets.
Our solution is to define weak symbolic edges using a past-time temporal logic [22, 30] . Our notion of "time" is quite restrictive: time passes only when a site fails; in addition, any two site failures must be temporally ordered -that is, failures occur one at a time. This intuition is formalized in the notion of a live sequence. For example, , that is, the last element of .
«
These sequences are used to give the semantics of temporal formulae ϕ, ψ, which may include the past-time modalities 
We also adopt two abbreviations:
ϕ "ϕ then immediately π"
Note that we allow only Boolean formulae π on the right-hand side of these operators. Thus they "associate to the right"; for example, ϕ
The atomic proposition ϕ specifies that at all points up to now, ϕ has been true. ϕ specifies that at some point -now or in the past -ϕ was true.
The formula ϕ @ π specifies that ϕ was true in the past and π is true now. Note that because live sequences must be strictly decreasing,
is unsatisfiable; however
NOTATION. For the rest of the paper we will use the symbol ö only for temporal formula, whose models are live sequences. If we wish to refer to the satisfaction relation for Boolean formulae, we will add a subscript:
The definition of weak symbolic transitions, which uses formulae from our extended logic, is given in Table 5 and ϕ 2 V 9 ó kX P @ k then P 7 has the 4 The general form, ϕ
ϕ, is not associative, since:
The inequality can be seen as deriving from the fact that
An alternative is to use the "chop" operator of [26] . We have decided to use the standard operators precisely because they are standard; they may also allow for more efficient decision procedures [28] . 
, whereas for Q 7 it is the opposite. Recall that the definition of P 7 and Q 7 are as follows:
The definition of weak symbolic bisimulation is similar to that for the strong case. Thus, as for the strong case, we must specify a collection of formulae with which to parameterize the recursive definition as well as an operator on formulae -corresponding to "after µ " -for generating them. Note that, unlike in the strong case, the transformation function need not be parameterized by the action µ since the relevant information is already encoded in the temporal formulae.
The formulae we choose as parameters to the relation are simply Boolean formulae, but now interpreted on the initial liveset of a live sequence. Rather than use two logics in the definition or introduce additional operators, we instead define the function "initially" which converts Boolean formulae into temporal formulae with this interpretation in mind. The transformation function for generating formulae, which we call "finally", must then take a temporal formula and transform it into a propositional one. The definitions (unique up to 
The function "initially" is easy to calculate: on unsatisfiable formulae it is û ; on satisfiable formulae it is a homomorphism everywhere but for atoms; on atoms, initially . The calculation of "finally" is difficult in general; however, the results of this paper require only a well-behaved subset of formulae. We discuss the calculation of "finally" further in Appendix B. 
We write P £ π Q to indicate that there exists a weak symbolic bisimulation
Before presenting the alternative characterization theorem, we first discuss some of the examples. Consider P 1 and Q 1 . To show these two processes symbolically bisimilar, there are two interesting transitions that must be matched. First, consider the transition Q 1
, where ϕ 9
h @ e p e
. To match this, we must use two ε-transitions of P 1 : P 1 , since the definition ensures that P 1 and Q 1 are compared under the assumption that 9 is alive. By the same token, P 7 and Q 7 can only be related at formulae that entail k, but neither P 7 nor Q 7 can generate such a formula, due to the weakening that happens in ε-transitions. Note that the construction of weak symbolic edges, which differs for visible and non-visible actions, is crucial in achieving the correct results for these examples. 
The result for follows from that for L . We devote the rest of this section to the proof of this theorem. As a first step we must relate the symbolic moves to (sequences of) concrete actions. This is achieved by defining concrete moves which are parameterized by live sequences: 
is the least relation satisfying the following:
Pu and 
Pu , and the following hold:
for every 1
Proof. The forward direction (only if) follows by rule induction. The reverse direction follows by induction on n.
We now prove the main theorem, treating each direction separately. Pu . Using the Weak Transition Lemma, there must exist a ϕ such that: ¶ ö ϕ and Pμ § ϕ Pu
PROPOSITION 4.16. For any Boolean formula formulae
Since P £ π Q, we know that there must be some j such that:
From (8a), we know that 
Q j , but this follows using (8c) and the definition of "finally"
Proof. Let AE π be defined as follows:
We now show that AE π is a symbolic bisimulation. Suppose that P AE π Q; thus: 
Basic processes
In this section we turn our attention to the semantics of basic processes. In order examine the behaviour of such processes using our operational semantics we need to locate them at a specific site. Moreover it is rather obvious that the choice of this site cannot be ignored. For example, if
a, then the meaning of
b. An interesting feature of basic processes is that they determine the semantics of all located processes; any located process P can be translated into a primitive processes p such that
(For such a translation to hold generally, we believe that the use of the immortal location is essential.) The translation is defined as follows:
Proof. By induction on the structure of P. The proof uses the fact that for any L,
This theorem suggests that it might be appropriate to define a semantic equivalence between basic processes by comparing their behaviour at the immortal site . However this would ignore important behaviour of processes, namely what they can do when their principal site fails.
Instead we suggest that the semantics of basic processes should be defined by comparing their behaviour at some arbitrary new locatiion, different from . The following lemmas show that it the choice of new location does not matter. First a lemma about weak symbolic bisimulation equivalence. LEMMA 5.2. Suppose that
Proof. The proof depends on the following properties of the symbolic operational semantics which are easily established by rule induction.
, and ϕu
It also uses the fact that ϕ
, the proof of which can be found in, for example, [22] . 
Follows from the previous lemma and Theorem 4.11. We examine two such equivalences, L , parameterised on the live set L, and . It turns out that the former, which behave well on located processes, are unsuitable for basic processes; they are preserved only by a very restricted class of contexts:
, then:
Immediate from the definitions. ): 
Suppose that when comparing , it loses the ability to perform the a action; if it moves to q 1 , it loses the ability to perform the b.
The relation is more suitable for basic processes.
LEMMA 5.6 . Suppose that
« Unfortunately suffers from one of the standard problems of CCS bisimulation: it is not preserved by choice, which is a context for basic processes. As usual, however, a minor adjustment is sufficient to turn it into a congruence: DEFINITION 5.7 (LF-CONGRUENCE). We say that P and For finite set of locations K
p". Let p and q have location sort J (that is, locs be defined as follows:
It is straightforward to show that satisfies the conditions of Definition 5.7.
«

Conclusions
In this paper we have proposed a new semantic theory for distributed systems which takes into account the possibility of failures at sites. This theory is an adaptation of standard bisimulation based theories [23] based on an operational semantics for located processes. The new semantic equivalences are justified in terms of barbed bisimulations [29] . We also give symbolic characterizations of the new equivalences which means that the equivalence can be investigated using the symbolic methods of [19] . The equivalences we have defined are quite robust in the sense that for many variations of the operators in our language, barbed equivalence and LF-equivalence coincide. For example, barbed equivalence does not change if we remove the conditional from the language, nor if we strengthen the conditional so that it does not perform an initial τ-action. It is also unchanged if one removes the spawn operator but retains the conditional. Neither does it change if we disallow terms of the form
Further it is unaffected if one allows distributed choices, using a syntax closer to that of [3] .
Related work..
Site failure has also played a role in languages studied in [3, 4, 16] . In these papers abstract languages based on Facile [17] or the pi-calculus [24, 5] are studied. The original motivation for this paper was to provide an alternative characterization of barbed equivalence for languages such as these. Although we have not treated value passing or references, we postulate that our results can be extended in a straightforward way to value-passing languages which retain the assumption that all failures are independent, such as the languages in [3, 4] . More delicate is the extension to languages such as the distributed join-calculus [16] in which the independence assumption is dropped. In this case the logical language used for symbolic bisimulations must be extended to allow statements about the interdependence of locations; we leave this to future work.
A number of location-based equivalences already exist in the literature [8, 9, 25, 27, 11] ; however, none of these theories addresses the possible failure of sites. Their emphasis, rather, is to define a measure of the concurrency or distribution of a process: two processes are deemed equivalent only if, informally, they have the same degree of concurrency. Indeed in all but the last two of these papers the identity of locations is unimportant. In Appendix C we give a series of counterexamples which show that is incomparable with all of the equivalences proposed in these papers.
Implementation issues..
For finite-state processes, one can check LF-bisimulation automatically, either by using the concrete semantics and a tool such as the Concurrency Workbench [10] , or by using the symbolic semantics and adapting the algorithm given by Hennessy and Lin [19] . In implementing the symbolic techniques, it would be convenient to have a decision procedure for entailment between formulae. In the strong case, where the formulae are Boolean, such decision procedures are well known. In the weak case, in which we use a linear-time temporal logic, more work is required.
Since we allow only a restricted class of models for our temporal formulae, the usual axiomatizations of linear-time temporal logic [22] do not directly apply. However, we speculate that a proof system for our logic (or a conservative extension of it) can be derived from the standard axiomatization by adding three axiom schemas: 1. if 9 is dead, then it must be dead at all points in the future; 2. if 9 is alive, then it must be alive at all points in the past; 3. at each increment of time, exactly one site dies. One way to approach the implementation would be to marry a tool for temporal logic, such as the StEP prover [15] , to the existing implementation of Hennessy and Lin's algorithm.
Other models of failure..
We have assumed a simple model in which failures are permanent and independent and the number of failures that can occur is unbounded. Our approach can also be adapted to other models of failure.
For example, one may wish to consider a language in which multiple sites can be killed simultaneously (for example, using an operator
LB p where L Loc). Such model may be of interest if communication links are subject to failure and we wish our processes to be equivalent regardless of the network topology. In the weak case, the induced equivalence is defined, using the concrete semantics, by adapting Lemma 3.7, changing clause (b) to read:
Using the symbolic semantics, we need simply enlarge the class of models for the logic, relaxing the restriction that between two states in a live sequence exactly one site must fail. Obviously this change in the definition of live sequences will also change the entailment relation between formulae.
Perhaps a more interesting change would be to limit the number of failures that can occur. Such models of failure are often used in the distributed-algorithms literature. This model could be accommodated in the concrete semantics simply by changing the definition of the predicate "fallible" given in Section 3. In the symbolic case, one could again accommodate the new model by changing the definition of live sequences (to contain a minimum number of locations), with a corresponding change in the axiomatization of entailment.
The symbolic approach is particularly attractive because of its modularity. In the concrete case, these models of failure require changes in the transition system or in the definition of bisimulation, whereas in the symbolic semantics only the proof system for entailment need be changed.
One might also wish to relax the assumption that failures are permanent, replacing the kill operator with the operators pause and resume. In this case, the induced equivalence is much finer than LF-equivalence. (For location-finite processes we believe that it will be at least as fine as LF/LA-equivalence, which we discuss in Appendix C.) We leave the precise characterization of barbed congruence for such a language to future work. .) The proof that this calculation captures (12) follows (in each direction) by induction on the structure of admissible formulae. For the final clause, one uses the fact that ϑ implies L x ϑ.
A Notations used
C Comparison with other equivalences
In this appendix we show that LF-equivalence differs from all of the location-and cause-based equivalences that we are aware of. The equivalences we discuss have been characterized in many ways. The location-based equivalences have been studied, for example, in [8, 2, 9, 25, 27, 11] ; the cause-based equivalences have appeared, for example, in [12, 13] . Comparisons between these approaches appear in [21, 25, 14] .
Most of these equivalences are defined for CCS, which does not have explicitly located processes. To apply these definitions to terms in our language, we first perform an implicit syntactic transformation that removes explict location references from the terms.
Below, we list the equivalences we consider; the interested reader should refer to the original papers for further information. º CCS interleaving equivalence [23] was defined in Section 2.3.
º Causal (C) equivalence [12] distinguishes processes based on the causality of actions.
º Locations (L) equivalence [8] distinguishes processes based on the local causality of actions. Located Action (LA) equivalence [27, 11] is a finer form of locations equivalence in which location names appear in the syntax of the language, as they do in our language.
º Located Failure (LF) equivalence is the relation studied in this paper. The closest of these equivalences to ours is LA equivalence because it is the only one of these relations defined on a language with explicitly located processes. The following example, due to Flavio Corradini, shows that two LF-equivalent processes need not be LA-equivalent. To compare these using the LA-equivalence, it is sufficient to erase all of the subscripts from τ actions and then treat visible actions with different subscripts as distinct actions. From this view, the processes are not even trace equivalent because P 9 and Q 9 has no matching pair of transitions. These processes are also not L-equivalent.
The following processes P 10 and Q 10 are LF/LA-equivalent but not causally equivalent.
P 10
The counterexample in the other direction is more obvious since LFequivalence is sensitive to the location of unguarded τ-actions, but none of other equivalences are:
These processes are equated by all of the location-and cause-based relations, but distinguished by LF-equivalence. Finally we note that it is important that in the definition of LF equivalence the location which fails is observable. One could easily define an alternative equivalence in which it is observable that a site failed, but not which one. The resulting equivalence is strictly weaker than LF equivalence, as shown by the following processes. P 12 and Q 12 would be related by such an equivalence, whereas they are distinguished by LF equivalence. 
