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We exploit a ferromagnetic chain of interacting d-level (d > 2) particles for arbitrary perfect transfer of
quantum states with (d − 1) levels. The presence of one extra degree of freedom in the Hilbert space of
particles, which is not used in encoding, allows to achieve perfect transfer even in a uniform chain through a
repeated measurement procedure with consecutive single site measurements. Apart from the first iteration, for
which the time of evolution grows linearly with the size of the chain, in all other iterations, the evolution times
are short and does not scale with the length. The success probability of the mechanism grows with the number
of repetitions and practically after a few iterations the transfer is accomplished with a high probability.
PACS numbers: 03.67.-a, 03.67.Hk, 37.10.Jk
I. INTRODUCTION
The natural time evolution of strongly correlated many-
body systems can be exploited for propagating information
across distant sites in a chain [1, 2]. Very recently, experi-
mental realization of such phenomena have been achieved in
NMR [3], coupled optical wave-guides [4, 5] and cold atoms
in optical lattices [6, 7]. The idea has been generalized for
higher spins in both ferromagnetic [8] and anti-ferromagnetic
[9] regimes.
In the simplest case of a uniform chain the quality of trans-
port goes down with increasing the size of the system due
to natural dispersion of excitations. To achieve perfect state
transfer across a chain one idea is to engineer the Hamiltonian
to have a linear dispersion relation (see Ref. [10] for a detailed
review on perfect state transfer). This can be achieved by ei-
ther engineering the couplings [11] or local magnetic fields
[12]. The engineered chains may also be combined with extra
control on the boundary to avoid state initialization for perfect
transfer [13]. One may also engineer the two boundary cou-
plings [14] of free fermionic systems in order to excite only
those eigenvectors which lie in the linear zone of the spectrum
and thus achieve an almost perfect transfer. A sinusoidal de-
riving of the couplings [15] has also been proposed for routing
information in a network of spins between any pair of nodes.
A set of pulses in a system with both ferromagnetic and anti-
ferromagnetic couplings [16, 17] may also be used to properly
transfer quantum states across a spin network. An alternative
for achieving almost perfect state transfer is engineering the
spectrum of the system to create resonance between sender
and receiver sites by either using very weak couplings [18] or
strong local magnetic fields [19].
As mentioned above, to achieve perfect state transfer, most
of the proposed mechanisms are based on engineering the
Hamiltonian of the system, up to some degrees, in order to, at
least approximately, achieve linear dispersion relation or bring
the sender and receiver in to resonance. In Ref. [20] a dual rail
system with uniform couplings has been used in an iterative
procedure to achieve arbitrary perfect state transfer of a qubit.
This idea then has been generalized to multi-rail systems [21]
for transferring higher level states as well. Although, in both
dual and multi-rail systems the chains are uniform and no en-
gineering is needed, but the price which is paid is the number
of chains which are needed as well as the more complex en-
coding and decoding of the quantum states.
In this paper, a mechanism is introduced for arbitrary per-
fect state transfer, which has the same spirit of iterative proce-
dure of the dual and multi-rail systems [20, 21] but with much
less complexity. According to this proposal, a ferromagnetic
chain of interacting d-level (d > 2) particles are used for send-
ing quantum states with (d−1) levels. The natural time evolu-
tion of the system with consecutive single particle projective
measurement in a ceratin basis allows for iterative perfect state
transfer. The probability of success grows with the number of
iterations and apart from the first iteration, all others can be
done within a very short time scale, which does not scale with
size, and thus the time needed to achieve perfect transfer re-
mains reasonable, even for long chains.
The structure of the paper is as following: In section II the
model is introduced, in section III the mechanism for state
transfer is discussed and in section IV the further iterations
for achieving perfect transfer are analyzed. Finally, in section
VI the results are summarized and a possible realization in
optical lattices is discussed..
II. INTRODUCING THE MODEL
We consider a chain of N particles that each takes µ =
0, 1, ..., d − 1 (for d ≥ 3) different levels. They interact
through the Hamiltonian
H = −J
N−1∑
k=1
Pk,k+1 +B
N∑
k=1
Szk (1)
where J is the exchange coupling, B is the magnetic field,
Pk,k+1 is the swap operator which exchanges the quantum
states of sites k and k + 1, and Szk is the generalized Pauli
operator in the z direction acting on site k which is defined as
Sz|µ〉 = µ|µ〉. In the case of J > 0 and vanishing magnetic
field (i.e. B = 0) the system is ferromagnetic and its ground
state is d-fold degenerate of the form |µ, µ, ..., µ〉. The two
terms in the Hamiltonian commute with each other and thus,
the effect of the magnetic filed B > 0 is just to lift the degen-
eracy and choose the quantum state |0〉 = |0, 0, ..., 0〉 as the
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FIG. 1: (color online) (a) A ferromagnetic chain of interacting par-
ticles for quantum state transfer. The first spin is encoded in the state
|φs〉 while the rest are prepared in the state |0〉. (b) When the mea-
surement is successful the quantum state is perfectly transferred to
site N and all the other spins reset to the state |0〉. (c) When the
measurement is unsuccessful the last site is projected in |0〉 and the
excitation is dispersed along the chain.
unique ground state of the system. This makes it possible to
initialize the system through a simple cooling procedure. Af-
ter initialization, the magnetic field can be switched off as it
has no effect on transport of an excitation, which will be seen
in the following.
The above Hamiltonian is one possible generalization of
spin-1/2 Heisenberg interaction for higher spins [8]. In fact,
the swap operator Pk,k+1, for d-level systems, can always be
written as
Pk,k+1 =
d−1∑
p=0
bp(Sk.Sk+1)
p (2)
where, bp’s are some real numbers. To determine these coef-
ficients we apply both sides of the above identity on general
states of the form |µν〉 for which we get d(d + 1)/2 different
equations. However, only d equations are independent which
are associated to the cases that the difference |µ − ν| = k
takes the values of k = 0, 1, ..., d − 1. By solving these d
independent equations one can uniquely determine all the bp
coefficients. For instance, in the special case of spin-1 (d = 3)
one can easily show that
Pk,k+1 = −I + Sk.Sk+1 + (Sk.Sk+1)2 (3)
where I is the identity operator.
The Hamiltonian H has several symmetries with corre-
sponding conserved charges which includes
[H,Q(m)] = 0, Q(m) =
N∑
k=1
(Szk)
m, (4)
for m = 1, 2, ..., d − 1. These set of conservation laws im-
ply for example that a state like |2, 0, 0, ..., 0〉 cannot evolve
to a state like |1, 1, 0, 0, ..., 0〉. That is why we use the partic-
ular form of the Hamiltonian in Eq. (1) which is essential to
achieve arbitrary perfect state transfer in our system.
The states with only one site excited are called one particle
states and are represented as |µk〉 = |0, 0, ...0, µ, 0, ..., 0〉 in
which site k is in state |µ〉 and the rest are in state |0〉. The
one particle sector with Q(1) charge equal to µ is denoted by
V
(µ)
1 and the whole one particle sector is
V1 = V
(1)
1 ⊕ V (2)1 ⊕ ...⊕ V (d−1)1 . (5)
The Hamiltonian H in Eq. (1) can be analytically diagonal-
ized in the V1 subspace using Bethe ansatz. The eigenvectors
and the corresponding eigenvalues are
|Emµ 〉 =
√
4
2N + 1
N∑
k=1
sin(
2m+ 1
2N + 1
kpi)|µk〉
Emµ = µB − 2J cos(
2m+ 1
2N + 1
pi) (6)
where m = 0, 1, ..., N − 1 and an irrelevant constant number
has been dropped from the eigenvalues.
III. QUANTUM STATE TRANSFER
System is initially prepared in its ground state |0〉. The
quantum state which has to be transferred is then encoded on
the sender site s (which is assumed to be 1 throughout this
paper) in a general state as the following
|φs〉 =
d−1∑
µ=1
aµ|µ〉, (7)
where aµ are complex coefficients with the normalization con-
straint of
∑d−1
µ=1 |aµ|2 = 1. It has to be emphasized that this
general state does not include µ = 0 (which all other spins
are prepared to) and thus the dimension of its Hilbert space
is d − 1. This extra degree of freedom in the chain will then
be used to achieve the perfect transfer of the quantum state in
Eq. (7). A schematic picture of the system when the initializa-
tion is accomplished is shown in Fig. 1(a) in which the sender
spin 1 is prepared in quantum state |φs〉 while the rest are all
in state |0〉. Thus, the initial state of the system becomes
|Ψ(1)(0)〉 =
d−1∑
µ=1
aµ|µ1〉. (8)
Since the excitation is located in site 1 this quantum state is
not an eigenstate of the system and hence the system evolves
under the action of the Hamiltonian
|Ψ(1)(t)〉 = e−iHt|Ψ(1)(0)〉. (9)
Using the symmetries of Eq. (4) One can easily show that
|Ψ(1)(t)〉 =
d−1∑
µ=1
N∑
k=1
aµf
µ
k1(t)|µk〉, (10)
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FIG. 2: (Color online) (a) The probability of success in the first iteration as a function of Jt in chain of length N = 20. (b) The probability of
success P1 in terms of length N . (c) The optimal time Jt1 versus length N .
where,
fµnm(t) = 〈µn|e−iHt|µm〉 (11)
form a unitary N × N matrix fµ(t) with the elements
given in Eq. (11). Using the eigenvectors of the Eq. (6)
together with the fact that in the subspace V1 we have∑N−1
m=0
∑d−1
µ=1 |Emµ 〉〈Emµ | = I one can show that fµ(t) =
e−iµBtF (t) where the elements of matrix F (t) are given as
Fmn(t) =
4
2N + 1
N−1∑
p=0
ei2Jt cos(
2p+1
2N+1
pi) sin(
2p+ 1
2N + 1
mpi) sin(
2p+ 1
2N + 1
npi). (12)
To extract the quantum state at a receiver site r one mea-
sures the following operator at site r
Or =
d−1∑
µ=1
|µ〉〈µ|. (13)
If the outcome of measurement is 1 (i.e. measurement is suc-
cessful) then the quantum state is perfectly (up to a local uni-
tary rotation) transferred to site r as schematically shown in
Fig. 1(b). Otherwise, if the outcome of measurement is 0 (i.e.
measurement is unsuccessful) the spin at site r is projected
to state |0〉 and the excitation is dispersed across the chain as
schematically shown in Fig. 1(c). The probability of a suc-
cessful measurement on site N (the receiver site r is assumed
to be N throughout this paper) at time t is
P
(1)
N (t) = 〈Ψ(1)(t)|ON |Ψ(1)(t)〉 = |FN1(t)|2 (14)
In Fig. 2(a) we plot P (1)N (t) as a function of time Jt in a
chain of length N = 20. As it is clear from the figure the
probability peaks for the first time at a particular time t = t1
and then its oscillations damp over time. To maximize the
probability of success we should thus perform the measure-
ment at time t = t1 which gives the probability of success
as
P1 = P
(1)
N (t1) = |FN1(t1)|2 (15)
In Fig. 2(b) the success probability P1 is plotted in terms of
length N which is perfectly fit by P1 = 1.7074N−0.5181. The
optimal time Jt1 is also plotted as a function of N in Fig. 2(c)
which shows a perfect linear dependence on the length. In
the case of success, the quantum state at the receiver site N
becomes
|φ(1)N 〉 =
d−1∑
µ=1
aµe
−iµBt1 |µ〉 (16)
which is different from |φs〉, given in Eq. (7). To convert this
state into |φs〉 one has to perform a local unitary operator of
the form eiBSzt1 into site N which then accomplishes the per-
fect state transfer.
IV. FURTHER ITERATIONS
The quantum state transfer, discussed above, is not always
successful as the probability of success P1 is less than 1 and
decreases by increasing the length N . In fact, if the measure-
ment is unsuccessful the quantum state of the whole chain is
projected into
|Ψ(2)(0)〉 = 1√
1− P1
d−1∑
µ=1
N−1∑
k=1
aµf
µ
k1(t1)|µk〉 (17)
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FIG. 3: (Color online) The distribution of excitations across the chain
when the first measurement is unsuccessful for a chain of length (a)
N = 50 and; (b) N = 100.
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FIG. 4: (Color online) The probability of success in each iteration k
in chains of length: (a) N = 20; (b) N = 40. The corresponding
optimal times tk for each iteration k in chains: (c) N = 20; (d)
N = 40.
where the index k runs from 1 to N − 1 because the previous
measurement had been unsuccessful and thus the receiver site
N is inevitably projected to state |0〉. In addition, the reason
that the parameter of |Ψ(2)(0)〉 is chosen to be 0 is due to the
fact that we start another iteration now and the system has not
yet evolved in this part. A very interesting feature is revealed
by exploring the spatial distribution of excitations across the
chain in this quantum state by computing
P (2)m (0) = 〈Ψ(2)(0)|Om|Ψ(2)(0)〉 =
|Fm1(t1)|2
1− P1 (18)
where index m takes m = 1, 2, ..., N − 1.
In Figs. 3(a)-(b) we plot the distribution functionP (2)m (0) in
terms of site index m for two different chains of length N =
50 and N = 100 respectively. As it is evident from the figures
the distribution is more prominent near the end of the chain, in
particular at m = N−2 andm = N−1. This is indeed due to
the particular optimization of t1 in the first iteration which is
chosen to maximize the probability of receiving the excitation
at site N and thus in the case of unsuccessful measurement
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FIG. 5: (Color online) The probability of failure after k consecu-
tive iterations versus the number of iterations k in chains of different
lengths.
the excitations are still very close to the last site of the chain.
System is free to evolve as |Ψ(2)(t)〉 = e−iHt|Ψ(2)(0)〉 and
just as before one has to perform the measurement of Eq. (13)
on site N and see if the outcome is 1. The probability of
success in this iteration is
P
(2)
N (t) = 〈Ψ(2)(t)|ON |Ψ(2)(t)〉. (19)
In contrast to the first iteration, to maximize this probability
we no longer need to wait for very long times as according
to the distribution P (2)m (0), shown in Figs. 3(a)-(b), the exci-
tations are very close to the receiver site N . Indeed, the time
window, over which the optimization is done, for all iterations
after the first one can be fixed and independent of N . In this
paper, all time optimizations for iterations after the first one
are taken in a time interval of 0 ≤ Jt ≤ 10. The results are, in
fact, hardly improved by choosing a wider time window. At a
particular time t = t2 at which the probability P (2)N (t) peaks
the measurement is performed on site N . Hence, the success
probability is P2 = P (2)N (t2) which can be written as
P2 =
1
1− P1 |
N−1∑
m=1
FNm(t2)Fm1(t1)|2. (20)
In the case of successful measurement the quantum state of
site N becomes
|φ(2)N 〉 =
d−1∑
µ=1
aµe
−iµB(t1+t2)|µ〉 (21)
which then is converted into the target state |φs〉 by applying
the local unitary operator e−iBSz(t1+t2).
In the case of unsuccessful measurement we can repeat the
process over and over till the quantum state reaches the re-
ceiver site. One can easily show that after k unsuccessful iter-
ations the quantum state of the whole system at the beginning
of the (K + 1)’th iteration is
5|Ψ(k+1)(0)〉 = 1√
(1− Pk)(1− Pk−1)...(1 − P1)
d−1∑
µ=1
N−1∑
mk=1
...
N−1∑
m1=1
aµf
µ
mkmk−1
(tk)...f
µ
m2m1
(t2)f
µ
m11
(t1)|µk〉. (22)
Then system is released to evolve just as before, i.e.
|Ψ(k+1)(t)〉 = e−iHt|Ψ(k+1)(0)〉. The probability of
a successful measurement after time t is P (k+1)N (t) =
〈Ψ(k+1)(t)|ON |Ψ(k+1)(t)〉 from which the time tk+1 is de-
termined as its maximum in the time interval of 0 ≤ Jt ≤ 10
and thus we have Pk+1 = P (k+1)N (tk+1). One can show that
Pk+1 =
1
(1− Pk)(1− Pk−1)...(1 − P1) |
N−1∑
mk=1
...
N−1∑
m1=1
FNmk(tk+1)Fmkmk−1(tk)...Fm2m1(t2)Fm11(t1)|2 (23)
It is worth mentioning that in the case of successful mea-
surement the received quantum state is
|φ(k+1)N 〉 =
d−1∑
µ=1
aµe
−iµB
∑k+1
m=1 tm |µ〉 (24)
which can be converted to |φs〉 by the local unitary operation
of eiBSz
∑k+1
m=1 tm
. In the case of unsuccessful measurement
the process is repeated again.
In Figs. 4(a)-(b) we depict Pk for different iterations k in
chains of length N = 20 and N = 40 respectively. As it
is clear from the figures in some iterations the probability of
success is relatively small which is due to the limitation that
we used for the time window in which the optimization is per-
formed. In Figs. 4(c)-(d) the corresponding optimal times Jtk
is shown for each iteration on the same chains. As shown in
the figure, apart from t1 all other times are less than 10/J
which was imposed to the system by us to avoid long waiting
times.
It is worth mentioning that the above choice of tk’s are just
to maximize the probability of success in the shortest possi-
ble time. In fact, the algorithm works for any choice of tk
including the regular waiting times of tk = (2k − 1)t1 used
in Ref. [20] which represents the oscillation of the excitation
along the chain due to reflection from the boundaries.
The best way to see the performance of our mechanism is
to compute the probability of failure after k consecutive it-
erations. This means that the procedure has to fail in all k
iterations whose probability is then
P
(k)
fail =
k∏
m=1
(1− Pm). (25)
In Fig. 5 we plot P (k)fail as a function of iteration k for differ-
ent chains. As it is evident from the figure the probability of
failure goes down by increasing the iterations. For instance, in
a long chain of length N = 100 after 10 iterations the proba-
bility of failure is∼ 0.35 while for smaller chains the situation
is of course much better as, for example, in a chain of length
N = 25 after 10 iterations the probability of failure is less
than 0.1.
V. REALIZATION IN OPTICAL LATTICES
Cold atoms are the most promising candidate for realizing
d-level chains. A Bose-Hubbard chain [22] containing 87Rb
or 23Na atoms in the half-filling regime can be tuned to its
Mott insulator phase, where exactly one atom recites in each
site. For such system the interaction between the atoms can
be explained by an effective spin-1 Hamiltonian as [23]
H =
N−1∑
n=1
JSn.Sn+1 +K(Sn.Sn+1)
2 (26)
where J = − 2t2
U2
and K = − 2t23U2 − 4t
2
3U0
for which t is the
tunneling and US (S = 0, 2) is the on-site interaction energy
for the two spin-1 particles with the total spin S. By tuning
U2 = U0 one gets J = K and thus the swap operator of
Eq. (3) is realized for spin-1 atoms. The quantum phases ac-
cessible to the ground state [24] and the quench dynamics [25]
of S = 1 spinor atoms have already been analyzed.
Higher level atoms have also been investigated to realize
spin-2 (d = 5) [26] and spin-3 (d = 7) [27] spinor gases
which can be used to realize our proposed mechanism. Al-
though, tuning the interaction to be of the form of swap op-
erators of Eq. (1) might be tricky and needs more detailed
analysis of the hyperfine levels and the interaction of atoms in
such chains.
VI. CONCLUSION
We proposed a mechanism for transferring a quantum state
of (d − 1)-levels across a d-level spin chain (d > 2) through
an iterative procedure which its probability of success grows
6continually with the number of iterations. The fidelity of the
transferred quantum state is perfect, up to a local unitary ro-
tation, while the Hamiltonian is uniform and no complicated
engineering of the couplings is needed. In the process, apart
from the first iteration, for which the optimal time t1 grows
linearly with the length N , in all subsequent iterations the
evolution time is short and does not grow with the size of the
system. This is very useful as in the presence of decoherence
the fast operation time does not allow the environment to spoil
the quality of state transfer that much. Furthermore, when the
transfer is accomplished the system is automatically rests to
its initial ferromagnetic state and becomes ready for reusing.
The proposed mechanism is most suited for realization in the
fast growing field of trapped atoms in optical lattices.
In compare to dual [20] and multi-rail [21] systems our pro-
posed mechanism is simpler for fabrication as it only needs
a single spin chain, no matter how large d is. In contrast,
for sending quantum states of larger d one has to increase
the number of chains in the multi-rail systems which then
makes both the encoding and decoding processes very com-
plicated. In addition, it is worth mentioning that in dual rail
systems the excitations are delocalized between different par-
allel spin chains which makes it vulnerable against dephasing.
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