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ABSTRACT 
 
 Machining of aerospace structural components involves several thin-wall rib and 
flange sections. These thin-wall sections are dictated by design consideration to meet 
required strength and weight constraints. These components are either forged or cast to 
the approximate final shape and the end milling process is used to finish machine the 
parts; or the component is machined from a solid block of material by end milling with 
roughing and finishing cuts. During machining, the cutting forces cause deflection of 
the thin-wall section, leading to dimensional form errors that cause the finished part to 
be out of specification. In this thesis, a new methodology for the prediction of wall 
deflection during machining thin-wall feature is presented. The new methodology aims 
to increase the efficiency on modelling the deflection prediction in machining thin-wall 
component. The prediction methodology is based on a combination of finite element 
method and statistical analysis. It consists of a feature based approach of parts creation, 
finite element analysis of material removal and statistical regression analysis of 
deflection associated with cutting parameters and component attributes. The model is 
developed to take into account the tool-work geometries on material removal process 
during machining process. Mathematical models are developed for the wall deflection 
correlated with cutting parameters and component attributes. The prediction values have 
been validated by machining tests on titanium alloys parts and show good agreement 
between simulation model and experimental data. In addition, the cutter compensation 
method derived from the deflection prediction values can be used to reduce the 
magnitude of surface error, thus improving the component accuracy for machining thin-
wall feature. By adopting the cutter compensation method, only one machining pass is 
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required to machine the thin-wall feature compared to the current practice in step 
method which requires few machining passes. All results have been derived for four 
different cases of typical aerospace component, but it is shown that these results can be 
applicable for other component shape and materials. A customize computer program has 
been developed for the proposed model. The developed computer program is an 
integrated data exchanges between modules upon users input on the design information 
and machining parameter for automatically generate the solid model, material removal 
model and FEM analysis. The developed computer program has improved the analysis 
time and makes the task easier to perform. The proposed method is able to reduce the 
analysis time from weeks to hours. 
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CHAPTER 1 
 
 
INTRODUCTION  
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1.1 Background 
 
Demand for the next generation, cost effective, high performance aircrafts has 
motivating the aerospace industry to use non-traditional materials and new aircraft 
structural design [1]. Generally, most of the aerospace components are machined up to 
95% from aluminium and titanium blocks [2]. Due to the low yield stress, aluminium 
alloys poses a good machinability rating compare to the titanium alloys which are 
difficult and need special technique for machining process. However, the intrinsic 
advantage of titanium alloys of better weight to strength ratio makes it more favourable 
in aerospace application compare to aluminium alloys.  
 
New aircraft are design with one piece flow of monolithic component to replace 
large number of assembled component. This new monolithic structural components 
allows for higher quality and reduce the manufacturing times which impact business 
issues including inventory and Just-In-Time (JIT) manufacturing [3]. On the other hand, 
these monolithic structural components contains of thin-wall feature that poses some 
degree of machining technique to achieve the tight dimensional tolerance of aerospace 
component. Table 1.1 depicted some of the advantages of monolithic component 
compare to conventional aircraft component.  
 
The milling process of thin-wall monolithic part is studied in this thesis. The 
project was initiated and collaborated by aerospace component manufacturer, 
Production Parts Pty. Ltd. The workpiece material is titanium alloys (Ti-6Al-4V) for all 
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components. The milling process of very flexible component such that contain in 
monolithic structural components is generally used in aerospace industries. During 
milling process of this component, large volumes of materials are removed with the risk 
of instability and tolerance violation. Traditionally, trial-and-error approach is employed 
to obtain a consistent part shape which tends to lower productivity and raises machining 
costs. 
Table 1.1: Comparison between monolithic and conventional aircraft component [4]. 
Conventional Part Monolithic Part 
 
 
Number of Pieces                                        =  44 Number of Pieces  =  6 
Number of Tools                                         = 53 Number of Tools  =  5 
Design & Manufacturing Time 
(hrs)           =  965 
Design & Manufacturing Time 
(hrs) =  30 
Machining Time (hrs)                                  = 13 Machining Time (hrs)  =  8.6 
Assembly Man-hours  =  50 Assembly Man-hours  =  5.3 
Weight (kg)  =  3.77 Weight (kg) =  3.37 
Overall manufacturing Cost 
(units)  =  100 
Overall manufacturing Cost 
(units) =  37 
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1.2 Challenges in Machining Thin-Wall Component 
 
To remain competitive, manufacturer constantly seeks to improve their product 
quality by producing ‗right first time‘ machined component. The tight dimensional 
tolerance of aerospace component poses a great challenge for the manufacturer 
especially for machining a component that contains a thin-wall feature. Because of the 
poor stiffness of thin-wall feature, deformation is more likely to occur in the machining 
of thin-wall part which resulting a dimensional surface errors [4, 5, 6]. Figure 1.1 shows 
the dimensional surface errors produce in machining thin-wall feature.  Material in the 
shaded areas MNOP as depicted in Figure 1.1 (b) is to be removed ideally. However, 
due to the milling force the wall is deflected which make point M moves to point M′ as 
well as point N to point N′. As a result of the wall deflection, only material MN′OP is 
removed resulting a dimensional surface errors in NON’ areas.  
 
 
(a) Deflection of wall resulting from cutting force.(b) Machining sketch of thin-wall 
component. 
 
Figure 1.1: Dimensional surface errors produce in machining thin-wall feature. 
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1.3 Current Practice in Machining Thin-Wall Component 
 
  In current industry practice, the resulting surface errors are usually compensated 
through one or more of the following techniques: (i) using a repetitive feeding and final 
‗float‘ cut to bring the machined surface within tolerance; (ii) manual calibration to 
determine ‗tolerable‘ machining conditions; (iii) a lengthy and expensive trial and error 
numerical control validation process [7]; and (iv) using a step machining approach, 
which alternately milling each side of the wall as shown in Figure 1.2 [8]. Distinctly all 
of these existing techniques on machining thin-wall feature have a tendency to lower 
productivity and difficulty in ensuring the component accuracy. The difficulty in 
machining technique is worsened as the workpiece material is titanium alloys. 
 
  To overcome the disadvantages of current industry practice in machining thin-
wall component, a finite element method is adopted to model the effect of processing 
parameter on surface error. They were numerous of reported work claiming the success 
of employing finite element method using the commercial finite element software for 
modelling the machining process. Once the surface error is predicted in advanced by 
finite element method, the surface error compensation strategy can be done. By using 
the finite element method for predicting the surface error produced in machining can 
eliminate the shop floor trials which are often very costly, time consuming and labour 
intensive [9]. However, the main issue involve in modelling machining process with 
finite element method is the long computational analysis time. Depending on the 
complexity of the problem, the computational analysis time can be varied up to day even 
weeks. This is due to the nature of the FEM calculation which calculates the surface 
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errors for all over the workpiece at every feed step and every angular increment of 
cutter. This long computational analysis time limit its application for industry practice 
which must manufacture parts in a few days. Besides that, the limited design flexibility 
in FEM software requires transfer of model from other CAD software which can cause 
problems such as loss of data organization, translation inaccuracies, change in number 
of entities and excessive file size growth.  Therefore, there exist an opportunity to 
improve the analysis efficiency and machining technique for thin-wall monolithic 
component in order to increase the part accuracy and productivity. 
 
 
 
 
Figure 1.2: Different techniques of step machining approach use in milling thin-wall 
feature [8]. 
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1.4 Research Objectives 
 
Both the difficulty and the time-consuming nature of the analysis process and 
machining technique for machining thin-wall monolithic component were cause to 
initiate this project. The first objective of this thesis is to develop an efficient model for 
deflection prediction in machining titanium alloys thin-wall monolithic component. The 
model aims to increase the analysis efficiency from initial part creation to analysis 
result. In addition, to allow for the prediction of wall deflection that associate with 
component geometry and machining parameter a mathematical model is develop.   
 
The second objective of this thesis is to apply the developed deflection 
prediction model for the cutter compensation machining technique. The cutter 
compensation method aims to increase the part accuracy and machining productivity 
such that only one machining pass is required to machine the thin-wall feature.  
 
An in-house computer program is developed for the prediction model. Include in 
the prediction model are the effect of wall deflection on material removal process, the 
effect of wall deflection on machining parameters and the effect of wall deflection on 
component attributes. The objectives are achieved through numerical analysis, 
experiments, statistical analysis and computer programming.  
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1.5 Thesis Organisation 
 
The chapters of the thesis are organised as follows: 
 
In Chapter 2, the relevant literature on analysing the deflection prediction on 
machining thin-wall structures are reviewed. They include the existing methods and 
models for the analysis of machining thin-wall structure, force modelling and factors 
that affect the magnitude of the force generate in the machining process, factors that 
affect the magnitude of wall deflection, consideration and technique for machining 
titanium alloys. The purpose of reviewing these topics is to provide a theoretical base 
for the remainder of this thesis. 
 
 Preliminary scientific studies on technical capability of finite element software 
DEFORM-3D for modelling the deflection on machining thin-wall workpiece are 
presented in Chapter 3. Factors like software‘s capability in handling object geometries, 
range of material available in the database, its control over process parameters and 
simulation time were investigated. The study was made on the basis of the efficacy of 
the software for modelling the deflection on machining thin-wall workpiece and results 
obtained. Accuracy was checked directly by comparing the results with the experiment. 
 
A methodology for the new hybrid model for deflection prediction on machining 
thin-wall workpiece is explained in Chapter 4. The hybrid model aims to resolve the 
disadvantages over the previous research work which includes the procedure from 
initial part creation to analysis result. The model is developed to take into account the 
11 
 
tool-work geometries on material removal process during the machining process. This 
chapter will first explain the hybrid model procedures followed by the theory of each 
model.  
 
In Chapter 5 the mechanistic force model approach and the engagement limits 
for the helical tool endmill are presented. Then, experimental procedure for the 
determination of cutting force coefficients using the measure mean cutting force value 
will be explain. Lastly, the predicted cutting force are validate with the sets of 
experimental test. 
 
The finite element formulation and procedure to perform the finite element 
analysis for prediction of wall deflection when machining thin-wall component are 
explained in Chapter 6. Then, the predicted wall deflections for each component case 
are validated with the sets of experimental test. 
 
In Chapter 7 the statistical multiple regression analysis model for the deflection 
prediction are presented. This chapter will first explain the step in building the 
prediction model via the statistical multiple regression analysis. Then, the develop 
multiple regression analysis model is verified by confirming the statistical significance 
of the estimated parameters and the goodness of fit of the model using analysis of 
variance (ANOVA), coefficient of determination (R
2
) and hypothesis testing.  
 
The cutter compensation methods to reduce the surface error produced during 
machining the thin-wall feature are explain in Chapter 8. The cutter compensation 
12 
 
method is based on the adjustment of cutter path with respect to the magnitude of 
predicted wall deflection. This chapter will first explain the methodology and step 
involve for the cutter compensation method. Then, the develop cutter compensation 
method is verified with the set of experimental test for different case of component.  
 
The thesis concludes with a summary of contributions and suggestions for future 
work in Chapter 9. 
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CHAPTER 2 
 
 
LITERATURE REVIEW 
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2.1 Introduction 
 
 The study on machining of thin-wall component involves many disciplinary 
areas such as theories and methods of metal cutting, mechanics of machining process 
and structural mechanics. In this chapter, topics that analyse the deflection prediction on 
machining thin-wall structures are reviewed. They include the existing methods and 
models for the analysis of machining thin-wall structure, force modelling and factors 
that affect the magnitude of the force generated in the machining process, factors that 
affect the magnitude of wall deflection and consideration and technique for machining 
titanium alloys. The purpose of reviewing these topics is to provide a theoretical base 
for the remainder of this thesis. 
 
2.2 Definition of Thin-Wall Component 
 
 There are few definitions to characterised thin-wall component. Fitzgerald [10] 
suggested a guide to differentiate between thin-wall and thick-wall cylinders based on 
the uniform stress distribution throughout the wall thickness. The theory of thin-wall 
cylinders and spheres is based on this assumption which indicates a ratio of wall 
thickness to diameter of about 1/10 represents the dividing line between thin-wall and 
thick-wall cylinders. Yang [11] gave a guide to differentiate between super-thin plates, 
thin plates and thick plates for approximation theory of plate bending as; 
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Super-thin plates = h/p < (1/100) 
Thin plates  = (1/100) ≤ h/p ≤ (1/5) 
Thick plates  = h/p > (1/5) 
 
where p = shorter length of two edges in the plate 
                       h = plate thickness 
 
The above definitions of thin-wall component can be a general guide-line to 
characterised thin-wall component. However, for the case of this project the thin-wall 
component is based on whether or not the wall deflects sufficiently to affect machining 
accuracy. To be specific, a thin-wall component is where elastic deformation of the wall 
is larger than or equal to the allowed tolerance requirement and can be written as; 
 
≥ T 
 
where elastic deformation of the wall 
                     T = allowed machining tolerance 
  
2.3 Reviews on Related Work in Machining Thin-Wall Component 
   
  Very few research works have been reported in predicting the deformation of 
thin-wall parts. Budak and Altintas [12] used the beam theory to analyse the form errors 
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when milling using slender helical endmill for peripheral milling of a cantilever plate 
structure. The slender helical endmill is divided into a set of equal element to calculate 
the form errors acting by the cutting forces on both tool and the wall. They developed 
their own FE code to model the simple cantilever beam problem. Although the proposed 
beam theory for analysing the form errors provides accurate result, one of the arguments 
of this model is its ability to model a complex shape, such as an aerospace component. 
Later in their work [13], they proposed a feed rate scheduling strategy to reduce the 
surface errors produced in milling flexible workpiece. However, this approach tends to 
sacrifice the productivity as reducing the feed rate will increase the machining time. 
 
  Kline et al. [14] modelled the milling process of thin-wall rectangular plate 
element clamped on three edges taking the effects of a flexible endmill. The interaction 
between the milling forces and the structural deformation were neglected on his study. 
Therefore, their proposed model can only be applied for the case of relatively rigid 
workpiece. Sagherian et al. [15] improved Kline‘s model by including the dynamic 
milling forces and the regeneration mechanism. However, they did not consider the 
effect of workpiece deflection on the cutting geometry, i.e. the radial depth of cut. They 
also used a numerical force algorithm and the FE method to simulate cantilever plate 
displacement. 
 
  Later, Tsai and Liao [16] developed an iteration schemes to predict the cutting 
forces and form error on thin-wall rectangle plate. The cutting force distribution and the 
system deflections are solved iteratively by modified Newton-Raphson method. They 
made a few assumptions on the size of the element and their relationship with the 
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transient surface which restricted its applicability. Dynamic model for milling of low 
rigidity cantilever plate structure was proposed by Altintas et al. [17]. However, the 
model did not taken into account the changing of structural properties on the material 
removal process. 
 
  In a series of research works, Ratchev et al. [18, 19, 20, 21, 22, 23 and 24] 
proposed the modelling and simulation environment for machining low rigidity 
components. The proposed approach included a module for the integration between 
force, material removal and the workpiece deflection. However, no direct explanation on 
the frequency of the update model and the computational efficiency. The validation was 
performed for a simple cantilever plate and the part geometry is generated from CAD 
software and fed into a commercial FE package.  
 
  The effects of tool deflection on the varying chip thickness were proposed by 
Sutherland and DeVor [25]. Include in their model is the approximation of instantaneous 
uncut chip thickness that permit for the tool run-out. However, their proposed model can 
only be applied for the case of relatively rigid workpiece.  
 
  In the literatures, it shows that most of the method employed must calculate the 
surface errors for all over the workpiece for every feed step and every angular cutter 
increment. This result in low efficiency as it may take long computational analysis time 
to obtain the surface error at a certain feed step especially when considering the material 
removal action. In addition, the analysis is limited to relatively straightforward 
geometries i.e. simple cantilever plate, which does not represent the practical aerospace 
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component. Another problem encountered from the existing method, is most of the part 
geometry is generated from other CAD software and fed into a commercial FE package. 
The exchanging of data between different platforms can cause problems such as loss of 
data organization, translation inaccuracies, change in number of entities and excessive 
file size growth as been reported in [26, 27, 28, 29, 30 and 31]. 
 
2.4  Factors Affecting the Magnitude of Wall Deflection 
 
  It is important to investigate the factors that affecting the magnitude of wall 
deflection as it helps to determine which factor that needs to be included in the analysis. 
In general, the magnitude of wall deflection depends on its stiffness ability that 
governed by several factors such as cross-sectional size and shape, loading and material 
properties [32].  
 
  The workpiece attribute can be defined as the dimension of the wall thickness, 
length and height. Liu [33] investigate the effects by varying of each individual factor i.e. 
wall thickness, wall length and wall height on the elastic deformation of a rectangular 
plate. In his studies, he concludes that as the wall thickness reduce the magnitude of the 
deformation increased. In addition, the deformation magnitude of the wall will increase 
as the wall height increased. Beside that, in his studies he concludes that there is slight 
effect on the deformation magnitude with wall length. Ning et al. [34] proposed a 
quantitative analysis and calculation of the deformation of a typical thin-wall structure 
study.  He analyse the effect of varying wall thickness for a rectangular box component. 
He concludes that the machining deformation is inverse proportional to the thickness of 
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wall and there is little effect on the deformation from reducing the wall thickness for 
other three side of the box. Large deflection analysis of axisymmetric circular plates was 
investigated by Ye [35]. His studies include the analysis with variable thickness using 
the boundary element method for the deflection at the central location of the plates. His 
studies show that there is a significant effect on the magnitude of the plate deflection 
with a variable thickness. Hosseini and Abbas [36] study the deformation of rectangular 
plates under wedge impact using neural network. Include in their prediction model are 
the set of parameter from component attributes. Their studies also conclude that there is 
a significant effect on the magnitude of the plate deflection with component attributes. 
Other relevant literatures in analysing the magnitude of deflection with the component 
attribute can be found in [37and 38].  
 
Cutting force produce in the machining process is the dominant factor that 
contributes to the magnitude of the wall deflection as shown in [39 and 40]. Increasing 
the cutting forces value will increase the magnitude of wall deflection. Thus, modelling 
the accurate cutting force in milling is the key factor in predicting the magnitude of wall 
deflection. The modelling of cutting force in milling can be classified in two approaches 
namely mechanistic force model and mechanics force model.  From literatures it shows 
that mechanistic force model gives an accurate milling force prediction compare to the 
mechanics force model. In mechanistic force model approach, the cutting forces are 
related to average chip thickness by cutting force coefficient calibrated experimentally 
for a particular workpiece material tool pair [41]. Then, the cutting forces produced by 
the same cutter with different machining parameters can be predicted analytically by 
using the calibrated force coefficient.  
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The cutting forces in the milling process are highly dependent with the 
machining parameter such as speed, feed rate, radial and depth of cut. William et al. [42] 
in his studies observed that by increasing the cutting speed will decrease the cutting 
force. He found that the cutting force dropped to 25–50 % by increasing the cutting 
speed for machining aluminium, iron and copper. Similar results in decreasing cutting 
force with increasing cutting speed were also obtained by Lin and Lo [43] and Lin and 
Yang [44]. Later, Turgut et al. [45] studies the effects of cutting force and surface 
roughness in milling of Al/Sic metal matrix composites. His studies include the effect of 
cutting speeds at (300, 350, 400 and 450 m/min), feed rates (0.1, 0.15, 0.20 mm/tooth) 
and depth of cut (0.5, 1 mm) on cutting forces. He concludes that for coated and 
uncoated tools, the cutting force increased with increasing feed rate and depth of cut 
whereas, it is decreased significantly by higher cutting speed. In other reported work, 
Thomas and Beauchamp [46] statistically analysed cutting force and tool vibration 
using samples at different speeds, feed rates, depth of cuts, tool lengths and workpiece 
lengths. Manna and Bhattacharayya [47] studied the machinability of Al/SiC material 
under different speeds, feed rates and depth of cuts. They both discovered that the 
cutting force increased with the increase of feed rate which shows that more power is 
needed to complete the cutting action. 
  
  From literatures, it shows that component attribute and cutting force is the 
critical factor to analyse the magnitude of wall deflection as it reflect the rigidity of the 
wall. In addition, from the literature it shown that the machining parameters, i.e. speeds, 
feed rates and depth of cuts are the critical factor for the calculation of the cutting force 
which redirect to the wall deflection.  The cutting speed has a significant effect on the 
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specific power as the coefficient of friction on the cutter‘s tooth is speed dependent. By 
increasing the speed it will decrease the friction, thus decreasing the specific power 
through the frictional component as noted in [48]. Increasing the feed rate will increased 
the chip thickness, thus the tangential forces increase as forces are proportional to the 
chip area [49]. While radial and axial depths of cut affect the width and length of the 
contact area in the normal and tangential directions. Which, influences the forces 
directly as the deeper the radial or axial depths of cut, the more flutes will be engaged 
[50]. Besides that, materials properties are an important factor in determining the 
magnitude of wall deflection. Materials properties describe the material characteristics 
such as strength and resistance to the deformation. Materials with low modulus of 
elasticity tends to severe more deformations and vibrations during the milling of thin 
parts as shown in [51 and 52]. 
 
2.5  Consideration in Machining Titanium Alloys 
 
The high strength, low in weight and outstanding corrosion resistance possessed 
by titanium alloys have led to a wide range of its applications in aerospace, automotive, 
medical, chemical plant, power generation, oil and gas extraction, sports, and other 
major industries. Due to the strong demands of titanium alloys usage, titanium alloys 
has greatly attracted many researchers. They were numerous of reported work found in 
the literature involving machining of titanium alloys in many areas. Development of 
cutting tool for economically machining titanium alloys can be found in [53, 54, 55, 56, 
57 and 58], studies on the mechanics of chip formation when machining titanium alloys 
are reported in [59, 60, 61, 62, 63, 64 and 65], surface integrity and wear mechanism 
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when machining with titanium alloys are analysed in [66, 67, 68, 69, 70, 71 and 72], 
cutting forces and stress involved in machining with titanium alloys material are 
evaluate in [73, 74, 75, 76, 77, 78 and 79], high-speed machining technique to improve 
material removal rate for machining titanium alloys are investigated in [80, 81, 82, 83, 
84, 85 and 86] and finite element simulation for modelling machining process with 
titanium alloys can be found in [87, 88, 89, 90, 91, 92, 93 and 94]. In addition, non-
conventional techniques for machining titanium alloys are explained in [95, 96, 97, 98 
and 99]. 
 
Generally, titanium alloys are categorised as the type of materials that is difficult 
to machine [100, 101, 102 and 103]. The machinability rating of titanium alloys is 
generally considered to be poor due to its several intrinsic metallurgical characteristics 
that required special technique for machining operation. Titanium alloys have low 
thermal conductivity and high chemical reactivity [104, 105, 106, 107 and 108]. Its low 
thermal conductivity increases the temperature at the tool/workpiece interface, which 
affects the tool life adversely. The chemically reactive of titanium tends to weld the tool 
during machining, thus leading to chipping and premature tool failure. The low in 
modulus of elasticity of titanium alloys cause deflection and chatter in the machining 
process. Even at the elevated temperatures, titanium retains its strength, and this 
suppresses the plastic deformation needed to form a chip [109]. The high stresses and 
high temperatures present at the tool/work-piece interface can cause significant surface 
damage to the titanium alloys [110 and 111]. Contamination and damage of the titanium 
workpiece via diffusion of tool material and atmospheric constituents can lead to 
degradation of mechanical properties, especially the fatigue strength [112 and 113]. 
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Based on the problems and difficulties encountered in machining titanium alloys, 
a special consideration and technique are required to ensure successful result. From 
literature, there are few general rules for machining titanium alloys that can help in 
overcoming these factors [114, 115, 116, 117 and 118] such as;   
 
 Low cutting speed is preferable to helps to minimise the tool tip temperatures. 
Tool tip temperatures are greatly affected by cutting speed than by any other 
single variable. (A change from 20 to 150 sfpm with carbide tools results in a 
temperature change from about 800°F to 1700°F). 
 
 Sharp cutting tools should be used and replace them at the first sign of wear. 
However, for titanium the tool wear is not linear. Complete tool failure occurs 
rather quickly after a small initial amount of wear takes place. A sharp cutting 
tool helps to minimize the heat build-up and galling. 
 
 Maintain high feed rates consistent with good machining practice as temperature 
is not affected by feed rate. A change from 0.002 inch to 0.02 inch per 
revolution (a 10 fold increase) results in a temperature increase of only about 
300°F. (Compare this to the temperature increase resulting from only a seven 
and one half fold increase in cutting speed of 900°F). 
 
 Use rigid setups between tool and workpiece to counter workpiece flexure. The 
workpiece should be as short as possible and mounted to be vibration-free into 
the grips of the machine table. 
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 Never stop feeding when a tool and workpiece are in moving contact. Permitting 
a tool to dwell in a moving contact causes work hardening and promotes 
smearing, galling, seizing and total tool breakdown. 
 
 Cutting fluid must be applied when machining titanium alloys. The correct use 
of coolants during machining operation greatly extends the life of cutting tool. 
Chemically active cutting fluids transfer heat efficiently and reduce the cutting 
forces between the tool and the workpiece. 
 
 Hard surface scales should be removed before machining, either by grit blasting 
or picking in a solution of 2% hydrofluoric acid and 20% nitric acid. 
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CHAPTER 3 
 
 
PRELIMINARY INVESTIGATION 
ON FINITE ELEMENT ANALYSIS 
FOR MODELLING PART 
DEFLECTION IN MACHINING 
THIN-WALL COMPONENT 
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3.1 Introduction 
 
A reliable prediction on the performance and the influence of the process 
parameters on the product quality has increased the application of finite element method 
in modelling the metal forming process [119 and 120]. Finite element method has 
steadily increased its importance in simulation of manufacturing processes as the 
benefits of determining the effects of various process parameters on computer has 
decreased the shop floor trials which are often very costly, time consuming and labour 
intensive [121]. 
 
Based on the success of FEM simulations for bulk forming processes, many 
researchers developed their own FEM codes to analyze metal cutting processes 
(Marusich et al. [122 and 123]; Xie et al. [124]; Shet [125]; and Jawahir [126]). 
However, the non-commercial FEM codes are not designed for end users application 
and only suitable for particular analysis. In recent years, commercial FE packages such 
as DEFORM-3D (Ceretti et al. [127 and 128], Özel and Altan [129 and 130], Klocke et 
al. [131], Bareggi et al. [132]); ABAQUS/Explicit (Guo and Liu [132]; Guo and Liu 
[133 and 134]; Ng and Aspinwall [135]; Baker et al. [136]; Chuzhoy et al. [137 and 
138]; Adibi-Sedeh and Madhavan, [139]; Arrazola et al. [140], and Mabrouki and Rigal 
[141]) and ADVANTEDGE (Otieno and Clifford [142], Rongdi and Jian [143], 
Marusich [144], K. Kadirgama et al. [145], Xiao et al. [146]) have been used 
excessively in both academic and industrial world for metal cutting process analysis. 
The choice of finite element software for metal cutting analysis is an important criterion 
in determining the quality and scope of analysis that can be performed as different FE 
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packages have different capabilities and solver techniques. Gardner et al. [147] made a 
qualitative comparison between the three finite element software packages (DEFORM-
3D, ADVANTEDGE and ABAQUS) on their performances for modelling the 
machining processes. Some of the issues are highlighted and discussed in Table 3.1. 
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Table 3.1: Qualitative comparison between the three finite element software 
packages [147]. 
 
Qualitative 
Factor 
ABAQUS ADVANTEDGE DEFORM-3D 
General 
overview 
General purpose finite 
element software, not 
designed for modelling 
machining analysis. 
The open-ended of the 
software present a 
steep learning curve.  
This software 
designed specifically 
for modelling 
machining analysis, 
but poor solver 
control and limited 
flexibility in 
boundary conditions.  
This software 
designed 
specifically for 
modelling 
machining analysis 
for three-
dimensional (3D) 
flow of complex 
metal forming 
processes.  
Simulation 
setup 
This software requires 
significant time for 
model setup which 
requires a lengthy 
manual input of the 
simulation parameters. 
Rapid simulation 
setup of the model. 
Limited flexibility 
makes it less suitable 
for specific 
manufacturing 
process such as 
modelling the 
workpiece 
deflections. 
Requires reasonable 
amount of time for 
simulation setup. 
Good boundary 
conditions 
flexibility for 
modelling the 
specific 
manufacturing 
process. 
Machining 
simulation 
Manual design of 
workpiece and cutting 
tool. Manual mesh 
refinement and 
boundary condition. 
Very efficient 
interface to rapidly 
configure a model, 
tool library are 
provided. 
Built in ‗machining 
modules‘ for easy 
setup of standard 
machining process. 
Material 
library 
No built in material 
library, however the 
materials properties 
can be define 
extensively. 
Extensive material 
library. 
Extensive material 
library and 
comprehensive 
material models 
editor. 
Remeshing 
technique 
Partial support in 
adaptive remeshing. 
Full adaptive 
remeshing support. 
However no controls 
are allowed. 
Full adaptive 
remeshing support 
and good controls of 
meshing parameters 
for high material 
deformations. 
Solver control Good control of the 
solver. 
 
Not suitable for 
customising control 
functions. 
Uses few solvers 
with limited control. 
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 From Table 3.1 shows that DEFORM-3D offers a fast and easy setup as well as 
better control over the simulation process. The effort to model with ADVANTEDGE 
and ABAQUS was terminated early in this project when it became clear that the time 
investment for process setup would be significantly larger and unpractical than 
DEFORM-3D effort. Based on this justification, DEFORM-3D is chosen as the finite 
element software for the preliminary work to model the deflection in machining thin-
wall workpiece. This chapter explains a preliminary scientific study on technical 
capability of finite element software DEFORM-3D for modelling the deflection on 
machining thin-wall workpiece. Factors like software‘s capability in handling object 
geometries, range of material available in the database, its control over process 
parameters and simulation time were investigated. The study was made on the basis of 
the efficacy of the software for modelling the deflection on machining thin-wall 
workpiece and results obtained. Accuracy was checked directly by comparing the 
results with the experiment. 
 
3.2 Modelling On DEFORM-3D 
 
DEFORM-3D is a Finite Element Method based system that can be applied to 
several metal forming processes such as forging, rolling and machining [148]. 
DEFORM-3D capable of simulating and analysing the three-dimensional (3D) complex 
flow of metal forming processes.   The software has a specific machining module to 
quickly set up turning, milling, boring and drilling operations which make it a 
favourable software in both industrial and research area. DEFORM-3D is proved to be a 
practical and efficient tool to predict the material flow for metal forming operations that 
30 
 
decreased the shop floor trials which are often very costly, time consuming and labour 
intensive.  In addition, the software is built as an 'open system' which offers working 
flexibility for a range of applications especially in the development and research to the 
designers and analysts.  DEFORM-3D supports user routines and user defined 
variables.   
  
DEFORM-3D uses the Automatic Mesh Generator (AMG) function generates an 
optimized mesh system with local element size. The main advantages of the AMG 
function is to enhanced resolution of part features that can maintain a good control of 
the overall problem size and computing requirements. In addition, a flexible user-
defined control of local mesh density provides a better analysis to meet specific 
conditions. To resolve the large deformation involves in metal forming process, 
DEFORM-3D adapt an incremental Lagrangian formulation with an implicit integration 
method. For good convergence stability in simulation, sparse matrix with a direct 
integration method was used as a solver. 
 
Application-specific GUIs (graphical user interface) provides for easy setup 
which simplifies the data input and post-processing. The GUIs is intuitive and provides 
a fast and easy set-up compare to other finite element packages. The software has an 
extensive built in material models for elastic, rigid-plastic, thermal elastoplastic, thermal 
rigid-viscoplastic, porous and rigid.   
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3.2.1 Mesh Types 
 
Lagrangian mesh is used for the machining simulations in DEFORM-3D. The 
iterative solvers that are packaged with DEFORM-3D have been optimized for the 
Lagrangian mesh and, in turn, simulate much faster than other meshes. Although the 
Lagrangian mesh is not as comprehensive as the Eulerian mesh, however it proves to 
have much better simulation cycle times. The main advantage of the Lagrangian mesh 
in simulating milling processes is the ability to know the entire time history of the key 
variables at every point during the simulation. That means, if a simulation crashes for 
any reason, a new simulation can start where the crashed simulation stopped. This is 
particularly useful because nearly every simulation has some sort of problem during the 
run. This is possible because the Lagrangian mesh is reformulated at nearly every time 
step, in order to manage the deformation of the material. 
 
One of the biggest strengths of DEFORM-3D is its ability to mesh complex 
geometries. Significant deformation occurs in machining simulations and this has been 
historically problematic for the Lagrangian mesh. However, if the geometry is remeshed 
after each time step, the Lagrangian mesh is a reasonable choice to show burr formation. 
DEFORM-3D is a leader in creating adaptive meshes and remeshing complex geometry 
and this makes it a desirable code for milling analysis. 
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3.2.2 Failure Criterion 
 
In DEFORM-3D machining analysis, the workpiece is modelled as stationary 
and the cutting tool simultaneously rotates and moves along the feed direction. During 
the machining process simulation, the cutting edges of the cutting tool are shearing the 
workpiece material by chip formation. The material separation criterion for machining 
has been a topic of interest in the development of the theory of finite element modelling 
of machining. Huang and Black [149] determined that under smooth separation 
conditions, the chip separation criterion does not greatly affect chip geometry nor stress 
and strain distributions. Regardless, the maximum plastic strain criterion has been 
implemented and this has been the most accepted method of failure criteria to model 
material removal in milling [150]. 
 
In DEFORM-3D, a parting line model was assumed to simplify the simulation 
process. This model assumed a small crack existed in the material and the chip was 
separated from the workpiece in a predetermined ―unzipping‖ fashion. Eventually, the 
maximum plastic strain model was proposed and this criterion has been adopted by 
most FEM models. This maximum plastic strain model assumes that material separation 
occurs when an element reaches a critical plastic strain for the material model of the 
workpiece. The element is then split into two elements and a chip is formed.  
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3.2.3 Geometry and Mesh  
 
The workpiece and endmill geometry of the CATIA CAD files was transferred 
directly using STL neutral format files. The endmill and workpiece models must contain 
one surface. No free edges, no invalid edges and no invalid orientations should form the 
outer boundaries of the model. The workpiece is modelled to include a pre-defined 
material removal geometry represent the entry location of the endmill which includes 
the radial and axial depth of cut as shown in Figure 3.1.  
 
  
 
Figure 3.1: CATIA CAD models for endmill and workpiece. 
 
 
The tool and the workpiece mesh size are very critical in modelling the milling 
process accurately. A finer mesh generally gives finer accuracy, but the simulation time 
increases exponentially as the number of elements increases linearly. Tetrahedron solid 
element is used to mesh the endmill and workpiece because of the complexity of the 
endmill shape and to capture the change in structural properties of the wall due to 
material been removed. For the three-dimensional element, each node has three degrees 
34 
 
of freedom of nodal displacements (δx, δy and δz) and the displacements within each 
element can be obtained by assembling the structural equation and interpolating the 
nodal values [151]. Using DEFORM‘s automatic mesh generation (AMG) function, a 
tetrahedral finite element mesh were constructed for the tool and the workpiece which 
define the minimum element size and parameters for adaptive remeshing. A minimum 
element size was specified in the interface area of the workpiece for the adaptive 
remeshing system. 300,000 total numbers of elements was approximately generated to 
give an accurate endmill model. The endmill is modeled to be a rigid object that does 
not deform during the milling process. In the analysis, tool wear and thermal damage of 
the endmill are not considered to save the computational time. A perfect tools model 
was considered in all simulations and justified by using a new tool for each run in the 
experimental work. Figure 3.2 shows the tetrahedral mesh element constructed for the 
endmill. 
 
 
 
Figure 3.2: Tetrahedral mesh element constructed for the endmill. 
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Meshing the workpiece is much more complex and problematic than meshing 
the endmill as only high resolution mesh need to be defined at the machining area on 
the workpiece for computational efficiency. The workpiece is modeled as a plastic 
object which means it can be deformed and cut by the endmill. Consequently, when the 
mesh is deformed it must be regenerated frequently, often at every time step. During the 
simulation, the mesh helps reconstruction the distorted material as required for a 
Lagrangian mesh. The workpiece mesh must also be finer than the endmill mesh 
because the chip geometry can sometimes only be described with very fine elements. 
The stress, strain, and temperature of the elements all have very high gradients across 
the workpiece as well. These properties generally vary linearly or, at most, quadratically, 
from node to node, across an element. To approximate these high gradients accurately, a 
high resolution mesh is required. 
 
The mesh is weighted to generate more elements in area where there are large 
strains, large temperatures, large deformations, and large strain rates occur. This option 
allows the mesh to adapt to the workpiece to optimize the computational time and 
element allocation. In the simulations that have been performed, the adaptive remeshing 
is generally weighted toward high strains (~50%), high strain rates (~30%) and the high 
density mesh window (~20%). The mesh window is placed at one side of the wall where 
the material to be remove by the endmill edge. An example of an undeformed meshed 
workpiece is shown in Figure 3.3, showing high mesh density where major deformation 
will take place. The minimum element size that is specified for the workpiece should be, 
at most, one half of the feed rate for computational efficiency. Having a fine mesh 
allows the mesh to deform according to the failure criterion when the endmill advances. 
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The contact and separation relationships between the endmill and the workpiece are 
very complex and subject to many errors. 
 
 
 
Figure 3.3: Tetrahedral mesh element constructed for the workpiece shows a high 
resolution mesh at the machining area. 
 
 
 
3.2.4 Material Properties 
 
In order to use the equations of the finite element method, extensive material 
data is needed for the workpiece. The model of the workpiece is subject to severe 
deformation at very high strain rates and temperatures. In these conditions, there are 
many variables that control the deformation. DEFORM-3D is prepackaged with a 
database that includes several metals and alloys. In addition, if the material data are 
known for a new material, these can be added to the database. The information that is 
needed to model the material is very difficult to obtain experimentally and many of the 
material models used are the result of comprehensive testing and modeling. The key 
relationships to define a new model are: 
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• Stress vs. strain vs. strain rate vs. temperature model 
• Elastic modulus vs. temperature model 
• Poisson‘s ratio 
• Thermal expansion, conductivity, heat capacity vs. temperature. 
 
Other information can be added to investigate other phenomenon. For example, to study 
a TiN coated tool on a titanium workpiece a diffusion coefficient would be needed. 
Thermal emissivity, hardness, and grain size can also be added to the material model. 
The material database that DEFORM-3D is equipped with includes (but is not limited 
to): 
 
• Aluminum alloys 
• Tool and die materials (e.g. HSS, WC) 
• Stainless steels 
• General iron-carbon steels 
• Titanium alloys 
• Brass 
 
3.2.5 Boundary Conditions 
 
Once the meshing of the workpiece and cutting tool were completed, a boundary 
condition is assigned to the component. For this case, the bottom surface of the 
workpiece is fixed in all direction similarly as clamping the component on the machine 
table.  The endmill will have a rotational velocity and a feed rate (process parameters). 
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Thermal boundary conditions of 20°C were applied to the workpiece and endmill which 
represent the temperature of the surrounding environment.  
 
Two heat transfer coefficient were used in the simulation, natural convection 
(hnc = 20 W/m²/K) and forced convection (hfc = 2000 W/m²/K) which represent the 
maximum that may be achieved according to the work published by O‘Donovan [152]. 
Once the boundary conditions were defined, the tool needs to be positioned manually to 
the workpiece in accordance to the radial and axial depth of cut for initial start condition 
(start simulation) as shown in Figure 3.4. 
 
 
 
 
Figure 3.4: Initial start condition shows the endmill position with reference to axial and 
radial depth of cut. 
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3.2.6 Contact Conditions 
 
The contact conditions control the friction, heat transfer, and master-slave 
relationships between the tool and the workpiece. The endmill cutter is set to be the 
master object and the workpiece is set as the slave object, meaning that the workpiece 
will deform according to the tool movement. That is, if the workpiece mesh tries to 
move into the tool, this is not allowable. An additional master-slave relationship is set 
up between the workpiece and itself. This will ensure that the generated chips will not 
flow back into the material.  
 
In DEFORM-3D, Coulomb friction law and shear friction law were used to 
model the frictional contacts along the tool-chip interface. According to the work 
published by Ozel et al. [153], a mean average friction coefficient of  = 0.6 are found 
for machining titanium alloy, Ti-6Al-4V material using uncoated carbide (WC-Co) 
endmill tool. Figure 3.5 shows the master and slave object definition for contact 
conditions in machining simulation. 
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Figure 3.5: Master and slave object definition for contact conditions in machining 
simulation. 
 
 
3.3 Simulations 
 
DEFORM-3D has several simulation parameters that can be changed to achieve 
different objectives. The number and size of time steps can be changed. The number of 
time steps needs to be only large enough in order for the tool movement goes through 
the desire machining length. Although the time step can be specified, it is usually 
determined by the mesh size. Smaller element sizes require smaller time steps. 
Remeshing criteria and alternative stopping conditions can also be applied, but the 
default values are usually sufficient. Once all the key parameters setup is complete, 
a .DB file is created for the analysis and simulation. 
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3.3.1 Simulation Parameter 
 
The capability of DEFORM-3D is assessed on the basis of technical capability 
and system performance. Some machining parameters are best obtained by direct 
measurement, so that the FEM model can be experimentally validated for an identical 
set of test components. The experimental tests were performed on a HAAS VF1 vertical 
machining centre. The wall deflection is measured using five Lion Precision ECL 130 
inductive displacement sensors and is then analysed using LabVIEW 8.5.1. The sensors 
are mounted at five different equal locations at the back of the workpiece in which the 
deflection is occurred. The workpiece is pre-shaped to square pocket which contains of 
thin-wall with different height and length as in Table 3.2. The workpiece material used 
in the simulation and experimental is annealed alpha-beta titanium alloy, Ti-6Al-4V. 6 
mm four flutes helical fluted carbide flat endmill with 38
o
 helix angle and 5
o
 ramp down 
angle is used for machining the thin-wall. Total of seven runs were performed for the 
result validation. The cutting parameters used in the simulation and experiment are 
listed in Table 3.2. 
 
Table 3.2: Details of machining parameters and workpiece attributes used in simulation 
and experiment. 
 
Run 
Speed 
(rpm) 
Feed 
(mm/min) 
Radial 
Depth 
(mm) 
Workpiece 
Thickness 
(mm) 
Workpiece 
Height 
(mm) 
Workpiece 
Length 
(mm) 
1 4244 340 0.3 1.8 15 150 
2 3850 290 0.5 2.2 15 120 
3 4500 420 0.4 2.0 15 100 
4 4250 380 0.65 2.2 20 150 
5 3700 265 0.2 2.0 20 120 
6 4050 410 0.3 1.8 25 100 
7 3750 270 0.8 2.2 25 120 
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3.3.2 Simulation Results       
      
The technical capability assessment for the preliminary study was to measure the 
results accuracy of the part deflection between simulation and experiment.  In additions, 
the effect of processing parameter and workpiece attributes on the part deflection is 
observed. Figure 3.6 (a) shows the simulation window at the initial start condition 
which shows the endmill position at the pre-defined radial and axial depth of cut. The 
analysis is started as the endmill rotates and moves in the feed direction along the wall, 
while Figure 3.6 (b) shows the maximum temperature in step-245. It can be observe that 
the maximum temperature is located at the secondary shear zone due to friction between 
the chip and the rake face of the endmill. The effective plastic stress and strain analysis 
for step-255 and step-439 is shown in Figure 3.7 respectively. It can be seen that as an 
element of the work piece passes though the deformation zones, its magnitude of plastic 
strains increases. High plastic strain appears in the secondary shear zone where the 
maximum temperatures are located and it remains constant away from the deformation 
zone. The effective stress reaches the maximum value at the primary shear zone due to 
increase in both strain and strain rate. Then it starts to decrease towards the secondary 
shear zone due to decrease in strain rate and increase in temperature. A maximum value 
of 1090 MPa is obtained in the primary shear zone and 880 MPa in the secondary shear 
zone which agreed with the literatures result for machining analysis in [154 and 155].  
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Figure 3.6: DEFORM-3D simulation window shows (a) the initial start simulation, 
Step-1. (b) Chip temperature distribution during the simulation at Step-245. 
 
 
 
  
 
Figure 3.7: DEFORM-3D window shows the effective stress and strain values during 
the simulation at Step-255 and Step-439. 
 
 
Figure 3.8 shows the wall displacement in y direction due to the cutting forces 
distribution between tool and the workpiece. The comparison of part deflection along 
the workpiece feed direction between simulation and experiment is shown in Figure 3.9 
(Run-1). It can be seen that the predicated displacement matches those measured in the 
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cutting tests very well. The maximum value of the part deflection is obtained at the 
middle and minimum in at the two ends.  
 
 
 
Figure 3.8: DEFORM-3D window shows the part deflection due to the cutting forces 
generated between cutting tool and workpiece. 
 
 
Figure 3.9: Comparison of part deflection between simulation and experiment for Run-1 
shows the maximum values of part deflection occurred at the middle of the wall. 
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3.3.3 Simulation Computational Performance 
 
The second assessment in the preliminary study was the performance in term of 
computational analysis time. The CPU time were observed at the start of the simulation 
after the pre-processor setup. The simulation step must take a certain amount of tool 
rotation per feed step to ensure the machining cycles are complete. The simulation step 
is dependent to cutting parameter and workpiece length and reflects with the 
computational time. Table 3.3 lists the simulation step and total CPU time taken for all 
the runs. It can be observed, apart from the simulation step which dependent to 
machining length, the processing parameters such as axial and radial depth of cut were a 
critical factor for determine the speed of the calculation. This is because the axial and 
radial depth of cut corresponds to the number of elements through the thickness of the 
workpiece. During the simulation, it can be observed that the simulation tends to stop 
periodically and the mesh size needs to be adjusted before continuing for the remaining 
subsequent step. 
 
Table 3.3: DEFORM-3D simulation step and computing time for machining simulation. 
 
Run Simulation Step CPU Time (hrs) 
1 605 269.4 
2 480 208.8 
3 401 163.2 
4 603 340.8 
5 483 199.2 
6 405 169.5 
7 477 227.4 
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3.3.4 Overall Assessment on Preliminary Investigation with 
DEFORM-3D 
 
  The preliminary study revealed that DEFORM-3D software offers for a fast and 
easy setup and are capable in simulating the machining process. However, from the 
preliminary study there are several issues encountered in using the software for practical 
use. The main issue in using the software is its long computational analysis time. This is 
due as the simulation progresses the workpiece tends to demand more and more 
elements, which causes the simulation to run slower with time that can take several days 
and even weeks depending on the parameters and hardware resources. In addition, the 
material removal element separation process tends to create a high element distortion 
which makes the simulation stop periodically and the mesh size needs to be adjusted by 
the user. Beside that, the nature of the FEM calculation which calculates the surface 
errors all over the workpiece for every feed step and every angular increment result in 
low efficiency.  
 
  The simulation also requires a suitable memory size to define the integer and real 
arrays calculation which requires a significant CPU speedups and special platform to 
become truly practical, accurate and valuable for the industries which must manufacture 
parts in a few days. Another disadvantage observed from the preliminary study is most 
of the component geometry need to be create by other CAD software and transfer to the 
FEA software.  This can increase the pre-processor time for rework the CAD model as 
exchanging data between different platforms can cause problems such as loss of data 
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organization, translation inaccuracies, change in number of entities and excessive file 
size growth. 
 
3.4 Summary 
 
   Due to the problems experienced in the preliminary study, a new methodology 
with good analysis efficiency for modelling the deflection prediction in machining thin-
wall workpiece is required. By taking the advantages of FEM and combining it with a 
statistical analysis can speedup the analysis result for it to become practical and feasible 
for the industries use. The next chapter will explain the new proposed methodology for 
modelling the deflection prediction in machining thin-wall workpiece. 
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CHAPTER 4 
 
 
OVERVIEW OF THE HYBRID 
ANALYSIS MODEL 
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4.1 Introduction 
 
In Chapter 2 and 3, a review on literature and a preliminary scientific study on 
modelling thin-wall machining were introduced. The drawbacks and disadvantages of 
the present methodologies on modelling deflection prediction of machining thin-walled 
have been discussed. In this chapter, a new hybrid model for deflection prediction on 
machining thin-wall workpiece is developed. The hybrid model aims to resolve the 
disadvantages over the previous research work which includes the procedure from 
initial part creation to analysis result. The model is developed to take into account the 
tool-work geometries on material removal process during machining process. This 
chapter will first explain the hybrid model procedures and the theory of each model.  
 
4.2 Objective of Hybrid Model 
 
The hybrid methodology aims to analyse the deflection prediction in machining 
thin-wall monolithic component. The development needs to take accounts on the 
problems encountered for the modelling process from initial part creation to analysis 
results for machining the thin-wall components:  
 
 Modelling process is now a lead-time bottleneck and thus needs to be speed up. 
 The modelling process should include the adaptation of the machining 
parameter and the tool-work geometries on material removal process during 
machining process. 
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 Besides automation, the software should make the task easier to perform. This 
will help speeding up the analysis process. 
 The modelling software needs to be performed on the same platform to 
minimise the errors associated with exchanging data. 
 The modelling software should give a user fast and better results. This can be 
achieved by introducing the statistical analysis in the prediction model. 
 
4.3   Modelling and Simulation System Architecture 
  
The proposed modelling and simulation system architecture for machining thin-
wall components is shown in Figure 4.1. The system consist of several models, namely, 
machining load computational model derived from the machining parameter, feature 
based geometry model, material removal model, deflection analysis model and 
statistical analysis model. The new proposed hybrid model intends for: 
 
1. Efficient modelling on deflection prediction in machining thin-wall component. 
2. Minimizing the analysis time from initial part creation to analysis result.  
3. Elimination of time-consuming and error-prone transfer of geometry by 
integrating between CAD and CAE.   
4. A fast and easy set-up using application-specific GUIs (graphical user interface) 
which simplify data input (machining parameter) and pre-processing. 
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Figure 4.1: Modelling and simulation system architecture. 
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The proposed hybrid model is based on object oriented approach which creates a 
separate material removal CAD model for the pre-defined cutter feed step which is 
contrast with the commercial FEM software process analysis which calculates the 
surface errors all over the workpiece for every feed step and every angular increment of 
cutting tool. This, in turn, reduces the computation time. The FE result which contains 
the part deflection values at the pre-defined feed step will be used to generate the 
training data set to perform the statistical analysis. The statistical analysis is used to 
predict the part deflection in associate with the machining parameters and component 
attributes. 
 
The methodology is performed within the CAD environment and the analysis 
model is fully associative with the CAD geometry and specification. Unlike most of the 
FEM software, the part is often generated from CAD software and transferred with a 
neutral database form such as STL. However, exchanging data between different 
platforms can cause problems such as loss of data organization, translation inaccuracies, 
change in number of entities and excessive file size growth. By using a same platform 
between CAD and FEM those problems associate with the data exchange are eliminated.  
MATLAB and MINITAB software were used in machining load computational model 
and statistical analysis respectively. While feature based geometry model, material 
removal model, deflection analysis model were implemented using CATIAV5 software 
using Mechanical Design module, Advanced Meshing module and Generative 
Structural Analysis module. The simulation is performed by automating the task for 
modelling solids object, material removal and structural analysis with CATIA V5 
through the used of macros, with Windows as the operating system and Visual Basic as 
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the programming language. The proposed task automation is an integrated data 
exchanges between modules upon users input on the design information and machining 
parameter for automatically generate the solid model, material removal model and FEM 
analysis. A details explanation on function of each model is described in the following 
sections.  
 
4.3.1 Machining Load Computational Model  
 
  The purpose of the machining load computational model is to calculate the force 
generated during the machining process. The prediction of cutting forces during 
machining is a key component model, as it determines the magnitude of the wall 
deflection and dependent with the machining parameters [156 and 157].  On the other 
hand, predictions of cutting forces in milling process are often needed for establishment 
of automation or optimisation in the cutting process [158]. For a past few decades, there 
has been extensive research conducted in developing force models for the milling 
process. The development of force model can be classified in two approaches namely 
the mechanistic force model [159, 160, 161, 162 and 163] and the mechanics force 
model [164, 165, 166 and 167]. Investigation on modelling the cutting force from the 
literatures demonstrate that mechanistic force model prove to give an accurate results 
compare to the mechanics force model. Hence, the mechanistic force model will be used 
to calculate the cutting forces for the hybrid model. 
 
  In mechanistic force model, the cutting forces are related to average chip 
thickness by cutting force coefficients calibrated experimentally for a particular tool-
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workpiece pair material [168, 169 and 170]. Then, the cutting forces produced by the 
same cutter can be predicted analytically by using the calibrated cutting force 
coefficients. Apart from cutting force coefficients, the prediction of cutting forces in 
machining take into accounts the machining parameters and tool geometry attribute. The 
machining parameters namely, cutting speed (rpm), radial depth of cut, axial depth of 
cut, feed rate (mmpt) and tool attributes such as diameter and helix angle (β) are used as 
an input to calculate the machining loads as shown in Figure 4.2. A details explanation 
on mechanistic force model calculation and experimental cutting force coefficient are 
describe later in Chapter 5. 
 
   
 
 
Figure 4.2: Machining loads model. 
 
    
  MATLAB software was used to calculate the machining loads for the machining 
process. An interactive graphical user interface is developed to make the task easier to 
perform and execute as shown in Figure 4.3. Once the machining loads is obtain, the 
values is stored and saved in a native ASCII file format and will be used as an input in 
the deflection analysis model for calculating the magnitude of part deflection.  
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Figure 4.3: MATLAB GUI interface sample window for machining loads calculation. 
 
4.3.2 Feature Based Geometry Model  
 
The main purpose of the Feature based geometry model is for the creation of 
solid model which acts as an initial master component before the machining.  The 
component feature attributes such as the initial workpiece dimensions and material 
properties such as density, Young‘s modulus, Poisson ratio, yield strength, hardness and 
elongation rate are created in the CATIA Part Design workbench.  Once the master 
component is created, it will be input to material removal model for the subsequent 
process as shown in Figure 4.4. The component is created by automating the task for 
modelling solids object with CATIA V5 through the use of MACRO.  
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Figure 4.4: Feature based geometry model 
 
 
A MACRO is a series of functions, writing in scripting languages that group a 
command to perform task automatically [171]. The MACRO has been developed to 
generalize the parametric patterns and to allow the user to develop the design features 
with minimum requirement of expertise in this field. Solid modelling systems are 
designed with an API (Application Programming Interface) which forms the canvas for 
writing MACRO. The API provides the entire tool required to write and test the 
MACRO. The MACRO issues geometric instruction to the solid modeller based on 
parameter provided by user. The geometric instructions are then used to form a solid 
model of 3D design. The MACROS has been created with a view of providing simple 
numeric parameter input which could be given on the window interface [172].  
 
To create a component in Mechanical Design sketcher workbench, a sketch is 
first created on a 2D plane in 3D space. The geometry is sketched roughly in position on 
CATIA. Since geometry is roughly sketched, it must be modified to capture design 
intent. Geometry need to be modified by applying and changing the constraints. 
Contextual horizontal and vertical constraints are added first follows with parallel, 
concentric, coincident, etc. Figure 4.5(a) shows the contextual constraints definition for 
2D sketch of T-Shape component geometries. Dimensional constraints, similar to 
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dimensions, are added next and the geometry is automatically updated. To form a solid 
feature, a pad needs to be create on the sketch and a dimensional constraint are added to 
define the length of the component as shown in Figure 4.5(b). Once the component was 
constructed, the generated MACRO instructions step needs to be modified for the 
development of GUI. 
 
 
     
       (a) 2D sketch constraint definition.  (b) Pad constraint definition. 
 
Figure 4.5 (a) and (b): Contextual constraints definition for solid feature generation for 
T-Shape component geometries. 
 
 
The developed user interfaces allow users to accomplish the design process in an 
intuitive and interactive way. The user interfaces make the task easier to perform which 
help speeding up the pre-processor process. The user interfaces used in the system can 
be classified into two categories. The first category is for analysis input graphic 
information and second category is for alphanumeric input information. This set of 
interfaces is developed in MACRO, which is a built-in function of CATIA V5.  
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Once the component is selected, it will open a new window to input 
alphanumeric information for the selected component geometries, as shown in Figure 
4.6. By using a simple form, the dimensions are inputs which define the geometry of the 
part (i.e. length, thickness, height etc.). This application automatically and immediately 
creates the part compare with the manual process that would require construction of 
lines and generation of solid model. Once all the information is completed, the system is 
able to automatically complete the design. The component is saved in CATPart file 
format and work as a master component. Any changes and update of material removal 
in the next hybrid methodology step need to be done in this master component.  
 
 
 
 
 
Figure 4.6: Sample window shows the GUI input alphanumeric information for T-Shape 
component geometries. 
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4.3.3 Material Removal Model   
 
The objective of material removal model is to model the element deletion for 
material removal process during machining. When the cutter moves, its path forms the 
volume of material to be cut. This volume is calculated based on the cutter geometry 
and its path in the workpiece. The cutter shape and the cutter path that is coincidence 
with the workpiece material will be removed using ‗Sketch-Based Features (Pocket)‘ 
and ‗Transformation Features‘ function in the CATIA Mechanical Design workbench.  
 
 
Figure 4.7: Material removal model. 
 
 
To model the material removal process, first, the created master component from 
the Feature base geometry model is called. Using the CATIA sketcher workbench, a 
sketch of cutter geometry starting with the circle profile is created on top of the master 
component plane. To define the starting location of the cutter with respect to the cutter 
radius and radial depth of cut, contextual horizontal (Constraint 1) and vertical 
constraints (Constraint 2) are added as shown in Figure 4.8. Once the cutter starting 
location is defined, by using the ‗Sketch-Based Features (Pocket)‘ the materials in the 
master component which is coincidence with the cutter shape are deleted. A constraint 
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is added to define the volume to be removed with respect to the axial depth of cut 
(Constraint 3). The first material removal model is saved as a new mrr(i+1).CATPart 
file, where i = 0 to m. m denotes the cutter feed step with respect to the machining 
length.  
 
 
Figure 4.8: Contextual horizontal and vertical constraints for tool diameter, radial and 
axial depth of cut for the starting cutter location for T-Shape Component. 
 
 
Then, for the subsequent step, the cutter location are move to the next feed step 
position. By using the ‗Transformation Features‘ function, the cutter profile created in 
the first step is copy and transform to the next cutter feed step location for element 
deletion. The new material removal model is saved as a new mrr(i+1).CATPart file. A 
constraint is added to define the distance of the cutter location between each feed step 
and total number of feed step with respect to the machining length as shown in Figure 
4.9.  
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Figure 4.9: Cutter profile transformation for modelling the material removal process 
for T-Shape Component. 
 
 
Again, an interactive graphical user interface is developed for the user to input 
the machining parameter for the material removal model such as tool diameter, axial 
depth of cut, radial depth of cut and the machining length. An interactive graphical user 
interface for material removal parameter is shown in Figure 4.10. 
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Figure 4.10: Interactive graphical user interface for material removal model 
parameter for T-Shape Component. 
 
 
4.3.4 Deflection Analysis Model 
 
  The purpose of the deflection analysis model is to calculate the part deflection 
produced during the machining process. The magnitude of part deflection is predicted 
using finite element analysis in CATIA Generative Structural Analysis workbench. 
Analysis information such as nodes, elements, material properties, boundary conditions 
and the predicted cutting force from the machining load model will be as an input for 
the FE analysis to perform static analysis for part deflection prediction as shown in 
Figure 4.11.  
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Figure 4.11: Deflection analysis model. 
 
  
 The predicted cutting forces from the machining loads model are applied and 
places on the relevant nodes in the transient surface at pre-defined cutting position of 
the component as shown in Figure 4.12. The part deflection can be predicted at any 
selected cutting position according to the user‘s requirement by calling the created pre-
defined material removal parts (mrr(i+1).CATPart) from the material removal model.  
 
 
Figure 4.12: Transient surface at pre-defined cutting position. 
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 The FEA results which contain the displacement values are stored in a 
knowledge-based template and saved in a native ASCII file format as shown in Figure 
4.13. The next input data (mrr(i+1).CATPart) from material removal model of the next 
cutter feed position is call for the subsequent analysis. Finally, after repeating this 
procedure at different selected cutting position along the feed direction, the complete 
surface wall deflections of the component are obtained. The output from the defection 
analysis model is used to generate the training data set to perform the statistical 
analysis.  
 
Figure 4.13: Sample window shows the deflection analysis for T-Shape component 
geometries. 
 
 
4.3.5 Multiple Regression Analysis Model 
 
The reason for regression model is that the analysis so far is specific to a few 
points.  In shop floor environment, these points can be any value within a range. To 
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allow prediction of deflection at the unknown points, a regression model is use for shop 
floor processing. Multiple regression technique is used to perform the statistical analysis 
to determine the correlation between a criterion variable; wall deflection and a 
combination of a predictor variables namely speed, feed rate, radial depth of cut, wall 
thickness, wall height and wall length. Regression analysis is used to understand which 
among the independent variables are related to the dependent variable, and to explore 
the forms of these relationships [173]. The training data set for the regression analysis 
were generated from the FEA results with reference to component attribute and 
machining parameter using the previous describe methodology as shown in Figure 4.14. 
 
Figure 4.14: Multiple regression model. 
 
The multiple regression model can be expressed as: 
 
          yD1, D2, D3, D4 ,D5 = β0 + βSS + βFF + βCC + βTT + βHH + βLL 
 
 
where y = displacement (µm) at D1, D2, D3, D4 and D5 
      (D1=0L, D1=1/4L, D2=1/2L, D3=3/4L, D5=L) 
     S = Speed (rpm) 
     F = Feed rate (mmpt) 
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          C = Radial depth of cut (mm) 
           T = Workpiece thickness (mm) 
          H = Workpiece height (mm) 
           L = Workpiece length (mm) 
 
  The general null hypotheses was described as the effects of speed, feed rate, 
radial depth of cut, workpiece thickness, workpiece height and workpiece length on 
displacement do not significantly differ from zero.  The null hypotheses and alternative 
hypotheses can be written as: 
 
    Ho =  βS = βF = βC = βT = βH = βL = 0 
 
    Ha = at least one of the β does not equal to zero 
 
 The multiple regression model is verified by confirming the statistical 
significance of the estimated parameters and the goodness of fit of the model. R-squared, 
analyses of the pattern of residuals and hypothesis testing were used to verify the 
goodness of fit of the model. While, F-test of the overall fit are use to verified the 
statistical significance of the estimated parameters. MINITAB software was used for 
performing the multiple regression and statistical analysis. 
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4.4 Break Down Of Monolithic Component into Standard Features 
 
 To develop an efficient hybrid model for practical industry relevance, it is 
necessary to analyse the different thin-wall aerospace structural components. Generally, 
the aerospace monolithic component composed of multiple pockets that contain thin-
wall structures in order to reduce their weight, while maintaining their stiffness. These 
components include the skin, the spar and the rib. To efficiently analysing these 
structural components, they are broken into a series of unit elements with different 
features. A generalized unit-element of component features in the aerospace monolithic 
component is depicted in Figure 4.15.  
 
 
 
Figure 4.15: A generalized unit-element of component features in the aerospace 
monolithic component. 
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Similarly using the methodology as in Section 4.3.1 to 4.3.5 for the T-Shape 
component, the deflection prediction for L-Shape component, Square pocket component 
and Circular shape component were developed in the hybrid model. Figure 4.16 to 
Figure 4.18 shows the developed GUI for the different type of thin-wall components in 
the hybrid model.  
 
 
 
 
Figure 4.16: Sample window shows the developed GUI in CATIA for analysis input 
graphic information for different type of thin-wall components.  
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Figure 4.17: Sample window shows the GUI input alphanumeric information of part 
creation for different type of thin-wall components as in Section 4.3.2. 
 
 
Figure 4.18: Sample window shows the GUI input alphanumeric information of 
material removal process for different type of thin-wall components as in Section 4.3.3. 
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4.5 Cutter Compensation Strategy 
 
Once the prediction of wall deflection equations at different location along the 
wall length is established, the cutter location data need to be adjusted for cutter 
compensation method. The purpose of cutter compensation method is to eliminate the 
impact of the surface error on machining the thin wall feature. To perform the cutter 
compensation, the new cutter locations are created by offsetting the predicted deflection 
to the opposite direction with the same magnitudes. Based on this new cutter 
compensation data, the new NC codes are generated and replace the initial cutter 
location data to perform the machining compensation method. A detail explanation on 
cutter compensation method will be described later in Chapter 8. 
 
4.6 Summary 
 
  The new hybrid methodology is an integrated FEA, statistical sampling and 
regression methodology that is designed to eliminate the excessive computational 
requirements in traditional FEA only analysis. The hybrid methodology consists of five 
models, each of which is designed on the most appropriate software platform including 
MATLAB, CATIA, MINITAB and VISUAL BASIC. The parameters in the system are 
validated by experiment data that form the basis of statistical hypothesis. Four basic 
thin-wall geometries feature that contain in typical aerospace monolithic component are 
developed at present and the system is flexible to take more complicated shape if 
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necessary. Once the hybrid model is developed, the regression model can produce 
suggested cutter compensation values in less than 10 seconds.   
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CHAPTER 5 
 
 
CUTTING FORCE PREDICTION 
FOR HELICAL ENDMILL TOOL 
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5.1 Introduction 
 
The prediction of cutting forces during machining is one of the key component 
models in the hybrid model for deflection prediction on machining thin-walled 
workpiece as it determines the magnitude of the wall deflection and dependent with the 
machining parameters.  On the other hand, predictions of cutting forces in milling 
process are often needed for establishment of automation or optimisation in the cutting 
process. For a past few decades, there has been extensive research conducted in 
developing force models for the milling process. The development of force model can 
be classified in two approaches namely the mechanistic force model and the mechanics 
force model.  
 
From literatures it revealed that the mechanistic force model gives an accurate 
milling force prediction compare to mechanics force model. Hence, mechanistic force 
model as shown in [174, 175, 176, 177, 179 and 180] was used for the cutting forces 
prediction in the hybrid model. The objective of this chapter is to validate the predicted 
cutting force generated during the machining process using a helical endmill cutter. This 
chapter will first explain the mechanistic force model approach and the engagement 
limits for the helical tool endmill. Then, experimental procedure for the determination 
of cutting force coefficients using the measured mean cutting force value will be explain. 
Lastly, the predicted cutting force are validate with the sets of experimental test. 
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5.2 Mechanistic Modelling of Milling Forces 
 
In continuous cutting, the forces can be analytically modelled with a simple 
continuous expression as the tool is constantly immersed in the work material. However, 
in the case of interrupted cutting, a discontinuous expression is involved which 
complicates and limits the options for analytical analysis [178]. The orientation and 
magnitude of cutting forces constantly vary with time due to the rotation and travel of 
cutting tool at the same instant. In addition, the tool geometry and cutting parameters, 
such as feed rate and radial immersion affect the orientation and magnitude of the 
cutting forces.  
 
In mechanistic force model approach, the cutting forces are related to average 
chip thickness by cutting force coefficient calibrated experimentally for a particular 
workpiece material tool pair [179]. Then, the cutting forces produced by the same cutter 
with different machining parameters can be predicted analytically by using the 
calibrated force coefficient.  
 
By considering that the cutting forces are relative to the cutting area, the varying 
cutting forces can be analytically modelled using the corresponding cutting areas. 
Fundamentally, the cutting forces are a function of the chip geometry because the 
relative motion causes a chip geometry that varies with time. Hence, obtaining the 
instantaneous chip area throughout the tool rotation is important to estimate the cutting 
forces magnitude. As a first approximation, the forces during cutting are proportional to 
the instantaneous cutting area. Consider the milling force diagram in Figure 5.0 which 
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shown the elemental tangential, dFt, and dFr cutting forces acting on flute (jth) of an end 
mill corresponding to an infinitesimal element thickness can be expressed as;  
 
 
 
Figure 5.1: Differential milling forces applied on an end mill. 
 
 
           dzz,hKKz,dF jtctetj )()(       (5.0a) 
 
          dzz,hKKz,dF jrcrerj )()(      (5.0b) 
 
where;  
 dFtj is differential force in the tangential direction  
 dFrj is differential force in the radial direction  
Ktc and Krc are the specific cutting force coefficients for tangential and radial 
direction 
Kte and Kre are specific edge cutting force coefficients for tangential and radial 
direction 
 is the tool‘s immersion angle start from positive y-axis.   
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At a certain location on the cutting edge, the chip thickness hj, can be estimated as:  
 
                    zfzh jtj  sin,      (5.1) 
 
where  
 tf  is the feed per tooth and  
  zj  is the entry and exit angle for flute j at certain position in the axial direction, z.  
 
 Since in this study using a multiple flute helical endmill tool, due to the 
engagement of flutes at different axial tool locations, the force generated during the 
machining operation vary periodically along the tool axis. When multiple teeth are in 
contact with the work material during the cutting process, the cutting forces on each 
tooth are sum to obtain the total cutting forces generate by the too. The total possible 
number of teeth that is contact with the work material during the cutting process 
depends upon the depth of cut, the tool geometry, and the radial immersion [180]. In 
other words, there may not be any contact of cutter-workpiece at some points which 
resulting in zero intensity. Due to the helix effect on the cutting tool, the force 
intensities are shifted along the axial direction when the cutter rotates. In addition, the 
start or exit of the cutting edge is different along the tool vertical axis due to the helix 
angle inclination. Figure 5.2 shows the effect of helical endmill geometry which causes 
the delay to the cutting edge.  
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Figure 5.2: Delay cause by the helical end mill geometry on the cutting edge. 
 
 
The unwrapped form of cylindrical end mill part surface in relation with 
engagement limits is shown in Figure 5.3. The cutting zone in the part surface is 
bounded by two vertical lines st and ex, and two horizontal lines z = 0 and z = b, where 
b is the axial depth of cut.  
 
 
 
Figure 5.3: Helical endmill cutting zone contact cases [179]. 
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In down milling ex is always  and st is always 0 in up milling condition. 
Based on Figure 5.3, the cutting tool enters into and exits out to the work material in 
four different possible intersections, in which; the depth of cut varies from case to case 
based on the tool rotation angle. The engagement limits are bounded between z = 0 and 
z = b in the vertical axis. The engagement limits for the intersection for the different 
cases, shown in Figure 5.3, are as follows: 
 
If stex
D
b



tan2
 
 
 For case 1,
D
β b
   st
tan 2
  , zjl = 0 and zju =
β
D
tan2

 
 
 For case 0, st  ex   -
D
βb
 
tan2
, zjl = 0 and zju = b 
 
 For case 2,
D
βb
   - -  stexstex
tan2
  , zjl = 
β
) - D stex
tan2
 
 and zju = b 
 
For case 4,  
D
βb
  - stex
tan2
, the tooth is not engaged. 
 
If stex
D
b



tan2
 
 
 For case 1, st  ex   st   , zjl = 0 and zju =
β
D
tan2

 
 
 For case 3,
D
βb
  - st  ex
tan2
  , zjl = 


 tan 
 D stex
2
)(2 
 and zju = b 
 
 For case 2,
D
βb
   - -  stexstex
tan2
  , zjl = 
β
) - D stex
tan2
 
 and zju = b 
 
For case 4,  
D
βb
  - stex
tan2
, the tooth is not engaged. 
 
79 
 
Once the engagement limit is determined, the tangential and radial forces given 
by Equation 5.0a and 5.0b are transformed to the feed, x and normal, y direction. The 
total milling forces produced on each tooth are integrated and summed within the 
engagement limit using Equation 5.2a and 5.2b to obtain the total instantaneous forces 
magnitude.  
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where  
zjl() is the lower axial engagement limits of the in cut portion of the flute j 
zju() is the upper axial engagement limits of the in cut portion of the flute j.  
 
5.3 Determination of Cutting Force Coefficients 
 
The cutting force coefficients are determine using the experimental mean cutting 
force by fitting points in the data as a function of chip loads. The mean milling force is 
determine by considering the nonzero switching function and summation of force for all 
teeth and can be written as [180]: 
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 For slotting with 100% radial immersion, st = 0 and ex = 180 deg, hence 
Equations 5.3 and 5.4 can be simplify to; 
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Equations 5.5 and 5.6 show the mean force expressions for x and y direction, which 
represents the function of chip loads and cutting force coefficients. By fitting points in 
the data as a function of chip loads and mean force value, the cutting force coefficients 
can be determine using the slope and intercept values and can be written as;  
 
 
bN
4a
K
t
rc
1x
      ;     
bN
.a
K
t
re
0x
     (5.7) 
 
bN
4a
K
t
tc
1y
      ;     
bN
.a
K
t
te
0y
     (5.8) 
   
81 
 
The obtained cutting force coefficients from Equations 5.7 and 5.8 were use in 
Equations 5.2a and 5.2b to calculate the total instantaneous forces generate in the 
milling process. 
    
 
5.4 Experimental Cutting Force Coefficients 
 
Several slotting tests were performed to obtain the cutting force coefficients for 
a particular tool-workpiece material combination. The experimental procedure consists 
of mean cutting force acquisition for a series of slotting tests at varying chip loads. 
Experimental cutting force data were obtained for a 6 mm diameter, 4-flute carbide 
endmill with 38 helix angle. A block of Ti-6Al-4V workpiece with a thickness of 20 
mm was mounted on a Kistler three-component dynamometer. The chip loads are 
varying in the range of 0.0125 – 0.125 mm/tooth in 0.0125 mm/tooth steps with a 2 mm 
axial depth of cut. The mean cutting forces in each x and y directions were measured for 
each run and plotted as a function of the chip loads per tooth as shown in Figure 5.4. 
Once the relation between the mean cutting force and chip loads are obtained, the 
cutting force coefficients can be determined using the slope and intercept values as in 
Section 5.3.  
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Figure 5.4: Relation between feed per tooth and mean force per revolution for slotting 
condition. 
 
A statistical test was performed to validate the fitting data. From the statistical 
test indicates a significant relation between mean force and chip loads with coefficient 
of determination, r
2
 values of 0.9963 and 0.995 for Ft and Fr respectively.  Using 
Equations 5.7 through 5.8 and the slope and intercept values from the fitting data, the 
cutting force coefficients (Krc, Ktc, Kre and Kte) are determined and are presented in 
Table 5.1.  
 
Table 5.1: Estimated cutting constants and edge constants for the milling force 
prediction. 
 
Coefficients 
Ktc  [N/mm
2
] 1945 
Kte [N/mm] 18.375 
Krc  [N/mm
2
] 565.35 
Kre [N/mm] 30.776 
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5.5 Comparison Between Predicted and Experiment Cutting Forces 
 
In order to verify the predicted cutting forces, a similar set of cutting experiment 
have been carried out. Both up-milling and down-milling conditions with a different set 
of machining parameter were carried out using a 6 mm diameter carbide endmill. The 
workpiece material was Ti-6Al-4V titanium alloy with a Young modulus of 1.14 e+11 
N/m
2
 and Yield Strength of 8.25 e+8 N/m
2
.   The cutting force coefficients Krc, Ktc, Kre 
and Kte were identified from experiments as in the previous section. The predicted 
cutting forces for feed direction (Fx) and normal direction (Fy) were compared with the 
measured experimental forces at a sampling rate of 1 ms intervals. Table 5.2 shows the 
cutting parameter used for both prediction and experimental cutting force.  
 
Table 5.2: Cutting parameter used for both prediction and experimental cutting force. 
 
Run 
Speed 
(rpm) 
Feed 
(mmpt) 
ADOC 
(mm) 
RDOC 
(%) 
Start Angle 
(Degree) 
Exit Angle 
(Degree) 
1 3500 0.06 10 25 0 41.41 
2 3500 0.06 10 50 0 60 
3 3500 0.04 10 75 0 75.52 
4 3500 0.06 10 25 138.59 180 
5 3500 0.06 10 50 120 180 
6 3500 0.04 10 75 104.48 180 
 
 
Figures 5.5 through 5.7 shows a sample of predicted and experiment cutting 
forces for up-milling condition for a different set of machining parameters. While, 
Figures 5.8 through 5.10 shows a sample of predicted and experiment cutting forces for 
down-milling condition for a different set of machining parameters. From the result, it 
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can be observed that the cutting force increases with increasing radial immersion 
especially for the normal direction (Fy) for both up-milling and down-milling condition 
which agreed with the result obtained from literatures for machining titanium alloys 
[181, 182 and 183]. In addition, increasing the feed rate increase the cutting forces in 
feed direction (Fx). For the cutting conditions used in this study, it is generally observed 
that the predicted forces are in very good agreement with the experimental forces.  
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Figure 5.5: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 25% immersion up-milling, ft = 0.06 mm/tooth, ADOC = 10 mm, S = 3500 
rpm; tool: 4 flute carbide end mill, d = 6 mm)  
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Figure 5.6: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 50% immersion up-milling, ft = 0.06 mm/tooth, ADOC = 10 mm, S = 3500 
rpm; tool: 4 flute carbide end mill, d = 6 mm) 
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Figure 5.7: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 75% immersion up-milling, ft = 0.04 mm/tooth, ADOC = 10 mm, S = 3500 
rpm; tool: 4 flute carbide end mill, d = 6 mm) 
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Figure 5.8: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 25% immersion down-milling, ft = 0.06 mm/tooth, ADOC = 10 mm, S = 
3500 rpm; tool: 4 flute carbide end mill, d = 6 mm) 
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Figure 5.9: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 50% immersion down-milling, ft = 0.06 mm/tooth, ADOC = 10 mm, S = 
3500 rpm; tool: 4 flute carbide end mill, d = 6 mm) 
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Figure 5.10: Comparison between predicted and experimental cutting forces. (Material: 
Ti6Al4V, 75% immersion down-milling, ft = 0.04 mm/tooth, ADOC = 10 mm, S = 
3500 rpm; tool: 4 flute carbide end mill, d = 6 mm) 
 
  
5.6 Summary 
 
The mechanistic cutting force model and experimental procedure to determine 
the cutting force coefficients via linear regression were presented. The cutting force 
coefficients were determined using the measure mean cutting force at varying chip loads 
for a particular tool-workpiece material combination. Using the cutting force 
coefficients obtained, the analytical cutting force are validate with the sets of 
experimental test. The predicted forces generated by using the force model showed 
good agreement with the experimentally measured forces. The prediction of cutting 
forces during machining is one of the key component models in the hybrid model for 
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deflection prediction on machining thin-wall workpiece as it determine the magnitude 
of the wall deflection and dependent with the machining parameters.  The calculated 
cutting force will be as an input for the deflection analysis model as in Section 4.3.4.  
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CHAPTER 6 
 
 
Modelling Part Deflection for Thin-
Wall Machining 
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6.1 Introduction 
 
Deformation or part deflection is more likely to occur in the machining of thin-
wall part due to weaker stiffness of thin wall [184]. Investigations on the effect of 
structural deflections on the cutting process are necessitated to ensure the dimensional 
accuracy of the machine part. In engineering analysis, bodies of complex geometry 
subjected to multiple boundary conditions and loading are often encountered. Under 
such complex conditions it is difficult to derive a theoretical solution for the continuum. 
Experimentation is usually carried out to obtain the solution for the continuum which 
usually time consuming and expensive [185]. To overcome the disadvantage, Finite 
Element method (FEM) is used for modelling the analysis which discretize a complex 
continuum into a finite number of regions. The solution is obtained at the discrete nodes, 
which approximates the solution for the continuum at those points in space and time 
instead of trying to get the solution for the entire continuum, which has infinite number 
of points. 
  
This chapter validates the predicted wall deflection for the deflection analysis 
model as described in Section 4.3.4. This chapter will first explain briefly the finite 
element formulation for deflection analysis. Then, the procedure to perform the finite 
element analysis for wall deflection will be explained. Lastly, the predicted wall 
deflection for each component case as in Section 4.4 are validate with the sets of 
experimental test. 
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6.2 Finite Element Formulation for Deflection Analysis 
 
The finite element analysis was developed to take into account the change in 
component stiffness due to material removal. A finite element formulation for deflection 
analysis can be founds in numerous books [186, 187, 188, 189, 190, 191 and 192]. Only 
a brief explanation on finite element formulation for deflection analysis is presented. 
Fundamentally, the equilibrium equation of a solid element structure is solved for the 
displacement configuration using the force-displacement relationship, as; 
 
{F} = [K] {d}     (6.0) 
 
where,  
{F} is the vector of nodal forces for the structure,  
[K] is the assembled stiffness matrix, 
{d} is the vector of nodal displacement.  
 
The stiffness matrix, [K] and the force vector, {Q} of the 3D structure are expressed as 
[3]; 
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where,  
[B] strain-displacement matrix, 
 {} stress vector, 
 [N] matrix of shape functions, 
 {F} body forces, 
 {P} concentrated forces on the nodes, 
 [E] elasticity matrix. 
 
 The elasticity matrix, [E] consists of modulus of elasticity, E and the Poisson‘s 
ratio,  and can be expressed by;  
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The strain-displacement matrix [B] relates the strains, { to the displacement of the 
structure, {d} as; 
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93 
 
where; 
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where u, v and w are the displacement in x, y and z directions. Once the shape functions 
and the displacement boundary conditions for the model are defined, the nodal 
displacement for the structural component can be solved. 
 
 
6.3 FEM Solution Procedure 
 
 CATIA ELFINI finite element solver was used to compute the static case 
solution of individual element. A MACRO is developed to perform the tasks 
automatically in CATIA Generative Structural Analysis workbench. The procedure to 
perform the defection analysis following a step by step process as follow:  
 
1. Call mrr(i+1).CATPart file: The pre-defined material removal part file from the 
material removal model are call. The pre-defined material removal part contains 
the component geometry data, material properties, location of the cutter along 
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the feed direction and the cutting conditions data. Once the data is loaded, the 
part is send to CATIA Generative Structural Analysis workbench for the finite 
element analysis. 
 
 
Figure 6.1: The pre-defined material removal part file from the material removal 
model. 
 
2. Discretize the part: The component is divided into discrete number of elements 
which contains the coordinates of the nodes and the node numbers for elements. 
A uniform mesh size OCTREE 3D isoparametric-parabolic tetrahedron mesh is 
generated which associate with the component.  
 
Figure 6.2: OCTREE 3D isoparametric-parabolic tetrahedron mesh associate with the 
component. 
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3. Assign boundary condition: Once the meshing of the component is completed, a 
boundary condition is assign to the component. For this case, the bottom surface 
of the component is fixed in all direction similarly as clamping the component 
on the machine table.   
 
Figure 6.3: Boundary condition assign to the bottom surface of the component. 
 
4. Assign load vectors: The calculated cutting forces from the machining loads 
model are call and places on the relevant nodes in the transient surface of the 
component as in Section 4.3.4.  
 
 
Figure 6.4: Calculated cutting forces from the machining loads model are call and 
places on the relevant nodes in the transient surface of the component. 
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5. Perform the static analysis: By assembling and solving the finite element 
equations for each element, the displacements of the wall component at a pre-
defined cutter feed step are obtained. The FEA results which contain the 
displacement values are stored in a knowledge-based template and saved in a 
native ASCII file format. 
 
 
Figure 6.5: Sample window shows the FEA results of the displacement values. 
 
6.4 Part Deflection Validation 
 
In order to verify the predicted part deflection, a similar set of cutting 
experiment have been carried out. A number of simulations and experiments have been 
carried out to demonstrate the capabilities of the model. The wall deflection is measured 
using five Lion Precision ECL 130 inductive displacement sensors. The sensors are 
mounted at five different equal locations (S1=0, S2=1/4L, S3=1/2L, S4=3/4L and 
S5=L) along the back of the wall. The signals from the displacement sensors are acquire 
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at a sampling rate of 1 ms intervals using National Instrument DAQ card and been 
analyse using LabVIEW 8.5.1. A 6 mm diameter 4-flute carbide endmill with 38 helix 
angle carbide endmill was used to machine the thin-wall feature. To eliminate the effect 
of localize thermal expansion on the machined surface, a small radial of cut were used 
for all runs. The workpiece material was Ti-6Al-4V titanium alloy with a Young 
modulus of 1.14 e+11 N/m
2
, Yield Strength of 8.25 e+8 N/m
2
 and Poisson ratio of 0.34. 
The part deflections for all four different component features as in Section 4.4 were 
validate using a different machining parameter and component attribute. To obtain a 
precise thin-wall feature without surface errors before the experimental run, all the 
components are machined using a step method which alternately milling each side of 
the wall with depth of cut increment [193]. The cutting parameter and component 
attribute are obtained from the industrial partner Production Parts Pty. Ltd. Australia, 
for finishing cycle on machining titanium alloy monolithic component. Figure 6.6 
shows the experimental setup for result validation. 
 
 
Figure 6.6: Experimental set-up for model validation. 
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6.4.1 Case 1: T-Shape Component 
 
Table 6.1 shows the cutting parameter and component attribute for the T-Shape 
Component. A number of simulations and experiments set of cutting parameter and 
component attribute were performed to analyse the effects of the processing parameter 
and component attribute to the magnitude of wall deflection. The sensors are mounted 
at five different equal locations (S1=0, S2=1/4L, S3=1/2L, S4=3/4L and S5=L) along 
the back of the wall. The response of the wall deflection between simulation and 
experiment were observed and compared for every 5 mm feed step increments.  
 
Figure 6.7 shows the example of displacement values for the five sensors 
between simulation and experiment for the T-Shape component. From the results 
obtained from simulation and experiment it can be observed that the deflection 
magnitudes for the T-Shape component for all the runs are maximums at the two ends. 
In which, the end of the machining step experienced the maximum deflection compare 
at the start of the machining step due to the decreasing stiffness of the wall as a result of 
material removal and the unsupported features at both ends. To a large extent, the more 
flexible the wall the higher the deflection magnitudes generated. The minimum 
deflection magnitude for the T-Shape component occurred at the middle of the 
component length. It can be seen that the machining parameter and component 
attributes are the key factors in determining the magnitude of deflection as evidenced in 
the simulation and experimental results.  
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Table 6.1: Cutting parameter and component attribute use in simulation and 
experiment for the T-Shape Component. 
 
 
Machining parameter and component attribute 
a (mm) 2.5 - 4.5 
b1 (mm) 10.0 
b2 (mm) 10.0 
c1 (mm) 10.0 – 20.0 
c2 (mm) 5.0 
x (mm) 80 - 150 
Speed (rpm) 2700 - 4500 
Feed Rate (mm/tooth) 0.03 - 0.08 
Radial DOC (mm) 0.2 - 3.0 
Tool Diameter (mm) 6 (4-flutes) 
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Figure 6.7: A sample window of displacement values for the five sensors between 
simulation and experiment for the T-Shape component. Machining parameter: S = 3500 
rpm, ft = 0.05 mm/tooth, rdoc = 0.4 mm. Component attribute: a = 2.5 mm, c1 = 20 
mm and x = 120 mm. 
 
 
The machining parameter contributes to the magnitudes of the force generated in 
the machining process while the component attributes reflect the stiffness and rigidity of 
the wall. Both the displacement magnitude obtained by simulation and experiment are 
closely match. From the cut plane analysis of the wall, it shows that the upper wall 
experienced the maximum deflection and is smallest at the bottom of the wall as shown 
in Figure 6.8.   
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  (a) Cut plane analysis of the part                   (b) Top view of the part 
 
Figure 6.8: Deflection analysis result for T-Shape component at the middle of cutter 
feed location. 
 
 
6.4.2 Case 2: L-Shape Component 
 
Table 6.2 shows the cutting parameter and component attribute for the L-Shape 
Component. A number of simulations and experiments set of cutting parameter and 
component attribute were perform to analyse the effects of the processing parameter and 
component attribute to the magnitude of wall deflection. Only one side of the wall 
dimension (a, x and h) in which machining take place were varied and the rest (b and y) 
were kept constant. The sensors are mounted at five different equal locations (S1=0, 
S2=1/4x, S3=1/2x, S4=3/4x and S5=x) along the back of the wall in which the response 
of the wall deflection between simulation and experiment were observed and compared 
for every 5 mm feed step increments. 
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Table 6.2: Cutting parameter and component attribute use in simulation and experiment 
for the L-Shape Component. 
 
 
Machining parameter and component attribute 
a (mm) 2.5 - 4.5 
x (mm) 80 - 150 
b (mm) 5.0 
y (mm) 50.0 
h (mm) 10.0 – 20.0 
Speed (rpm) 2700 - 4500 
Feed Rate (mm/tooth) 0.03 - 0.08 
Radial DOC (mm) 0.2 - 3.0 
Tool Diameter (mm) 6 (4-flutes) 
 
 
Figure 6.9 shows the example of displacement values for the five sensors 
between simulation and experiment for the L-Shape component. From the results 
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obtained from simulation and experiment it can be observed that the deflection 
magnitudes for all the runs are maximums at the start of machining step and decrease 
towards the end as a result of supported features at one side.  From the simulation and 
experimental results for the T-Shape component, it shows that the component attributes 
and machining parameter are the important factors in determining the magnitude of wall 
deflection.   
 
 
 
Figure 6.9: A sample window of displacement values for the five sensors between 
simulation and experiment for the L-Shape component. Machining parameter: S = 3500 
rpm, ft = 0.05 mm/tooth, rdoc = 0.4 mm. Component attribute: a = 2.5 mm, c1 = 20 
mm and x = 120 mm. 
 
 
The machining parameter contributes to the magnitudes of the force generated in 
the machining process while the component attributes reflect the stiffness and rigidity of 
the wall. Both the displacement magnitude obtained by simulation and experiment are 
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closely match. From the cut plane analysis of the wall, it shows that the upper wall 
experienced the maximum deflection and is smallest at the bottom of the wall as shown 
in Figure 6.10.   
 
 
           (a) Cut plane analysis of the part       (b) Top view of the part 
 
Figure 6.10: Deflection analysis result for L-Shape component at the middle of cutter 
feed location. 
 
 
6.4.3 Case 3: Rectangular Pocket Component 
 
Table 6.3 shows the cutting parameter and component attribute for the 
rectangular pocket component. A number of simulations and experiments set of cutting 
parameter and component attribute were performed to analyse the effects of the 
processing parameter and component attribute to the magnitude of wall deflection. Only 
one side of the wall dimension (b, x and h) in which machining take place were varied 
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and the rest (a, c, d and y) were kept constant. The sensors are mounted at five different 
equal locations (S1=0, S2=1/4x, S3=1/2x, S4=3/4x and S5=x) along the back of the 
wall. The response of the wall deflection between simulation and experiment was 
observed and compared for every 5 mm feed step increments. 
 
Figure 6.11 shows the example of displacement values for the five sensors 
between simulation and experiment for the rectangular pocket component. From the 
results obtained from simulation and experiment it can be observed that the deflection 
magnitudes for all the runs for the rectangular pocket component are maximums at the 
centre of wall length as a result of supported features at both side. Due to the decreasing 
stiffness of the wall as a result of material removal, there is an increasing value of 
deflection magnitudes between two regions (start and end) in the feed direction. From 
the simulation and experimental results for the rectangular pocket component, it shows 
that the component attributes and machining parameter are the important factors in 
determining the magnitude of wall deflection.   
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Table 6.3: Cutting parameter and component attribute use in simulation and experiment 
for the rectangular pocket component. 
 
 
Machining parameter and component attribute 
a (mm) 2.5 - 4.5 
b (mm) 5.0 
c (mm) 5.0 
d (mm) 5.0 
x (mm) 80 - 150 
y (mm) 50.0 
h (mm) 10.0 – 20.0 
Speed (rpm) 2700 - 4500 
Feed Rate (mm/tooth) 0.03 - 0.08 
Radial DOC (mm) 0.2 - 3.0 
Tool Diameter (mm) 6 (4-flutes) 
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Figure 6.11: A sample window of displacement values for the five sensors between 
simulation and experiment for the rectangular pocket component. Machining parameter: 
S = 3500 rpm, ft = 0.05 mm/tooth, rdoc = 0.4 mm. Component attribute: a = 2.5 mm, 
c1 = 20 mm and x = 120 mm. 
 
 
The machining parameter contributes to the magnitudes of the force generated in 
the machining process while the component attributes reflect the stiffness and rigidity of 
the wall. Both the displacement magnitude obtained by simulation and experiment are 
closely match. From the cut plane analysis of the wall, it shows that the upper wall 
experienced the maximum deflection and is smallest at the bottom of the wall as shown 
in Figure 6.12.   
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    (a) Cut plane analysis of the part    (b) Top view of the part 
 
Figure 6.12: Deflection analysis result for the rectangular pocket component at the 
middle of cutter feed location. 
 
 
6.4.4 Case 4: Circular Component 
 
Table 6.4 shows the cutting parameter and component attribute for the circular 
component. A number of simulations and experiments set of cutting parameter and 
component attribute were perform to analyse the effects of the processing parameter and 
component attribute to the magnitude of wall deflection. The sensors are mounted at 
five different equal locations (S1=0, S2=1/4, S3=1/2, S4=3/4 and S5=) along the 
back of the wall. The response of the wall deflection between simulation and 
experiment were observed and compared for every 5 mm feed step increments. 
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Table 6.4: Cutting parameter and component attribute use in simulation and experiment 
for the circular component. 
 
 
Machining parameter and component attribute 
a (mm) 2.5 - 4.5 
R (mm) 50.0 
 (degree) 80 - 150 
h (mm) 10.0 – 20.0 
Speed (rpm) 2700 - 4500 
Feed Rate (mm/tooth) 0.03 - 0.08 
Radial DOC (mm) 0.2 - 3.0 
Tool Diameter (mm) 6 (4-flutes) 
 
 
Figure 6.13 shows the example of displacement values for the five sensors 
between simulation and experiment for the circular component. From the results 
obtained from simulation and experiment it can be observed that the deflection 
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magnitudes for the circular component for all the runs are maximums at the two ends. In 
which, the end of the machining step experienced the maximum deflection compare at 
the start of the machining step due to the decreasing stiffness of the wall as a result of 
material removal and the unsupported features at both ends. To a large extent, the more 
flexible the wall is, the higher the deflection magnitude generates. The minimum 
deflection magnitude for the circular component occurred at the middle of the 
component length. It can be seen that the machining parameter and component 
attributes are the key factors in determining the magnitude of deflection as evidence in 
the simulation and experimental results.  
 
 
Figure 6.13: A sample window of displacement values for the five sensors between 
simulation and experiment for the circular component. Machining parameter: S = 3500 
rpm, ft = 0.05 mm/tooth, rdoc = 0.4 mm. Component attribute: a = 2.5 mm, c1 = 20 
mm and  = 120 degree. 
 
 
The machining parameter contributes to the magnitudes of the force generated in 
the machining process while the component attributes reflect the stiffness and rigidity of 
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the wall. Both the displacement magnitude obtained by simulation and experiment are 
closely match. From the cut plane analysis of the wall, it shows that the upper wall 
experienced the maximum deflection and is smallest at the bottom of the wall as shown 
in Figure 6.14.   
 
 
(a) Cut plane analysis of the part             (b) Top view of the part 
 
Figure 6.14: Deflection analysis result for the circular component at the middle of cutter 
feed location. 
 
 
 
6.5 Summary 
 
The finite element formulation and procedure to perform the finite element 
analysis for predicting the wall deflection were explained. The finite element analysis 
was developed to take into account the change in structure stiffness due to material 
removal. The deflection analysis model as described in Section 4.3.4 was validated with 
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the sets of experimental test for a different type of component feature. It can be seen 
that, the machining parameter and component attributes are the key factors in 
determining the magnitude of wall deflection as evidence in the simulation and 
experimental results. In addition, the magnitudes of wall deflection were also related to 
the different component features as it reflects the structure stiffness boundary condition 
which proves that the analysis of different component features as in Section 4.4 is 
necessary. The displacement magnitude obtained by simulation and experiment are 
closely matched and in good agreement which proves the validity of the model.  
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CHAPTER 7 
 
 
MULTIPLE REGRESSION 
ANALYSIS MODEL 
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7.1 Introduction 
 
 In the previous section, indicated that the machining parameter and component 
attributes are the key factors in determining the magnitude of wall deflection. In which, 
the machining parameter contributes to the magnitudes of the force generated in the 
machining process while the component attributes reflect the stiffness and rigidity of the 
wall. To examine the correlation between the machining parameter and component 
attributes to the magnitude of wall deflection a statistical multiple regression analysis is 
perform [194]. Using the correlation between the criterion variable; part deflection and 
a combination of a predictor variables namely speed, feed rate, radial depth of cut, wall 
thickness, wall height and wall length, a mathematical model for the deflection 
prediction is develop.  The training data set for the statistical multiple regression 
analysis were generated from the FEA results with reference to component attribute and 
machining parameter using the previous describe methodology as in Section 4.3.1 to 
4.3.5. 
 
The objective of this chapter is to validate the statistical multiple regression 
analysis model for the deflection prediction. This chapter will first explain the step in 
building the prediction model via the statistical multiple regression analysis. Then, the 
develop multiple regression analysis model is verified by confirming the statistical 
significance of the estimated parameters and the goodness of fit of the model using 
analysis of variance (ANOVA), coefficient of determination (R
2
) and hypothesis testing.  
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7.2 Multiple Regression Analysis Model Building 
Multiple regression analysis is important statistical tools that investigates and 
explore the relationships between independent variables to the dependent variable [195 
and 196]. Multiple regression analysis involves a statistical procedure for estimating 
and making inferences parameters through data fitting [197 and 198]. In general, a 
multiple regression model relates y to a function of x can be written as; 
 
 yi = xi1 +xi2 +…+p xip +i, i = 1,…,n    (7.0) 
 
where yi = dependent variable 
           x = independent variables 
            = unknown coefficient  
           i  = index of particular independent variable observation 
           p = number of independent variables 
i = error term  
 
From equation 7.0 the multiple regression model representing the wall deflection (D) 
can be expressed as a function of machining parameters; speed (S), feed rate (F), radial 
depth of cut (C) and component attributes; wall thickness (T), wall height (H) and wall 
length (L) (for circular component (and can be written as;  
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             yD1, D2, D3, D4 ,D5 = β0 + βSS + βFF + βCC + βTT + βHH + βLL  (7.1) 
 
where; y = deflection (µm) at D1, D2, D3, D4 and D5 
      (D1=0L, D1=1/4L, D2=1/2L, D3=3/4L, D5=L) 
     S = Speed (rpm) 
     F = Feed rate (mmpt) 
          C = Radial depth of cut (mm) 
           T = Workpiece thickness (mm) 
          H = Workpiece height (mm) 
           L = Workpiece length (mm) and ( 
 
The wall deflection (D) variable can be predict by solving the unknown 
coefficients of β0, βs, βF, βC, βT, βH and βL . These coefficients are to be estimate by 
using the least squares parameter from the normal equations. From equation 7.0 the 
residual can be written as [199 and 200]; 
 
ip
ˆˆ xβ...xβye pi11ii      (7.2) 
The normal equations are 
      
 

n
1i
n
1i
iijk
p
1k
ikij yxβxx
ˆ      j =1,…,p   (7.3) 
In matrix notation, the normal equations are written as 
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              YX  βˆY)(X TT      (7.4) 
 
where xij = ij element of X ,  
  yi = i element of the column vector Y  
jβˆ  = j element of βˆ . 
  
Thus X is n×p, Y is n×1, and βˆ  is p×1 and the solution is 
 
        YX X)(X βˆ T-1T     (7.5) 
 
  The developed multiple regression model is verified by evaluating relationship 
between the response variable and the independent controllable variables and the 
goodness of fit of the model using analysis of variance (ANOVA), coefficient of 
determination (R
2
) and hypothesis testing [201]. The general null hypotheses for the 
model can be describe as the effects of speed, feed rate, radial depth of cut, workpiece 
thickness, workpiece height and workpiece length on deflection do not significantly 
differ from zero.  The null hypotheses and alternative hypotheses can be written as: 
 
   Ho =  βS = βF = βC = βT = βH = βL = 0     (7.6a)  
 
 Ha = at least one of the β does not equal to zero   (7.6b) 
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The coefficient of determination (R
2
) of the model is given by; 
    
TOT
ERR2
SS
SS
1R        (7.7) 
 
where SSERR = Sum of square of residuals      
 SSTOT = Total sum of square 
 
7.3 Determination of Multiple Regression Analysis Model for 
Deflection Prediction  
The training data set for the statistical multiple regression analysis were 
generated from the FEA results with reference to component attribute and machining 
parameter. Design of experiment L27 orthogonal array was used as experimental layout 
plan. The selection of an appropriate orthogonal array is based on the total number 
degrees of freedom. The degrees of freedom are defined as the number of constraints 
between process parameters that decide the minimum number of requirement for the test 
[202 and 203]. Based on six factors and three levels test within each factor, total of 27 
runs were conducted for performing the multiple regression analysis. Table 7.1 and 7.2 
shows the parameter and experimental layout for the prediction of wall deflection. 
MINITAB software was used for performing the multiple regression and statistical 
analysis. 
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Table 7.1: Machining parameter and component attribute experimental layout 
for the prediction of wall deflection. 
 
 Factors Level 1 Level 2 Level 3 
S Speed, rpm 3500 4000 4500 
F Feed, mmpt 0.03 0.05 0.07 
C Radial DOC, mm 0.2 0.4 0.6 
T Workpiece Thickness, mm 2.0 2.5 3.0 
L Workpiece Length, mm and 

80 100 120 
H Speed, rpm 3500 4000 4500 
*for circular component 
 
 
 
 
Table 7.2: L27 orthogonal array experimental layout plan. 
 
 Trials S F C T L H 
1 L1 L1 L1 L1 L1 L1 
2 L1 L1 L1 L1 L2 L2 
3 L1 L1 L1 L1 L3 L3 
4 L1 L2 L2 L2 L1 L1 
5 L1 L2 L2 L2 L2 L2 
6 L1 L2 L2 L2 L3 L3 
7 L1 L3 L3 L3 L1 L1 
8 L1 L3 L3 L3 L2 L2 
9 L1 L3 L3 L3 L3 L3 
10 L2 L1 L2 L3 L1 L2 
11 L2 L1 L2 L3 L2 L3 
12 L2 L1 L2 L3 L3 L1 
13 L2 L2 L3 L1 L1 L2 
14 L2 L2 L3 L1 L2 L3 
15 L2 L2 L3 L1 L3 L1 
16 L2 L3 L1 L2 L1 L2 
17 L2 L3 L1 L2 L2 L3 
18 L2 L3 L1 L2 L3 L1 
19 L3 L1 L3 L2 L1 L3 
20 L3 L1 L3 L2 L2 L1 
21 L3 L1 L3 L2 L3 L2 
22 L3 L2 L1 L3 L1 L3 
23 L3 L2 L1 L3 L2 L1 
24 L3 L2 L1 L3 L3 L2 
25 L3 L3 L2 L1 L1 L3 
26 L3 L3 L2 L1 L2 L1 
27 L3 L3 L2 L1 L3 L2 
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 7.3.1 Case 1: T-Shape Component 
 
  From equation 7.0 to 7.5, the coefficients of all predictor variables are 
established to form a mathematical model in relation with the magnitude of wall 
deflection. Assumptions of normality and independence of residuals were first checked 
using a normal probability and residual plot. The normal probability plot of the 
residuals for deflection at D1, D2, D3, D4 and D5 shows the data for each case are 
spread roughly along the straight line which indicates that the normal distribution of 
residuals was satisfied. On the other hand, the residual plot shows that the residuals are 
randomly dispersed in both positive and negative along the run which indicates a linear 
regression model is appropriate for the data as shown in Figure 7.1. 
 
  From the ANOVA analysis, the F statistic values of the regression for D1, D2, 
D3, D4 and D5 were 88.51, 118.68, 100.86, 45.26 and 75.42 respectively. The high F 
statistic values denoted that there is a significance value in the models to reject the null 
hypothesis (Ho) in which every predictor variable‘s coefficient was equal to zero. In 
addition, the high F statistic values from the ANOVA confirm the acceptance of 
alternative hypothesis (Ha), in which at least one of the coefficients was not equal to 
zero. Hence, from the ANOVA analysis it can be conclude that the machining 
parameter and component attributes were the significant process variables that affect the 
magnitude of wall deflection for the T-shape component. Table 7.3 shows the ANOVA 
analysis for the T-shape component. 
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     (a) Normal probability plot for D1   (b) Normal probability plot for D2 
  
      (c) Normal probability plot for D3   (d) Normal probability plot for D4 
 
(e) Normal probability plot for D5 
 
Figure 7.1: Normal probability and residual plot for T-shape component. 
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Table 7.3: ANOVA analysis for the T-shape component. 
 
 DF SS MS F P 
D1      
Regression 6 597.870 99.645 88.51 0.000 
Residual Error   20 22.517 1.126   
Total 26 620.386    
      
D2      
Regression 6 312.302 52.050 118.68 0.000 
Residual Error   20 8.772 0.439   
Total 26 321.073    
      
D3      
Regression 6 206.831 34.472 100.86 0.000 
Residual Error   20 6.836 0.342   
Total 26 213.667    
      
D4      
Regression 6 200.587 33.431 45.26 0.000 
Residual Error   20 14.773 0.739   
Total 26 215.359    
      
D5      
Regression 6 2074.49 345.75 75.42 0.000 
Residual Error   20 91.69 4.58   
Total 26 2166.18    
      
 
   
  The R
2
 obtained from the regression analysis for deflection at D1, D2, D3, D4 
and D5 were 96.4%, 97.3%, 96.8%, 93.1% and 95.8% respectively, which indicated 
high correlation coefficient between the dependent variable and the predicted value. The 
predicted and the predictor variables (S, F, C, T, H and L) are closely linked, as 
indicated by the R
2 
values. The constants and coefficients of all predictor variables for 
the T-shape component models are listed in Table 7.4. Based on these coefficients, the 
multiple regression models for D1, D2, D3, D4 and D5 can be written as, respectively: 
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D1 = - 8.68 + 0.000719 S + 95.3 F + 24.6 C - 5.34 T - 0.0278 L + 0.820 H (7.8a) 
D2 = - 2.40 + 0.000280 S + 45.9 F + 17.8 C - 4.46 T - 0.0270 L + 0.593 H (7.8b) 
D3 = - 3.68 + 0.000297 S + 47.8 F + 14.9 C - 3.25 T - 0.0196 L + 0.462 H (7.8c) 
D4 = - 4.80 + 0.000981 S + 42.6 F + 11.8 C - 2.63 T - 0.0123 L + 0.366 H (7.8d) 
D5 = - 18.6 + 0.00450 S + 127 F + 41.4 C - 8.54 T - 0.0279 L + 0.817 H  (7.8e) 
 
Table 7.4: The model coefficients for T-shape component. 
 
 D1 D2 D3 D4 D5 
Constant -8.68 -2.40 -3.68 -4.8 -18.6 
S 0.000719 0.000280 0.000297 0.000981 0.00450 
F 95.3 45.9 47.8 42.6 127 
C 24.6 17.8 14.9 11.8 41.4 
T -5.34 -4.46 -3.25 -2.63 -8.54 
L -0.0278 -0.0270 -0.0196 -0.0123 -0.0279 
H 0.820 0.593 0.462 0.366 0.817 
 
 
7.3.2 Case 2: L-Shape Component 
 
 
  For the case of L-shape component, the normal probability plot of the residuals 
for deflection at D1, D2, D3, D4 and D5 shows the data for each case are spread 
roughly along the straight line which indicates that the normal distribution of residuals 
was satisfied. The residual plot shows that the residuals are randomly dispersed in both 
positive and negative along the run which indicates a linear regression model is 
appropriate for the data as shown in Figure 7.2. 
 
124 
 
3.01.50.0-1.5-3.0
99
90
50
10
1
Residual
P
e
r
c
e
n
t
151050-5
3
2
1
0
-1
Fitted Value
R
e
s
id
u
a
l
3210-1
8
6
4
2
0
Residual
F
r
e
q
u
e
n
c
y
2624222018161412108642
3
2
1
0
-1
Observation Order
R
e
s
id
u
a
l
Normal Probability Plot Versus Fits
Histogram Versus Order
Residual Plots for D1X
  
.00.50.0-0.5-1.0
99
90
50
10
1
Resi ual
P
e
r
c
e
n
t
86420
1.0
0.5
0.0
-0.5
Fitted Value
R
e
s
id
u
a
l
0.80.40.0-0.4
12
9
6
3
0
Residual
F
r
e
q
u
e
n
c
y
2624222018161412108642
1.0
0.5
0.0
-0.5
Observation Order
R
e
s
id
u
a
l
Normal Probability Plot Versus Fits
Histogram Versus Order
Residual Plots for D2X
 
    (a) Normal probability plot for D1   (b) Normal probability plot for D2 
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      (c) Normal pr bability plot for D3   (d) Normal probability plot for D4 
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(e) Normal probability plot for D5 
 
Figure 7.2: Normal probability and residual plot for L-shape component. 
 
   
  From the ANOVA analysis, the F statistic values of the regression for D1, D2, 
D3, D4 and D5 were 71.21, 158.8, 114.53, 67.92 and 131.48 respectively. The high F 
statistic values denoted that there is a significant value in the models to reject the null 
hypothesis (Ho) in which every predictor variable‘s coefficient was equal to zero. In 
addition, the high F statistic values from the ANOVA confirm the acceptance of 
alternative hypothesis (Ha), in which at least one of the coefficients was not equal to 
zero. Hence, from the ANOVA analysis it can be conclude that the machining 
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parameter and component attributes were the significant process variables that affect the 
magnitude of wall deflection for the L-shape component. Table 7.5 shows the ANOVA 
analysis for the L-shape component. 
 
Table 7.5: ANOVA analysis for the L-Shape component. 
 
 DF SS MS F P 
D1      
Regression 6 561.343   93.557   71.21   0.000 
Residual Error   20 26.275    1.314   
Total 26 587.618    
      
D2      
Regression 6 147.830   24.638   158.88   0.000 
Residual Error   20 3.101    0.155   
Total 26 150.932    
      
D3      
Regression 6 132.431   22.072   114.53   0.000 
Residual Error   20 3.854    0.193   
Total 26 136.285    
      
D4      
Regression 6 115.638   19.273   67.92   0.000 
Residual Error   20 5.675    0.284   
Total 26 121.313    
      
D5      
Regression 6 0.99696   0.16616   131.48   0.000 
Residual Error   20 0.02528   0.00126   
Total 26 1.02223    
      
 
   
  The R
2
 obtained from the regression analysis for deflection at D1, D2, D3, D4 
and D5 were 95.5%, 97.9%, 97.2%, 95.3% and 97.5% respectively, which indicated 
high correlation coefficient between the dependent variable and the predicted value. The 
predicted and the predictor variables (S, F, C, T, H and L) are closely linked, as 
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indicated by the R
2 
values. The constants and coefficients of all predictor variables for 
the L-shape component models are listed in Table 7.6. Based on these coefficients, the 
multiple regression models for D1, D2, D3, D4 and D5 can be written as, respectively: 
 
D1 = - 9.23 + 0.00257 S + 127 F + 13.3 C - 4.54 T - 0.0445 L + 0.603 H   (7.9a) 
D2 = - 5.66 + 0.00141 S + 84.3 F + 7.08 C - 2.47 T - 0.0312 L + 0.398 H   (7.9b) 
D3 = - 4.94 + 0.00105 S + 71.6 F + 8.05 C - 2.47 T - 0.0262 L + 0.357 H   (7.9c) 
D4 = - 1.97 + 0.000777 S + 58.7 F + 7.13 C - 2.46 T - 0.0239 L + 0.247 H  (7.9d) 
D5 = - 0.334 - 0.000057 S + 5.28 F + 0.956 C - 0.085 T + 0.00078 L + 0.0221 H  (7.9e) 
 
Table 7.6: The model coefficients for L-shape component. 
 
 D1 D2 D3 D4 D5 
Constant -9.23 -5.66 -4.94 -1.97 -0.334 
S 0.00257 0.00141 0.00105 0.000777 -0.000057 
F 127 84.3 71.6 58.7 5.28 
C 13.3 7.08 8.05 7.13 0.956 
T -4.54 -2.47 -2.47 -2.46 -0.085 
L -0.0445 -0.0312 -0.0262 -0.0239 0.00078 
H 0.603 0.398 0.357 0.247 0.0221 
 
 
7.3.3 Case 3: Rectangular Pocket Component  
 
  For the case of rectangular pocket component, the normal probability plot of the 
residuals for deflection at D1, D2, D3, D4 and D5 shows the data for each case are 
spread roughly along the straight line which indicates that the normal distribution of 
residuals was satisfied. The residual plot shows that the residuals are randomly 
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dispersed in both positive and negative along the run which indicates a linear regression 
model is appropriate for the data as shown in Figure 7.3. 
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       (a) Normal pr b bility plot for D1   (b) Normal probability plot for D2 
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       (c) Normal pr b bility plot for D3    (d) Normal probability plot for D4 
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(e) Normal probability plot for D5 
 
Figure 7.3: Normal probability and residual plot for rectangular pocket component. 
 
 
  From the ANOVA analysis, the F statistic values of the regression for D1, D2, 
D3, D4 and D5 were 159.05, 242.35, 287.16, 257.35 and 68.30 respectively. The high F 
statistic values denoted that there is a significance value in the models to reject the null 
hypothesis (Ho) in which every predictor variable‘s coefficient was equal to zero. In 
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addition, the high F statistic values from the ANOVA confirm the acceptance of 
alternative hypothesis (Ha), in which at least one of the coefficients was not equal to 
zero. Hence, from the ANOVA analysis it can be conclude that the machining 
parameter and component attributes were the significant process variables that affect the 
magnitude of wall deflection for the rectangular pocket component. Table 7.7 shows the 
ANOVA analysis for the rectangular pocket component. 
 
Table 7.7: ANOVA analysis for the rectangular pocket component. 
 
 DF SS MS F P 
D1      
Regression 6 4.17424   0.69571   159.05   0.000 
Residual Error   20 0.08748   0.00437   
Total 26 4.26173    
      
D2      
Regression 6 408.702   68.117   242.35   0.000 
Residual Error   20 5.621    0.281   
Total 26 414.323    
      
D3      
Regression 6 451.212   75.202   287.16   0.000 
Residual Error   20 5.238    0.262   
Total 26 456.449    
      
D4      
Regression 6 424.371   70.728   257.35   0.000 
Residual Error   20 5.497    0.275   
Total 26 429.867    
      
D5      
Regression 6 6.2019   1.0336   68.30   0.000 
Residual Error   20 0.3027   0.0151   
Total 26 6.5045    
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  The R
2
 obtained from the regression analysis for deflection at D1, D2, D3, D4 
and D5 were 97.9%, 98.6%, 98.9%, 98.7% and 95.3% respectively, which indicated 
high correlation coefficient between the dependent variable and the predicted value. The 
predicted and the predictor variables (S, F, C, T, H and L) are closely linked, as 
indicated by the R
2 
values. The constants and coefficients of all predictor variables for 
the rectangular pocket component models are listed in Table 7.8. Based on these 
coefficients, the multiple regression models for D1, D2, D3, D4 and D5 can be written 
as, respectively: 
 
D1 = - 1.27 + 0.000369 S + 3.82 F + 1.92 C - 0.400 T + 0.000342 L + 0.0137 H (7.10a) 
D2 = - 13.2 + 0.00420 S + 33.1 F + 17.6 C - 4.54 T + 0.0128 L + 0.108 H          (7.10b) 
D3 = - 14.3 + 0.00462 S + 32.9 F + 18.2 C - 4.75 T + 0.0108 L + 0.122 H           (7.10c) 
D4 = - 13.7 + 0.00439 S + 27.8 F + 18.0 C - 4.50 T + 0.00988 L + 0.119 H        (7.10d) 
D5 = - 1.60 + 0.000484 S + 5.50 F + 2.17 C - 0.554 T + 0.00103 L + 0.0188 H   (7.10e) 
 
Table 7.8: The model coefficients for rectangular pocket component. 
 
 D1 D2 D3 D4 D5 
Constant -1.27 -13.2 -14.3 -13.7 -1.60 
S 0.000369 0.00420 0.00462 0.00439 0.000484 
F 3.82 33.1 32.9 27.8 5.50 
C 1.92 17.6 18.2 18.0 2.17 
T -0.400 -4.54 -4.75 -4.50 -0.554 
L 0.000342 0.0128 0.0108 0.00988 0.00103 
H 0.0137 0.108 0.122 0.119 0.0188 
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7.3.4 Case 4: Circular Component 
 
  For the case of circular component, the normal probability plot of the residuals 
for deflection at D1, D2, D3, D4 and D5 shows the data for each case are spread 
roughly along the straight line which indicates that the normal distribution of residuals 
was satisfied. The residual plot shows that the residuals are randomly dispersed in both 
positive and negative along the run which indicates a linear regression model is 
appropriate for the data as shown in Figure 7.4. 
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       (a) Normal pr b bility plot for D1   (b) Normal probability plot for D2 
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       (c) Normal probability plot for D3    (d) Normal probability plot for D4 
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(e) Normal probability plot for D5 
 
Figure 7.4: Normal probability and residual plot for circular component. 
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  From the ANOVA analysis, the F statistic values of the regression for D1, D2, 
D3, D4 and D5 were 54.60, 56.73, 66.78, 82.98 and 85.98 respectively. The high F 
statistic values denoted that there is a significance value in the models to reject the null 
hypothesis (Ho) in which every predictor variable‘s coefficient was equal to zero. In 
addition, the high F statistic values from the ANOVA confirm the acceptance of 
alternative hypothesis (Ha), in which at least one of the coefficients was not equal to 
zero. Hence, from the ANOVA analysis it can be conclude that the machining 
parameter and component attributes were the significant process variables that affect the 
magnitude of wall deflection for the circular component. Table 7.9 shows the ANOVA 
analysis for the circular component. 
 
Table 7.9: ANOVA analysis for the circular component. 
 DF SS MS F P 
D1      
Regression 6 572.409 95.401 34.58 0.000 
Residual Error   20 55.178 2.759   
Total 26 627.587    
      
D2      
Regression 6 290.519 48.420 31.69 0.000 
Residual Error   20 30.555 1.528   
Total 26 321.073    
      
D3      
Regression 6 196.609 32.768 38.42 0.000 
Residual Error   20 17.058 0.853   
Total 26 213.667    
      
D4      
Regression 6 206.414 34.402 76.91 0.000 
Residual Error   20 8.946 0.447   
Total 26 215.359    
      
D5      
Regression 6 2095.85 349.31 99.95 0.000 
Residual Error   20 69.89 3.49   
Total 26 2165.75    
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  The R
2
 obtained from the regression analysis for deflection at D1, D2, D3, D4 
and D5 were 91.26%, 90.5%, 92.0%, 95.8% and 96.8% respectively, which indicated 
high correlation coefficient between the dependent variable and the predicted value. The 
predicted and the predictor variables (S, F, C, T, H and L) are closely linked, as 
indicated by the R
2 
values. The constants and coefficients of all predictor variables for 
the circular component models are listed in Table 7.10. Based on these coefficients, the 
multiple regression models for D1, D2, D3, D4 and D5 can be written as, respectively: 
 
D1 = 0.24 + 0.000227 S + 76.6 F + 21.9 C - 5.75 T - 0.0401 L + 0.668 H   (7.11a) 
D2 = 4.65 - 0.000103 S + 31.2 F + 15.6 C - 4.78 T - 0.0365 L + 0.469 H   (7.11b) 
D3 = 1.86 - 0.000025 S + 36.1 F + 13.2 C - 3.53 T - 0.0276 L + 0.376 H   (7.11c) 
D4 = 3.72 + 0.000136 S + 37.3 F + 13.4 C - 3.68 T - 0.0334 L + 0.380 H   (7.11d) 
D5 = - 2.10 + 0.00248 S + 114 F + 45.1 C - 11.1 T - 0.0783 L + 0.907 H   (7.11e) 
 
   
Table 7.10: The model coefficients for circular component. 
 
 D1 D2 D3 D4 D5 
Constant 0.24 4.65 1.86 3.72 -2.10 
S 0.000227 0.000103 0.000025 0.000136 0.00248 
F 76.6 31.2 36.1 37.3 114.0 
C 21.9 15.6 13.2 13.4 45.1 
T -5.75 -4.78 -3.53 -3.68 -11.1 
L -0.0401 -0.0365 -0.0276 -0.0334 -0.0783 
H 0.668 0.469 0.376 0.380 0.907 
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7.4 Summary 
 
The multiple regression analysis model building for predicting the wall 
deflection were explained. The multiple regression analysis models for each component 
case were developed to take into account the effect of machining parameter and 
component attributes to the magnitude of wall deflection. The multiple regression 
analysis model were verified by confirming the statistical significance of the estimated 
parameters and the goodness of fit of the model using analysis of variance (ANOVA), 
coefficient of determination (R
2
) and hypothesis testing. The results obtained from the 
verification test shows a good capability of the model in predicting the magnitude of 
wall deflection from the predictor variables (S, F, C, T, H and L). 
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CHAPTER 8 
 
 
TOOL PATH COMPENSATION 
BASED ON WALL DEFLECTION 
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8.1 Introduction 
 
In general, there are two types of method to reduce the occurrence of surface 
error in machining process, namely errors avoidance and errors compensation. The error 
avoidance method involves altering of machining parameters by trial and error physical 
work in order to control the error to minimum [204]. However, this method tends to 
lower the efficiency of machining performance as it require longer machining times and 
lower material removal rates. In errors compensation method, the errors are predicted 
and compensated instead. Hence, errors compensation method is less costly and can be 
practically used for industries to reduce the errors in machining process.  
 
The objective of this chapter is to validate the cutter compensation method to 
reduce the surface error produced during machining the thin-wall feature. The cutter 
compensation method is based on the adjustment of cutter path with respect to the 
magnitude of predicted wall deflection. This chapter will first explain the methodology 
and step involve for the cutter compensation method. Then, the develop cutter 
compensation method is verified with the set of experimental test for different case of 
component.  
 
8.2 Mirror Cutter Compensation Method 
 
 The cutter compensation method is based on the adjustment of cutter path by 
integrating with the magnitude of wall deflection. The cutter compensation is achieved 
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by shifting the nominal cutter path to the opposite direction of the machining surface by 
an estimated amount of offset based on predicted wall deflection as in Chapter 7. The 
effects of wall deflection from the initial cutter path generate by the CAM system for 
machining thin-wall component is shown in Figure 8.1(a). While, Figure 8.1 (b) shows 
the effects of wall deflection with cutter path compensation. 
 
 
 
 (a) Without cutter compensation             (b) With cutter compensation 
 
Figure 8.1: Effects of machining surface on cutter path. 
 
 
A mirror compensation method was used to obtain the compensated trajectory of 
cutter location [205]. The purpose of mirror cutter compensation method is to reduce the 
impact of the machining error on the thin-wall feature [206]. As shown in Figure 8.2, 
the initial cutter location point generate from CAM is denoted as Cinitial and the 
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predicted deflection magnitude as pred. Hence, the compensated trajectory of cutter 
location Ccomp can be defined as; 
 
        Ccomp = Cinitial + pred    (8.0) 
 
Based on the compensated trajectory of cutter location Ccomp, a new command 
line defining the cutter compensation location is generated as an NC code instruction 
and replace the initial cutter location data to perform the machining compensation 
method as shown in Figure 8.2. In Chapter 6 indicates that the wall deflection is time-
varying with the cutter position. Hence, for accuracy of the tool path modification for 
compensation, the six predicted deflection points were connected by creating an arc 
between the six predicted points in EdgeCAM design module.  
 
 
 
Figure 8.2: Cutter compensation method. 
 
 
8.3 Cutter Compensation Validation 
 
A number of experimental test have been carried out to demonstrate the 
capabilities of the cutter compensation model. Surface errors are measure along the 
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machine surface at uniform intervals using Renishaw On-Machine Wireless Intuitive 
Measurement probe. Surface error profile for the compensated and uncompensated 
model were measured at same locations and compared. A 6 mm diameter 4-flute carbide 
endmill with 38 helix angle carbide endmill was used to machine the thin-wall feature. 
The workpiece material was Ti-6Al-4V titanium alloy with a Young modulus of 1.14 
e+11 N/m
2
, Yield Strength of 8.25 e+8 N/m
2
 and Poisson ratio of 0.34. EdgeCAM 
software was used to generate the compensated and uncompensated cutter path for 
finishing cycle in machining the thin-wall feature. 
 
Figure 8.3 (a) to (d) shows the example of surface error variation between 
compensated and uncompensated model for every component case. For the case of 
uncompensated method, the surface error produce are closely match with the shape of 
predicted wall deflection. This confirms the validity of the proposed wall deflection 
prediction methodology. From Figure 8.3 shows that, the magnitude of surface error 
depend on the shape of the component. For the case of T-shape component the surface 
error are maximums at the two ends. In which, the end of the machining step 
experienced the maximum deflection compare at the start of the machining step due to 
the decreasing stiffness of the wall as a result of material removal and the unsupported 
features at both ends. For the L-shape component, one side of the wall is support which 
result a maximum surface error at the start of machining step and decrease towards the 
end of the supported side. The surface error magnitude for the rectangular pocket 
component is maximums at the centre of wall length due to the supported features at 
both sides. In addition, there is an increasing value of surface error magnitudes between 
two regions (start and end) in the feed direction as a result of change in wall thickness.  
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(a) Surface error variation between compensated and uncompensated model for T-shape 
component. Machining parameter: S = 4000 rpm, ft = 0.05 mm/tooth, rdoc = 0.6 mm. 
Component attribute: wall thickness = 2.0 mm, wall length = 100 mm and wall height = 
20 mm. 
 
 
(b) Surface error variation between compensated and uncompensated model for L-shape 
component. Machining parameter: S = 4000 rpm, ft = 0.05 mm/tooth, rdoc = 0.6 mm. 
Component attribute: wall thickness = 2.0 mm, wall length = 100 mm and wall height = 
20 mm. 
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(c) Surface error variation between compensated and uncompensated model for 
rectangular pocket component. Machining parameter: S = 4000 rpm, ft = 0.05 mm/tooth, 
rdoc = 0.6 mm. Component attribute: wall thickness = 2.0 mm, wall length = 100 mm 
and wall height = 20 mm. 
 
 
(d) Surface error variation between compensated and uncompensated model for circular 
component. Machining parameter: S = 4000 rpm, ft = 0.05 mm/tooth, rdoc = 0.6 mm. 
Component attribute: wall thickness = 2.0 mm, wall length = 100 degree and wall 
height = 20 mm. 
 
Figure 8.3 (a) to (d): Surface error variation between compensated and uncompensated 
model for all the component cases. 
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For the case of machining with cutter compensation method, the results show 
that after applying the cutter compensation method, the machine surface errors are 
reduced. By adopting the cutter compensation method, which shifts the cutter location 
in opposite direction from the machine surface, the machining forces acting normal to 
the surface decrease hence reducing the magnitude of wall deflection. In addition, the 
undercut machine surface produced in uncompensated method can be avoided thus 
improving the component accuracy. It is noted that although adopting the cutter 
compensation method reduces surface error, it does not totally eliminate the occurrence 
of machine surface error. This is due to the fact of other occurrence involved in the 
machining process such as dynamics of the system, machining environment and non 
continuos interrupted cutting that contribute to the occurrence of machine surface error 
[207 and 208].  
 
By inserting geometrical parameters of the parts used in the tests described in 
this chapter, the computational time required to predict the thin wall deflection in each 
case has been reduced to less than 10 seconds in all cases, after the parameters are 
entered through the computer program‘s user interface.  This change compares 
favourably with traditional FEA methods described in Chapter 3. 
 
8.4 Summary 
 
The cutter compensation method based on the adjustment of cutter path with 
respect to the magnitude of wall deflection has been explained. The cutter compensation 
call mirror method is achieved by shifting the nominal cutter path to the opposite 
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direction of the machining surface. Based on the compensated trajectory of cutter 
location, a new command line defining the cutter compensation location are generate as 
an NC code instruction and replace the initial cutter location data to perform the 
machining compensation. A number of experimental run were conducted for each 
component case to validate the effectiveness of the model. From the experimental 
results, shows that the machine surface errors were improved by adopting the cutter 
compensation method hence validate the effectiveness and flexibility of the model in 
improving the component accuracy for machining thin-wall feature.   
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CHAPTER 9 
 
 
CONCLUDING REMARKS 
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9.1 Research Contribution 
 
 This thesis is focused on the prediction of wall deflection during machining thin-
wall feature. The following conclusions can be drawn form the performed analysis and 
the obtained results: 
 
1. A new novel hybrid methodology for the prediction of wall deflection during 
machining thin-wall feature has been developed.  
 
2. A complete simulation system has been developed for part creation, material 
removal process, prediction of milling force distribution, static analysis for 
deflection of the thin-wall feature and mathematical model associated with 
cutting parameters and component attributes.  
 
3. Cutting forces, static analysis of wall deflection and mathematical model 
associated with cutting parameters and component attributes are predicted and 
experimentally validate. 
 
4. The cutting force coefficients, which relate the milling force to the average chip 
thickness, are expressed using mechanistic curve fitting and calibration 
techniques for the carbide cutting tool and titanium alloys material.  
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5. The finite element model has been used to generate a database of machining 
parameter and component attributes that influence to the magnitude of wall 
deflection. Using a statistical multiple regression, a mathematical model has 
been developed from the database, thus allowing the prediction of wall 
deflection for a wide class of problems from a very simple equation. It was 
shown that the influence of coefficient model can be a useful aid in the selection 
of the component geometry and machining parameter.  
 
6. All results have been derived for four different cases of typical aerospace 
component, but it is shown that these results can be applicable for other 
component shape and materials. Prediction of the surface errors due to the 
flexibility of the wall can be easily predicted within minutes. 
 
7. A customize computer program has been developed for the proposed model. The 
developed computer program is an integrated data exchanges between modules 
upon users input on the design information and machining parameter for 
automatically generate the solid model, material removal model and FEM 
analysis. The developed computer program has improved the analysis time and 
makes the task easier to perform. In addition, by using a same platform between 
CAD and FEM analysis those problems associated with the data exchange are 
eliminated.  
 
8. The cutter compensation method based on the adjustment of cutter path with 
respect to the magnitude of wall deflection has been developed and tested. The 
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cutter compensation method is able to reduce the machine surface errors thus 
improving the component accuracy for machining thin-wall feature. By adopting 
the cutter compensation method, only one machining pass is required to machine 
the thin-wall feature compared to the current practice in step method which 
requires a few machining passes. 
 
9. To date there is no design software available that includes the effect of the wall 
deflection on machining thin-wall component. The developed models will 
provide an interactive prediction capability to suit the industrial applications. 
This will substantially improve the productivity and lower the machining cost. 
Based on these models, the cutter compensation can be found in less than 10 
seconds and the corresponding actions implementing compensation onto the 
CNC machines can be done in minutes, thus decreasing the design and 
development time. The software has been tested by Production Parts Pty. Ltd. 
and proved to be fit for use as a commercial system.  
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9.2 Recommendations for Future Work 
 
 The present study provides a starting point for the analysis on the dynamics of 
thin-wall structures during machining while taking into account the continuous change 
of thickness of the wall. The following topics could be pursued for future research work: 
 
1. Develop an expert CAD/CAE/CAM system that can automatically detect the 
thin-wall feature and adjusting the NC code instruction and replace the initial 
cutter location data to perform the machining compensation.  
 
2. Extending the predictive model to deal with more complex and arbitrary 
component shape of thin-wall monolithic component. 
 
3. Extending the predictive model to deal with other non-structural low rigidity 
aerospace component such as turbine blade and impellers. 
 
4. As this project only focused on effects induced by the machining process, 
extension of the analysis that consider the initial workpiece stress and product 
warpage that might result from it would be worth. 
 
5. Extending the cutter compensation strategy for the application of 5-axis 
machining technique. 
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Appendix 
 
Appendix I 
Chemical compositions of Ti-6Al-4V alloy (wt. %). 
 
Chemistry N C H O Fe Al V Ti Other 
elements 
% w/w 
min. 
- - - - - 5.50 3.50 - - 
% w/w 
max. 
0.05 0.10 0.0125 0.20 0.30 6.75 4.50 Balance 0.40 
 
 
Mechanical properties of Ti-6Al-4V alloy at room temperature. 
 
Density Young‘s 
modulus 
Poisson 
ratio 
Yield 
strength 
Hardness Elongation 
[kg/m
3
] [GPa]  [MPa] [HB] [%] 
4430 113.8 0.34 880 334 14 
 
Cutting tool specification. 
 
 
D d Ap H L Flute Ha
o 
Rd
o 
Shank Ch 
6.0 6.0 14.0 20.0 57.0 4 38.0 5.0 C 0.25x45 
 
