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As a natural generalization of a measure space, Butnariu and Klement [4] in-
troduced T -tribes of fuzzy sets with T -measures. They gave a complete character-
ization of T -measures for a Frank triangular norm T . Here we characterize T -
measures with respect to non-Frank strict triangular norms. We show the specific
roles of Frank triangular norms and a newly introduced family, nearly Frank trian-
gular norms. © 1999 Academic Press
1. THE NOTION OF T -MEASURE
We start with the basic definitions from [4].
Let X be a set and B be a σ-algebra of subsets of X. The B-generated
tribe is the collection T of all functions A: X → 0; 1 (fuzzy subsets of X)
which are B-measurable. In order to define measures on T , we fix a t-norm
T (fuzzy conjunction), i.e., a binary operation T : 0; 12 → 0; 1 which is
commutative, associative, nondecreasing, and satisfies the boundary condi-
tion T a; 1 = a for all a ∈ 0; 1 (see [15]). For the other necessary fuzzy
logical operations, we take the standard fuzzy negation ′: 0; 1 → 0; 1 de-
fined by a′ x= 1 − a, and the t-conorm S: 0; 12 → 0; 1 dual to T , i.e.,
Sa; b x= T a′; b′′.
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We extend the operations T , ′, and S to operations T, c, S (fuzzy inter-
section, fuzzy complement, and fuzzy union) on T pointwise:
TA;Bx x= T Ax; Bx;
Acx x= Ax′;
SA;Bx x= SAx; Bx:
A function m: T → R+ (where R+ denotes the set of all nonnegative real
numbers) is a monotone T -measure if it satisfies the following axioms:
(M1) m0 = 0;
(M2) mTA;B +mSA;B = mA +mB;
(M3) An ↗ A⇒ mAn ↗ mA;
where the symbol ↗ denotes monotone increasing convergence. If, more-
over, m1 = 1, then m is called a probability T -measure.
Remark 1.1. Condition (M3) implies monotony of m. In [3, 4], monot-
ony is not required, but only monotone T -measures are studied. In this
paper, we work only with monotone finite T -measures (i.e., satisfying (M1)–
(M3)).
Remark 1.2. For the definition of a T -measure on T , it is sufficient to
have the collection T ⊆ 0; 1X such that
0 ∈ T ;
A ∈ T ⇒ Ac ∈ T ;
Ann∈N ⊆ T ⇒ T
n∈N
An ∈ T ;
Ann∈N ⊆ T ; An ↗ A ⇒ A ∈ T :
Such a collection is called a T -tribe [4, 7]. A B-generated tribe is a T -tribe
for any measurable t-norm T . Following [3, 4], we call a T -tribe generated
if it is a B-generated tribe for some σ-algebra B.
The notion of T -measure is not only a natural generalization of a classical
measure. It is also the base of successful applications in game theory. Many
deep mathematical results, including a generalization of the Liapunoff the-
orem, were proved in [1, 2, 4].
In order to characterize T -measures, where T is an arbitrary strict t-
norm, we often start with a special case when B is the two-element Boolean
algebra, so the B-generated tribe contains only constant functions. In this
case, T is called a tribe of constants, and we may identify it with 0; 1.
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The aim of this paper is to characterize monotone T -measures on gener-
ated tribes. Depending on the properties of the t-norm T , we shall distin-
guish three cases. Before this, we have to summarize some necessary facts
about t-norms. In the sequel, B always denotes a σ-algebra of subsets of a
set X and T is the B-generated tribe.
2. BASIC FACTS ABOUT t-NORMS
In this section we summarize some theorems that will be used in the
sequel to this paper. We restrict our attention to continuous t-norms. A
continuous t-norm T is called strict if
a < b; 0 < c ⇒ T a; c < T b; c:
The product t-norm T1a; b x= a · b is a typical example of a strict t-norm.
It is a universal example in the sense of the following theorem. (By an
(order) automorphism of 0; 1 we mean an increasing bijection.)
Theorem 2.1 [6, 9, 14]. Let g be an automorphism of 0; 1. Then the
formula
(G) T a; b x= g−1ga · gb
defines a strict t-norm T . Conversely, every strict t-norm T is of the form
(G) for some automorphism g called the multiplicative generator of T . A
multiplicative generator is unique up to raising to a positive power; i.e., each
multiplicative generator gr of T is of the form gra = gar , r > 0.
Corollary 2.2. Every strict t-norm has a unique multiplicative generator
g such that g1/2 = 1/2.
The family of all possible multiplicative generators of strict t-norms is
the family of all automorphisms of 0; 1. It is closed with respect to com-
position and forming inverses. Therefore the product (=product t-norm) in
Theorem 2.1 can be replaced by any other strict t-norm:
Theorem 2.3. For every automorphism h of 0; 1 and for every strict
t-norm T∗, the formula
(NF) T a; b x= h−1T∗ha; hb
defines a strict t-norm T . Conversely, for all strict t-norms T; T∗ there is a
unique automorphism h of 0; 1 satisfying (NF) and h1/2 = 1/2.
Proof. If g; g∗ are the multiplicative generators of T; T∗ mapping 1/2 to
1/2, then ha = g−1∗ ga.
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Continuity of a t-norm implies the following proposition:
Proposition 2.4. Let T be a continuous t-norm and let a; b ∈ 0; 1,
a < b. Then there is a number c ∈ 0; 1 such that a = T b; c.
The Frank family of t-norms Ts, s ∈ 0;∞, was defined in [5]. For s ∈
0;∞ \ 1, the Frank t-norms are defined by the formula
Tsa; b x= logs

1+ s
a − 1sb − 1
s − 1

:
The limit cases are defined as follows:
T0a; b x= mina; b;
T∞a; b x= maxa+ b− 1; 0;
T1a; b x= a · b:
The t-norms T0; T∞; and T1 are called the minimum, Łukasiewicz, and
product t-norm, respectively. (In [4], Frank t-norms are called fundamental
t-norms because of their exceptional role.) A Frank t-norm Ts is strict if
and only if s ∈ 0;∞.
As a main result of [5], the following property is characteristic for the
Frank t-norms.
Theorem 2.5. Let T be a strict t-norm and S its dual t-conorm. The
equality
T a; b + Sa; b = a+ b
is satisfied for all a; b ∈ 0; 1 if and only if T is a Frank strict t-norm; i.e.,
T = Ts for some s ∈ 0;∞.
Remark 2.6. All nonstrict continuous solutions of the equality from The-
orem 2.5 can be expressed as ordinal sums of Frank t-norms (see [5]).
3. CASE 1: FRANK t-NORMS
The characterization of T -measures with respect to a Frank t-norm T was
given by Butnariu and Klement [3, 4]. It appears that three cases have to be
distinguished: T0-measures, T∞-measures, and Ts-measures for s ∈ 0;∞.
(T0-measures appear to be too general, and we do not deal with them in
this paper.)
The support of a fuzzy set A ∈ T is the crisp set SuppA x= x ∈
X: Ax > 0. A support measure is a function m: T → R+ of the form
mA = µSuppA;
where µ is a (classical) measure on B.
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Proposition 3.1. Every support measure is a T -measure for every strict
t-norm T .
A linear integral measure is a function m: T → R+ of the form
mA =
Z
Adν;
where ν is a (classical) measure on B.
Proposition 3.2. Every linear integral measure is a Ts-measure for every
Frank t-norm Ts, s ∈ 0;∞.
The reverse implication holds for the Łukasiewicz t-norm T∞:
Theorem 3.3. Every T∞-measure is a linear integral measure.
Frank strict t-norms allow both support measures and linear integral mea-
sures:
Theorem 3.4. Let B be a σ-algebra and let T be the B-generated tribe.
Let Ts be a Frank strict t-norm, s ∈ 0;∞. Then every monotone Ts-measure
is of the form
mA = µSuppA +
Z
Adν;
where µ; ν are (classical) measures on B (i.e., m is a sum of a support mea-
sure and a linear integral measure).
The latter results were obtained by Butnariu and Klement [3, 4] for gen-
erated tribes. According to the characterization of Ts-tribes given in [10, 12],
they remain valid also for all Ts-tribes with respect to Frank t-norms Ts [11].
We finish this section with the consequences for the special case of a tribe
of constants. Every support measure on 0; 1 is a nonnegative multiple of
the Heaviside function
1a x=
(
1 if a > 0;
0 otherwise.
Every linear integral measure on 0; 1 is a nonnegative multiple of the
identity, id. Theorem 3.4 says that every Ts-measure (s ∈ 0;∞) on 0; 1
is a linear combination of 1 and id with nonnegative coefficients.
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4. CASE 2: NEARLY FRANK t-NORMS
The results of Section 3 can be easily extended to a larger class of t-
norms. The generalization is based on the following observation:
We rescale the degrees of membership, using an automorphism of 0; 1
which commutes with the standard fuzzy negation. Thus the fuzzy negation
is preserved, while a Frank t-norm is modified to a more general nearly
Frank t-norm, T (see Definition 4.3). A description of T -measures is then
obtained by the application of Theorem 3.4. It is analogous, but linear
integral measures are not T -measures for a non-Frank t-norm T ; they are
replaced by more general integral measures. Besides these results, we also
state basic properties of nearly Frank t-norms.
Definition 4.1. An automorphism h of 0; 1 is called a negation-
preserving automorphism if it commutes with the standard fuzzy negation,
i.e., ha′ = ha′ for all a ∈ 0; 1.
All negation-preserving automorphisms are characterized by the follow-
ing proposition:
Proposition 4.2. If i is an automorphism of 0; 1/2, then the mapping
h: 0; 1 → 0; 1 defined by
ha =
(
ia if a ≤ 1/2;
ia′′ if a > 1/2;
is a negation-preserving automorphism. All negation-preserving automorphisms
are of this form.
The inverse of a negation-preserving automorphism is also a negation-
preserving automorphism.
Definition 4.3. A t-norm T is called nearly Frank if there is a Frank
t-norm T∗ and a negation-preserving automorphism h satisfying the equa-
tion (NF).
Obviously, every Frank t-norm is nearly Frank. To show that nearly Frank
t-norms form a proper generalization of Frank t-norms, we prove that there
are nearly Frank t-norms which are not Frank, and there are strict t-norms
which are not nearly Frank. However, we still lack for an algorithm allowing
to decide whether a given strict t-norm is nearly Frank or not.
Proposition 4.4. If the equation (NF) is satisfied for a negation-preserv-
ing automorphism h and Frank t-norms T; T∗, then T = T∗ and h = id.
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Proof. As h is negation-preserving, the dual t-conorms S; S∗ of T; T∗
satisfy the equation
Sa; b = T a′; b′′ = h−1T∗ha′; hb′′
= h−1T∗ha′; hb′′ = h−1S∗ha; hb:
According to Theorem 2.5, the equation
a+ b = T∗a; b + S∗a; b
is satisfied for all a; b ∈ 0; 1, in particular, for a = hc, b = hd, where
c; d are arbitrary elements of 0; 1:
hc + hd = T∗hc; hd + S∗hc; hd = hT c; d + hSc; d:
We verified (M2) for h. As h satisfies also (M1) and (M3), it is a probability
T -measure on 0; 1. It is proved in [11] that the identity is the only con-
tinuous probability T∗-measure on 0; 1 with respect to a Frank t-norm T∗.
(This special case follows also from Theorem 3.4.)
Corollary 4.5. Let h be a negation-preserving automorphism different
from id and let T∗ be a Frank strict t-norm. The nearly Frank strict t-norm T
defined by (NF) is not Frank.
As a direct consequence of Theorem 2.3, Proposition 4.4, and Corol-
lary 4.5 we obtain:
Corollary 4.6. For every nearly Frank t-norm T there is a unique Frank
t-norm T∗ and a unique negation-preserving automorphism h satisfying (NF).
Proposition 4.7. There exist strict t-norms which are not nearly Frank.
Proof. For s ∈ 0;∞, we denote by gs the multiplicative generator of
the Frank t-norm Ts satisfying gs1/2 = 1/2. We shall describe the class C
of all automorphisms of 0; 1 which are multiplicative generators of nearly
Frank t-norms and which coincide with id on 0; 1/2.
Let g ∈ C. It is a multiplicative generator of a strict t-norm, T . Let h
be the negation-preserving automorphism and Ts be the (unique) Frank
t-norm satisfying (NF). Then h coincides with g−1s on 0; 1/2 and, as a
negation-preserving automorphism, it is uniquely determined by s:
ha =
(
g−1s a if a ≤ 1/2;
g−1s a′′ if a > 1/2:
For g = gs ◦ h, we obtain the expression
ga =
(
a if a ≤ 1/2;
gsg−1s a′′ if a > 1/2:
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Each automorphism g ∈ C is of this form for some s ∈ 0;∞. Apparently,
there are automorphisms of 0; 1 which coincide with id on 0; 1/2 and
which do not belong to C. They are multiplicative generators of strict t-
norms which are not nearly Frank.
Theorem 4.8. Let B be a σ-algebra and let T be the B-generated tribe.
Let T be a strict t-norm which is nearly Frank, i.e., it can be expressed in
the form (NF) for some Frank t-norm T∗ and some negation-preserving auto-
morphism h. (The automorphism h is uniquely determined by T .) Then every
monotone T -measure m on T is of the form
mA = µSuppA +
Z
h ◦Adν;
where µ; ν are classical measures on B.
Proof. As h is measurable, the mapping H: A 7→ h ◦A maps T into
T . It is a bijection, its inverse is H−1: B 7→ h−1 ◦ B. We define a mapping
m∗: T → R+ by m∗ = m ◦H−1, i.e., m∗A = mH−1A. The formula
(NF) can be rewritten as
(NF′) T∗a; b = hT h−1a; h−1b
and the t-conorm S∗ dual to T∗ is defined by
S∗a; b x= T∗a′; b′′ = hT h−1a′; h−1b′′
= hT h−1a′; h−1b′′ = hSh−1a; h−1b;
so S∗ is obtained from S using a formula analogous to (NF′) with the same
automorphism h−1. Let T;T∗ (resp. S; S∗), be the fuzzy intersections (resp.
fuzzy unions) obtained by the pointwise application of the t-norms T; T∗
(resp. t-conorms S; S∗) to fuzzy sets from T . The condition (M2) is satisfied
for m∗; T∗; S∗:
m∗T∗A;B +m∗S∗A;B
= m(TH−1A;H−1B+m(SH−1A;H−1B
= mH−1A +mH−1B = m∗A +m∗B:
Also (M1) and (M3) can be easily verified, so m∗ is a T∗-measure for a
Frank t-norm T∗. Its characterization is given in Theorem 3.4: There are
measures µ; ν on B such that
m∗B = µSuppB +
Z
Bdν
for all B ∈ T . Substituting HA = h ◦A for B, we obtain the characteri-
zation of m:
mA = µSuppHA +
Z
HAdν:
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Using the fact that SuppHA = SuppA, we obtain, finally,
mA = µSuppA +
Z
h ◦Adν:
We call the second summand in Theorem 4.8,Z
h ◦Adν
(understood as a function of A) a generalized integral measure. If T is a
Frank t-norm, then h is the identity (Proposition 4.4) and we obtain a linear
integral measure. The integrand, h ◦A = HA is obtained by rescaling the
membership degrees of A using the automorphism h. Theorem 4.8 says
that, for a nearly Frank t-norm T , every T -measure is a sum of a support
measure and a generalized integral measure (which has a form dependent
on h and hence on T ).
5. CASE 3: STRICT t-NORMS WHICH ARE NOT
NEARLY FRANK
In this section we prove that the results of Section 4 cannot be gener-
alized to t-norms which are not nearly Frank. We shall prove that these
t-norms do not allow any nonzero integral T -measures, and support mea-
sures remain the only monotone T -measures. The proof of this fact is based
on the treatment of the special case of the tribe of constants, 0; 1.
Proposition 5.1. Let T be a strict t-norm which allows a nonzero con-
tinuous monotone T -measure on 0; 1. Then T is nearly Frank.
Proof. According to the assumption, m1 > 0. Taking a positive mul-
tiple of m, we may suppose, without any loss of generality, that m1 = 1,
i.e., m is a probability T -measure. The proof will be divided into several
claims.
Claim 1. The standard fuzzy negation commutes with m, i.e., ma′ =
ma′ for all a ∈ 0; 1.
The case a ∈ 0; 1 is trivial; assume that a ∈ 0; 1. We define a se-
quence ann∈N in 0; 1 recursively:
a0 x= a;
an+1 x= T an; a′n; n ∈ N:
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This sequence is decreasing and converging to a fixed point of the recursive
formula,
a∞ x= lim
n→∞ an = 0:
As San; a′n = T a′n; an′ = a′n+1, condition (M2) gives
man +ma′n = mT an; a′n +mSan; a′n = man+1 +ma′n+1;
and
ma +ma′ = man +ma′n
for all n ∈ N . From the continuity of m,
ma +ma′ = ma∞ +ma′∞ = m0 +m1 = 1:
We obtained
ma′ = 1−ma = ma′:
Claim 2. 0 < a < 1⇒ 0 < ma < 1.
In view of Claim 1, it suffices to prove that a < 1 implies ma < 1. Due
to the continuity of m, there is a minimal b ∈ 0; 1 such that mb = 1. As
b ≤ Sb; b, (M2) implies
mT b; b = 2mb −mSb; b = 1;
hence T b; b ≥ b which implies b = 1.
Claim 3. m is strictly increasing.
According to (M3), m is nondecreasing. Assume that m is not strictly in-
creasing. Then m attains a constant value on an interval a; b, a < b. Ac-
cording to Claim 2, 0 < a < b < 1. There is a d < 1 such that a ≤ T d; b
(Proposition 2.4). According to Claim 2, md < 1. Due to continuity of m,
there is a maximal e < 1 such that me = md. We have T e; b ∈ a; b,
so mT e; b = mb. Applying (M2) to Se; b > e, we obtain
mSe; b = me +mb −mT e; b = me;
a contradiction with the maximality of e. We prove that m is strictly in-
creasing, hence an automorphism of 0; 1.
Claim 4. m and m−1 are negation-preserving automorphisms.
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The mapping m is a negation-preserving automorphism according to
Claims 1 and 3. The inverse of a negation-preserving automorphism is a
negation-preserving automorphism, too.
Now we are ready to finish the proof of Proposition 5.1, i.e., to prove
that T is a nearly Frank t-norm. In the formula (NF′), we take m for h. We
obtain a t-norm T∗:
T∗a; b = m
(
T m−1a;m−1b:
Just as in Section 4, the t-conorm S∗, dual to T∗, is
S∗a; b = m
(
Sm−1a;m−1b:
Using (M2) for T; S, we obtain
T∗a; b + S∗a; b = m
(
T m−1a;m−1b+m(Sm−1a;m−1b
= mm−1a +mm−1b = a+ b
for all a; b ∈ 0; 1, so T∗ is a Frank t-norm (Theorem 2.5) and T is nearly
Frank.
Proposition 5.2. Let T be a strict t-norm. Every monotone T -measure m
on 0; 1 is continuous on 0; 1.
Proof. Left semicontinuity follows from (M3). It remains to prove right
semicontinuity at a ∈ 0; 1. Let ann∈N be a strictly decreasing sequence
in 0; 1 such that an ↘ a. For each n ∈ N , there is a bn ∈ 0; 1 such
that a = T an; bn (Proposition 2.4). Obviously bn ↗ 1 and San; bn ↗ 1.
Using (M2),
man = mT an; bn +mSan; bn −mbn
= ma +mSan; bn −mbn → ma:
Proposition 5.3. Let T be a t-norm which is not nearly Frank. Then all
monotone T -measures on 0; 1 are constant on 0; 1, i.e., they are nonnega-
tive multiples of the Heaviside function, 1.
Proof. Let m be a T -measure on 0; 1. Also 1 is a T -measure on
0; 1. According to Proposition 5.2, the function mcont = m− c · 1, where
c = limb→0+mb, is nonnegative, monotone, and continuous, so it satis-
fies (M3). As a linear combination of T -measures, it satisfies the equations
(M1) and (M2) as well. Thus mcont is a continuous monotone T -measure.
According to Proposition 5.1, mcont = 0, so m = c · 1.
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Now we are ready to prove the characterization of T -measures on gen-
erated tribes.
Theorem 5.4. Let B be a σ-algebra of subsets of a set X and let T be the
B-generated tribe. Let T be a strict t-norm which is not nearly Frank. Then
every monotone T -measure m on T is of the form
mA = µSuppA;
where µ is a (classical) measure on B.
Proof. For each B ∈ B, we denote by χB the characteristic function
of B. The generated tribe T contains all functions c · χB, where B ∈ B,
c ∈ 0; 1. For a fixed B ∈ B, the function which maps c ∈ 0; 1 onto
mc · χB is a T -measure on 0; 1. According to Proposition 5.3, it is
constant on 0; 1. Thus mc · χB = mχB for all c ∈ 0; 1, B ∈ B.
Let A ∈ T . For each α ∈ 0; 1, we denote by Aα ∈ B the α-cut of A,
i.e., Aα = x ∈ X: Ax ≥ α. Due to B-measurability of A, the charac-
teristic function χAα belongs to T . We shall determine the measure of
A · χAα, i.e., of the fuzzy set with the membership degrees
A · χAαx =
(
Ax if Ax ≥ α;
0 otherwise:
It belongs to T and satisfies the inclusions
α · χ(Aα ⊆ A · χ(Aα ⊆ χ(Aα:
Due to the monotony of m, we have
m
(
α · χ(Aα ≤ m(A · χ(Aα ≤ m(χ(Aα:
At the beginning of this proof we showed that, for all α > 0,
m
(
α · χ(Aα = m(χAα;
so
m
(
A · χ(Aα = m(χ(Aα:
Let αnn∈N be a decreasing sequence in 0; 1 converging to 0. We shall
determine the limits of both sides of the equality
m
(
A · χ(Aαn = m(χAαn:
As A · χAαn ↗ A, the limit of the left-hand side is
lim
n→∞m
(
A · χ(Aαn = mA:
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For the right-hand side, we obtain
lim
n→∞m
(
χ
(Aαn = m[
n∈N
χ
(Aαn = mχSuppA:
We prove that
mA = mχSuppA:
It remains to take
µB x= mχB
for all B ∈ B and the proof of Theorem 5.4 is complete.
6. CONCLUSION
Two classes of strict t-norms play a special role in our characterization:
A linear integral measure is a T -measure if and only if T is Frank. A gen-
eralized integral measure of the form mA = R h ◦Adµ is a T -measure
if and only if T is a nearly Frank t-norm and h is the negation-preserving
automorphism satisfying (NF). This gives an answer to the question from
[13], where the particular role of Frank t-norms is discussed.
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