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Abstract
In this paper we study tensor products of T -prime T -ideals over infinite fields. The behaviour of
these tensor products over a field of characteristic 0 was described by Kemer. First we show, using
methods due to Regev, that such a description holds if one restricts oneself to multilinear polynomials
only. Second, applying graded polynomial identities, we prove that the tensor product theorem fails
for the T -ideals of the algebras M1,1(E) and E ⊗E where E is the infinite-dimensional Grassmann
algebra; M1,1(E) consists of the 2 × 2 matrices over E having even (i.e., central) elements of E, and
the other diagonal consisting of odd (anticommuting) elements of E. Note that these proofs do not
depend on the structure theory of T -ideals but are “elementary” ones. All this comes to show once
more that the structure theory of T -ideals is essentially about the multilinear polynomial identities.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The T -prime algebras form one of the most important classes of algebras in the PI
theory. The structure theory for the T -ideals in the free associative algebra depends heavily
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example, [10] for detailed account of this theory.
We recall some of the main definitions and notations that will be used in what follows.
All prerequisites needed to follow the exposition will be given in Section 2; here we state
only the necessary ones for consistency of the text. Throughout K is a fixed infinite
field, charK = 2; the algebras, vector spaces, tensor products and so on, are over K .
Unless otherwise stated we consider associative and unitary algebras. If X = {x1, x2, . . .}
is an infinite (countable) set we denote by K(X) the free associative algebra that is
freely generated over K by X. The elements of K(X) are called polynomials. If A is
an algebra the polynomial f ∈ K(X) is a polynomial identity (or simply an identity) for
A if f (a1, a2, . . . , an) = 0 for all ai ∈ A. The set of all identities T (A) for A is an ideal
of K(X). This ideal is closed with respect to the endomorphisms of the algebra K(X) and
is called the T -ideal of A. It is easy to show that every such ideal is the T -ideal of some
algebra. The variety of algebras varA = varT (A) defined by A (or by T (A)) is the class
of all algebras that satisfy the identities in T (A).
The algebra A is T -prime (or verbally prime) if T (A) is T -prime, that is T (A) is
prime in the class of all T -ideals of K(X). This means that if I and J are T -ideals such
that IJ ⊆ T (A) then either I ⊆ T (A) or J ⊆ T (A). Equivalently, T (A) is T -prime if
f , g ∈ K(X), and f (x1, . . . , xm)g(xm+1, . . . , xn) ∈ T (A) imply f ∈ T (A) or g ∈ T (A)
(or both). Let E be the infinite-dimensional Grassmann (or exterior) algebra of a vector
space V . One chooses a basis e1, e2, . . . of V and then 1 and the monomials ei1ei2 . . . eik ,
i1 < i2 < · · · < ik , k  1 form a basis of E, and the multiplication in E is the one induced
by eiej = −ej ei , e2i = 0. Denote by Ei the span of all such monomials with k ≡ i (mod 2),
i = 0, 1. Then E0 is the centre of E, the elements of E1 anticommute and E = E0 ⊕E1 as
vector spaces.
It follows from Kemer’s theory that the only nontrivial T -prime T -ideals in K(X),
charK = 0, are T (Mn(K)) for Mn(K) being the matrix algebra of order n 1; T (Mn(E)),
n  1, and T (Ma,b(E)), a  b  1. Here Mn(E) is the algebra of n × n matrices
over E. The algebra Ma,b(E) is the subalgebra of Ma+b(E) that consists of the block
matrices
(
A B
C D
)
. Here A ∈ Ma(E0), D ∈ Mb(E0), and B and C are matrices a × b and
b × a, respectively, whose entries belong to E1. Denote by ∆0 the set of (i, j) such that
1  i, j  a or a + 1  i, j  a + b = n, and by ∆1 the set of (i, j) with 1  i  a,
a+1 j  a+b, or 1 j  a, a+1 i  a+b. Then Ma,b(E) consists of the matrices
in Mn(E) such that the (i, j)th entry belongs to Eβ when (i, j) ∈ ∆β . An important
corollary of Kemer’s theory is the Tensor Product Theorem (TPT).
Theorem 1. Let charK = 0. Then
• T (Ma,b(E)⊗E) = T (Ma+b(E));
• T (Ma,b(E)⊗Mc,d(E)) = T (Mac+bd,ad+bc(E));
• T (M1,1(E)) = T (E ⊗E).
An alternative proof of Theorem 1 was given by Regev in [17]. Regev’s proof did
not depend on the structure theory. Instead Regev used essentially graded polynomial
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of T -ideals, in [5–7,12].
Studying the identities satisfied by T -prime algebras is, without any doubt, very
important. But it is extremely difficult as well. Note that these identities are known
in very few cases only, and mainly when charK = 0. Thus T (E) is described in any
characteristic (even over finite fields), see [3,13,19]. Further on, T (M2(K)) was described
in [15], see also [16], and in a series of papers by Drensky, see, for example, [8,9]. When
charK = p > 2, the same was done in [4,11]. If we add the description of T (E⊗E) given
in [14], when charK = 0 we shall get the complete list of the nontrivial T -prime algebras
whose bases of identities are known. Hence one is led to study other types of polynomial
identities such as weak identities, identities with involution, and graded ones. Naturally
graded identities have attracted the attention not only as an object of independent study but
also due to the broad spectrum of applications and close connection to the ordinary ones.
We refer to [1,12] and their bibliography for further reference.
In this paper we study graded identities in T -prime algebras with appropriate gradings
aiming at obtaining information about the ordinary identities satisfied by them. In
Section 3 we show that the tensor product theorem holds for the multilinear parts of the
corresponding T -ideals when charK = p > 2. This is done using the methods developed
by Regev in [17]. Then we prove that T (M1,1(E)) ⊂ T (E⊗E), a proper inclusion. In order
to do it, we use generic constructions and some methods of [12]. We give a polynomial that
is an identity for E ⊗ E but is not for M1,1(E). Of course, such polynomial depends on
the characteristic p of the base field.
We believe that the results in this paper contribute to the better understanding of the
nature of the T -ideals in positive characteristic, a task whose complete solution seems
somewhat beyond our knowledge at the present stage.
2. Preliminaries
We shall adopt all the notation introduced in Section 1. We repeat that K is an infinite
field, charK = p = 2. Unless otherwise stated, all algebras A are over K , and unitary,
1 ∈A. If f , g ∈K(X), the polynomial g is a consequence of f as an identity if g ∈ 〈f 〉T ,
the T -ideal generated by f , and f and g are equivalent as identities if 〈f 〉T = 〈g〉T .
Let I be a T -ideal in K(X). The quotient algebra F = K(X)/I is the relatively free
algebra in the variety determined by I . Denote by Pn the vector subspace of K(X) of
all multilinear polynomials in x1, x2, . . . , xn of degree n. It is well known that when
charK = 0, the T -ideal I is generated as a T -ideal, by the set ⋃n1(T ∩ Pn). That is
I is generated by its multilinear polynomials. When the field is infinite, this may fail.
But in this case I is generated by its multihomogeneous elements. (We refer to the first
chapters of [9] for the proofs of these and of the next couple of basic facts about identities
and T -ideals.) We can make a further reduction of the class of polynomials that determine
a T -ideal. Let L(X) be the free Lie algebra freely generated by the set X over K . If
we consider K(X) as a Lie algebra with respect to the commutator [a, b] = ab − ba,
then L(X) is the subalgebra of K(X) generated by the set X. Fix an ordered basis of
L(X) that consists of X and of multihomogeneous elements u1, u2, . . . of degree  2.
S.S. Azevedo et al. / Journal of Algebra 276 (2004) 836–845 839Suppose that the variables of X are the first ones in the order. Then K(X) is the universal
enveloping algebra of L(X), and we may choose a basis of K(X) consisting of 1 and
the monomials xn1i1 . . . x
nk
ik
uj1 . . . ujm , i1 < · · · < ik , j1  · · ·  jm. Denote as B(X) the
(associative) subalgebra of K(X) generated by 1 and by all ui . It is spanned by the
products of commutators, and its elements are called proper (or commutator) polynomials.
A well-known theorem states that over an infinite field K , every T -ideal I is generated by
I ∩B(X). In other words, I is generated by its proper elements. The proof of this statement
can be found in [9, pp. 42–46].
Let A be an algebra and G an additive abelian group (or semigroup). Assume that
A = ⊕g∈GAg is a direct sum of vector subspaces and that AgAh ⊆ Ag+h, g, h ∈ G.
Then A is G-graded. If G is the cyclic group of order n we speak about n-graded
algebras. Let X = ⋃g∈GXg be a disjoint union of infinite sets. The free associative
algebra K(X) is G-graded in a standard way. If x ∈ Xg is a variable then w(x) = g
is its weight, or (homogeneous) degree. If M = xi1 . . . xin is a monomial then w(M) =
w(xi1)+· · ·+w(xin). Observe that the last sum is the one in G. The polynomial f ∈K(X)
is G-graded identity for the G-graded algebra A if f = 0 whenever the variables of Xg are
substituted for elements of the component Ag of A. In other words, if ϕ :K(X) → A is a
graded homomorphism then f ∈ kerϕ.
The Grassmann algebra E = E0 ⊕ E1 is 2-graded. Let X = Y ∪ Z, Y ∩ Z = ∅ for
Y = {y1, y2, . . .} and Z = {z1, z2, . . .} being the even and odd variables. The polynomial
[y1, y2] is a graded identity of E, z1 ◦ z2 and [y1, z1] are other two. Here and in the sequel
we denote by [a, b] = ab − ba the commutator of a and b, and a ◦ b = (ab + ba)/2. We
suppose that the commutators are left normed that is [a, b, c] = [[a, b], c] and so on.
One defines G-graded: T -ideals, varieties, relatively free algebras, consequences, and
so on, in analogy with the case of ordinary identities. If A is G-graded, then a variation of
the proper polynomials is known. Since 1 ∈ A0, then every graded identity is equivalent
to a finite collection of 0-proper graded identities. These are graded polynomials such
that every 0-graded variable is in commutators only. The proof of this assertion repeats
verbatim the one for ordinary identities, see, for example, [12] for a proof. We shall call
such polynomials simply proper polynomials if there is no possibility of misunderstanding.
The following two facts will be useful later on.
Lemma 2. Let A and B be two G-graded algebras with respective G-graded T -ideals
TG(A) and TG(B). Then if TG(A) ⊆ TG(B) then T (A) ⊆ T (B).
Corollary 3. If TG(A) = TG(B) then T (A) = T (B).
The proofs of these two assertions are obvious and left to the reader.
The generic matrix algebra Gen(Mn(K)) is a convenient tool in studying the identities
satisfied by the matrices n × n over a field. Recall that if xkij are commuting variables
then Gen(Mn(K)) is the subalgebra of Mn(K[xkij ]) generated by the matrices Xk = (xkij ).
A well-known result states that Gen(Mn(K)) is relatively free in the variety generated by
Mn(K).
Let Y = {y1, y2, . . .} and Z = {z1, z2, . . .} be variables and set X = Y ∪ Z. Define
a Z2-grading on K(X) assuming Y even and Z odd variables. Let T be the ideal in
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Ω = K(X)/T . Recall that w(a) stands for the homogeneous degree of a, w(a) = 0 or 1.
We shall refer to homogeneous polynomials and so on when considering homogeneity with
respect to the grading, and we leave the adjective multihomogeneous for homogeneity with
respect to the usual (multi-)degree of polynomials.
The algebra Ω is the free supercommutative algebra. In [2, Section 2] it was proved
that Ω ∼= K[X] ⊗K E(Y ) where K[X] are the commutative polynomials in X and E(Y )
is the Grassmann algebra of the span of Y . Suppose that Y = {ykij }, Z = {zkij }, and set
Bk = (ykij + zkij ), Ck = (ckij ) where ckij = ykij if 1  i, j  a or a + 1  i, j  a + b = n,
and ckij = zkij otherwise. The following theorem was proved in [2, Theorem 2].
Theorem 4.
(a) The matrices B1,B2, . . . , generate a subalgebra of Mn(Ω) that is relatively free
algebra in the variety generated by Mn(E).
(b) The matrices C1,C2, . . . , generate a subalgebra of Mn(Ω) that is relatively free in the
variety varMa,b(E).
3. The multilinear TPT; TPT fails for M1,1(E) and E ⊗E
We start with the tensor product theorem and its multilinear version. If I is a T -ideal
in K(X) we denote by P(I) the set of all multilinear polynomials in I . One of the main
results in this section is the following theorem.
Theorem 5 (cf. [17]). Let K be an infinite field, charK = 2. Then
(1) P(T (Ma,b(E)⊗E)) = P(T (Ma+b(E)));
(2) P(T (Ma,b(E)⊗Mc,d(E))) = P(T (Mac+bd,ad+bc(E)));
(3) P(T (M1,1(E))) = P(T (E ⊗E)).
Proof. This theorem is the main result of Regev’s paper [17]. The proof is the same as in
[17]. The assumption charK = 0 in [17] can be removed easily at the price of considering
multilinear identities only. Note that in no instance in the proofs of the corresponding
results in [17] it was necessary to cancel out some integer factors, and the coefficients of
the polynomials considered in [17] are ±1.
Now knowing that the multilinear version of the TPT holds we show that when
charK = p > 2 the “general” TPT fails. We need some notations and definitions of [12].
First recall which gradings we shall consider. The algebra M = M1,1(E) is 2-graded in the
following way:
M1,1(E) = M0 ⊕M1, M0 =
{(
a 0
0 d
)}
, M1 =
{(
0 b
c 0
)}
,
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E ⊗E = (E0 ⊗E0 ⊕E1 ⊗E1)⊕ (E0 ⊗E1 ⊕E1 ⊗E0).
Since these algebras are 2-graded, in order to simplify the notation we shall use the letters
yi for the 0-variables, and zi for the 1-variables of K(X). Sometimes we shall omit the
indices from the respective variables. We use the notation T2(A) for the ideal of 2-graded
identities of a given 2-graded algebra A.
It was proved in [12, Theorems 9, 23] that the 2-graded identities for M1,1(E) follow
from [y1, y2] and z1z2z3 + z3z2z1, and those for E ⊗ E follow from the above two plus
[yp1 , z1] where p = charK . Thus T2(M1,1(E)) ⊂ T2(E ⊗ E), a proper inclusion. Hence
T (M1,1(E)) ⊆ T (E ⊗ E). Now denote by E′ the Grassmann algebra without unit, and
consider the nonunitary algebra M1,1(E′). Note that this algebra is 2-graded in a natural
way, and its 1-component is the same as that of M1,1(E). Let A = M1,1(E′) ⊕ K be the
unitary algebra obtained by M1,1(E′) by formal adjoining of a unit.
Lemma 6. The algebra A satisfies all 2-graded identities of T2(E ⊗E).
Proof. The inclusion A ⊂ M1,1(E) implies that A satisfies the graded identities [y1, y2]
and z1z2z3 + z3z2z1. Observe that the algebra E′ satisfies the (ordinary) identity xp = 0
(see [18]). Let a ∈A0, then a = λI + (a11e11 + a22e22) where eij are the matrix units and
aii ∈ E′0. Now we have (a11e11 +a22e22)p = ap11e11 +ap22e22 = 0. On the other hand, λI is
central and the pth binomial coefficients are divisible by p therefore ap = λpI ∈ K . Here
we identify the field K with the scalar matrices λI , λ ∈K , for I being the identity matrix.
Thus A satisfies [yp, z]. 
The next couple of assertions are either from [12] or are quite similar to the
corresponding ones from [12]. We give the proofs in the few instances where the assertions
differ from the ones in [12].
Lemma 7 (cf. [12, Lemma 17]). Let gi(z1, z2, . . . , zn) be multilinear polynomials that are
linearly independent modulo the T2-ideal T2(A). Then the polynomials
y
i1
1 y
i2
2 . . . y
ik
k z
2
n+1z2n+2 . . . z2n+rgi(z1, z2, . . . , zn)
are linearly independent modulo the T2-ideal T2(A).
Proof. The analogue of this lemma was proved in [12] when one substitutes A for
M1,1(E). The proof in our situation resembles that of [12].
First we construct the relatively free 2-graded algebra in the variety generated by A; to
this end, we take the generic algebra Gen(A). It is the algebra generated by the matrices
Di = χi
(
1 0
0 1
)
, Ei =
(
ηi 0
0 −η
)
, Fi =
(
0 ρi
θ 0
)
.i i
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nonunitary supercommutative algebra while ρi and θi generate its odd part. Note that this
free supercommutative algebra is nil: it satisfies the ordinary identity xp = 0.
Then set
y1 = (D1 +E1)+ · · · + (Di1 +Ei1), . . . ,
yk = (Dt+1 +Et+1)+ · · · + (Dt+ik +Et+ik ) for t = i1 + · · · + ik−1;
zn+1 = Fn+1 + Fn+2, . . . , zn+r = Fn+2r−1 + Fn+2r .
This will give a nonzero factor for the expression yi11 y
i2
2 . . . y
ik
k z
2
n+1z2n+2 . . . z2n+r and this
factor determines it uniquely. So if we form a linear combination of such polynomials, it
may vanish only if all coefficients are zero. Subsequently we apply the linear independence
of the gi ’s and thus we finish the proof. 
Lemma 8 (cf. [12, Proposition 12, Corollary 22]). Let f be a proper polynomial of the
relatively free 2-graded algebra of A. Then modulo the ideal of the graded identities of A
it equals a polynomial of the form
y
α1
1 y
α2
2 . . . y
αm
m z
2
i1
z2i2 . . . z
2
ik
gj (zj1 , zj2, . . . , zjl ),
where {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jl} = ∅, i1 < i2 < · · · < ik , and gj is multilinear
polynomial. If charK = p > 0, we may impose further αi < p for i = 1, . . . ,m.
Furthermore if the multilinear polynomials gj are linearly independent modulo T2(A) then
the above polynomials are linearly independent as well.
Proof. Since the proof repeats verbatim those of Proposition 12 and of Corollary 22 of
[12], we omit it here. 
Lemma 9 [12, Proposition 8]. Let I be the T2-ideal of the 2-graded identities for M1,1(E).
Then:
(a) The polynomials y1y2 − y2y1, z1z2z3 + z3z2z1 ∈ K(X) belong to I .
(b) Consider the canonical projection K(X) → K(X)/J where J is the ideal of 2-graded
identities generated by y1y2 − y2y1 and z1z2z3 + z3z2z1. Identify the variables yi and
zi with their images under this projection. Then the monomials
ya1ya2 . . . yak ,
ya1ya2 . . . yakzc1yb1yb2 . . . ybl ,
ya1ya2 . . . yakzc1zd1zc2zd2 . . . zcm zˆdm,
ya1ya2 . . . yak zc1yb1yb2 . . . ybl zd1zc2zd2 . . . zcm zˆdm,
span K(X)/J . Here a1  a2  · · · ak , b1  b2  · · · bl , c1 < c2 < · · · < cm and
d1 < d2 < · · · < dm, k  0, l  0, m 0. In the second type of monomials k + l  1;
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can be missing.
(c) The monomials from (b) are linearly independent modulo the 2-graded identities of
the algebra M1,1(E).
Proposition 10. The algebras A and E ⊗E satisfy the same 2-graded identities.
Proof. Due to Lemma 6 it suffices to prove that every 2-graded identity of A is satisfied
by E ⊗E. Hence it is sufficient to show that every proper graded identity of A is satisfied
by E ⊗ E. As in Lemma 7, choose a set {gi(z1, z2, . . . , zn)} of multilinear polynomials
that are linearly independent modulo the T2-ideal of A. Then, according to Lemma 8, the
polynomials
y
i1
1 y
i2
2 . . . y
ik
k z
2
n+1z2n+2 . . . z2n+rgi(z1, z2, . . . , zn)
are linearly independent modulo T2(A) provided that all ij < p.
Denote by F the relatively free 2-graded algebra of A, then F is a homomorphic image
of the relatively free 2-graded algebra of M1,1(E). Hence every proper polynomial of F
can be written in the form
y
α1
1 y
α2
2 . . . y
αm
m z
2
i1
z2i2 . . . z
2
ik
gj (zj1 , zj2, . . . , zjl ),
where {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jl} = ∅, i1 < i2 < · · · < ik , and gj is multilinear.
Furthermore, we show that we may impose the restriction αi < p. Suppose that αi  p
for some i . Then, since our polynomial is 0-proper, the corresponding element vanishes
on A. In order to see this last statement, we observe that every variable yi participates
in commutators only. Therefore we may dispense with the scalar part of the respective
matrices. But then we are in a position to apply Lemma 8 and conclude that the above
polynomials with αi < p span the vector space of the 0-proper polynomials in F .
Now it suffices to prove that the last polynomials are linearly independent in F , and in
turn one has to consider the multilinear polynomials gj only.
So we find a basis of the vector subspace of F of the multilinear polynomials in the
variables zj . But such a basis consists of the polynomials
za1zb1za2zb2 . . . zam zˆbm
for a1 < a2 < · · · < am, b1 < b2 < · · · < bm and the hat over the variable zbm means that
it may be missing. The last fact follows from Lemma 9. Therefore we finish the proof
using [12, Theorem 23]. Recall that this theorem states that T2(E ⊗ E) is generated by
y1y2 −y2y1, z1z2z3 +z3z2z1 and by ypz−zyp where p = charK > 2. Thus we obtain that
the relatively free graded algebras of A and of E ⊗ E are isomorphic and the proposition
is proved. 
Corollary 11. The algebras A and E ⊗E satisfy the same polynomial identities: T (A) =
T (E ⊗E).
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Corollary 3 we have T (A) = T (E ⊗E). 
The algebra A satisfies the same 2-graded (and hence ordinary) identities as E ⊗ E.
Since A is subalgebra of M1,1(E), in order to compare the identities of M1,1(E) and of
E ⊗E, it is more convenient to work in A than in E ⊗E.
Lemma 12. The polynomial f (x1, x2) = [xp
2
1 , x2] is an identity for A but not for M1,1(E).
Proof. If we choose a = (1 00 2) ∈ M1,1(E) for x1 then ap2 = a is not central. Hence
f /∈ T (M1,1(E)). Now we prove that for every a ∈ A the element ap2 is central. Since
a = k + a′ for k ∈ K and a′ ∈ M1,1(E′), we get ap2 = kp2 + (a′)p2 and kp2 is central.
Thus we may consider a = a′ ∈ M1,1(E′). Let a =
(
x y
z t
) ∈ M1,1(E′); hence x, t ∈ E′0,
y, z ∈ E′1 = E1. Then since p  3 we have that p2  4p − 3. The entries of ap
2
will be
linear combinations of monomials in x , y , z, t , each of them of degree p2. Hence every
monomial will contain one of the elements x , y , z, t at least p times. Now we use the fact
that x and t are central in E′ and y and z anticommute, and write, up to a sign, every such
monomial in the form xαyβzγ tδ where at least one of the powers is  p. But according
to [18], the algebra E′ satisfies the identity xp1 = 0. Therefore ap
2 = 0 and the proof is
complete. 
Theorem 13. Let charK = p > 2. Then
T
(
M1,1(E)
)
 T (E ⊗E).
More precisely, the identity [xp21 , x2] is satisfied by the latter but not by the former algebra.
Proof. Combining Lemma 12 and Proposition 10 we obtain T (E ⊗ E) = T (A) 
T (M1,1(E)) and we are done. 
Remark 1. The above theorem shows that the tensor product theorem fails in positive
characteristic. However, it does hold if one considers the multilinear parts of the
corresponding T -ideals.
We note that the algebras E ⊗ E and M1,1(E) provide an example of algebras that
satisfy the same multilinear identities but have different T -ideals if charK = p > 2.
Another example of such a pair of algebras (and another example that shows the TPT
fails in positive characteristic) will be given on another occasion.
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