Abstract. The paper proves the existence and elucidates the structure of the asymptotic expansion of the trace of the resolvent of a closed extension of a general elliptic cone operator on a compact manifold with boundary as the spectral parameter tends to infinity. The hypotheses involve only minimal conditions on the symbols of the operator. The results combine previous investigations by the authors on the subject with an analysis of the asymptotics of a family of projections related to the domain. This entails a fairly detailed study of the dynamics of a flow on the Grassmannian of domains.
Introduction
In [14] we analyzed the behavior of the trace of the resolvent of an elliptic cone operator on a compact manifold as the spectral parameter increases radially assuming, in addition to natural ray conditions on its symbols, that the domain is stationary. Here we complete our analysis with Theorem 1.4, which describes the behavior of the aforementioned trace without any restriction on the domain. The main new ingredient is Theorem 4.13 on the asymptotics of a family of projections related to the domain. This involves a fairly detailed analysis of the dynamics of a flow on the Grassmannian of domains.
Let M be a smooth compact n-dimensional manifold with boundary Y . A cone operator on M is an element A ∈ x −m Diff 
When A is c-elliptic, A is Fredholm with any such domain (Proposition 1.3.16 of Lesch [22] ). The set of closed extensions is parametrized by the elements of the various Grassmannian manifolds associated with the finite-dimensional space D max /D min , a useful point of view exploited extensively in [11] . Without loss of generality, assume γ = −m/2. The minimal and maximal domains, D ∧,min and D ∧,max , of A ∧ are defined in an analogous fashion as those of A, the first of these spaces being the domain of the closure of Observe that since the quotient is finite dimensional these actions extend holomorphically to C\R − .
Assuming the c-ellipticity of A we constructed in [11, Theorem 4.7] and reviewed in [14 We showed in [12] that if c σ σ(A) − λ is invertible for λ in a closed sector Λ C which is a sector of minimal growth for A ∧ with the associated domain D ∧ defined via D ∧ /D ∧,min = θ(D/D min ), (1.3) then Λ is also a sector of minimal growth for A D , the operator A with domain D, and for ℓ ∈ N sufficiently large, (A D − λ) −ℓ is an analytic family of trace class operators. In [14] we gave the asymptotic expansion of Tr(A D where each r j is a rational function in N + 1 variables, N ∈ N 0 , with real numbers µ k , k = 1, . . . , N , and ν j > ν j+1 → −∞ as j → ∞. We have r j = p j /q j with p j , q j ∈ C[z 1 , . . . , z N +1 ] such that q j (λ iµ1 , . . . , λ iµN , log λ) is uniformly bounded away from zero for large λ.
The above expansion is to be understood as the asymptotic expansion of a symbol into its components as discussed in the appendix. As shown in [14] , where spec b (A) denotes the boundary spectrum of A (see [26] ), and let E = additive semigroup generated by where the µ i are the elements of M and the r ν are rational functions of their arguments as described in the theorem. An analysis of the arguments of Sections 3 and 4 shows that the structure of the functions r ν depends strongly on the relation of the domain with the part of the boundary spectrum in the 'critical strip' {σ ∈ C : −m/2 < ℑσ < m/2}. This includes what elements of the set M actually appear in the r ν , and whether they are truly rational functions and not just polynomials. We will not follow up on this observation in detail, but only single out here the following two cases because of their special role in the existing literature. When D is stationary, the machinery of Sections 3 and 4 is not needed, and we recover the results of [14] : the r ν are just polynomials in log λ, and the numbers ν in (1.7) are all integers. If D is nonstationary, but the elements of spec b (A) in the critical strip are vertically aligned, then again there is no dependence on the elements of M, but the coefficients are generically rational functions of log λ. Note that all second order regular singular operators in the sense of Brüning and Seeley (see [2, 3, 21] ) have this special property.
By standard arguments, Theorem 1.4 implies corresponding results about the expansion of the heat trace Tr ϕe −tAD as t → 0 + if A D is sectorial, and about the structure of the ζ-function if A D is positive. It has been observed by other authors that the resolvent trace, the heat kernel, and the ζ-function for certain model operators may exhibit so called unusual or exotic behavior [6, 7, 8, 19, 20, 21, 25] . This is accounted for in Theorem 1.4 by the fact that the components may have non-integer orders ν j belonging to the set E, and that the r j may be genuine rational functions and not mere polynomials. For example, the former implies that the ζ-function of a positive operator might have poles at unusual locations, and the latter that it might not extend meromorphically to C at all. Both phenomena have been observed for ζ-functions of model operators.
Earlier investigations on this subject typically relied on separation of variables and special function techniques to carry out the analysis near the boundary. This is one major reason why all previously known results are limited to narrow classes of operators. Here and in [14] we develop a new approach which leads to the completely general result Theorem 1.4. This result is new even for Laplacians with respect to warped cone metrics, or, more generally, for c-Laplacians (see [14] ).
Throughout this paper we assume that the ray conditions (1.3) hold. We will rely heavily on [14] , where we analyzed (A D − λ) −ℓ using the representation
obtained in [12] with the aid of the formula
In [14] we described in full generality the asymptotic behavior of the operator families B(λ), [1 − B(λ)(A − λ)], and T (λ), and gave an asymptotic expansion of
Therefore, to complete the picture we only need to show that F D (λ) −1 has a full asymptotic expansion and describe its qualitative features for a general domain D.
We end this introduction with an overview of the paper. There is a formula similar to (1.8) concerning the extension of (1.2) with domain D ∧ . The analysis of F D (λ) −1 in [14] was facilitated by the fact that the corresponding operator F ∧,D∧ (λ) −1 for A ∧,D∧ has a simple homogeneity property when D is stationary. In Section 2 we will establish an explicit connection between the operator F ∧,D∧ (λ) −1 and a family of projections for a general domain D ∧ . This family of projections, previously studied in the context of rays of minimal growth in [11, 13] , is analyzed further in Sections 3 and 4, and is shown to fully determine the asymptotic structure of F ∧,D∧ (λ) −1 , summarized in Proposition 2.17. As a consequence, we obtain in Proposition 2.20 a description of the asymptotic structure of (A ∧,D∧ − λ) −1 . The family of projections is closely related to the curve through D ∧ /D ∧,min determined by the flow defined by κ κ κ on Gr d ′′ (D ∧,max /D ∧,min ). The behavior of an abstract version of κ κ κ
is analyzed in extenso in Section 3. Let E denote a finite dimensional complex vector space and a : E → E an arbitrary linear map. The main technical result of Section 3 is an algorithm (Lemmas 3.5 and 3.11) which is used to obtain a section of the variety of frames of elements of Gr d ′′ (E) along e ta D for all sufficiently large t (really, all complex t with |ℑt| ≤ θ and ℜt large). The dependence of the section on t is explicit enough to allow the determination of the nature of the Ω-limit sets of the flow t → e ta on Gr d ′′ (E) (Proposition 3.3).
The results of Section 3 are used in Section 4 to obtain the asymptotic behavior of the aforementioned family of projections, and consequently of F ∧,D∧ (λ) −1 when λ ∈ Λ as |λ| → ∞, assuming only the ray condition (1.3) for A ∧ on D ∧ (in the equivalent form given by (iii) of Theorem 2.15). The work comes together in Section 5. There we obtain first the full asymptotics of F D (λ) −1 using results from [12, 14] and the asymptotics of F ∧,D∧ (λ) −1 obtained earlier. This is then combined with work done in [14] on the asymptotics of the rest of the operators in (1.8), giving Theorem 5.6 on the asymptotics of the trace Tr ϕ(A D − λ) −ℓ . The manipulation of symbols and their asymptotics is carried out within the framework of refined classes of symbols discussed in the appendix.
Resolvent of the model operator
In [11, 12, 13] we studied the existence of sectors of minimal growth and the structure of resolvents for the closed extensions of an elliptic cone operator A and its wedge symbol A ∧ . In particular, in [12] we determined that Λ is a sector of minimal growth for A D if c σ σ(A) − λ is invertible for λ in Λ, and if Λ is also a sector of minimal growth for A ∧ with the associated domain D ∧ . In this section we will briefly review and refine some of the results concerning the resolvent of A ∧,D∧ in the closed sector Λ.
The set bg-res(A ∧ ) = {λ ∈ C : A ∧ − λ is injective on D ∧,min and surjective on D ∧,max } , introduced in [11] , is of interest for a number of reasons, including the property that if λ ∈ bg-res(A ∧ ) then every closed extension of A ∧ − λ is Fredholm. Using the property
From now on we assume that Λ = C is a fixed closed sector such that Λ\0 ⊂ bg-res(A ∧ ) and res A ∧,D∧ ∩ Λ = ∅. Without loss of generality we also assume that Λ has nonempty interior. The set res A ∧,D∧ ∩ Λ is discrete, in particular connected.
Corresponding to (1.8) there is a representation
for λ ∈ Λ ∩ res(A ∧,D∧ ). As we shall see in Section 5, if Λ is a sector of minimal growth for A ∧,D∧ , then the asymptotic structure of F ∧,D∧ (λ) −1 determines much of the asymptotic structure of the operator
−1 has the homogeneity property
and is, in that sense, the principal homogeneous component of F D (λ) −1 . This facilitates the expansion of F D (λ) −1 as shown in [14, Proposition 5.17] . However, if D ∧ is not κ-invariant, F ∧,D∧ (λ) −1 fails to be homogeneous and its asymptotic behavior is more intricate.
The identity (2.2) obtained in [12] begins with a choice of a family of operators
which is κ-homogeneous of degree m and such
is invertible for all λ ∈ Λ\0. The homogeneity condition on K ∧ means that
Defining the action of R + on C d ′′ to be the trivial action, this condition on the family K ∧ (λ) becomes the same homogeneity property that the family A ∧ − λ has because of (2.1). Other than this the choice of K ∧ is largely at our disposal. That such a family K ∧ (λ) exists is guaranteed by the condition that Λ\0 ⊂ bg-res(A ∧ ). Let λ 0 ∈
• Λ be such that A ∧,D∧ − λ is invertible for every λ = e iϑ λ 0 ∈ Λ. We fix λ 0 (for convenience on the central axis of the sector) and a cut-off function ω ∈ C ∞ c ([0, 1)), and define
is to be understood as the composition
in which the last operator is multiplication by the function ω(x|λ| 1/m ) and we use the canonical identification of D ∧,max /D ∧,min with the orthogonal complement E ∧,max of D ∧,min in D ∧,max using the graph inner product,
By definition, K ∧ (λ) satisfies (2.4) and the family
is invertible for every λ on the arc {λ ∈ Λ : |λ| = |λ 0 |} through λ 0 . Therefore, using κ-homogeneity, it is invertible for every λ ∈ Λ\0. If
whose restriction F ∧,D∧ (λ) = F ∧ (λ)| D∧/D∧,min is invertible for λ ∈ res(A ∧,D∧ )∩Λ\0 and leads to (2.2). Moreover, since T ∧ (λ)K ∧ (λ) = 1, we have 
and therefore,
Again by Lemma 5.7 of [11] , either of the conditions in (2.6) is equivalent to
since multiplication by (1 − ω(x|λ| 1/m )) maps D ∧,max into D ∧,min for every λ. We will now express F ∧,D∧ (λ) −1 in terms of projections with K ∧,λ0 in place of K ∧,λ . This will of course require replacing D by a family depending on λ.
Fix λ ∈
• Λ, let S λ,m be the connected component of {ζ : ζ m λ ∈
• Λ} containing R + . Since Λ = C, S λ,m omits a ray, and so the map R + ∋ ̺ → κ κ κ ̺ ∈ Aut(D ∧,max /D ∧,min ) extends holomorphically to a map
It is an elementary fact that
A simple consequence of (2.1) is that κ
if ζ ∈ R + . This formula holds also for arbitrary ζ ∈ S λ,m . To see this we make use of the family of isomorphisms P(λ ′ ) : K ∧,λ0 → K ∧,λ ′ (defined for λ ′ in the connected component of bg-res(A ∧ ) containing λ 0 ) constructed in Section 7 of [11] . Its two basic properties are that λ ′ → P(λ ′ )φ is holomorphic for each φ ∈ K ∧,λ0 and that κ ̺ P(λ ′ ) = P(̺ m λ ′ ) if ̺ ∈ R + . These statements are, respectively, Proposition 7.9 and Lemma 7.11 of [11] . Let f : D ∧,max → C be an arbitrary continuous linear map that vanishes on K ∧,λ . For any φ ∈ K ∧,λ0 the function
is holomorphic and vanishes on R + , the latter because κ ζ P(λ/ζ m ) = P(λ) for such ζ. Therefore f, κ ζ P(λ/ζ m )φ = 0 for all ζ ∈ S λ,m . Since f is arbitrary, we must have
ζ K ∧,λ and hence that (2.10) holds for ζ ∈ S λ,m .
The principal branch of the m-th root gives a bijection
The reader may now verify that with this root, and with the notationζ = ζ/|ζ| whenever ζ ∈ C\0, one has
The arguments leading to this formula remain valid if Λ is replaced by a slightly bigger closed sector, so the formula just proved holds in (Λ\0) ∩ res(A ∧,D∧ ).
The projection π κ κ κ
is thus a key component of the resolvent of A ∧,D∧ whose behavior for large |λ| will be analyzed in Section 4 under a certain fundamental condition which happens to be equivalent to the condition that Λ is a sector of minimal growth for A ∧,D∧ . We now proceed to discuss this condition.
The condition that the sector Λ with Λ\0 ⊂ bg-res(A ∧ ) is a sector of minimal growth for A ∧,D∧ was shown in [11, Theorem 8.3 ] to be equivalent to the invertibility of A ∧,D∧ − λ for λ in Λ R = {λ ∈ Λ : |λ| ≥ R} together with the uniform boundedness of π κ
Further, it was shown in [13] that along a ray containing λ 0 , this condition is in turn equivalent to requiring that the curve
as ̺ → ∞, a condition conveniently phrased in terms of the limiting set
A ray {rλ 0 ∈ C : r > 0} contained in bg-res(A ∧ ) is a ray of minimal growth for A ∧,D∧ if and only if
in which we are using the holomorphic extension of ̺ → κ κ κ ̺ to S λ0,m and the m-th root is the principal branch, as specified in (2.11). We can now consolidate all these conditions as follows. 
Proof. By means of (2.10) we get the identity
which is valid for large λ ∈ Λ, ζ = λ/λ 0 , andζ = ζ/|ζ|. Since κ κ κζ 1/m and κ κ κ −1 ζ 1/m are uniformly bounded, [11, Theorem 8.3] gives that (i) and (ii) are equivalent.
We now prove that (ii) and (iii) are equivalent. Let
But this contradicts (ii). Hence Ω
If D ∧ is not κ-invariant, the asymptotic analysis of F ∧,D∧ (λ) −1 (through the analysis of the projection π D,K ∧,λ ) leads to rational functions of the form
with µ ℓ ∈ R for ℓ = 1, . . . , N , where q(z 1 , . . . , z N +1 ) is a polynomial over C such that |q(λ iµ1 , . . . , λ iµN , log λ)| > δ for some δ > 0 and every sufficiently large λ ∈ Λ, and
has the following properties:
, and for every α, β ∈ N 0 we have
with ν = 0; (ii) for all j ∈ N 0 there exist rational functions r j of the form (2.16) and a decreasing sequence of real numbers 0 = ν 0 > ν 1 > · · · → −∞ such that for every J ∈ N, the difference
satisfies (2.18) with ν = ν J + ε for any ε > 0.
The phases µ 1 , . . . , µ N , and the exponents ν j in (2.19) depend on the boundary spectrum of A. In fact, µ 1 , . . . , µ N ∈ M and ν j ∈ E for all j, see (1.5) and (1.6).
This suggests the introduction of operator valued symbols with a notion of asymptotic expansion in components that take into account the above rational structure and the κ-homogeneity of their numerators. The idea of course is to have a class of symbols whose structure is preserved under composition, differentiation, and asymptotic summation. In the appendix we propose such a class, S ν + R (Λ; E,Ẽ), a subclass of the operator-valued symbols S ∞ (Λ; E,Ẽ) introduced by Schulze, where E andẼ are Hilbert spaces equipped with suitable group actions. The space S ν + R (Λ; E,Ẽ) is contained in S ν+ε (Λ; E,Ẽ) for any ε > 0. As reviewed at the beginning of the appendix, the notion of anisotropic homogeneity in S (ν) (Λ; E,Ẽ) depends on the group actions in E andẼ. Thus homogeneity is always to be understood with respect to these actions.
In the symbol terminology, we have
where D ∧ /D ∧,min carries the trivial action and D ∧,max /D ∧,min is equipped with κ κ κ ̺ .
Proof of Proposition 2.17. Since Λ is a sector of minimal growth for A ∧,D∧ , there exists R > 0 such that (A ∧,D∧ − λ) is invertible for λ ∈ Λ R , which by definition is equivalent to the invertibility of F ∧,D∧ (λ). Since the map ζ → κ κ κζ 1/m is uniformly bounded (recall thatζ = ζ/|ζ|), the relation (2.12) together with Theorem 2.15
give the estimate (2.18) for α = β = 0. If we differentiate with respect to λ (orλ), then
Now, if we equip D ∧ /D ∧,min with the trivial group action and
and the first and last factors are uniformly bounded by our previous argument. The corresponding estimates for arbitrary derivatives follow by induction. Next, observe that by (2.12),
, where the first copy of the quotient is equipped with the trivial action and the target space
) with respect to the trivial action on both spaces.
Finally, the asymptotic expansion claimed in (ii) follows from Theorem 4.13 together with the homogeneity properties of k(λ) andk(λ). 
, where the spaces are equipped with the standard action κ ̺ . The components have orders ν + with ν ∈ E and their phases belong to M, see (1.5) and (1.6).
Limiting Orbits
We will write E instead of D ∧,max /D ∧,min and denote by a : E → E the infinitesimal generator of the R + action (̺, v) → κ κ κ
In what follows we allow t to be complex. The spectrum of a is related to the boundary spectrum of A by
For each λ ∈ spec a let E λ be the generalized eigenspace of a associated with λ, let π λ : E → E be the projection on E λ according to the decomposition
respectively, and let
letπ µ : E → E be the projection onẼ µ according to the decomposition
and letÑ
Fix an auxiliary Hermitian inner product on E so that E λ is an orthogonal decomposition of E. Then a ′ is skew-adjoint and e ta ′ is unitary if t is real.
for any θ > 0. The set
We are using Ω + for the limit set for consistency with common usage: we are letting ℜt tend to infinity.
If F is a vector space, we will write F [t, t −1 ] for the space of polynomials in t and t −1 with coefficients in F (i.e., the F -valued rational functions on C with pole only at 0).
The proof of the proposition hinges on the following lemma. 
The proof will be given later.
Proof of Proposition 3.3. Suppose D ⊂ E is a subspace. With the notation of Lemma 3.5 let
) for large ℜt (t ∈ S θ ), the vectorsp ℓ k (t) form a basis ofπ µ ℓ D µ ℓ for all sufficiently large t. Using (3.6) we get unique elements
give a basis of D µ ℓ if t is large enough, and therefore also the
This completes the proof of the first assertion of Proposition 3.3. 
Because of (3.1), this set is equal to
If all elements of {σ ∈ spec b (A) : −m/2 < ℑσ < m/2} have the same real part, then all elements of (3.8) have the same imaginary part ν, the operator a ′ is multiplication by iν, and we can divide each of the v ℓ k (t) by e itν to obtain a basis of e ta D in which the coefficients of the exponents are all real.
To prove the second assertion of the proposition, we note first that (3.4) implies that Ω further reduces the problem to the case θ = 0 (that is, t real). While proving (3.10) we will also show that the closure X of {e ta ′ D ∞ : t ∈ R} is an embedded torus,
be an enumeration of the elements of spec a. Define f :
This is a smooth map. Since the π λ k commute with each other, f defines a left action of
and for each D ∈ Gr d ′′ (E) let
The maps f τ are diffeomorphisms.
We claim that f D∞ factors as the composition of a smooth group homomorphism φ : R K → T K ′ onto a torus and an embedding h : 
=
Both φ and h depend on D ∞ . To prove the claim we begin by observing that {u ∈ T R K : df
Since f τ0 is a diffeomorphism,
Thus the kernel of df D∞ is translation-invariant as asserted. Identify the kernel of df 
K , we see that F D∞ is an additive subgroup of R and that f D∞ is constant on the lateral classes of F D∞ . Therefore f D∞ | R factors through a (smooth) homomorphism φ : R → R/F D∞ and a continuous map
Since φ is a local diffeomorphism and f D∞ is smooth, h is smooth.
With this, the proof of the second assertion of the proposition goes as follows. Let L ⊂ R K be the subspace generated by (ℑλ 1 , . . . , ℑλ K ). This is a line or the origin. Its image by φ is a subgroup H of T K ′ , so the closure of φ(L) is a torus is monotonic, so it diverges to +∞ or to −∞. In the latter case we replace g ν by its group inverse, so we may assume that lim ρ→∞ t ν,ρ = ∞ for all ν. Thus if g ∈ H is arbitrary, then h(gg ν ) ∈ Ω 
The proof of Lemma 3.5 will be based on the following lemma. The properties of the elementsp ℓ k ∈π µ ℓ D µ ℓ [t, 1/t] whose existence is asserted in Lemma 3.5 pertain onlyẼ µ ℓ ,Ñ µ ℓ , and the subspaceπ µ ℓ D µ ℓ ofẼ µ ℓ . For the sake of notational simplicity we let W =π µ ℓ D µ ℓ and drop the µ ℓ from the notation. The spaceẼ comes equipped with some Hermitian inner product, andÑ is nilpotent. 
where
satisfying the following properties.
(
Then the sequence n m j
Mj m=0
is strictly decreasing and consists of nonnegative numbers.
(3.14)
holds on W j,m+1 , and
The lemma is a definition by induction if we adopt the convention that spaces with negative indices and summations where the upper index is less than the lower index are the zero space. In the inductive process that will constitute the proof of the lemma we will first define W j,m+1 ⊂ W j,m using (3.14) starting with suitably defined spaces W j,0 and then define W We will illustrate the lemma and its proof with an example and then give a proof.
Example 3.17. SupposeẼ is spanned by elements e j,k (j = 0, 1 and k = 1, . . . , K j ) and that the Hermitian inner product is defined so that these vectors are orthonormal. Define the linear operatorÑ :Ẽ →Ẽ so thatÑ e j,1 = 0 andÑe j,k = e j,k−1 for 1 < k ≤ K j . ThusÑ k e j,k = 0 andÑ k e j,k+1 = e j,1 = 0. Pick integers 0 ≤ s 0 < s 1 < min {K 0 , K 1 }, and let W = span {e 0,s0+1 , e 1,s1+1 , e 0,s1+1 + e 1,s1 } .
If w ∈ W and w = 0, then e tÑ w is a polynomial of degree exactly s 0 or s 1 . Let W 0,0 = W ∩ kerÑ s0+1 , i.e., in this instance, and
In the first sum the highest order term is t s1 /s 1 ! e 0,1 , while in the second it is t s0 /s 0 ! e 0,1 . Taking into account the coefficient of the second sum we see that e tÑ P 1 1 (t)w has order < s 1 . A more detailed calculation gives that the order is s 1 − 1, and that the leading coefficient is given by the map
its image spans V Note that e tÑ w is a nonzero polynomial whenever w ∈ W\0 and let We continue the proof using induction on J. Suppose that J ≥ 1 and that the lemma has been proved for W ′ = J−1 j=0 W j,0 , so we have all objects described in the statement of the lemma, for W ′ . The corresponding objects for W J,0 are then defined by induction in the second index, as follows.
First, let P 
are the ones Lemma 3.5 claims exist. Indeed, since Q 
Asymptotics of the projection
With the setup and (slightly changed) notation leading to and in the proof of Proposition 3.3, given a subspace D ⊂ E and the linear map a : E → E we have, for fixed θ ≥ 0 and t ∈ S θ = {t ∈ C : |ℑt| ≤ θ}, that
The g k (t) are polynomials in 1/t with values inẼ µ k , the collection of vectors
is a basis of D ∞ , the µ k form a finite sequence, possibly with repetitions, of elements in the set {ℜλ : λ ∈ spec a}, and
where the p(t) are polynomials in t and 1/t with values in E. The additive semigroup S a ⊂ C (possibly without identity) generated by the set (3.8) is a subset of {λ ∈ C : ℜλ ≤ 0} and has the property that {ϑ ∈ S a : ℜϑ > µ} is finite for every µ ∈ R.
Then there are polynomials p ϑ (z 1 , . . . , z N , t) with values in End(E) and C-valued polynomials q ϑ (z 1 , . . . , z N , t) such that 
The entries of the matrices α k,λ (t) and β k,λ (t) are both polynomials in t and 1/t, but only in 1/t if ℜλ = µ k . Define
likewise β (0) (t) andβ(t). Note thatα(t) andβ(t) decrease exponentially as ℜt → ∞ with |ℑt| bounded.
The hypothesis (4.3) gives that
is invertible for every sufficiently large ℜt, so α(t) is invertible for such t. In fact,
For suppose this is not the case. Then there is a sequence {t ν } in S θ with ℜt ν → ∞ as ν → ∞ such that det α(t ν ) → 0. Since both α(t ν ) and β(t ν ) are bounded, we may assume, passing to a subsequence, that they converge. It follows that e tν a D converges, by definition, to an element
. Also the matrix in (4.5) converges. The vanishing of the determinant of the limiting matrix implies that
where the ϕ i are columns of scalars. Substituting
This is the decomposition of φ according to E = e ta D ⊕ K, therefore
Replacing v(t) = g · α(t) + u · β(t) we obtain
The matrix α (0) (t) is invertible because of (4.8) and the decomposition α(t) = α (0) (t) +α(t), so
The series converges absolutely and uniformly in {t ∈ S θ : ℜt > R 0 } for some real R 0 ∈ R. The entries of α (0) (t) are expressions
for some polynomial q(z 1 , . . . , z N , 1/t). Note that because of (4.8),
† is the matrix of cofactors of α (0) (t), (4.10) and (4.6) give
where S a was defined before the statement of Proposition 4.2 as the additive semigroup generated by {λ − ℜλ ′ : λ, λ ′ ∈ spec a, ℜλ ≤ ℜλ ′ } and r ϑ (t) is a matrix whose entries are of the form p ϑ (e itℑλ1 , . . . , e itℑλN , t, 1/t)
q(e itℑλ1 , . . . , e itℑλN , 1/t) n ϑ for some polynomial p ϑ (z 1 , . . . , z N , t, 1/t) and nonnegative integers n ϑ . Multiplying the numerator and denominator by the same nonnegative (integral) power of t we replace the dependence on 1/t by polynomial dependence in e itℑλ1 , . . . , e itℑλN , t only. This gives the structure of the "coefficients" of the e tϑ stated in the proposition for the expansion of π e ta D,K .
The terms in (4.12) with ℜϑ = 0 come from
This principal part is not itself a projection, but
We now restate Proposition 4.2 as an asymptotics for the family (2.10) using the notation κ κ κ for the action on E and express the asymptotics of π κ κ κ −1 ζ 1/m D,K in terms of the boundary spectrum of A exploiting (3.1). Condition (4.14) below corresponds to our geometric condition in part (iii) of Theorem 2.15 expressing the fact that Λ is a sector of minimal growth for A ∧,D∧ . The Ω-limit set is the one defined in (2.14). Recall that by ζ 1/m we mean the root defined by the principal branch of the logarithm on C\R − . We let λ 0 = 0 be an element in the central axis of Λ and defineΛ = {ζ : ζλ 0 ∈ Λ}; this is a closed sector not containing the negative real axis.
Let S ⊂ C be the additive semigroup generated by
Then there are polynomials p ϑ (z 1 , . . . , z N , t) with values in End(E) and C-valued
with uniform convergence in norm in the indicated subset ofΛ.
The elements ϑ ∈ S are of course finite sums ϑ = n jk (σ j − iℑσ k ) for some nonnegative integers n jk , with σ j , σ k ∈ Σ and ℑσ j ≤ ℑσ k . Separating real and imaginary parts we may write ζ −iϑ/m as a product of factors
We thus see that we may also organize the series expansion of π κ κ κ
where S R ⊂ R is the additive semigroup generated by
andp ϑ ,q ϑ are still polynomials.
Remark 4.16. If Σ lies on a line ℜσ = c 0 , then −iS ⊂ R − − ic 0 . Also in this case, the coefficients of the exponents in (4.1) can be assumed to have vanishing imaginary part (see Remark 3.7). Assuming this, the coefficients of the exponents in (4.7) are real, in particular det α (0) (t) is just a polynomial in 1/t, the coefficients r ϑ in the expansion (4.12) can be written as rational functions of t only. Consequently, in the expansion of the projection in Theorem 4.13, the powers −iϑ are real ≤ 0 and the coefficients can be written as rational functions of log ζ.
Asymptotic structure of the resolvent
For the analysis of (A D − λ) −ℓ for ℓ ∈ N sufficiently large we make use of the representation (1.8) of the resolvent as
where B(λ) is a parametrix of (A min − λ) and
The starting point of our analysis is
We are thus led to further analyze the asymptotic structure of the pieces involved in the representation of the resolvent. In [14] we described in full generality the behavior of B(λ), [1 − B(λ)(A − λ)], and T (λ), and we analyzed F D (λ) −1 in the special case that D is stationary. In the case of a general domain D, we now obtain as a consequence of Theorem 4.13 the following result. 
The components of F D (λ) −1 have orders ν + with ν ∈ E, the semigroup defined in (1.6), and their phases belong to the set M defined in (1.5). 
where the actions on D ∧ /D ∧,min and D ∧,max /D ∧,min are, respectively, the trivial action as above and κ κ κ ̺ . The components of F ∧,D∧ (λ) −1 have orders ν + with ν ∈ E, and their phases belong to the set M.
and we have the same statement about the orders and phases of its components. Phrased in the terminology of the present paper, we proved (see [14, Proposition 5.10] ) that the operator family
belongs to the symbol class
and that
for any ε > 0. More precisely, F (λ) is an anisotropic log-polyhomogeneous operator valued symbol. We thus can infer further that in fact
and that the components of R(λ) have orders ν + with ν ∈ E, ν ≤ −1, and phases belonging to the set M. The usual Neumann series argument then yields the existence of a symbol R 1 (λ) ∈ S (−1)
and its components have the structure that was claimed.
With Proposition 5.3 and our results in [14, Section 5] at our disposal, we now obtain a general theorem about the asymptotics of the finite rank contribution G D (λ) in the representation (5.1) of the resolvent. Before stating it we recall and rephrase the relevant results from [14] about the other pieces involved in (5.2) using the terminology of the present paper.
Concerning T (λ) we have ([14, Proposition 5.5]):
Here K s,−m/2 is equipped with the (normalized) dilation group action κ ̺ , and we give D ∧ /D ∧,min again the trivial action.
ii) The family t(λ) admits a full asymptotic expansion into anisotropic homogeneous components. In particular, we have
The spaces K s,−m/2 are weighted cone Sobolev spaces on Y ∧ . We discussed them in [12, Section 2] and reviewed the definition in [14, Section 4 ] (see also [28] , where different weight functions as x → ∞ are considered). Note that
iii) The operator function 1) ) be an arbitrary cut-off function. Then (1 − ω)P (λ) is rapidly decreasing on Λ R , and
where K s,−m/2 is equipped with the (normalized) dilation group action κ ̺ , and the quotient D max /D min is equipped with the group actionκ ̺ . iv) p(λ) is an anisotropic log-polyhomogeneous operator valued symbol on Λ R .
In particular,
With M as in (1.5) and E as in (1.6) we have: −ℓ is an analytic family of trace class operators on Λ R for some R > 0. Moreover, for ϕ ∈ C ∞ (M ; End(E)),
The components have orders ν + with ν ∈ E, ν ≤ n − ℓm, where E is the semigroup defined in (1.6), and their phases belong to the set M defined in (1.5). 
Consequently, by the proof of Proposition 5.3, F D (λ) −1 is log-polyhomogeneous. This property propagates throughout the rest of the results in this section and gives the structure of s D (λ) just asserted.
Appendix A. A class of symbols Let Λ ⊂ C be a closed sector. Let E andẼ be Hilbert spaces equipped with strongly continuous group actions κ ̺ andκ ̺ , ̺ > 0, respectively. Recall that the space S ν (Λ; E,Ẽ) of anisotropic operator valued symbols on the sector Λ of order ν ∈ R is defined as the space of all a ∈ C ∞ (Λ, L (E,Ẽ)) such that for all α, β ∈ N 0
By S (ν) (Λ; E,Ẽ) we denote the space of anisotropic homogeneous functions of de-
Clearly χ(λ)S (ν) (Λ; E,Ẽ) ⊂ S ν (Λ; E,Ẽ) with the obvious meaning of notation, where χ ∈ C ∞ (R 2 ) is any excision function of the origin. When E =Ẽ = C equipped with the trivial group action the spaces are dropped from the notation.
Such symbol classes were introduced by Schulze in his theory of pseudodifferential operators on manifolds with singularities, see [28] . In particular, classical symbols, i.e. symbols that admit asymptotic expansions into homogeneous components, play a prominent role, and we have used such symbols in [12] for the construction of a parameter-dependent parametrix B(λ) to A min − λ. As we see in the present paper, the structure of resolvents (A D − λ) −1 for general domains D is rather involved, and classical symbols do not suffice to describe that structure. We are therefore led to introduce a new class of (anisotropic) operator valued symbols that admit certain expansions of more general kind. As turns out, this class occurs naturally and is well adapted to describe the structure of resolvents in the general case.
Recall that V [z 1 , . . . , z M ] denotes the space of polynomials in the variables z j , j = 1 . . . , M , with coefficients in V for any vector space V . We shall make use of this in particular for V = C and V = S (0) (Λ; E,Ẽ). In what follows, all holomorphic powers and logarithms on • Λ are defined using a holomorphic branch of the logarithm with cut Γ ⊂ Λ.
Definition A.1. Let ν ∈ R. We define S 
To clarify the notation, we note that
We call the µ k the phases and ν + the order of s(λ).
Every s(λ) ∈ S (ν + ) R (Λ; E,Ẽ) is an operator function defined everywhere on Λ except at λ = 0 and the zero set of q(λ iµ1 , . . . , λ iµN , log λ). The latter is a discrete subset of Λ\{0}, and it is finite outside any neighborhood of zero in view of property (a). 
for any ε > 0 and any excision function χ ∈ C ∞ (R 2 ) of the set where s(λ) is undefined. (5) Let s(λ) ∈ S (ν + ) R (Λ; E,Ẽ) and assume that
as |λ| → ∞ for some ε > 0. Then s(λ) ≡ 0 on Λ.
In particular, S (ν
Proof. (1) and (2) 
with the obvious meaning of notation (the latter is a special case of the former in view of C ⊂ S (0) (Λ)). (3) is an immediate consequence of these observations. (4) follows at once in view of property (a) in Definition A.1 (and using (3) to estimate higher derivatives). Note also that, for large λ, the numerator in (A.2) can be regarded as a polynomial in log λ of operator valued symbols of order zero.
In the proof of (5) we may without loss of generality assume that ν = 0, so s(λ) is of the form (A.2). Since |q(λ iµ1 , . . . , λ iµN , log λ)| = O(log M |λ|) as |λ| → ∞ we see that it is sufficient to consider the case q ≡ 1, so s(λ) = p(λ iµ1 , . . . , λ iµN , log λ). For this case we will prove that if
For this proof we can without loss of generality further assume that s(λ) contains no logarithmic terms, so we have s(λ) = p(λ iµ1 , . . . , λ iµN ). Moreover, we can assume that the numbers µ 1 , . . . , µ N ∈ R are independent over the rationals, for if this is not the case we can choose rationally independent numbersμ 1 , . . . ,μ K ∈ R such that µ j = K k=1 z jkμk with coefficients z jk ∈ Z, and so
for every j = 1, . . . , N . Consequently, there are numbers N j ∈ N, j = 1, . . . , K, and a polynomialp ∈ S (0) (Λ; E,Ẽ)[z 1 , . . . , z K ] such that
and both assertion and assumption are valid for p if and only if they hold forp. So we can indeed assume that the numbers µ j , j = 1, . . . , N , are independent over the rationals. Now let λ 0 ∈ Λ be arbitrary with |λ 0 | = 1, and consider the function f : (0, ∞) → L (E,Ẽ) defined by
This function is of the form
for certain a α ∈ L (E,Ẽ), and by assumption f (̺) L (E,Ẽ) → 0 as ̺ → ∞. Let p 0 (z) = |α|≤M a α z α , z = (z 1 , . . . , z N ) ∈ C N , and consider the curve ̺ → (̺ iµ1 , . . . , ̺ iµN ) ∈ S 1 × . . . × S 1 on the N -torus. The image of this curve for ̺ > ̺ 0 is a dense subset of the N -torus, where ̺ 0 > 0 can be chosen arbitrarily, because the µ j are independent over the rationals. The function f is merely the operator polynomial p 0 (z) restricted to that curve. Since f (̺) → 0 as ̺ → ∞, this implies that for any ε > 0 we have p 0 (z) < ε for all z in a dense subset of the N -torus. This shows that p 0 (z) is the zero polynomial, and so the function f (̺) = 0 for all ̺ > 0.
Consequently, the function p(λ iµ1 , . . . , λ iµN ) vanishes along the ray through λ 0 , and because λ 0 was arbitrary the proof is complete. We call s j (λ) the component of order ν + j of a(λ). The components are uniquely determined by the symbol a(λ) (see Proposition A.6).
Familiar symbol classes like classical (polyhomogeneous) symbols, symbols that admit asymptotic expansions into homogeneous components of complex degrees, or log-polyhomogeneous symbols are all particular cases of the class defined in Definition A.4. In particular, the denominators q in (A.2) are equal to one in all those cases.
Of particular interest in the context of this paper are symbols a(λ) with the property that all components s j (λ) have orders ν + j with ν j ∈ E, the semigroup defined in (1.6), and phases in the set M defined in (1.5). In the case of holomorphic scalar symbols (or, more generally, holomorphic operator valued symbols with trivial group actions), we can improve the description of the components as follows. Proof. We already know that the components s j (λ) are holomorphic. We just need to show that in this case the numerator polynomials p in Definition A.1 can be chosen to have constant coefficients rather than homogeneous coefficient functions. This, however, follows from Lemma A.8 below. Proof. Since all singularities are removable, we know that p(f 1 (λ), . . . , f M (λ)) is holomorphic everywhere on on the ray through λ 0 . By uniqueness of analytic continuation this equality necessarily holds everywhere on
• Λ, and by continuity then also on Λ \ {0}.
