Abstract
Introduction

Text Mining
Text mining is about looking for regularities, patterns or trends in natural language text, and usually is about analyzing text for particular purposes [1] , [2] .
Inspired by data mining which discovers prominent patterns from highly structured databases, text mining aims to extract useful knowledge from unstructured or semi-structured text [4] [6] [9].
Problem Definition
The aim of this effort is to apply text mining techniques on text only Web pages belonging to Computer Science Departments of various universities, to perform an exploratory and qualitative data analysis.
In particular, we are interested in gauging the truth-value of what the department claims in terms of research going on in the university against the actual ongoing research as communicated by the faculty. The above qualitative question will be answered by means of analyzing the unstructured text consisting of Web pages of CS department and faculty.
Data Selection and Sampling
The Web pages constituting the data sample belong to the following four universities: Washington, Cornell, Texas and Wisconsin. The data set consists of Web pages from the following categories of each of the universities:
CS Department:
 Home page  Research  Awards Faculty:
 Home page  Research  Publications  Awards
The data was manually retrieved from the Web sites of the four universities. Once the data was retrieved, it was found to be completely unstructured or raw. Therefore, a substantial amount of work was done on this data set to render it in a format suitable for performing text analysis techniques.
Data Cleaning and Integration
Cleaning: despite manual, careful extraction of data, pages with little textual content are encountered and these have to be discarded so that the resultant data is clean. Data integration has to be done since sampling has been performed individually. Then the files are organised into a tree structure. The categories are described in Section 3.1. 
Data Transformation
The HTML tags are removed to form text files for each Web page. The software been used is HTMLess (freeware). The resultant text file is a large dimension of tokens for each Web page [5] . This data is not sufficient to proceed with data mining. The data has to be further refined in terms of reduction in dimensions which is discussed later. The resultant data contains only useful words which are necessary for data mining.
Data Reduction
Parsing
Parsing is a technique which retrieves text tokens from the text files as noun phrases. Noun phrases retrieved from resultant text documents are read in to document vectors for further processing. We used NLParser to do parsing.
Data Redundancy and Frequency
The resultant data formed by means of parsing contains many noun phrases which occur several times in each Web page. Due to this, the performance factor is affected to a greater extent. Redundancy is removed by retaining single occurrence and storing the frequency of the occurrence of that noun phrase in that Web page. The result is a collection of all noun phrases in each Web page along with its frequency. 
Data Structure
The collection of Noun Phrases and its frequency are stored in "Document Vectors". For each Web page, a vector (Data Structure) is used to store the Noun Phrases and Frequency. Example: If there are 50 Web pages, there will be 50 document vectors.
Data mining
Ontology
Before proceeding with data mining techniques [5] , we saw the need for customized ontologies [9] for each of the major research areas in CS, along with their hierarchical relationships. Ontology can be defined as Specification of a conceptualization, a collection of words to describe a specific topic. For our specific purposes, it is the hierarchical structuring of knowledge about things by subcategorizing them according to their essential (or at least relevant) qualities, similar to taxonomy. Such ontologies could not be found in any previously done work by other researchers, so we proceeded to do create them manually. The major research areas identified were: -Algorithms and Data Structures -Artificial Intelligence -Databases -Image Processing and Graphics -Software Engineering -Systems (including Operating Systems, Networking)
From there, major sub areas under each broad area were identified and that's how hierarchical relationships were established among the areas, sub areas and so on and so forth. There was no single place with an exhaustive list of all the sub-areas and topics within an area. Online dictionaries, encyclopedia, and other technically rich Web pages had to be targeted for a fairly comprehensive list of words. However, despite that, we were unable to come up with ontologies containing an exhaustive list of words or very recent research areas. Once we have the tables for both department and faculty, we can now compare the frequencies. 
Testing & Performance Evaluation
Issues with regard to clustering
While applying clustering, parameters were changed with respect to the number of clusters [7] [9]. As mentioned before, each Web page was expected to focus on any one of the 6 different areas -AI, Systems (Networks, Distributed, OS, etc.), Graphics & Image Processing, Software Engineering, Algorithms & Theory of computation, Databases.
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For the first set of experiments, we chose 7 clusters, to incorporate 'other' Web pages which do not fall in any specific subcategory.
Finally, in the second set of experiments, in order to observe the effects of the number of clusters, we varied the number of clusters to 9, to accommodate more (other1, other2, other3) general Web pages.
Issues with regard to Frequency Analysis
It is obvious that the department Web pages will have much less frequency of specific subject topics, thus we take the ratio of the frequency of department to the faculty and use the ratio as the comparison value to determine how right the departmental claims are.
Comparing the frequency (say, A) of same-category words between the department and the faculty Web pages gives us an idea of the actual research that is being done by the CS department of a specific university, however, in order to find out whether the CS department is telling truth about its' research or not, we took the ratio of noun phrases of specific categories to the entire set of noun phrases in the department Web pages (say, B). This gives us an idea of the departmental claims. If the individual ratios of B are similar in nature to the ratios obtained from the faculty Web pages (A), then we can certify the truthfulness of the department about its research.
For example, if in the CS department of a university, the number of technical words related to Artificial Intelligence in the departmental Web page is x, the total number of technical words in the departmental Web page, covering all disciplines, is y, and the total number of AI related words in all the faculty Web pages is z, then x : z is the department to faculty ratio (A) and x : y is the ratio within the department (B). The ratio A gives us an idea of the actual research going on, while the ratio B gives us an idea of the departmental claims.
Results
University 1
It contains 145 Web pages including 40 faculty home pages. The university has a strong emphasis on systems programming, but relatively much less emphasis on software engineering. Table 3 .1 shows that in the Systems category, for each occurrence of a noun phrase in the departmental web pages, a very high number (71 times) of noun phrases are present in the faculty web pages. The ratio is much less for Software Engineering, Databases categories. Table 3 .2 demonstrates that noun phrases from Systems category constitute a significant percentage (35%) of the total noun phrases in the departmental web pages, meaning that the Systems category is significant both in departmental and faculty web pages.. The same explanation holds true for the low percentages of Software Engineering and Database categories in table 3.2 with the data from table 3.1. Thus this frequency analysis not only shows the strength of the department but also shows that their claims for the categories are consistent.
University 2
It contains 228 Web pages including 40 faculty home pages. The university has a stronger emphasis on artificial intelligence compared to computer graphics. Table 4 .1 shows that Artificial Intelligence (27) and Computer Graphics (34) have comparable number of web pages. Table 4 .2 shows that even though now Artificial Intelligence (25) has more number of web pages associated with it than Computer Graphics (22), they are still comparable. Thus these clustering results underline that University 2 has comparable focus on these two categories. It is needless to mention that University 2 has strong emphasis in Systems category also. Table 5 .1 shows that the ratio is much higher for Artificial Intelligence (64) when compared to Computer Graphics (36), which means that the faculty web pages have much more noun phrases related to Artificial Intelligence. Table 5 .2 demonstrates that noun phrases from Artificial Intelligence category (21%) constitute a marginal higher percentage of the total noun phrases in the departmental web pages, than Computer Graphics (18%). This implies that even if the departmental web pages do not show a significant difference in focus on these two fields, the faculty web pages, on the other hand, gives us an indication of a much bigger difference.
University 3
It contains 294 Web pages including 64 faculty home pages. The university has emphasis both on artificial intelligence and software engineering. Table 6 . Clustering results of University 3 Table 6 .1 shows that Artificial Intelligence (72) Systems(36), Computer Graphics(49) and Software Engineering (31) have quite a good number of web pages associated with it. Table 6 .2 also determines the same conclusion. The salient point with regard to University 3 is that it has strong emphasis on Software Engineering when compared to the other universities. Needless to mention that University 3 has very strong emphasis on Artificial Intelligence. Table 7 .1 shows that the ratio is significantly higher for Artificial Intelligence (95) with moderately high ratios for Systems (42), Computer Graphics (52) and Software Engineering (40) in the faculty web pages. Table 7 .2 demonstrates that the percentage of noun phrases of these categories from the total noun phrases in the departmental web pages, are pretty consistent. This also underlines the fact that University 3 does have a stronger emphasis on Software Engineering when compared to other universities.
University 4
It contains 241 Web pages including 57 faculty home pages. The university has strong emphasis on bio-computation. Since bio-computation is not one of our specific classifications, it falls within 'Others' category. Table 8 .1 shows that Others category (91) has a significantly higher number of web pages associated with it. Table 8 .2 divides the Others category, but Other3 (48) has significant number of web pages associated with it. This shows that University 4 has strong emphasis on a newer category of Computer Science.
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Summary
We have seen that clustering provides us with an idea of the emphasis of the department based on classifying the web pages by a specific category. Frequency analysis provides a more precise idea because it takes into account the specific noun phrases. Moreover, it gives us a means to determine whether the departmental claims are consistent or not. Table 10 summarizes the results for these four universities. 
Lessons learnt
We have seen that many departmental, as well as faculty web pages have a lot of hyper links to many academic institutions or organizations, which give more insights into the focus of the department but most of the time exact words of the links are an abbreviation rather than a technical noun phrase, hence they couldn't be utilized in this effort. Good amount of Web page contents are lost because of considering text-only contents.
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Calculating the ratio is an effective way to gauge the result because it provides us with relative comparison of strengths and weaknesses of categories within that specific university. However, for, some cases the sheer frequency count, not the ratio, might be an effective way to determine the focus of research of the department. For e.g. , a university (university A) may have a small number of noun phrases of a specific category in the faculty web pages, but the ratio might be high when compared to departmental web pages. This will lead us to believe that the department has strong emphasis on that sub area. On the other hand, another university (say B) may have a large number of noun phrases of the same category in the faculty web pages, but the ratio is not that high when compared to departmental web pages. In this case, even though university B actually has a stronger emphasis on that specific sub area compared to university A, the analysis is going to imply just the opposite. The current method is effective though, when relative focus is compared within the same university.
This method does not employ any means to distinguish the weightage of the technical words. For e.g., a journal publication signifies more intense research work than a conference paper. In the same line of thought, a publication in a peer reviewed journal has more weightage than those which are not. Similarly, being a member of an international scientific society has more weightage than being a member of the current laboratory of the department. As this qualitative difference can have different quantitative values for different persons or from different perspectives, giving specific weightage is tricky. However, this can be explored in the future work.
As newer subject areas are being defined and introduced (for e.g., bio-computation), the ontology can be updated to include those fields instead of just classifying them as "others".
Conclusion
Text mining can be used in every field to deduce useful information from the available raw data. By text mining these Web pages we made an attempt to quantify the qualitative claims of different universities. Although there can be many improvements upon this, this is a simple way to gauge the departmental claims, just by analyzing what is available publicly.
The data was restricted to CS departments of four universities. The entire process was done manually, if any part of this could have been done by Web programming, these restrictions wouldn't be there and it would have an impact from the semantic Web point of view. Secondly, Every time a new area is being explored, the ontology could be updated and accumulated, thus giving more accurate classification for similar exploration later on. Therefore, one can know the answer without doing the entire computation.
The same task could be addressed by looking into the individual publications (i.e., publishing activities) of each member of a department, instead of comparing what a department says with what the individuals within that department say in their web sites. Many a times, individual researchers / faculty members do not update their web sites (and therefore there is no way to make any informed conclusions by looking at their web sites). On the other hand, each individual faculty's publication activity is available usually on the web, or at least most of his/her activity is available. Therefore, comparing that with departmental web sites claims may give a more accurate picture. This approach can be explored as part of future work.
