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Mathematical Programming: Two Group 




The purpose of this study was to compare the 
effectiveness of a linear and a quadratic programming 
model for solving the discriminant problem versus 
traditional statistical discriminant analysis. This use 
of mathematical programming is a recent application 
suggested by Freed and Glover [1977, 1978, 1981a, 
1981b]. Monte Carlo techniques were used to measure the 
effectiveness of the linear and quadratic programming 
models compared to that of the linear and quadratic 
statistical discriminant models for specific values of 
parameters which affect discriminant analysis.
Multivariate discriminant analysis (MDA) is 
frequently used in business research.1 Some recent 
business applications include classifying credit 
applicants [Grablowsky and Talley, 1981], predicting
1 MDA is a statistical technique which explores the 
differences between two or more groups of objects with 
respect to several variables simultaneously. It is used 
to assign an observation of unknown origin to one of 
several distinct groups which the observation most 
closely resembles.
1
dividend changes [Kolb, 1981], predicting corporate 
bankruptcy [Rose and Giroux, 1984], and forecasting
 industrial bond rating changes [Peavy, 1984].2
Linear Programming (LP) has also received much
attention from the business community.3 It is the most 
widely used quantitative technique in business and 
government with the exception of statistical analysis 
[Ledbetter and Cox, 1977; Shannon, Long, and Buckles, 
1980]. Recent business applications include long range 
capacity planning for electric utilities [Ammons and 
McGinnis, 1983], personnel task assignment [Hill, 
Naumann, and Chervany, 1983], access paths for data 
bases [March, 1983], and employee scheduling [Morris and 
Showalter, 1983].
Until recently, only statistical methods have been 
utilized for solving discriminant problems. There are,
2 Klecka [1980] is an excellent introduction to 
discriminant analysis. Other books and articles which 
explain the theory, use, and provide additional 
applications of MDA include Anderson [1958], Goldstein 
and Dillon [1978], Lachenbruch and Goldstein [1979], and 
Hand [1981, 1982].
3
Mathematical programming is a method of 
allocating scarce resources to achieve an objective, 
such as maximizing profit. Linear programming is a 
mathematical model with a linear objective function, a 
set of linear constraints, and nonnegative variables. A 
complete explanation of LP and numerous applications can 
be found in Budnick, Mojena, and Vollman [1977]; Lee, 
Moore, and Taylor [1981]; Anderson, Sweeney, and 
Williams [1982]; and Taha [1982].
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however, many statistical and methodological problems 
associated with the use of these statistical methods 
which limit the validity of their results [Joy and 
Tollefson, 1975; Eisenbeis, 1977; and Pinches, 1978, 
1980]. Joy and Tollefson summarized the situation 
clearly:
In recent years the application of 
discriminant analysis to two-category (dichotomous) 
classification problems in empirical financial 
research has substantially increased. However, 
these studies have given relatively little 
attention to design and interpretation difficulties 
associated with discriminant analysis.
Consequently, the conclusions and generalizations 
that can be drawn from such studies are frequently 
tenuous and questionable [1975, p. 723].
One assumption of MDA is that the data have a 
multivariate normal distribution. This assumption is 
rarely satisfied in business research. Many important 
characteristics of business data are categorical in 
nature, for example, sex, life style, and industry 
classification. The assumption of multivariate 
normality is also violated when continuous variables 
such as age, income, and firm size are grouped into 
categories. Other business variables such as firm size, 
loan size, and population violate the assumption of 
multivariate normality because they are highly skewed 
with a few large values and a number of smaller ones.
Empirical studies of financial data have concluded 
that the data examined were not normally distributed.
3
Fama [1965, 1976] investigated the distribution of stock 
returns. He found that daily stock returns were not 
normally distributed and that monthly stock returns were 
slightly leptokurtic. Deakin [1976] and Frecka and 
Hopwood [1983] declared that only one financial ratio of 
the eleven evaluated met the normality assumption; 
however, the two studies did not find the same ratio to 
be normally distributed.
An additional problem exists with univariate 
investigations of normality. Even if each variable is 
normally distributed, it does not insure that the 
variables, taken together, are multivariate normal. 
While several tests for multivariate normality appear in 
the literature [Andrews, Gnanadesikan, and Warner, 1973; 
Malkovich and Afifi, 1973], unfortunately, none are 
readily available. Business researchers often 
circumvent this problem by assuming that the 
classification procedures are robust; i.e., the 
requisite assumption is ignored [Pinches, 1978, 1980]. 
Pinches presented the problem as follows:
The strategy applied most frequently in business 
research has been to assume (with or without 
univariate testing) that multivariate normality 
holds, or lacking that, to assume that the 
discriminant analysis and classification procedures 
employed are robust to non-multivariate normality 
[1978, p. 13].
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A wide range of published research has dealt with 
the robustness of MDA to various degrees of violation of 
this assumption. Lachenbruch, Sneeringer, and Revo 
[1973] investigated the effect of three multivariate 
nonnormal distributions. They concluded that the linear 
discriminant function (LDF) was not robust to certain 
kinds of nonnormality.
Moore [1973] evaluated five discrimination 
procedures for binary variables. He found that the LDF 
performed quite well except when the log likelihood 
ratios underwent a reversal, which occurred when one or 
more of the variables in one population took on opposite 
values in the other population. That is, (0,1) in one 
population and (1,0) in the other population.
Marks and Dunn [1974] concluded that for large 
sample sizes and unequal covariances, the quadratic 
discriminant model is preferred to the linear 
discriminant model. Clarke, Lachenbruch, and Broffitt 
[1979] studied the effects of nonmultivariate normality 
on the quadratic discriminant function (QDF). They 
found that the actual error rates were considerably 
larger than the optimal error rates, and that the 
between-sample variability of the individual error rates 
was quite large.
5
Ashikaga and Chang [1981] studied the case where 
both populations were composed of two-component mixed 
normal distributions with known parameters. They found 
that Fisher’s LDF was robust as long as the two 
populations were similar in shape, their means were not 
too close, and the distributions did not markedly 
deviate from normality. However, when the two 
distributions differed in shape, Fisher’s LDF was not as 
robust. Also, Fisher's LDF became less robust as the 
number of variables increased.
Thus, the empirical evidence suggests that the 
normality assumption is closely related to the 
classification accuracy of statistical discriminant 
analysis. A number of related studies are cited in 
Chapter 2.
To compensate for this potential inadequacy of MDA, 
Freed and Glover [1977, 1978, 1981a, 1981b] recently 
developed a new approach to discriminant analysis 
utilizing mathematical programming (MP). Their goal was 
to provide an alternative to conventional discriminant 
analysis that is easier to understand and use. Their 
hope was that MP formulations could be developed which 
would "reduce the complexities of current [statistical] 
approaches without sacrificing the essential power of 
existing methods" [1981a, p. 68].
6
Since the MP models are distribution free, this 
approach may have a higher classification accuracy than 
classical discriminant analysis when the data deviate 
from normality. The LP models (as opposed to nonlinear 
models) have a distinct advantage over many 
nonparametric models in that LP computer programs are 
readily available to most researchers.
Glorfeld and Gaither [1982] and Freed and Glover
[1982] debated the relative merits of Fisher’s procedure 
and the MP approach to discriminant analysis. These 
researchers agreed that the MP approach should be 
compared to alternative methods before any decision on 
its merits and usefulness could be made.
Bajgier and Hill [1982] experimentally compared 
three linear programming approaches and Fisher's linear 
discriminant function (FLDF). They found that each of 
the models was statistically preferable for certain 
problems. They suggested the following extension of 
their work:
Future research is needed to compare the 
effectiveness of FLDF and the linear programming 
approaches under conditions that more closely 
mirror real world problems. We have no a priori 
reason to believe that the linear programming 
approaches (which are nonparametric) will be any 
less effective on more realistic classes of 
problems. The Fisher procedure is parametric and 
relies on assumptions such as multivariate 
normality for optimality and, therefore, may be 
less effective on more realistic classes of 
problems [1982, p. 616].
7
The investigation reported herein is an empirical 
contribution to the growing body of knowledge about the 
MP approach to discriminant analysis.
Justification of the Study
Mathematical programming (MP) techniques provide an 
alternative methodology to traditional statistical 
discriminant analysis. Because they are distribution 
free they may have a better classification accuracy than 
multivariate discriminant analysis when the data do not 
have a multivariate normal distribution. This study 
extended the empirical testing of mathematical 
programming to cover three new areas.
First, a quadratic programming discriminant model 
(QPDM) was tested, in addition to the linear programming 
discriminant model (LPDM). Previous research has shown 
quadratic discriminant analysis to be more effective 
than linear discriminant analysis in certain situations 
[Marks and Dunn, 1974; Wahl and Kronmal, 1977]. Hence, 
a quadratic programming model was employed to determine 
if there were circumstances in which it would outperform 
(that is, have a higher classification accuracy than) 
the linear programming model.
Second, multivariate nonnormal distributions were 
examined. Since MP methods are nonparametric, they may 
be appropriate for nonmultivariate normality. No MP 
8
research involving multivariate nonnormal distributions 
has been published. Since Bajgier and Hill’s [1982] 
study was confined to multivariate normal distributions, 
the robustness of their procedures was not considered. 
The consideration of nonmultivariate normality provided 
some clues to the robustness of MP techniques.
Third, the MP techniques were applied to an actual 
business problem. The theoretical testing of models is 
important for an understanding of how the model is 
likely to perform for a wide range of conditions, but 
the ultimate test of any technique is its ability to 
solve real world problems. This portion of the study 
also served as a demonstration of the technique.
Objectives of the Study
As amplified by the justification of the study, its 
purpose was to compare linear programming, quadratic 
programming, and traditional statistical models when 
applied to the two group discriminant problem. Primary 
goals were:
(1) to compare the classification accuracy of 
linear and quadratic programming models with 
linear and quadratic discriminant models for 
multivariate normal distributions;
(2) to compare the classification accuracy of these 
models on multivariate nonnormal distributions; 
and
9
(3) to evaluate the performance of each of the 
discriminant models on an actual business 
problem.
In order to research goals one and two, different 
parameter combinations must be examined. Therefore, 
secondary goals were to determine how the relative 
performance (that is, the classification accuracy) of 
each discriminant model is affected by
(4) prior probability of group membership,
(5) distance between populations, and
(6) unequal covariances.
In order to achieve objectives (1), (2), (4), (5), 
and (6), a computer simulation was used. A brief 
discussion of the research methodology is presented in 
the following section. The data for objective (3) were 
obtained from Alvis' [1983] study of the personal 
characteristics and qualifications of accounting 
students which affect employment offers (or nonoffers) 
from international accounting firms.
Research Methodology
This research focused on comparing various 
statistical and MP approaches to the two variable, two 
group discriminant problem when the data come from 
distributions which are not multivariate normal. Most 
normal-theory based procedures, including discriminant 
analysis, are susceptible to violations of their
10 
underlying assumptions. To investigate the 
classification accuracy of these alternative approaches 
to the discriminant problem Monte Carlo4 procedures were 
employed to generate simulated data.
Few multivariate nonnormal distributions are 
available unless one restricts oneself to the case of 
independent variables. This study was restricted to the 
case of independent variables and used transformations 
to develop two multivariate nonnormal distributions. 
Johnson’s [1949] system of distributions was used to 
transform the normal distribution into the log normal 
and inverse hyperbolic sine normal. These particular 
distributions were chosen in order to relate the results 
of this study to the research studies of Lachenbruch, 
Sneeringer, and Revo [1973] and Clarke, Lachenbruch, and 
Broffitt [1979] which also used these distributions.
The parameters of the populations were varied to 
investigate how such variation affects the relative 
performance of the various techniques. Extreme values 
of the population means, and u2 , and population 
covariance matrices, ∑ 1 and∑2 which previous research 
had shown to affect classification accuracy were chosen. 
In addition, the relative frequency of population 1, ∏1'
4
Monte Carlo procedures can be defined as 
techniques for selecting numbers randomly from a 
probability distribution for use in a simulation study.
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in the analysis sample was varied. Several levels of 
each of these three factors — population means, 
population covariance matrices, and prior probability of 
population 1 — were used in the study.
For each combination of these parameters, 25 test 
problems were generated. Each problem consisted of an 
analysis sample and a holdout sample from an assumed 
probability distribution. The analysis sample was used 
to develop the coefficients for a discriminant model. 
Then the resultant discriminant model was used to 
classify a set of new observations or holdout sample. 
The percentage of the holdout sample's observations 
misclassified served as the measure of performance for 
each of the discriminant models. The misclassification 
probabilities were estimated by averaging the results of 
the 25 test problems generated for each set of 
parameters. Each model was used for every problem. 
Therefore, the experimental design employed was a 
complete three factor block design with 32 blocks and 25 
replications per block.
Scope and Limitations of the Study
This was an initial study of the MP approach to 
discriminant analysis. A large number of different MP 
models can be created depending on the weighting factors 
or the degree of aggregation used. This study evaluated
12 
one representative linear programming model and one 
quadratic programming model.
This study was restricted to the two group, two 
variable case. The MP approach can be extended, 
however, to handle any number of groups and any number 
of variables. The sample size was held constant; again, 
research has shown that sample size and equality of 
sample size are important factors in classification 
accuracy. The number of levels of the parameters,
u1, u2, ∑1,and ∑2, were restricted to four levels, and 
the relative frequency of occurrence of population 1,
∏1, was restricted to two levels. A detailed 
understanding of the effect of each of these parameters 
on the classification accuracy of the MP models would 
require a substantial increase in the number of levels 
for each parameter.
Finally, no real world data are likely to have a 
distribution which is identical to the theoretical 
distributions tested, but it is hoped that the results 
of the Monte Carlo simulation can be generalized to some 
degree when applied to actual problems. Additional 
limitations were noted and discussed at appropriate 
locations in the remaining chapters.
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Plan of the Study
This chapter provides introductory comments 
delineating the justification, objectives, methodology, 
and scope and limitations of the study.
Chapter 2 discusses the multivariate discriminant 
analysis and mathematical programming research that is 
related to this study and provides a discussion of the 
statistical and methodological problems associated with 
the application of these techniques to real world 
problems.
Chapter 3 relates the research methodology to the 
objectives of the study, provides an indepth description 
of the research methodology, and provides additional 
details concerning the experimental design and selection 
of the parameters.
A presentation and analysis of the objectives and 
experimental results are discussed in Chapter 4, while 
Chapter 5 contains the summary, comparisons with 
previous research, recommendations, conclusions, and 




This chapter presents a review of relevant 
literature pertaining to the linear and quadratic 
discriminant models and the linear and quadratic 
programming discriminant models investigated in this 
study. Discussion of this literature is divided into 
several major topics, within which a chronological 
presentation of the research is given. The chapter 
concludes with a summary of the research studies.
Theoretical Development of Discriminant Analysis5
The first attempt to develop a mathematical 
approach to the discriminant problem was made by Karl 
Pearson. He dealt with the problem of identifying the 
sex and family membership of skulls found by 
anthropologists by using measurements made on the skull. 
To solve this problem, Pearson [1926] developed the 
coefficient of racial likeness. Unfortunately, this
5 A detailed presentation of discriminant analysis 
can be found in the following references: Anderson 
[1958], Morrison [1967], and Klecka [1980].
15 
coefficient did not consider the correlations among the 
independent variables, and was an unsuccessful attempt 
to apply statistics to the discriminant problem [Kruskal 
and Tanur, 1978].
Karl Pearson's failure directed Sir Ronald A. 
Fisher's attention to the same type of problem—the 
quantitative differentiation of groups through multiple 
measurements. Fisher [1936] approached the problem in 
terms of the analysis of variance. He proposed a 
classification procedure be developed by finding the 
linear combination of two (or more) independent 
variables (measurements) which would maximize the 
between-group variance relative to the within-group 
variance. He used the now classic example of assigning 
iris plants to one of two species on the basis of the 
lengths and widths of the sepals and petals.
Fisher's linear discriminant function (LDF) for the 
two group case can be expressed mathematically as 
follows [Hair, et al., 1979]:
(1)
where
Z = the discriminant score
Wi = the standardized discriminant weights, and
Xi = the values of the n independent variables;
that is, the measurements made on an 
individual observation.
16
Welch [1939] showed the best function to 
discriminate between two completely specified 
populations is the ratio of the two probability laws, 
 f1 /f2 . He also proved that Fisher’s LDF was optimum (in 
the sense of maximizing the probability of correct 
classification) when the distributions of the variables 
are multivariate normal with equal variances and 
covariances.
He developed the optimal classification rule for 
the case when misclassification costs are equal. 
Incorporating the costs of misclassification, the 
classification rule which minimizes the average loss 
from misclassification is to assign an observation x to 
population 1 if
(2)
otherwise assign the observation to population 2,
where:
x = an observation which is to be
classified as a member of population 
1 or 2,
fi (x) = the density function for population i
(i=1,2),
∏i = the a priori probability for population i
(i = 1,2) , ( ∏1 + ∏2 = 1) ,
C(j/i) = the cost of misclassifying an observation 
from population i as being from 
population j (i = 1,2; j =1,2).
17
Wald [1944] formulated the classification rule in 
terms of the population parameters. The Wald-Anderson 
classification statistic W is an assignment rule which 
uses the discriminant function to assign a new 
observation to either population 1 or 2. This statistic 




W = the Wald-Anderson classification statistic,
x = an observation which is to be classified as 
a member of population 1 or 2,
∑ - the common variance-covariance matrix, for 
population 1 and population 2,
ui = the mean of population i (i = 1,2).
The assignment rule is to assign x to population 1 if
W > In k and otherwise to population 2 where
(4)
The symbols are previously defined in reference to 
equation (2). In the special case where the two 
populations are equally likely and the costs of 
misclassification are equal, then k = 1. Normally the 
prior probabilities are not known, and in this case k 
can be based on making the expected losses due to 
misclassification equal.
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Since the population parameters are usually 
unknown, a sample-based rule is used where the 
parameters are replaced by their sample means and pooled 
covariance matrix estimates. However, it can no longer 
be shown that this sample-based allocation rule is 
optimal in the sense that it minimizes the expected cost 
of misclassification.
Welch [1939] suggested a solution to the case of 
unequal covariance matrices, and Smith [1947] developed 




∑i= the variance-covariance matrix for 
population i (i = 1,2).
The quadratic discriminant function (QDF) 
classification rule assigns an observation x to 
population 1 if W < 2 In k where
(6)
and to population 2 otherwise. A corresponding sample 
based QDF is obtained by replacing the parameters with
19
their appropriate sample estimates. When
equation (5) reduces to equation (3).
The use of the QDF rests upon the assumption of 
unequal group covariance matrices. However, it should 
be noted that the test for equality of covariance 
matrices is not appropriate if the assumption of 
multivariate normality is not satisfied.
The following section focuses on various studies 
which examined practical applications of statistical 
discriminant analysis, especially the effects of 
violating the assumptions of statistical discriminant 
analysis.
The Application of Discriminant Analysis6
A number of authors have examined the application 
of discriminant analysis. Lachenbruch [1975b] reviewed 
the two group discriminant problem. He stated that 
little was known about the variable selection procedure 
or about the robustness of discriminant analysis for 
nonnormal distributions. He explained that almost no 
research had been done for more than two groups because 
no convenient canonical form for the multiple group
6
Several summaries of discriminant analysis 
literature have been published; for example, Tatsuoka 
and Tiedeman [1954], Lachenbruch [1975a], and 
Lachenbruch and Goldstein [1979].
20 
problem was available; therefore, it was difficult to 
study "realistic" violations of the assumptions.
Joy and Tollefson [1975] discussed the methodology 
of discriminant analysis. They argued that research 
results using discriminant analysis were open to 
criticism because insufficient attention had been given 
design and interpretation problems. They discussed a 
wide range of topics including sample design, a priori 
probabilities, costs of misclassification, and chance 
classification models. They gave special emphasis to 
differences between cross validation and intertemporal 
validation. Cross validation uses new data from the 
same time period to validate the significance of the 
discriminant model. Intertemporal validation uses new 
data from a later time period to validate the predictive 
ability of the discriminant model.
Eisenbeis [1977] evaluated several of the common 
discriminant analysis problems appearing in applied 
business research. He discussed the following: (1) 
distributions of the variables, (2) group dispersions, 
(3) interpretation of the significance of individual 
variables, (4) reduction of dimensionality, (5) 
definitions of the groups, (6) choice of appropriate a 
priori probabilities and costs of misclassification, and 
(7) estimation of classification error rates.
21
Altman and Eisenbeis [1978] extended Joy and 
Tollefson's [1975] discussion of differences between the 
stability of the discriminant model and its predictive 
ability. They remarked that the standard discriminant 
analysis model does not explicitly incorporate a time 
dimension. Time is implicitly incorporated into the 
model since group membership and all data are assumed to 
be measured at a common point in time. Therefore, a 
function derived from data in one time period cannot be 
extrapolated to a new time period with the same expected 
performance unless stationarity exists. They also 
expanded the discussion of a priori probabilities and 
costs of misclassification to include unequal sample 
sizes.
Klecka [1980] presented a complete conceptual and 
mathematical discussion of discriminant analysis. He 
discussed many aspects of applied discriminant analysis 
from when to use discriminant analysis through analysis 
of the results. He examined a wide range of problems 
using numerous examples from the social sciences to 
illustrate the utilization of discriminant analysis 
techniques.
The most comprehensive review of statistical 
considerations associated with classification was 
published by Pinches [1978, 1980]. He identified ten
22 
factors or items which may directly influence the 
reported classification results in applied discriminant 
analysis. The next section uses these factors to 
organize the literature review of statistical 
considerations associated with discriminant analysis.
Statistical Considerations of 
Discriminant Analysis
Pinches [1978, 1980] divided the ten factors into 
two sets. The first set contains items which relate to 
the variables and samples utilized. The second set of 
factors requires explicit consideration by the 
researcher. These ten factors were:
I. Factors which arise from the variables and the 
sample
1. Multivariate normality/nonnormality





II. Factors which require classification decisions
6. Error rates
7. A priori probabilities
8. Costs of misclassification
9. Equal versus unequal dispersion matrices
10. Reduced (or discriminant) space
23
Pinches reviewed the then current literature 
associated with each of these factors. He warned that 
each of them interacted with the others, and that it was 
difficult to determine the influence of any one factor 
without considering all of the factors together.
1. Multivariate Normality/
Nonnormality
The first factor that affects the classification 
results of statistical discriminant analysis is the 
assumption of multivariate normality. If the data are 
not multivariate normally distributed, not only is the 
classification accuracy affected, but the test for 
equality of variances and the test for equality of group 
centroids are also affected.
Distributions of business data. The issue of 
multivariate normality is an important one in applied 
business research. Various studies have shown many 
variables used in business research are not normally 
distributed. Some variables such as sex or social class 
are obviously categorical data. Other variables such as 
financial ratios have been shown to have nonnormal 
distributions.
Fama [1965, 1976] made extensive studies of the 
distributions of stock market returns. He found both 
daily and monthly stock returns were leptokurtic. That
24 
is, the distributions were more peaked than the normal 
distribution and had more observations in the tails of 
the distribution. He concluded that the distributions 
of daily returns were substantially nonnormal, and the 
monthly returns were "only slightly" leptokurtic with 
some skewness.
Deakin [1976] studied ten financial ratios such as 
current assets to sales, current assets to current 
liabilities, and net income to total sales. He 
indicated all of the distributions, except one, were 
highly skewed. The application of square root and 
lognormal transformations sometimes achieved normality. 
However, no strategy existed for determining when a 
transformation would work, and in some cases the 
transformation made the data follow a "less normal 
distribution.”
Frecka and Hopwood [1983] studied the cross- 
sectional distributional properties of financial ratios 
for manufacturing firms. They reported that the 
distributions showed significant skewness and kurtosis. 
They concluded the nonnormality was due to outliers and 
standard transformation techniques did not result in 
normality. Techniques for eliminating the outliers to 
achieve normality were suggested.
25
Tests for multivariate normality. Shapiro and Wilk 
[1965]; Shapiro, Wilk, and Chen [1968]; Andrews, 
Gnanadesikan, and Warner [1973]; and Malkovich and Afifi 
[1973] developed several tests for multivariate 
normality. They found some methods were much more 
effective than others for detecting certain types of 
nonnormality. Extreme nonnormality can be detected with 
sample sizes of less than 20. Unfortunately, these 
tests are not readily available. Most discriminant 
studies have applied statistical discriminant analysis 
without testing for this important assumption.
Generally researchers assumed that either the data are 
multivariate normally distributed or the discriminant 
techniques are robust.
Nonnormal distributions. Lachenbruch, Sneeringer, 
and Revo [1973] studied the robustness of LDF and QDF to 
certain types of nonnormality. They used Johnson’s 
[1949] system of transformations to obtain log normal, 
logit normal, and inverse hyperbolic sine normal 
distributions. They found the LDF was significantly 
affected by nonnormality of the populations; individual 
error rates were altered; the overall error rate 
increased for some nonnormal distributions but not for 
others; and the QDF performed, in general, more poorly 
than the LDF. They recommended that nonnormal data be
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transformed prior to analysis to ensure closer 
approximations to normality.
Clarke, Lachenbruch, and Broffitt [1979] also 
examined the effect of nonnormality on the QDF. They 
concluded that the QDF was fairly robust to nonnormality 
except when the distributions were highly skewed. In 
these instances the average probability of 
misclassification increased by 0.05 to 0.10 over the 
misclassification rates achieved on the untransformed 
observations.
Mixtures of normal distributions. Ashikaga and 
Chang [1981] evaluated the robustness of Fisher's LDF 
when the distributions consisted of two-component mixed 
normal distributions with known parameters. They 
concluded the LDF was rather robust when the two 
distributions were moderately distant and not 
significantly different from normal.
Young, Moore, and Hulme [1982] examined the 
robustness of Fisher's linear discriminant function 
against a mixture of normal distributions. They 
reported the actual average probability of 
misclassification was larger than the theoretical 
average probability of misclassification.
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All dichotomous variables. Dichotomous variables 
by definition do not have multivariate normal 
distributions. Gilbert [1968] investigated the 
performance of various classification rules for data 
generated from a first-order interaction model. She 
concluded that the LDF performed markedly better than 
the other techniques; however, generalization to other 
models should be done cautiously.
Moore [1973] compared five discriminant procedures, 
including the LDF and QDF, for binary variables and 
small sample sizes. He concluded that the LDF performed 
well when there was little or no correlation between 
variables, but not as well when there was positive 
correlation among the predictor variables. The 
quadratic discriminant function, in general, performed 
poorly across the range of procedures.
Continuous and dichotomous variables. Chang and 
Afifi [1974] suggested a classification method suitable 
for one dichotomous and several continuous variables. 
Their procedure yields two linear discriminant 
functions, one for each value of the dichotomous 
variable. Krzanowski [1975] proposed an extension of 
this approach to incorporate additional dichotomous 
variables.
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2. Number and- Independence 
of Predictor Variables
Business researchers ordinarily do not employ 
specific theoretical models for identifying the "best" 
variables to incorporate in a discriminant model. 
Weiner and Dunn [1966] suggested three reasons for 
finding the smallest set of independent variables: (1) 
to reduce the cost or effort involved in measuring the 
variables, (2) to determine the variables which are the 
most important in identifying the underlying structure 
of the problem, and (3) to reduce the complexity of the 
problem.
Number of variables. The influence which the 
number of variables has on probabilities of 
misclassification has been examined by a number of 
researchers. These studies indicated the effects of the 
number of variables is interrelated with that of sample 
size. Dunn and Varady [1966] investigated the 
relationship between the actual probability of correct 
classification of the LDF and its estimate based upon 
the Mahalanobis distance between the two populations. 
They found that as the number of variables increased, 
the width of the error rate confidence interval 
increased. However, for n1 = n2 = 500 the asymptotic 
values were reached, and the confidence intervals were
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almost identical as the number of variables increased 
from two to ten.
Lachenbruch [1968] provided some estimates of the 
tradeoffs between sample size and the number of 
variables in order to maintain specific tolerance limits 
around the probability of correct classification. He 
found that increasing the number of variables required a 
larger sample to maintain the accuracy of the 
misclassification estimates.
The behavior of the QDF is dependent on the sample 
size, in addition to the number of variables. Marks 
[1970] and Marks and Dunn [1974] found with small 
samples (n1, n2 ≤1 25) as the number of variables 
increased, the probability of misclassification 
increased. Wahl [1971] and Wahl and Kronmal [1977] 
reported that for large sample sizes (n1, n2 ≥100) 
asymptotic results were reached fairly quickly, and the 
misclassification error rates decreased as the number of 
variables increased from two to ten. Gilbert [1969] 
reasoned that the QDF was much more sensitive to the 
number of variables than the LDF because there were more 
variance differences for the QDF to utilize.
Sorum [1972] estimated the expected and the optimal 
probabilities of misclassification of the LDF when the 
means and common covariances matrix were unknown.
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Comparing several different estimators, she observed 
little difference in performance of the models when the 
number of variables was small. If the number of 
variables exceeded 20, certain estimators were 
definitely superior.
McCabe [1975] suggested looking at all possible 
combinations of variables for fewer than 20 variables, 
otherwise use a stepwise procedure. He developed a 
program which obtained the ten best subsets based upon 
the ratio of the estimated generalized variance within 
to the estimated generalized variance total. He 
believed this to be a significant improvement over a 
stepwise procedure which derives a single solution 
without an objective measure of this solution to other 
solutions.
Van Ness and Simpson [1976] showed that the 
probabilities of correct classification decreased as the 
number of discriminant variables increased. This was 
anticipated because as the number of variables increased 
a larger set of parameters must be estimated. They also 
found that the LDF outperformed the QDF for small sample 
sizes, and both the LDF and QDF were outperformed by two 
nonparametric algorithms.
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Correlation among predictor variables. Cochran 
[1964] observed that if no correlation existed among 
variables, then the selection of predictor variables 
could be determined solely by the univariate 
discriminatory power of each variable (i.e., a t or F 
test). Cochran found that positive correlations among 
variables, unless very high, was generally harmful and 
negative correlations helpful in discriminant analysis. 
(In most business research, variables are not 
independent and tend, in general, to have positive 
correlation.)
Elashoff, Elashoff, and Goldman [1967] examined the 
LDF for the case of selecting two of m dichotomous 
variables. They concluded that positive correlation 
between variables may increase discrimination while 
negative correlation may decrease discrimination. They 
noted that these results (for dichotomous variables) 
contradict the results of Cochran [1964] (for normally 
distributed variables). Moore [1973] found that 
positive correlation sometimes decreased classification 
accuracy when dichotomous variables were considered.
Krzanowski [1977] also examined the problem of 
correlation among variables. He reported that the LDF 
generally performed poorly when moderate to high 
correlation was present among binary predictor
32 
variables, and also when there was low correlation among 
variables in one population and high correlation in the 
other population.
Eisenbeis [1977] and Altman and Eisenbeis [1978] 
have suggested that the number of variables and 
multicollinearity are not problems in MDA. However, 
most researchers have found both factors affect the 
classification results.
3. Sample Size
Equal sample sizes. Dunn and Varady [1966], 
Hills [1966], Dunn [1971], and Moran [1975], among 
others, addressed the issue of sample size. In general, 
they concluded that as the sample size increased the 
probability of misclassification decreased.
Lachenbruch [1968] estimated the tradeoffs among 
sample size, number of variables, and tolerance levels 
of misclassification. He examined the question, "How 
large should n1 and n2 be for the sample discriminant 
function to have an error rate within Y of the optimum 
value?" [1968, p. 828]. He suggested that:
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(a) For large tolerances ( Y = 0.1) only small 
samples are needed; small tolerances (Y = 0.01) 
imply the need for large samples.
(b) Groups widely separated need smaller 
samples for discrimination than groups that are 
close together.
(c) As the number of parameters increases, 
the required sample size increases, but the ratio 
of sample size to number of parameters decreases 
[1968, p. 828].
Wahl [1971] found that when sample sizes exceeded 
100, the observed misclassification probabilities were 
reasonable estimates of the optimum error rates and for 
larger samples rapidly approached the optimum. Marks 
and Dunn [1974], Van Ness and Simpson [1976], and Wahl 
and Kronmal [1977] reported that a large sample was 
necessary before QDF outperformed LDF.
Unequal sample sizes. Hopkins and Clay [1963], 
Ito and Schull [1964], and Holloway and Dunn [1967] all
2 found that T2 was not robust to differences in the 
variance-covariance matrix when the sample sizes were
2 unequal. Mardia [1971, 1975] found that the T2 test was 
more sensitive to nonmultivariate skewness when sample 
sizes were unequal.
Moran [1975] developed exact expressions for the 
expectations of the actual, apparent, and estimated 
misclassification rates for the LDF. He examined the 
case of allocating an observation to one of two 
multivariate normal populations with a known common 
dispersion matrix. Computing several approximations for
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the expectation of the actual error suggested in the 
literature, he compared them to the exact values. For a 
sample size ratio of at least three to one, he reported 
a pronounced effect on the theoretical estimates of the 
misclassification probabilities for each group but not 
for the average probability of misclassification.
Pinches [1978, 1980] pointed out that if the 
relative sample sizes are used as estimates of the a 
priori population probabilities, unequal sample sizes 
will directly affect the classification results through 
the classification rule.
4. Missing Values
Researchers often avoid the problem of missing 
values by selecting only observations with complete 
data. This screening procedure results in two areas of 
difficulty. First, a smaller sample size results; and 
second, the results may be biased if the data is missing 
on a nonrandom basis.
Jackson [1968] compared methods of estimating 
missing values using means and an interactive regression 
technique. She observed that the estimates do not add 
any information in themselves, but they allow the known 
information in the case to be used. The simpler method 
of using means for missing values gave results 
comparable to the regression estimation technique.
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Chan and Dunn [1972] and Chan, Gilman, and Dunn 
[1976] simulated seven methods of handling missing data 
in discrimination. A modified regression technique 
which they proposed was a good choice except when the 
correlation matrix was nearly singular. They reported 
the method of substitution of means for missing values 
performed "reasonably well".
5. initial Misclassification
Lachenbruch [1966] and McLachlan [1972] observed 
the effect of initial misclassification on linear 
discriminant analysis was not severe if 
misclassifications occurred at random. Lachenbruch 
[1968] studied the theoretical effects of 
misclassification of the initial samples on the 
performance of the LDF when the initial 
misclassification was random. He concluded the 
misclassification probabilities were not seriously 
affected for large sample sizes.
McLachlan [1972] developed asymptotic results for 
the model proposed by Lachenbruch [1968]. He confirmed 
that if the proportion of misclassifications was (1) not 
large, (2) equal in each population, and (3) random, no 
increase in the probability of misclassification 
resulted.
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When initial misclassification was not random, 
Lachenbruch [1974a] found the true error rates of the 
LDF were only slightly affected, but the apparent error 
rates were seriously affected and very misleading.
6. Error Rates
As cited in preceding sections, classification 
accuracy is substantially influenced by the sample size 
and the number of variables. The relationship of the 
error rate factor to normality is discussed below.
No assumption of normality. There are numerous 
methods for estimating the error rates of the sample. 
Three methods which do not assume normality are: (1) the 
resubstitution or apparent error rate method; (2) the 
holdout or split sample method; and (3) the Lachenbruch 
U or holding-one-out method.
Frank, Massy, and Morrison [1965]; Lachenbruch and 
Mickey [1968]; Moran [1975]; and Crask and Perreault 
[1977] found the resubstitution method was extremely 
biased indicating the model performed much better in the 
population than actuality. McLachlan [1976a] proposed a 
modification of the resubstitution method to compensate 
for this bias.
Lachenbruch [1967], Lachenbruch and Mickey [1968], 
and McLachlan [1975a] investigated the performance of
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the holdout method. This method proved to be better 
than the resubstitution method, but two problems exist. 
First, a larger sample size is required because the data 
is split into an analysis sample (to obtain the 
discriminant function) and a holdout sample (to 
determine error rates). Second, the holdout error rates 
may be biased estimates of the population error rates 
because the discriminant function was not estimated 
using the entire sample.
The Lachenbruch U method omits a single observation 
sequentially, determines the classification rules based 
on the remaining observations, and then classifies the 
omitted observation. Studies by Lachenbruch and Mickey 
[1968], Dunn [1971], Sorum [1973], and Moran [1975] 
found the Lachenbruch U method outperformed the 
resubstitution method and was robust to extreme values 
for the number of variables or sample size.
Assumption of normality. Many methods for 
estimating error rates assume the sample is normally 
distributed. The D method uses sample-based estimates 
of the Mahalanobis distance. D* and DS are 
modifications of the D method. The OS and U methods are 
modifications of the 0 method of Okamoto [1963] and 
Lachenbruch's U procedure, respectively. Studies by 
Sorum [1971, 1972, 1973] and McLachlan [1974a, 1974b,
38 
1975a] showed the D, DS, O and OS methods provided 
better estimates of the apparent error rates than the 
three methods which do not assume normality. 
Unfortunately, these methods are not available in most 
statistical computer packages and are therefore not 
readily available to most researchers.
7. A Priori Probabilities
A priori probabilities are the probabilities of an 
observation actually arising from each of the 
populations. A priori probabilities affect the 
classification results and the null hypothesis, in 
addition to the model's classification accuracy.
Influence on classification results. Researchers 
often assume equal prior probabilities when assessing 
classification results. However, this leads to both an 
incorrectly stated null hypothesis and inaccurate 
classification results.
Cooley [1975] and Joy and Tollefson [1975] showed 
how the results of two previous studies by Altman [1968] 
and Trieschmann and Pinches [1973] might have changed if 
estimates of the prior probabilities had been used in 
evaluating the effectiveness of the discriminant model.
Another problem exists when the prior probability 
for one group is extremely large. In this case, the
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usefulness of the discriminant analysis may be difficult 
to verify. Joy and Tollefson [1975, pp. 731-732] 
discussed the maximum chance classification model which 
assigns all observations to the group with the largest 
number of members. The probability of correct 
classification for this model is the relative frequency 
of the largest group. Unfortunately, the model makes no 
attempt to classify observations; it simply identifies 
all observations as belonging to the group with the 
largest frequency of occurrence.
The classification accuracy. Overall 
classification accuracy is computed by summing the 
number of correct classifications for all groups and 
dividing by the total number of observations. To 
determine if a discriminant model is useful, the 
classification accuracy of the model may be compared 
with the percentage of correct classifications that are 
expected by chance. If the goal is to maximize the 
percent correctly classified over all groups 
simultaneously, the proportional chance criterion is 
appropriate for establishing the proportion of correct 
classifications expected by chance. The expected 
probability of correct classification using the 
proportional chance criterion is equal to
(7)
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where ∏i = the prior probability of group i
(i = 1,2,...,n).
8. Costs of Misclassification
Incorporating the costs of misclassification into 
classification procedures is important because some 
misclassifications may be more costly than others. 
However, two practical problems occur. First, it is 
often difficult to estimate the relative costs of 
misclassification. Second, no generally available 
computer programs incorporate costs into the 
classification procedures. Some researchers have 
illustrated how results of studies might be affected if 
the costs of misclassification were considered. (See, 
for example, Cooley [1975] and Joy and Tollefson 
[1975] .)
9. Equal Versus Unequal
Dispersion Matrices
In theory, linear discriminant rules are 
appropriate when the population dispersion matrices are 
equal; quadratic discriminant rules may be appropriate 
when the dispersion matrices are unequal. It is not, 
however, a simple procedure to test for the equality of 
dispersion matrices. First, if the distribution is 
nonnormal, the test for the equality of the dispersion 
matrix is affected. Mardia [1970, 1971, 1975] found
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that tests for the equality of dispersion matrices were 
sensitive to nonmultivariate kurtosis, but perhaps not 
to nonmultivariate skewness. Second, tests for the 
equality of the group centroids are sensitive to the 
assumption that the dispersion matrices are equal 
between the groups. Hopkins and Clay [1963], Ito and 
Schull [1964] , Holloway and Dunn [1967], and Eisenbeis 
[1977] have all shown that when the group dispersions 
were not equal, tests of the equality of group means 
were more likely to reject the hypothesis that the means 
were equal. Pinches recommended the tests be applied in 
the following order:
To be completely consistent, multivariate normality 
should be tested for first, appropriate 
transformations made, and then the tests for the 
equality of the dispersion matrices and equal group 
centroids should be made before estimating the 
classification results [1978, p. 38].
Gilbert [1969] observed that the linear and 
quadratic rules produced different classification 
results which were directly related to the magnitude of 
the differences in the dispersion matrices, the number 
of variables, and the separation between the groups. 
Michaelis [1973] , Marks and Dunn [1974], Van Ness and 
Simpson [1976], and Wahl and Kronmal [1977] each 
concluded the quadratic rules performed better under the 
following conditions: (1) the distributions were 
multivariate normal, (2) there was a difference between
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the dispersion matrices, (3) the sample size was large, 
and (4) there were not too many variables. For small 
samples the quadratic performed much worse, especially 
as the number of variables increased.
Lachenbruch, Sneeringer, and Revo [1973] compared 
linear and quadratic classification rules when the 
distributions were multivariate nonnormal and the 
resulting covariance matrices were significantly 
unequal. They found the individual error rates 
increased for some situations and decreased for others. 
They also concluded the quadratic classification rules 
often performed worse than the LDF.
10. Reduced (or Discriminant)
Space
Discriminant analysis is usually performed in m- 
space (m variables) with the original group centroids 
and dispersion matrices. However, special discriminant 
analysis and classification procedures can be used to 
transform the m-dimensional variable space to a r- 
dimensional discriminant space (r < m) where r equals 
the minimum of the number of variables, m, or one less 
than the number of groups, k-1.
Cooley and Lohnes [1971] reported that researchers 
often found the best discriminant plane in r-space 
yielded higher average classification accuracy even in
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cases with as many as 40 groups and from 20 to 60 
variables. However, when the dispersion matrices 
between the groups are not equal, the classification in 
reduced space will not produce the same results as the 
original m-space. Lohnes [1961], Rulon, et al. [1967], 
and Tatsuoka [1971] concluded the two spaces give 
similar classification if the dispersion matrices were 
not too different.
Tatsuoka [1971], Kshirsagar [1972], and Bock [1975] 
suggested that only statistically significant 
discriminant functions be used in classification. 
However, Eisenbeis [1977] and Pinches and Schwendiman 
[1975] found that the classification accuracy decreases 
when fewer than r discriminant functions were employed. 
Summary of Factors
Researchers have identified a number of factors 
which must be considered when using multiple 
discriminant analysis. Pinches [1978, 1980] organized 
them into two sets of five factors each. The first set 
relates to the variables and sample used in the 
analysis. One factor is the assumption of a 
multivariate normal distribution. If the data do not 
have a multivariate normal distribution, (1) the tests 
for the equality of group centroids and dispersion 
matrices are biased, (2) quadratic discriminant
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functions are affected more than linear functions, and 
(3) classification rates may vary. The effect of other 
factors is sometimes confounded with multivariate 
normality/nonnormality.
The number and independence of predictor variables, 
and sample size influence the classification results. 
In general, positive correlation reduced classification 
results and negative correlation increased 
classification results. Quadratic discriminant analysis 
is especially sensitive to small sample sizes. Other 
factors in the first set are missing values and initial 
misclassifications.
The second set contains factors relating to 
decisions required of the researcher. Determination of 
error rates is a primary concern. Three methods not 
assuming normality and which are readily available to 
researchers are (1) the resubstitution method, (2) the 
holdout or split sample method, and (3) the Lachenbruch 
U method. Other methods which assume normality provide 
better estimates of the error rates, but are not readily 
available to researchers.
Two factors, overlooked by many researchers, are a 
priori probabilities and costs of misclassification; 
both affect the classification accuracy of the model. 
Another factor is the equality of dispersion matrices.
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The QDF may yield better classification accuracy when 
the data have a multivariate normal distribution, the 
sample sizes are large, and the dispersion matrices are 
substantially different. The remaining factor is 
reduced space.
Mathematical Programming Approaches 
to the Discriminant Problem
Mathematical programming encompasses a theory of 
broad applicability to problems involving the allotment 
of limited resources in order to identify an optimal set 
of outputs. During the last three decades, mathematical 
programming has been used to solve a variety of 
statistical problems such as linear and nonlinear 
regression (Wagner [1959, 1962]), cluster analysis (Rao 
[1971]), and multidimensional analysis of preferences 
(Shocker and Srinivasan [1973]).
Freed and Glover [1977, 1978, 1981a, 1981b] 
developed the theoretical foundation for applying 
mathematical programming (MP) to the discriminant 
problem. They suggested that discriminant problems are:
... inherently problems in constrained
optimization: that is, problems in which some well- 
defined objective (goal) is to be maximized 
(minimized), subject to a set of constraining 
conditions. Given this perception, the task is to 
identify effective goals and appropriate 
constraints [1981, p. 45].
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In the two group case, the MP approach creates two 
half-spaces such that the boundary between the half­
spaces will separate the two populations as much as 
possible. For a graphical illustration of this concept 
see Figure 1. The line £ x = c separates the two half­
spaces HS1 and HS2. Observations to the left of this 
line, located in half-space 1 (HS1), are classified as a 
member of group 1. Observations to the right of this 
line, located in half-space 2 (HS2), are classified into 
group 2. For example, since observation 2a from group 2 
is located in HS2, it is correctly classified as a 
member of group 2. Observation 2b, also from group 2, 
but located in HS1, is misclassified as belonging to 
group 1.
Restating the problem more formally, given two 
groups, G1 and G2, determine an appropriate vector of 
coefficients and boundary value c such that, as nearly 
as possible,
< c, xi G1 (8)
≥ c, xi G2 (9)
where xi is an observation from group 1 or group 2.
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£. x = c
Group 1 Group 2
2b d-
d+    2a
Half-space 1 (HS1) Half-space 2 (HS2)
Figure 1
Mathematical Programming:
Two Group Half Space Partitions
d represents the largest classification distance 
(that is, the distance from the boundary to the single 
observation which is located farthest within its correct 
half-space).
d- represents the largest misclassification 
distance (that is, the distance from the boundary to the 
single observation which is located farthest within the 
wrong half-space).
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From this basic approach, a variety of linear 
programming and quadratic programming models evolve. 
The elementary LP approach of Freed and Glover 
determined the linear discriminant function coefficients 
so as to maximize the minimum distance d between the 
discriminant score for an observation and the cutoff 
score c. The acronyms "LPDM" and "QPDM" will be used to 
refer to this model when the objective function is 
linear or quadratic, respectively. The LPDM formulation 








where: d+ = distance from the boundary to the single 
observation which is located farthest 
within its correct half-space,
d- = distance from the boundary to the single 
observation which is located farthest 
within the wrong half-space,
p = number of variables in the 
discriminant function,
nk = number of cases in the kth group or 
population (k = 1,2),
N = number of cases, N =
xij = observed value of the jth variable
xij of the ith case,
= set of cases belonging to group k,
= discriminant function coefficient for the 
to allow
nk = n1 + n2
c = cutoff or boundary score (any arbitrary 
positive constant), and
xij = discriminant score for case i.
the
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to be unrestricted in sign,
jth variable, where
The deviation variables d+ and d- have a physical 
interpretation: d+ denotes the largest classification 
distance and d- represents the largest misclassification 
distance. That is, the distance from the boundary to 
the single observation which is located farthest within 
its correct half-space and the distance from the 
boundary to the single observation which is located 
farthest within the wrong half-space. (See Figure 1.) 
The MP approach to the discriminant problem establishes 
goals of minimizing misclassification distances (d-) and 
maximizing classification distances (d+).
The constraints expressed in (11) and (12) 
respectively pertain to the cases in group 1 and group 
2. Hence, an inherent assumption of this formulation is 
that most group 1 (group 2) cases are below (above) the 
cutoff score. After the discriminant coefficients have 
been determined, an observation x is classified as a 
member of group 1 (group 2) if its discriminant score is 
below (above) the cutoff score c. It should be noted 
that the selection of the cutoff score only affects the 
scale of the resulting solution.
Bajgier and Hill [1982] noted a practical problem 
associated with this formulation of the linear 
programming model. Because the model maximizes the 
minimum distance between the case scores and the cutoff
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score, it is sensitive to extreme values. They found 
that if a case from one group lies far within the region 
of the other group, the optimal values for the LP
model may all be zero. They presented an example to 
illustrate the problem where each equalled zero.
Reversing the sequence of groups occasionally corrected 
the problem in the analysis sample, but resulted in a 
high error rate in the holdout sample.
A quadratic formulation of the above model (QPDM) 
was obtained when the following objective function (13) 
was used in conjunction with the constraints expressed 
in (11) and (12):
QPDM: Maximize d+2 - d-2.
The performance of a quadratic programming model has not 
been previously reported in the literature. This model 




A Review of the Literature
Freed and Glover's [1977, 1978, 1981a, 1981b] 
articles led several researchers to discuss the merits 
of the mathematical programming approach to discriminant 
analysis.
Glorfeld and Gaither [1982] stated that Freed and
Glover did not identify the assumptions of their model 
or describe the types of problems for which the model
was appropriate. They noted that the LP approach is 
actually a nonparametric distribution-free discriminant 
procedure, and hence suggested that the LP model’s 
performance should be compared to other nonparametric 
procedures. Freed and Glover [1982] replied by 
defending mathematical programming (MP) techniques as 
widely available alternatives to traditional statistical 
techniques and agreed that the MP methods need to be 
empirically evaluated before their effectiveness can be 
determined.
Bajgier and Hill [1982] compared two linear 
programming models suggested by Freed and Glover, a 
mixed integer programming model, and Fisher’s linear 
discriminant function. They concluded that the two LP 
methods had very different characteristics. One 
performed well (i.e., compared favorably with Fisher’s 
LDF) when group overlap was high to moderate, the 
dispersion matrices were unequal, and the analysis 
sample had a majority of cases from the higher 
dispersion group. The mixed integer programming model 
also was more effective under these conditions. The 
other LP method performed well when group overlap was 




This chapter reviewed literature relevant to the 
development of the linear and quadratic discriminant 
functions (LDF and QDF) and the linear and quadratic 
programming discriminant models (LPDM and QPDM). The 
LDF and QDF models are used frequently in applied 
business research. Unfortunately, there are problems 
associated with the application of statistical 
discriminant analysis which are often not considered by 
researchers.
An important assumption of the LDF and QDF models 
is the multivariate normality of the populations. 
Because tests for multivariate normality are not readily 
available, most researchers assumed that either the 
distributions were normal or the model was robust. 
Nonparametric discriminant models are not readily 
available to researchers.
There are several interacting factors that affect 
the classification accuracy of statistical discriminant 
models, but in general the following conclusions can be 
made. The larger the sample size the better the 
classification accuracy. As the number of variables 
increases, the sample size must be increased for the 
classification accuracy to remain the same. For small 
samples especially, the classification accuracy
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decreases with an increase in the number of predictor 
variables. A priori probabilities and costs of 
misclassification, largely ignored by researchers, 
interrelate directly with the sample size to influence 
classification results. If the population covariance 
matrices are significantly different and the sample size 
is large, then the QDF model is preferred. Finally, the 
greater the distance between population means, the 
higher the classification accuracy.
The techniques of mathematical programming (MP) are 
a nonparametric alternative to statistical discriminant 
analysis. Because MP assumptions do not include 
normality, they may yield higher classification accuracy 
for certain populations than statistical discriminant 
analysis. This has been confirmed by the study of 
Bajgier and Hill [1982]. Most of the published research 
on linear programming discriminant techniques has been 
theoretical in nature, but all of the researchers have 
agreed that the techniques warrant empirical 
investigation.
The next chapter describes the research methodology 
used in the present study to compare the classification 





The objective of this research was to compare the 
effectiveness of a linear programming discriminant model 
(LPDM), a quadratic programming discriminant model 
(QPDM), and traditional statistical discriminant 
techniques when applied to the two variable, two group 
discriminant problem for selected multivariate normal 
and multivariate nonnormal underlying probability 
distributions. Monte Carlo simulations generated data 
used to evaluate LPDM, QPDM, the linear discriminant 
function (LDF), and the quadratic discriminant function 
(QDF). Simulated sampling was from three different 
distributions — the normal, log normal, and inverse 
hyperbolic sine normal. Also, each discriminant model 
was applied to an actual business problem to demonstrate 
the techniques. This chapter is divided into four 




A Monte Carlo simulation was used to compare the 
effectiveness of the different models. The research 
design was patterned after the studies of Lachenbruch, 
Sneeringer, and Revo [1973]; Clarke, Lachenbruch, and 
Broffitt [1979]; and Bajgier and Hill [1982] in order 
that the results of this study could be related to their 
research.
The International Mathematical and Statistical 
Libraries, Inc. (IMSL) [1982] computer subroutine 
Multivariate Normal Random Deviate Generator with Given 
Covariance Matrix (GGNSM) was used to generate the
7 
multivariate normal data. The IMSL Library is a 
collection of mathematical and statistical subroutines 
written in FORTRAN which are maintained and documented 
by IMSL. Johnson’s [1949, 1965] system of distributions 
was used to transform the normal deviates generated by 
GGNSM into log normal and inverse hyperbolic sine normal 
deviates.
Lewis, Goodman, and Miller [1969] evaluated the
32 bit Lehmer multiplicative congruential pseudo-random 
number generator in the IMSL Library. They concluded 
after intensive statistical testing that the generator 
was "highly satisfactory." Additional discussions and 
tests of the pseudo-random number generator used by IMSL 
may be found in Downham and Roberts [1967], Hutchinson 
[1966], and Learmonth and Lewis [1973a, 1973b].
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As discussed in the next section, several levels of 
each of three parameters were used in this study — 
population means, population covariance matrices, and 
prior probabilities. A particular combination of 
parameter values is called a case. For each case (i.e., 
for each combination of parameter values), the random
8 
number generator GGNSM was used to create a problem. 
Twenty-five problems were generated for each case, and 
each discriminant model (LPDM, QPDM, LDF, and QDF) was 
used to solve every problem. Hence, the experimental 
design was a complete three factor block design with 32 
blocks and 25 replications per block.
A problem consisted of two samples generated for an 
assumed probability distribution: an analysis (or 
training) sample of 100 random deviates or observations 
and a holdout (or index) sample of 800 new observations 
from the same probability distribution. A discriminant 
function was developed from the analysis sample. This 
discriminant function was then used to classify the 
holdout sample.
The measure of effectiveness for each discriminant 
model was defined as the percentage of observations
8
The normal data for each problem was also 
transformed into log normal and inverse hyperbolic sine 
normal data using the nonlinear transformations 
developed by Johnson [1949, 1965] .
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misclassified. This is the appropriate measure of 
effectiveness when the costs of classification are 
equal, in addition to permitting direct comparison of 
the results reported herein and those of other studies. 
Three misclassification probabilities were estimated by 
averaging the classification results of the 25 holdout 
samples corresponding to a given set of parameter 
values. These probabilities are: Pl — the probability 
that an observation from population 1 is misclassified; 
P2 — the probability that an observation from 
population 2 is misclassified; and P — the weighted 
average of P1 and P2. Thus, the misclassification 
probabilities for each case were based on the results of 
25 discriminant functions and the classification of 




Research has shown that each of the following 
factors affect the classification accuracy of 
discriminant analysis:
1. the sample size (N);
2. the number of populations (g);
3. the number of variables (k) (i.e., the number
of measurements made on each observation);
4. the prior probabilities (i.e., the
frequency of occurrence of the two 
populations);
5. the population covariance matrices 
and,
6. the population means which determine
the degree of overlap of the two populations.
The sample size, number of populations, number of 
variables, and numerical values for the population 
parameters were chosen in order to compare the results 
of this study with the studies by Lachenbruch, 
Sneeringer, and Revo (LSR) [1973]; Clarke, Lachenbruch, 
and Broffitt (CLB) [1979]; and Bajgier and Hill [1982] . 
Since this was a preliminary study, a sample size of N = 
100 was chosen, the number of populations was restricted 
to two (g = 2), and the number of variables was 
restricted to two (k = 2) .
For each of the other three factors, extreme values 
were chosen in order to examine a wide range of 
population structures. The number of levels of each
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factor was limited to no more than four since any 
increase in the number of levels results in a 
substantial increase in the amount of computer resources 
used in the Monte Carlo simulation.
The selection of parameter values was simplified by 
expressing the distributions in canonical form. Since 
there is no change in the probabilities of 
misclassification under a linear transformation, the 
canonical form of the probability distributions can be 
considered without loss of generality. (A proof of this 
can be found in Marks [1970, pp. 118-120]). In 
canonical form, a linear transformation is used to make 
the k-dimensional vector X distributed as N in
population 1 and N in population 2 That is,
and while and are reduced to the
identity matrix and a diagonal matrix, respectively.
Frequency of Occurrence
The prior probabilities, and represent the
relative frequencies of occurrence of the populations.
Since only the two group problem was considered
Hence, only the relative frequency of 
population 1 was controlled in the analysis sample. Two 
values were chosen for the prior probability of 
population 1, .8 and .5. Since the total analysis
sample size, N, was always equal to 100, when the prior
Covariance Matrices
The relationship between the dispersion matrices
and          was expressed in canonical form. Thus, the 
covariance matrix for population 1, was defined to
Thus,
and
Distance Between the Populations
The degree of overlap or distance between the 
populations was expressed as a function of the 
population means, M1and M2, which were also expressed 
in canonical form. Before transformation, observations
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probability of population 1 was equal to .8, then the 
number of observations from population 1 in the analysis 
sample, n1 was equal to 80 and the number of 
observations from population 2 in the analysis sample, 
n2, was equal to 20. When                                  .5, then n1 = n2 = 50.
be the identity matrix I while the covariance matrix 
for population 2, was defined to be a diagonal
matrix Four values were chosen for the covariance
parameter, 1, 2, 4, and 8.
from population 1 were distributed as k-variate normal 
random vectors with k = 2 and = (0, 0). Population
2 had mean ^2 ~ 0) with a nonzero value in the first
element only. Four values were chosen for the distance 
parameter,v : 1, 2, 4, and 8.
The numerical values of the population parameters 
selected for use in the Monte Carlo simulation are 
summarized in Table 1.
TABLE 1
Parameter Values Used in the Monte Carlo Study
Parameter Population 1 Population 2
Prior probabilities ∏  = .8, .5 ∏2 - 1 ∏1
Population
Covariance matrices Έ = X E2 = Ὸ 2I 
Ὸ2 = 1,2,4,8
Population Means = (0,0) ⋃2 =
v =1,2,4,8
Transformations
The IMSL subroutine GGNSM was used to generate a 
series of two dimensional multivariate normal random 
deviates with mean ⋃ = (0, 0) and covariance matrix
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Σ = I. Twenty-two thousand five hundred observations 
were created which included all of the observations 
needed for 25 analysis samples of size 100 (2,500) and 
25 holdout samples of size 800 (20,000).
A subsample of these 22,500 observations served as 
data from population 1 with the remainder representing 
data from population 2. Observations from population 2, 
distributed with mean μ2 = (v, 0) and covariance
Σ2 = σ2 I were obtained as follows: Let
X2 = (X21, X22)
X21 = σ X11 + V
X22 = σX12
where X1 = (xn, x12) is N
The analysis sample size (N = n1 + n2) was always 
equal to 100 observations. When π1 = .8, 80 of the 100 
observations in the analysis sample were from population 
1. When π1 = .5, 50 of the 100 observations in the
analysis sample were from population 1. The holdout 
sample always contained observations in the same 
proportion as the analysis sample.
The multivariate nonnormal distributions were 
generated using a set of transformations developed by 
Johnson [1949, 1965] and extended by Johnson, Ramberg 
and Wang [1982] . This transformation system was used 
for two reasons. First, few multivariate nonnormal
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distributions are available, and secondly the results of 
this study could be related to the studies by LSR [1973] 
and CLB [1979]. GGNSM generated the multivariate normal 
vector X = (X1, X2) which was then transformed 
elementwise to Y = (Y1, Y2)•
Two families of multivariate nonnormal 
distributions were studied. The log normal distribution 
applied the transformation:
yi = exp [(Xi -Gamma )/6 ].
The inverse hyperbolic sine normal distribution was 
formed using the transformation:
For these distributions, the domains of yi are the 
nonnegative real numbers and the real numbers, 
respectively. The parameters Gamma and 6 determine the 
skewness and kurtosis of the transformed distributions. 
Consistent with the CLB study, Gamma was set equal to 0 and 
5 was chosen as a representative value for 6 . The 
restriction on the values of the Gamma and 6 parameters is a 
further limitation of this study. Increasing the number 
of levels of these parameters would allow an 
investigation of the effects of skewness and kurtosis in 
the transformed distributions on the classification 
accuracy of the discriminant models.
Solutions
The linear and quadratic discriminant problems were 
solved with the Statistical Analysis System (SAS) 
procedure DISCRIM. SAS is a computer software system 
for data analysis developed and supported by the SAS 
Institute. The version of SAS used was OS SAS RELEASE 
82.4. The documentation for the Statistical Analysis 
System is found in SAS [1982a, 1982b]. The linear 
discriminant function was based on the pooled covariance 
matrix, and the quadratic discriminant function was 
based on the individual within-group covariance matrices 
[SAS, 1982b]. The discriminant function formed from an 
analysis sample was then used to assign the holdout 
sample's 800 observations into the population for which 
it had the smallest generalized squared distance [Rao, 
1973]. Twenty-five different analysis samples and 25 
different holdout samples were used to estimate the 
classification probabilities for each set of parameters 
reported in this study.
The linear programming problems were solved with 
the SAS LP procedure. The version of SAS/OR used was 
SAS/OR RELEASE 82.4. The LP procedure optimizes a 
linear function subject to linear constraints using a 
two-phase revised simplex method [Bartels, 1971] .
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The quadratic programming problems were solved by a 
FORTRAN IV quadratic programming routine developed by 
Leifsson, Morel-Seytoux and Jomch-Clausen [1981] called 
QPTHOR. This procedure is based on the General 
Differential Algorithm developed by Wilde and Beightler 
[1967]. The algorithm starts from an initial feasible 
solution and then searches various configurations of the 
constraints for the optimal solution for which the 
function has its minimum value.
A computer program was developed to coordinate the 
use of the various IMSL subroutines and SAS programs and 
to process the data to provide necessary summary 
statistics of the computer simulations.
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CHAPTER 4
Results and Interpretation of Research
The overall objective of this research was to 
compare the linear discriminant function (LDF), 
quadratic discriminant function (QDF), linear 
programming discriminant model (LPDM), and quadratic 
programming discriminant model (QPDM) for the two 
variable, two group discriminant problem. More 
specifically, the objectives of this research were:
1
2
To investigate the effects of several 
parameters which affect the discriminant 
classification rates of these discriminant 
models: distance (v ), variance-covariance
(a), and prior probability ,
To compare the relative performance of the four 
discriminant models, and
3. To apply the discriminant models to an actual 
problem.
Monte Carlo procedures were used to generate 
simulated data to accomplish these objectives. The 
parameters were varied to investigate their affect on 
the relative performance of the four models considered
Johnson’s [1949] system of distributions was used to 
transform the normal distribution to log normal and
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inverse hyperbolic sine normal distributions. Twenty- 
five test problems were generated for each set of 
parameters (or case), a discriminant function was 
calculated from an analysis sample, and the percentage 
of the holdout sample’s observations misclassified 
served as the measure of performance for each 
discriminant model. The misclassification probabilities 
were estimated by averaging the results of the 25 test 
problems.
To achieve the final objective, the discriminant 
models were applied to Alvis’ [1983] data pertaining to 
personal characteristics affecting offers to accounting 
graduates from international accounting firms.
This chapter is divided into seven major sections: 
parameter effects; relative performance; relative 
efficiency; central tendency and variability of the 
misclassification rates; robustness; mathematical 
programming: an application; and synopsis.
Parameter Effects
The results of the Monte Carlo simulation were used 
to explain potential effects of three population 
parameters on three misclassification rates — the 
misclassification rate for population 1 (P1) , the 
misclassification rate for population 2 (P2), and the 
average misclassification rate (P) — of four
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discriminant models. These misclassification rates are 
presented in Appendix A.
A problem was observed concerning the 
misclassification rates of the LPDM and QPDM for the 
normal and inverse hyperbolic sine normal distributions. 
The LPDM and QPDM often could not discriminate between 
the populations because the optimal discriminant 
coefficients were all zero. The effect of these zero 
coefficients was to classify all observations into 
population 1. Therefore, the population 1 
misclassification rate was 0.000 and the population 2 
misclassification rate was 1.000. The average 
misclassification rate was 0.500 when the prior 
probability was 0.5 and 0.200 when the prior probability 
was 0.8. Because of this problem, the discussion 
relating to the LPDM and QPDM in subsequent sections is 
restricted to the log normal distribution.
The Distance Effect
The distance between the populations was measured 
in multiples of the standard deviation of the population 
with the smaller standard deviation. In this study, 
population 1 always had a standard deviation of one. 
Thus, a distance of 2, for example, indicated a distance 
of two standard deviations between the means of
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population 1 and population 2. Four levels were used 
for the distance parameter (v): lr 2, 4, and 8.
Average misclassification rate. Distance was 
important in reducing the average misclassification 
rates for the normal distribution, especially when the 
prior probability was 0.5. The average 
misclassification rates of both the LDF and QDF models 
dropped substantially as the distance changed from one 
to eight standard deviations. For example, Table A3 
shows the LDF rate decreased from between 38 and 32 
percent to 4 percent or less. When the distance between 
populations was greater than or equal to four, the 
average misclassification rates of both the LDF and QDF 
were relatively small. For example, when the distance 
was equal to four the largest average misclassification 
rate for any parameter configuration was 13.4 percent 
for the LDF and 8.9 percent for the QDF. When the 
distance increased to eight, the largest average 
misclassification rate for any case of the LDF and QDF 
was 4 percent and was less than 2 percent for both 
models with two exceptions. This same effect was also 
observed for the log normal and inverse hyperbolic sine 
normal distributions for the LDF and QDF.
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For the log normal distribution, increasing 
distance reduced the average misclassification rates of 
the LPDM and QPDM.
Population 1 misclassification rate. The effects 
of the parameters on the individual population 
misclassification rates did not necessarily follow the 
trends of the average misclassification rates. A large 
decrease in population 1 misclassification rates for the 
normal distribution, as distance increased, was observed 
when the prior probability was 0.5. However, the 
distance factor was not as important when the prior 
probability was 0.8 because the distance effect was 
dominated by the prior probability effect. This resulted 
in a reduction of all population 1 misclassification 
rates of both the LDF and QDF to less than 5 percent for 
all three distributions.
Generally, population 1 misclassification rates of 
all four models for all three distributions were reduced 
for large differences in the distance between 
populations.
Population 2 misclassification rate. The effect 
of distance on the population 2 misclassification rate 
was to decrease the misclassification rates of all
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models for all distributions for large increases in 
distance.
The Variance-Covariance Effect
The variance-covariance matrix of population 1 was 
the identity matrix (X) , while the variance-covariance 
matrix of population 2 was expressed as a multiple of it 
(a X). Four levels were used for the variance-
2 covariance parameter (a ): 1, 2, 4, and 8.
Average misclassification rate. In general, 
the average misclassification rate of the LDF varied 
directly with the difference in the variance-covariance 
matrix for all three distributions.
The average misclassification rate of the QDF 
sometimes increased and sometimes decreased for 
increasing differences in the variance-covariance matrix 
depending on the values of the other parameters. 
However, the QDF usually yielded the smallest average 
misclassification rate of the four models for all three 
distributions when the difference in the variance­
covariance matrix was large.
The effect of an increase in the variance­
covariance parameter on the LPDM and QPDM was to 
increase their average misclassification rates for the 
log normal distribution.
73
EflBHlafclon,.!- .roisclasaiflsation x.at_e. The
population 1 misclassification rate of the LDF for the 
normal distribution remained approximately constant as 
the covariance parameter increased when the prior 
probability was 0.5 yet decreased when = 0.8. This 
pattern also was observed for the inverse hyperbolic 
sine normal distribution. For the log normal 
distribution, Pl usually decreased as the difference in 
the variance-covariance matrix increased.
For the QDF, the population 1 misclassification 
rates sometimes increased and sometimes decreased for 
all three distributions.
The LPDM and QPDM population 1 misclassification 
rates increased as the covariance parameter increased 
for the log normal distribution.
Population 2 misclassification rate. The 
population 2 misclassification rate of the LDF increased 
for all three distributions when the prior probability 
was 0.5. It also increased when 77 = 0.8 except for V< =
1 when it remained approximately constant or decreased.
The QDF population 2 misclassification rate usually 
increased, but at a slower rate than the LDF and 
sometimes declined as the variance-covariance parameter 
increased.
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No particular pattern was observed in the 
population 2 misclassification rates of the LPDM and 
QPDM for the log normal distribution. Depending on the 
values of the other parameters, the population 2 
misclassification rates increased, decreased, or 
remained constant as the value of the variance­
covariance parameter increased.
The Prior Probability Effect
The effect of changing the prior probability of 
population 1 from 0.5 to 0.8 for the LDF and QDF was to 
decrease the population 1 misclassification rates, 
increase the population 2 misclassification rates, and 
decrease the average misclassification rates for all 
three distributions. In spite of the high 
misclassification rates for population 2, the average 
misclassification rates when t ’>1 = 0.8 were less than the 
average misclassification rates when = 0.5 because 
the high misclassification rates were associated with 
the smaller prior probability.
For the log normal distribution, the direction of 
the effects on the three misclassification rates of the 
LPDM and QPDM corresponding to a change in the prior 
probability was the same (with one exception). The 
magnitude of the change, however, was much smaller than 
for the linear and quadratic discriminant functions.
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The average error rates of the LPDM and QPDM were 
occasionally smaller than the average error rates of the 
LDF, but they were never smaller than the average 
misclassification rates of the QDF.
Relative Performance
The relative performance of the four discriminant 
models was measured by three misclassification rates: 
P1 P2, and P. Analysis of variance (ANOVA) was used to 
determine if statistically significant differences 
existed among the four discriminant models for the 
population 1, population 2, and average 
misclassification rates. Since these misclassification 
rates are proportions, the arc sine transformation
1/22 arc sine (misclassification rate) ' (14)
was applied as a variance stabilization technique [Neter 
and Wasserman, 1974].
All ANOVA tests (on the transformed 
misclassification rates) showed a difference among the 
respective rates of the four discriminant models for 
each of the simulated distributions — normal, log 
normal, and inverse hyperbolic sine normal. The Waller- 
Duncan test was used for the pairwise multiple
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comparisons. The ANOVA and Waller-Duncan tables appear 
in Appendix B.
All pairwise comparisons were also statistically 
significant except one. For the normal distribution, 
the population 1 misclassification rates of the linear 
discriminant function and quadratic discriminant 
function were not statistically different.
Additional insight to these results can be obtained 
from the following comments. The linear and quadratic 
programming discriminant models had the smallest 
population 1 misclassification rates for the normal and 
inverse hyperbolic sine normal distributions for the 32 
combinations of parameter values tested. However, 
neither is the recommended discriminant model for these 
distributions. As previously noted, these two models 
were unable to discriminate between the populations for 
many parameter values and hence the resulting 
discriminant function classified all observations into 
population 1. This resulted in a 0.000 
misclassification rate for population 1 and a 1.000 
misclassification rate for population 2. Also, the
9
The Waller-Duncan test, a modification of 
Duncan's multiple range test, utilizes the F value from 
the analysis of variance test to adjust the criterion 
for judging differences between means. The larger the F 
value is, the smaller the criterion for declaring 
differences between the means [Waller and Duncan, 1969].
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discriminant model with the smallest misclassification 
rate across all cases did not necessarily have the 
smallest misclassification rate for each of the 
individual parameter combinations. (See Appendix A)
Relative Efficiency
Another approach to compare the four discriminant 
models was to compute their relative efficiency by 
dividing a misclassification rate (i.e., P1, P2, and p) 
of one model by the corresponding misclassification rate 
for a second model. A relative efficiency of less than 
one implies that the misclassification rate of the first 
model was smaller than the second model. The relative 
efficiencies for each misclassification rate of each 
model with respect to the LDF and to the LPDM appear in 
Appendix C.
When comparing the LPDM or QPDM to the LDF, only 
the relative efficiencies for the log normal 
distribution are truly meaningful because the 
mathematical programming models were unable to 
discriminate between the populations for the normal or 
inverse hyperbolic sine normal distributions for certain 
parameter combinations. Also, it should be noted that 
the computer routine used to generate the tables in 
Appendix C returned a zero value whenever the numerator 
or denominator of the ratio is zero. The relative
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efficiencies of the LDF to the LDF (Tables Cl - C3) and 
the LPDM to the LPDM (Table C4) should be one; a value 
of zero indicates that the corresponding 
misclassification rate was zero.
Considering the models' efficiencies relative to 
the LDF for the normal, log normal, and inverse 
hyperbolic sine normal distributions (Tables Cl - C3), 
the average misclassification rate (P) of the QDF was 
equal to or smaller than all other models except when
 the covariance parameter (ϭ2 ) equaled one.
The population 1 relative efficiencies of the QDF 
to the LDF were sometimes smaller and sometimes larger 
than one for all three distributions. The population 2 
relative efficiencies of the QDF to the LDF were less 
than one about 75 percent of the time for all three 
distributions indicating that the QDF misclassification 
rates were smaller than those of the LDF.
Large relative efficiencies must be interpreted 
with caution because the denominator may be a very small
 number. For example, when π1= 0.8, ϭ2 =8, and v = 1, 
P1 equals 0.004 for the LDF and 0.022 for the QDF. The 
resulting relative efficiency of 5.500 (.022/.004) may 
not be as critical as its magnitude would suggest.
The relative efficiencies of the LPDM to the LDF 
for the log normal distribution (Table C2) indicated
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that the population 1 misclassification rates of the LDF 
were smaller than those of the LPDM. Furthermore, the 
population 2 misclassification rates of the LPDM were 
usually smaller (only two contrary cases) , while the 
average misclassification rates of the LPDM were smaller 
about one-third of the time. The relative efficiencies 
of the misclassification rates of the QPDM to the LDF 
for the log normal distribution followed this same 
pattern.
Analysis of the relative efficiency of the QDF to 
the LPDM for the log normal distribution (Table C4) 
showed that the population 1 misclassification rates of 
the QDF were almost always less than those of the LPDM. 
The population 2 misclassification rates of the QDF were 
larger than the LPDM about two-thirds of the time; the 
average misclassification rates of the QDF were always 
equal to or smaller than those of the LPDM.
Relative efficiencies of the QPDM to the LPDM for 
the log normal distribution (Table C4) revealed that the 
average misclassification rates of the QPDM were smaller 
than the LPDM rates about one-third of the time. The 
population 1 and population 2 misclassification rates of 
the QPDM were smaller than the LPDM rates about one- 
third and three-fourths of the time respectively.
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Central Tendency and Variability of 
the Misclassification Rates
The statistics selected to indicate the central 
tendency and variability of the misclassification rates 
were the mean, standard deviation, median, minimum, 
maximum, and range. These statistics, based upon the 25 
discriminant functions derived for each parameter 
configuration, are reported in Appendix D.
The similarity between the LDF and QDF population 
1, population 2, and average misclassification rates for 
the normal and inverse hyperbolic sine normal 
distributions extended to the other statistics as well. 
That is, when the mean misclassification rates of the 
two models were approximately equal, so were the other 
summary statistics; when the QDF rate was smaller, the 
values of the other statistics were also smaller than 
those of the LDF.
A comparison of the LDF, QDF, LPDM, and QPDM can be 
made for the log normal distribution. The LDF and QDF 
misclassification rates showed little similarity or 
pattern for the log normal distribution — sometimes one 
sometimes the other would have the smallest 
misclassification rate. Since the statistics of the 
LPDM and QPDM were similar, any comparison which holds 
for the LPDM is usually true of the QPDM as well. The 
population 1 misclassification rate of the LPDM was
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larger than those of the LDF and QDF. The population 2 
misclassification rate of the LPDM was sometimes smaller 
than those of the LDF and QDF, and the average 
misclassification rate of the LPDM was larger than those 
of the LDF and QDF. Ranges of the population 1, 
population 2, and average misclassification rates of the 
LPDM were larger than the ranges of the LDF 
misclassification rates even when the mean 
misclassification rate of the LPDM was smaller.
Robustness
Three distributions were examined: the 
multivariate normal, log normal, and inverse hyperbolic 
sine normal. For the parameter configurations studied, 
the LDF and QDF models were robust; that is, the 
population 1, population 2, and average 
misclassification rates did not vary substantially 
across the distributions. Less than a 0.03 difference 
in the average misclassification rates existed for the 
QDF; less than a 0.08 difference existed for the LDF for 
all parameter combinations. These differences increased 
to approximately 0.08 for the QDF and 0.11 for the LDF 
when the individual misclassification rates were 
examined.
In general, the LDF and QDF population 1, 
population 2, and average misclassification rates for
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the multivariate normal and inverse hyperbolic sine 
normal distributions were similar. The population 1 
(population 2) misclassification rates of the LDF and 
QDF for the log normal distribution were usually smaller 
(higher) than the equivalent misclassification rate for 
the multivariate normal distribution resulting in 
comparable average misclassification rates for all three 
distributions. (See Appendix A.)
The LPDM and QPDM, on the other hand, were not 
robust. They were often unable to discriminate between 
the populations for the multivariate normal or inverse 
hyperbolic sine normal distributions. This problem was 
first reported by Bajgier and Hill [1982] for the linear 
programming model and was observed in this study for the 
quadratic programming model tested as well.
Mathematical Programming: An Application
The four discriminant models were applied to the 
data obtained from Alvis [1983]. His objective was to 
determine the qualifications and personal 
characteristics of students who received an entry-level 
employment offer from an international accounting firm 
versus those students who did not receive an employment 
offer. He used a stepwise method of selecting variables 
to find the best linear discriminant function using a 
set of surrogates representing: intelligence,
83 
communication skills, leadership, personality, and 
motivation.
Since this was an application of the four 
discriminant models, the variables used in the models 
were restricted to those which Alvis found significant 
at the 0.05 level. These variables were [Alvis, 1983]: 
(1) Membership in Beta Alpha Psi (BAP), (2) Accounting
grade-point average at the time of the interview (AGPA), 
and (3) Ease of handling interviews as reported by the 
candidates (POISE). He suggested that:
• BAP may be considered a surrogate for academic 
performance, sociability, and commitment to the 
profession.
• AGPA may be considered a surrogate for 
intelligence, technical competence, and ambition.
• POISE may be considered a surrogate for 
communication skills and maturity.
Since no procedure comparable to the stepwise 
method exists for mathematical programming discriminant 
models, all possible one, two, and three variable models 
were examined for each discriminant model. The 
misclassification rates exhibited a wide range of 
variation for the various one, two, and three variable 
models. The models with the smallest average 
misclassification rate are reported in Table 2.
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Each model utilized a different set of "best" 
variables to achieve its smallest average 
misclassification rate. Consequently, these rates 
cannot be compared directly. Despite this, the 
population 1, population 2, and average 
misclassification rates of the LDF and QDF were similar. 
The misclassification rates of the LPDM and QPDM were 
not as similar as the Monte Carlo study would suggest.
Table 2
The Percentage of Successful Candidates 
and Unsuccessful Candidates Misclassified 
by the "Best" One, Two, or Three Variable 
Discriminant Model
| Discriminant Model |














Misclassification Rate 05 07 18 36
Unsuccessful Candidates 
Misclassification Rate 52 48 43 25
Average
Misclassification Rate 18 18 25 33
It is not possible to apply the results of the
Monte Carlo study directly to practical applications
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because the underlying distribution of the actual data 
is usually unknown and the population parameters are not 
identical to those of the Monte Carlo simulation. 
However, it was hoped that the general results of the 
Monte Carlo study apply to real world data. For 
example, the underlying distribution of Alvis' data is 
unknown, the sample sizes are different (the sample 
size, nearly 90, was split in approximately a two to one 
ratio), the prior probabilities and the variance­
covariance matrix were not identical to those in the 
Monte Carlo study. However, the following observations 
were anticipated in view of the Monte Carlo results:
In conclusion, either the LDF or the QDF was the 
best discriminant model because their average 
misclassification rates were smaller than those of the 
LPDM and QPDM.
Synopsis
The effects of three population parameters on the 
misclassification rates of four discriminant models were 
investigated in this study. In general, increasing the 
distance between populations decreased the
86
The LDF and QDF misclassification rates were
similar.
The average misclassification rates of the LDF
and QDF were smaller than those of the LPDM and QPDM.
misclassification rates of the four discriminant models 
for the three distributions.
Increasing the variance-covariance parameter had 
mixed effects depending on the discriminant model and 
the other parameter values. The QDF sometimes achieved 
smaller average misclassification rates than the LDF as 
the variance-covariance parameter increased. However, 
the variance-covariance parameter did not appear to 
affect the LPDM differently than the QPDM.
Changing the population 1 prior from 0.5 to 0.8 
caused the population 1 misclassification rates of the 
LDF and QDF to decrease to less than 5 percent for all 
three distributions. The corresponding population 2 
misclassification rate increases depended on the value 
of the distance parameter. The same effect, but not the 
same magnitude, was observed for the LPDM and QPDM for 
the log normal distribution.
In terms of relative performance, the QDF average 
misclassification rate was equal to or smaller than that 
of the other discriminant models for all parameter 
combinations for the three distributions, except when 
the variance-covariance matrices were equal. In this 
situation, the LDF had a smaller average 
misclassification rate. The LDF and QDF had similar 
population 1, population 2, and average
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misclassification rates for all three distributions.
For the log normal distribution, the LDF and QDF usually 
had smaller population 1 misclassification rates, larger 
population 2 misclassification rates, and smaller 
average misclassification rates than the LPDM and QPDM. 
The LPDM and QPDM had similar population 1, population 
2, and average misclassification rates for the log 
normal distribution.
The LDF and QDF were robust for the three 
distributions investigated. The LPDM and QPDM, on the 
other hand, were not. They were unable to discriminate 
between the populations for the normal and inverse 
hyperbolic sine normal distributions for various 
parameter combinations.
In an application of the four discriminant models, 
all possible one, two, and three variable discriminant 
functions were derived using variables which were 
significant at the 0.05 level [Alvis 1983], Each of the 
"best" discriminant models used a different set of 
variables. The smallest average misclassification rate 
was achieved by both the LDF and QDF.
Chapter 5 summarizes the research, relates the 
results to several previous studies, offers 
recommendations and conclusions, and presents 




The purpose of this research was to compare the 
classification accuracy of two mathematical programming 
models versus traditional statistical discriminant 
analysis. Monte Carlo techniques were used to compute 
population 1, population 2, and average 
misclassification rates for the linear discriminant 
function (LDF), the quadratic discriminant function 
(QDF), a linear programming discriminant model (LPDM), 
and a quadratic programming discriminant model (QPDM) 
for specific values of several parameters which affect 
discriminant analysis. This study was restricted to the 
two group, two variable discriminant problem.
The primary goals of this study were:
(1) to compare the classification accuracy of the 
LDF and QDF with the LPDM and QPDM for the 
multivariate normal distribution,
(2) to compare the classification accuracy of the 
four discriminant models for multivariate 
nonnormal distributions, and
(3) to evaluate the performance of each 
discriminant model on an actual business 
problem.
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Secondary goals were to determine how the 
misclassification rates were affected by:
(4) the population prior probabilities,
(5) distance between populations, and
(6) unequal population variance-covariance 
matrices.
The research results supported several previous 
studies, and also investigated several new areas of 
mathematical programming discriminant models. For the 
first time, the quadratic programming discriminant model 
(QPDM) was examined, the classification accuracy of the 
LPDM and QPDM for nonnormal distributions was studied, 
and new parameter combinations were evaluated for the 
normal, log normal, and inverse hyperbolic sine normal 
distributions.
This chapter summarizes the research, relates the 
results to several previous studies, offers 
recommendations, and provides suggestions for further 
research.
Summary of the Research Results
Analysis of variance tests indicated that, 
individually, the population 1, population 2, and 
average misclassification rates of the four discriminant 
models for a specific distribution were statistically 
different. The Waller-Duncan multiple range test was
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used to determine which means were statistically 
different. They indicated that, individually, the 
models’ population 1, population 2, and average 
misclassification rates were statistically different 
except for the population 1 misclassification rates for 
the normal distribution. In this instance, the linear 
discriminant function and quadratic discriminant 
function misclassification rates were not statistically 
different.
Comparison of Models
It was impossible to meaningfully compare the 
misclassification rates of the four discriminant models 
for the normal distribution because the linear 
programming discriminant model and quadratic programming 
discriminant model did not discriminate between the 
populations for some parameter combinations. The LDF 
and QDF had similar misclassification rates for the 
normal distribution for most parameter combinations.
For the log normal distribution, the LDF and QDF 
generally had smaller population 1, larger population 2, 
and smaller average misclassification rates than the 
LPDM and QPDM.
The classification accuracies for the inverse 
hyperbolic sine normal distribution followed the same 
pattern as the normal distribution. Again the LPDM and
91
QPDM did not discriminate between the populations for a 
wide variety of parameter combinations.
Parameter Effects
The effect of changing the population 1 prior 
probability from 0.5 to 0.8 was to reduce the population 
1 and increase the population 2 misclassification rates 
of the four discriminant models. The effect of the 
distance parameter was to decrease the models’ 
misclassification rates for the three distributions as 
distance increased. The effect of increasing the 
variance-covariance parameter was mixed and depended on 
the values of the other parameters.
Analysis of Robustness
The population 1, population 2, and average 
misclassification rates of the LDF and QDF did not 
differ significantly among the normal, log normal, and 
inverse hyperbolic sine normal distributions, and the 
models were therefore robust. The LPDM and QPDM, on the 
other hand, could not discriminate between the 
populations for a variety of parameter combinations for 
the normal and inverse hyperbolic sine normal 
distributions and were therefore not robust.
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An Application
The four discriminant models were applied to Alvis* 
[1983] data relating to the receipt of entry-level 
employment offers from an international public 
accounting firm. As expected from the Monte Carlo 
study, the LDF and QDF had the smallest average 
misclassification rates. A direct comparison of the 
discriminant models was impossible because each model 
used a different set of variables to achieve its 
smallest average misclassification rate.
Comparisons with Previous Studies
Lachenbruch, Sneeringer, and Revo [1973] reported a 
substantial increase in the probability of 
misclassification for the log normal and inverse 
hyperbolic sine normal distributions for the LDF, and 
for some cases the misclassification rates of the QDF 
were larger than those of the LDF. Their results were 
affected by extremely large variances in the log normal 
and inverse hyperbolic sine normal distributions because 
of the transformation parameters used. In contrast to 
the Lachenbruch, Sneeringer, and Revo results, the LDF 
population 1, population 2, and average 
misclassification rates obtained in the current study 
did not increase substantially for the log normal and 
inverse hyperbolic sine normal distributions, and the 
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average misclassification rates of the QDF were smaller 
than those of the LDF except when the variance- 
covariance matrices were equal.
Clarke, Lachenbruch, and Broffitt [1979] adjusted 
for the problem of large variances in the transformed 
distributions and concluded that the QDF was fairly 
robust to nonnormality except when the distributions 
were highly skewed. Similar results were reported 
herein. While the issues of skewness and kurtosis were 
not addressed, the conclusions of Clarke, Lachenbruch, 
and Broffitt were confirmed and extended to a wider 
range of parameter combinations.
Bajgier and Hill [1982] reported that each of the 
four discriminant models they evaluated was 
statistically preferable for certain parameter 
combinations. This study did support the Bajgier and 
Hill findings. However, while the LPDM and QPDM did 
have smaller average misclassification rates than the 
LDF for some parameter combinations, the mathematical 
programming discriminant models did not have smaller 
average misclassification rates than the QDF for any 
parameter combination for the three distributions.
Markowski and Markowski [1985] assisted in 
explaining the results of the current study. They 
proved that if an analysis sample contains at least one 
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observation in each of the four quadrants, then the 
linear programming discriminant coefficients will equal 
zero and all observations will be classified into 
population 1. They also proved that if the variables 
are positive in value, the coefficients of the linear 
programming discriminant model cannot be zero. 
Therefore, a transformation which forces all variables 
to be positive will overcome this problem for the linear 
programming discriminant model.10 This explains why the 
linear programming discriminant model and the quadratic 
programming discriminant models solved the test 
discriminant problems for the log normal distribution 
and Alvis' [1983] data. The log normal transformation 
produced observations exclusively in the positive 
quadrant as were Alvis' data.
Recommendations and Conclusions
This study can serve as a reference and as a guide 
for future research. The discriminant model with the 
smallest population 1, population 2, or average 
misclassification rate depended on the distribution, the
10 The Markowski and Markowski [1985] article was 
published when this research was essentially completed. 
Therefore, the dissertation committee believed that the 
consideration of such transformations as part of this 
study was not warranted.
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parameter values, and the misclassification rate of 
interest; however, the following observations were made.
• When the distance between populations was 
large, each model yielded misclassification rates that 
were relatively small.
• If the variance-covariance matrices were 
equal, the LDF had on the average the smallest 
population 1 and population 2 misclassification rates.
• The QDF misclassification rates, however, were 
not significantly greater than those of the LDF.
• When the difference in variance-covariance 
matrices was large, the QDF sometimes had smaller 
population 2 and average misclassification rates than 
the LDF for the normal and inverse hyperbolic sine 
normal distributions.
• The LPDM and QPDM had similar population 1, 
population 2, and average misclassification rates.
• Finally, while the LPDM and QPDM sometimes had 
population 2 misclassification rates smaller than the 
LDF and QDF for the log normal distribution, they did 
not have smaller average misclassification rates than 
the QDF.
In conclusion, Freed and Glover [1981, p. 68] hoped 
that mathematical programming formulations could be 
developed which would "reduce the complexities of 
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current [statistical] approaches without sacrificing the 
essential power of existing methods." This study 
suggests that current models do sacrifice the power of 
existing methods; however, further model development is 
warranted since the LPDM and QPDM did have smaller 
misclassification rates in certain situations. Bajgier 
and Hill [1982, p. 616] had "no a priori reason to 
believe that the linear programming approaches (which 
are nonparametric) will be any less effective on more 
realistic classes of problems." The investigation of 
Alvis' [1983] data casts doubt upon their belief since 
the mathematical programming models had higher average 
misclassification rates than the statistical 
discriminant models.
Suggestions for Future Research
Several suggestions to improve and expand research 
of this nature can be made. The effects of sample size 
(including unequal sample sizes), number of populations, 
and number of variables should be investigated. The 
effect of skewness and kurtosis in the nonnormal 
distributions on the misclassification rates as well as 
the robustness of the discriminant models to skewness 
and kurtosis may be investigated.
The objective function could be adjusted to 
minimize the sum of the distances from the observations 
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to the cutoff for misclassified observations and 
maximize the sum of the distances to the cutoff for 
correctly classified observations. Also, the weighting 
factors in the objective function can be varied to 
determine their effect on the misclassification rates. 
In addition, the objective function could be changed to 
minimize the number of misclassifications.
Different transformation schemes have been proposed 
to improve the classification accuracy of discriminant 
models. Pinches [1980] suggested using a transformation 
of variables to obtain normality when the original 
distribution was nonnormal. Markowski and Markowski 
[1985] demonstrated the addition of an appropriate 
constant to make all observations positive improved the 
discriminating ability of the LPDM. Using the rank 
transformation would accomplish this "naturally".
Nath and Jones [1984] recommended the rank 
transformation in order to eliminate the effects of 
extreme observations. They also suggested using the 
jackknife procedure to determine the stability of the 
discriminant coefficients. In addition, variable 
selection criteria for discarding nonsignificant 
variables and simplifying the discriminant analysis 
model are needed for mathematical programming models. 
Nath and Chin [1986] proposed a bootstrap criterion 
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which deserves further evaluation. These principles 
need to be researched to ascertain their viability.
99
BIBLIOGRAPHY
Altman, Edward I. "Financial Ratios, Discriminant 
Analysis and the Prediction of Corporate 
Bankruptcy." Journal of Finance, 23, No. 4 
(September 1968), 589-609.
_____________ , and Robert A. Eisenbeis. "Financial 
Applications of Discriminant Analysis: A 
Clarification." Journal of Financial and 
Quantitative Analysis, 13, No. 1 (March 1978), 
185-195.
Alvis, John M. "An Empirical Investigation of 
Personal Characteristics Significantly Affecting 
Employment Offers From International Accounting 
Firms to Accounting Graduates." Ph.D. 
dissertation, University of Arkansas, 
Fayetteville, 1983.
Ammons, J. C., and L. F. McGinnis. "An Optimization 
Model for Production Costing in Electric 
Utilities." Management Science. 29, No. 3 
(March 1983), 307-316.
Anderson, David R., Dennis J. Sweeney, and Thomas A. 
Williams. An Introduction to Management 
Science: Quantitative Approaches to Decision
Making. 3rd ed. St. Paul, Minnesota: West 
Publishing Company, 1982.
Anderson, G. S. "A Linear Programming Model of 
Housing Market Equilibrium." Journal of Urban 
Economics. 11, No. 2 (March 1982) , 159-168.
100
Anderson, T. W. "Classification by Multivariate 
Analysis." Psychometrika. 16, No. 1 (March 
1951a), 31-50.
_____________ . "Estimating Linear Restrictions on 
Regression Coefficients for Multivariate Normal 
Distributions." Annals of Mathematical 
Statistics, 22, No. 3 (September 1951b), 327- 
351.
_____________ . An Introduction to Multivariate 
Statistical Analysis. New York: John Wiley and 
Sons, 1958.
_____________ . "Asymptotic Evaluation of the 
Probabilities of Misclassification by Linear 
Discriminant Functions." Discriminant Analysis 
and Applications. Ed. Theophilos Cacoullos. 
New York: Academic Press, 1973, 17-23.
_____________ , and R. R. Bahadur. "Classification into 
Two Multivariate Normal Distributions with 
Different Covariance Matrices." Annals of 
Mathematical Statistics, 33, No. 2 (June 1962), 
420-431.
Andrews, D. F., R. Gnanadesikan, and J. L. Warner. 
"Methods for Assessing Multivariate Normality." 
Multivariate Analysis-Ill. Ed. Paruchuri R. 
Krishnaiah. New York: Academic Press, 1973, 
95-116.
Ashikaga, T., and P. C. Chang. "Robustness of 
Fisher’s Linear Discriminant Function Under Two- 
Component Mixed Normal Models." Journal of the 
American Statistical Association. 76, No. 375 
(September 1981), 676-680.
Bajgier, Steve M., and Arthur V. Hill. "An 
Experimental Comparison of Statistical and 
Linear Programming Approaches to the 
Discriminant Problem." Decision Sciences. 13, 
No. 4 (October 1982), 604-618.
101
Bartels, R. "A Stabilization of the Simplex Method." 
Numerical Mathematics, 16 (1971), 414-434.
Bock, R. Darrell. Multivariate Statistical Methods 
in Behavioral Research. New York: McGraw-Hill, 
1975.
Budnick, Frank S., Richard Mojena, and Thomas E. 
VolIman. Principles of Operation's Research for 
Management. Homewood, Illinois: Richard D. 
Irwin, 1977.
Chan, Linda S., and Olive J. Dunn. "The Treatment of 
Missing Values in Discriminant Analysis-I. The 
Sampling Experiment. " Journal of_the American 
Statistical Association, 67, No. 338 (June 
1972), 473-477.
Chan, Linda S., June A. Gilman, and Olive J. Dunn. 
"Alternative Approaches to Missing Values in 
Discriminant Analysis." Journal of the American 
Statistical Association, 71, No. 356 (December 
1976), 842-844.
Chang, P. C., and A. A. Afifi. "Classification Based 
on Dichotomous and Continuous Variables." 
Journal of the American Statistical Association, 
69, No. 346 (June 1974), 336-339.
Clarke, W. R., P. A. Lachenbruch, and B. Broffitt. 
"How Non-normality Affects the Quadratic 
Discriminant Function." Communications in 
Statistics, Theory and Methods, A8, No. 13 
(1979), 1285-1301.
Cochran, William G. "On the Performance of the 
Linear Discriminant Function." Technometrics, 
6, No. 2 (May 1964), 179-190.
_____________ , and C. Hopkins. "Some Classification 
Problems with Multivariate Qualitative Data." 
Biometrics, 17, No. 1 (March 1961), 10-32.
102
Conover, W. J., and Ronald L. Iman. "The Rank 
Transformation as a Method of Discrimination 
with Some Examples." Communications in 
Statistics. Theory and Methods, A9, No. 5 
(1980), 465-487.
Cooley, Phillip L. "Bayesian and Cost Considerations 
for Optimal Classification with Discriminant 
Analysis." Journal of Risk and Insurance, 42, 
No. 2 (June 1975), 277-287.
Cooley, William W., and Paul R. Lohnes. Multivariate 
Data Analysis. New York: John Wiley and Sons, 
1971.
Crask, M. R., and W. D. Perreault. "Validation of 
Discriminant Analysis in Marketing Research." 
Journal of Marketing Research, 14, No. 1 
(February 1977), 60-68.
Deakin, Edward B. "Distributions of Financial 
Accounting Ratios: Some Empirical Evidence." 
The Accounting Review, 51, No. 1 (January 1976), 
90-96.
Dillon, W. R. "The Performance of the Linear 
Discriminant Function in Nonoptimal Situations 
and the Estimation of Classification Error 
Rates: A Review of Recent Findings." Journal
of Marketing Research, 16, No. 3 (August 1979), 
370-381.
Downham, D. Y., and F. D. K. Roberts. 
"Multiplicative Congruential Pseudo-random 
Number Generators." Computer Journal, 10, No. 1 
(1967), 74-77.
Dunn, 0. J. "Some Expected Values for Probabilities 
of Correct Classification in Discriminant 
Analysis." Technometrics, 13, No. 2 (May 1971), 
345-353.
103
_____________ , and Paul D. Varady. "Probabilities of 
Correct Classification in Discriminant 
Analysis." Biometrics. 22, No. 4 (December 
1966), 908-924.
Eisenbeis, R. A. "Two Aspects of Investigating Group 
Differences in Linear Discriminant Analysis." 
Decision Sciences. 4, No. 4 (October 1973), 487- 
493.
_____________ . "Pitfalls in the Application of 
Discriminant Analysis in Business, Finance, and 
Economics." Journal of Finance, 32, No. 3 (June 
1977), 875-900.
, and Robert B. Avery. Discriminant 
Analysis and Classification Procedures: Theory 
and Practice. Lexington, Massachusetts: D. C. 
Heath and Company, 1972.
_____________ , Gary G. Gilbert, and Robert B. Avery. 
"Investigating the Relative Importance of 
Individual Variables and Variable Subsets in 
Discriminant Analysis." Communications in 
Statistics, 2, No. 3 (September 1973) , 205-219.
Elashoff, Janet D., R. M. Elashoff, and G. E. 
Goldman. "On the Choice of Variables in 
Classification Problems with Dichotomous 
Variables." Biometrika, 54, No. 3 and 4 
(December 1967), 668-670.
Elashoff, R. M., and A. Afifi. "Missing observations 
in Multivariate Statistics I. Review of the 
Literature." Journal of the American 
Statistical Association, 61, No. 315 (September 
1966), 595-604.
Fama, Eugene F. "The Behavior of Stock-market 
Prices." Journal of Business, 38, No. 1 
(January 1965), 34-105.
_____________ . Foundations of Finance. New York: 
Basic Books, 1976.
104
Fisher, R. A. "The Use of Multiple Measurements in 
Taxonomic Problems." Annals of Eugenics, 7, No. 
2 (September 1936), 179-188.
Fix, E., and J. L. Hodges, Jr. Discriminatory 
Analysis Nonparametric Discrimination: 
Consistency Properties. Report No. 4, Project 
No. 21-49-004, USAF School of Aviation Medicine 
(1951).
Frank, Ronald E., William F. Massy, and Donald G. 
Morrison. "Bias in Multiple Discriminant 
Analysis." Journal of Marketing Research, 2, 
No. 3 (August 1965), 250-258.
Frecka, Thomas J., and William S. Hopwood. "The 
Effects of Outliers on the Cross-sectional 
Distributional Properties of Financial Ratios." 
The Accounting Review. 58, No. 1 (January 1983), 
115-128.
Freed, Ned, and Fred Glover. "Simple But Powerful 
Goal Programming Formulations for Problems of 
Statistical Discrimination and Multi-dimensional 
Classification." Boulder, Colorado: Business 
Research Division, Graduate School of Business 
Administration, University of Colorado 
(September 1977). (Mimeographed.)
_____________ . "Simple But Powerful Goal Programming 
Models for Discriminant Problems." Boulder, 
Colorado: Business Research Division, Graduate
School of Business Administration, University of 
Colorado (December 1978). (Mimeographed.)
_____________ . "A Linear Programming Approach to the 
Discriminant Problem." Decision Sciences, 12, 
No. 1 (January 1981a), 68-73.
_________ . "Simple But Powerful Goal Programming
Models for Discriminant Problems." European 
Journal of Operational Research, 7 (1981b), 44- 
60.
105
_____________ . "Linear Programming and Statistical 
Discrimination — the LP Side." Decision 
Sciences. 13, No. 1 (January 1982), 172-175.
Freund, Rudolf J., and Ramon C. Littell. SAS for 
Linear Models: A Guide to the ANOVA and GLM 
Procedures. Cary, North Carolina: SAS 
Institute, Inc., 1981.
Gessaman, M. P. "A Consistent Non-parametric 
Multivariate Density Estimator Based on 
Statistically Equivalent Blocks." Annals of 
Mathematical Statistics. 41, No. 4 (August 
1970), 1344-1346.
_____________ , and P. H. Gessaman. "A Comparison of 
Some Multivariate Discrimination Procedures." 
Journal of the American Statistical Association. 
67, No. 338 (June 1972), 468-472.
Gilbert, Ethel S. "On Discrimination Using 
Qualitative Variables." Journal of the American 
Statistical Association. 63, No. 324 (December 
1968), 1399-1412.
_____________ . "The Effect of Unequal Variance­
covariance Matrices on Fisher’s Linear 
Discriminant Function." Biometrics. 25, No. 3 
(September 1969), 505-516.
Glick, N. "Sample-based Classification Procedures 
Derived from Density Estimators." Journal of 
the American Statistical Association. 67. No. 
337 (March 1972), 116-122.
Glorfeld, Louis W., and Norman Gaither. "On Using 
Linear Programming in Discriminant Problems." 
Decision Sciences. 13, No. 1 (January 1982), 
167-171.
Goldstein, M. "Comparison of Some Density Estimate 
Classification Procedures." Journal of the 
American Statistical Association. 70, No. 351 
(September 1975), 666-669.
106
_____________ , and W. R. Dillon. Discriminant Analysis. 
New York: John Wiley and Sons, 1978.
Grablowsky, B. J., and W. K. Talley. "Probit and 
Discriminant Functions for Classifying Credit 
Applicants: A Comparison." Journal of 
Economics and Business, 33, No. 3 (Spring/Summer 
1981), 254-261.
Hadley, G. Linear Programming. Reading, 
Massachusetts: Addison-Wesley, 1963.
Hair, Joseph F., Jr., Rolph E. Anderson, Ronald L. 
Tatham, and Bernie J. Grablowsky.___Multivariate
Data Analysis, With Readings. Tulsa, Oklahoma: 
Petroleum Publishing Company, 1979.
Hand, D. J. Discrimination and Classification. New 
York: John Wiley and Sons, 1981.
_____________ . Kernel Discriminant Analysis. New York: 
Research Studies Press, 1982.
Hill, Arthur V., J. David Naumann, and Norman L. 
Chervany. "SCAT and SPAT: Large-scale 
Computer- based Optimization Systems for the 
Personnel Assignment Problem." Decision 
Sciences. 14, No. 2 (April 1983), 207-220.
Hills, M. "Allocation Rules and Their Error Rates." 
Journal of the Royal Statistical Society, Series 
B, 28, No. 1 (1966), 1-20.
_____________ . "Discrimination and Allocation with 
Discrete Data." Applied Statistics, 16, No. 13 
(1967), 237-250.
Holloway, Lois N., and Olive J. Dunn. "The 
Robustness of Hotelling’s T2." Journal of the 
American Statistical Association, 62, No. 317 
(March 1967), 124-136.
107
Hopkins, J. W., and P. P. F. Clay "Some Empirical 
Distributions of Bivariate T2 and 
Homoscedasticity Criterion M Under Unequal 
Variance and Leptokurtosis." Journal of the 
American Statistical Association, 58, No. 304 
(December 1963), 1048-1053.
Hutchinson, David W. "A New Uniform Pseudorandom 
Number Gererator." Communications of the 
Association for Computing Machinery, 9, No. 6 
(June 1966), 432-433.
International Mathematical and Statistical Libraries, 
Inc. The IMSL Library. 9th ed. Houston, 
Texas: International Mathematical and
Statistical Libraries, Inc., 1982.
Ito, Koichi, and William J. Schull. "On the 
Robustness of the T2 Test in Multivariate 
Analysis of Variance when Variance-covariance 
Matrices Are Not Equal." Biometrika, 51, No. 1 
and 2 (June 1964), 71-82.
Jackson, Esther C. "Missing Values in Linear 
Multiple Discriminant Analysis." Biometrics, 
24, No. 4 (December 1968), 835-844.
Johnson, Mark E., John S. Ramberg, and Chiang Wang. 
"The Johnson Translation System in Monte Carlo 
Studies." Communications in Statistics. 
Simulation and Computation, 11, No. 5 (1982), 
521-525.
Johnson, N. L. "Systems of Frequency Curves 
Generated by Methods of Translation." 
Biometrika, 36, No. 1 and 2 (June 1949), 149- 
176.
_____________ . "Tables to Facilitate Fitting Su 
Frequency Curves." Biometrika, 52, No. 3 and 4 
(1965), 547-558.
108
Joy, 0. Maurice, and John 0. Tollefson. "On the 
Financial Applications of Discriminant 
Analysis." Journal of Financial and 
Quantitative Analysis, 10, No. 5 (December 
1975), 723-739.
_____________ . "Some Clarifying Comments on 
Discriminant Analysis." Journal of Financial 
and Quantitative Analysis, 13, No. 1 (March 
1978), 197-200.
Kachigan, Sam Kash. Multivariate Statistical 
Analysis: A Conceptual Introduction. New York: 
Radius Press, 1982.
Kiountouzis, E. A. "Linear Programming Techniques in 
Regression Analysis." Applied Statistics, 22, 
No. 1 (1973), 69-73.
Klecka, William R. Discriminant Analysis. Sage 
University Paper series Quantitative 
Applications in the Social Sciences, series no. 
07-019. Beverly Hills and London: Sage 
Publications, 1980.
Koffler, Stephen L., and Douglas A. Penfield. 
"Nonparametric Discrimination Procedures for 
Non-normal Distributions." Journal of 
Statistical Computation and Simulation, 8 
(1979), 281-299.
Kolb, R. W. "Predicting Dividend Changes." Journal 
of Economics and Business, 33, No. 3 
(Spring/Summer 1981), 218-230.
Kruskal, William H., and Judith M. Tanur, eds. 
International Encyclopedia of Statistics. 2 
vols. New York: The Free Press, 1978.
Krzanowski, W. J. "Discrimination and Classification 
Using Both Binary and Continuous Variables." 
Journal of the American Statistical Association, 
70, No. 352 (December 1975), 782-790.
109
_____________ . "The Performance of Fisher's Linear 
Discriminant Function Under Non-optimal 
Conditions." Technometrics, 19, No. 2 (May 
1977), 191-200.
Kshirsagar, Anant M. Multivariate Analysis. New 
York: Marcel Dekker, 1972.
Lachenbruch, Peter A. "Discriminant Analysis When 
the Initial Samples Are Misclassified." 
Technometrics. 8, No. 4 (November 1966), 657- 
662.
_____________ . "An Almost Unbiased Method of Obtaining 
Confidence Intervals for the Probability of 
Misclassification in Discriminant Analysis." 
Biometrics, 23, No. 4 (December 1967), 639-645.
_____________ . "On Expected Probabilities of 
Misclassification in Discriminant Analysis, 
Necessary Sample Size, and a Relation with the 
Multiple Correlation Coefficient." Biometrics, 
24, No. 4 (December 1968), 823-834.
_____________ . "Some Results on the Multiple Group 
Discriminant Problems." Discriminant Analysis 
and Applications. Ed. Theophilos Cacoullos. 
New York: Academic Press, 1973, 375-434.
_____________ . "Discriminant Analysis When the Initial 
Samples Are Misclassified II: Non-random 
Misclassification Models." Technometrics, 16, 
No. 3 (August 1974), 419-424.
_____________ . Discriminant Analysis. New York: 
Hafner Press, 1975a.
_____________ . "Some Unsolved Practical Problems in 
Discriminant Analysis." Chapel Hill, North 
Carolina: Department of Biostatistics,
University of North Carolina, (December 1975b). 
(Mimeographed.)
no
_____________ , and M. Goldstein. "Discriminant 
Analysis." Biometrics, 35, No. 1 (March 1979), 
69-85.
_____________ , and M. R. Mickey. "Estimation of Error 
Rates in Discriminant Analysis." Technometrics, 
10, No. 1 (February 1968), 1-11.
_____________ , C. Sneeringer, and L. T. Revo. 
"Robustness of the Linear and Quadratic 
Discriminant Function to Certain Types of Non­
normality." Communications in Statistics. 1, 
No. 1 (1973), 39-56.
Learmonth, G. P., and P. A. W. Lewis. Naval 
Postgraduate School Random Number Generator 
Package LLRANDOM, NPS55LW73061A. Navel 
Postgraduate School, Monterey, California. 
(June 1973a).
_____________ , and P. A. W. Lewis. Statistical Tests of 
Some Widely, Used and Recently Proposed Uniform 
Random Number Generators, NPS55LW73111A. Naval 
Postgraduate School, Monterey, California. 
(November 1973b).
Ledbetter, W., and J. Cox. "Are OR Techniques Being 
Used?” Industrial Engineering, 9, No. 2 
(February 1977), 19-21.
Lee, Sang M., Laurence J. Moore, and Bernard W. 
Taylor. Management Science. Dubuque, Iowa: 
William C. Brown Company, 1981.
Leifsson, Thorbergur, Hubert J. Morel-Seyutoux, and 
Torkil Jomch-Clausen. "User’s Manual for 
QPTHOR: a FORTRAN IV Quadratic Programming 
Routine." Fort Collins, Colorado: HYDROWAR 
Program, Department of Civil Engineering, CER81- 
82TL-HJM—TJC37, Colorado State University 
(December 1981). (Mimeographed.)
111
Lewis, P. A. W., A. S. Goodman, and J. M. Miller. 
"Psuedo-random Number Generator for the 
System/360." IBM Systems Journal, 8, No. 2 
(1969), 136-146.
Loftsgaarden, D. 0., and C. P. Quesenberry. "A 
Nonparametric Estimate of a Multivariate Density 
Function." Annals of Mathematical Statistics, 
36, No. 1 (June 1965), 1049-1051.
Lohnes, Paul R. "Test Space and Discriminant Space 
Classification Models and Related Significance 
Tests." Educational and Psychological 
Measurement, 21, No. 3 (Autumn 1961), 559-574.
Malkovich, J. F., and A. A. Afifi. "On Tests for 
Multivariate Normality." Journal of the 
American Statistical Association, 68, No. 341 
(March 1973), 176-179.
March, Salvatore T. "A Mathematical Programming 
Approach to the Selection of Access Paths for 
Large Multiuser Data Bases." Decision Sciences, 
14, No. 4 (Fall 1983), 564-587.
Mardia, K. V. "Measures of Multivariate Skewness and 
Kurtosis with Applications." Biometrika. 57, 
No. 3 (December 1970), 519-530.
_____________ . "The Effect of Nonnormality on Some 
Multivariate Tests and Robustness to 
Nonnormality in the Linear Model." Biometrika. 
58, No. 1 (April 1971), 105-121.
_____________ . "Assessment of Multinormality and the 
Robustness of Hotelling’s T2 Test." Applied 
Statistics, 24, No. 2 (1975), 163-171.
_____________ , and P. J. Zemroch. "Measures of 
Multivariate Skewness and Kurtosis." Applied 
Statistics. 24, No. 2 (1975), 262-265.
112
Markowski, Edward P., and Carol A. Markowski. "Some 
Difficulties and Improvements in Applying Linear 
Programming Formulations to the Discriminant 
Problem." Decision Sciences, 16, No. 3 (Summer 
1985), 237-247.
Marks, Sidney. "Discriminant Functions When 
Covariance Matrices Are Unequal." Ph.D. 
dissertation, University of California, Los 
Angeles, 1970.
_____________ , and 0. J. Dunn. "Discriminant Functions 
When Covariance Matrices Are Unequal." Journal 
of the American Statistical Association, 69, No. 
346 (June 1974), 555-559.
McCabe, George P. "Computations for Variable 
Selection in Discriminant Analysis." 
Technometrics, 17, No. 1 (February 1975), 103- 
109.
McLachlan, G. J. "Asymptotic Results for 
Discriminant Analysis When the Initial Samples 
Are Misclassified." Technometrics, 14, No. 2 
(May 1972), 415-422.
_____________ . "Estimation of the Errors of 
Misclassification on the Criterion of Asymptotic 
Mean Square Error." Technometrics, 16, No. 2 
(May 1974a), 255-260.
_____________ . "An Asymptotic Unbiased Technique for 
Estimating the Error Rates in Discriminant 
Analysis." Biometrics, 30, No. 2 (June 1974b), 
239-249.
_____________ . "The Relationship in Terms of Asymptotic 
Mean Square Error Between the Separate Problems 
of Estimating Each of the Three Types of Error 
Rate of the Linear Discriminant Function." 
Technometrics, 16, No. 4 (November 1974c), 569- 
575.
113
_____________ . "Confidence Intervals for the 
Conditional Probability of Misallocation in 
Discriminant Analysis." Biometrics. 31, No. 1 
(March 1975a), 161-167.
_____________ . "Iterative Reclassification Procedure 
for Constructing an Asymptotically Optimal Rule 
of Allocation in Discriminant Analysis." 
Journal of the American Statistical Association, 
70, No. 350 (June 1975b), 365-369,
_____________ . "The Bias of the Apparent Error Rate in 
Discriminant Analysis." Biometrika, 63, No. 2 
(August 1976a), 239-244.
_____________ . "A Criterion for Selecting Variables for 
the Linear Discriminant Function." Biometrics, 
32, No. 3 (September 1976b), 529-534.
_____________ . "Estimating the Linear Discriminant 
Function from Initial Samples Containing a Small 
Number of Unclassified Observations." Journal 
of the American Statistical Association, 72, No. 
358 (June 1977), 403-406.
Michaelis, J. "Simulation Experiments with Multiple 
Group Linear and Quadratic Discriminant 
Analysis." Discriminant Analysis and 
Applications. Ed. Theophilos Cacoullos. New 
York: Academic Press, 1973, 225-238.
Moore, D. H., II. "Evaluation of Five Discrimination 
Procedures for Binary Variables." Journal of 
the American Statistical Association, 68, No. 
342 (June 1973), 399-404.
Moran, M. A. "On the Expectation of Errors of 
Allocation Associated with a Linear Discriminant 
Function." Biometrika, 62, No. 1 (April 1975), 
141-148.
114
Morris, James G., and Michael J. Showalter. "Simple 
Approaches to Shift, Days-Off and Tour 
Scheduling Problems." Management Science. 29, 
No. 8 (August 1983), 942-950.
Morrison, Donald F. Multivariate Statistical 
Methods. New York: McGraw-Hill Company, 1967.
Morrison, Donald G. "On the Interpretation of 
Discriminant Analysis." Journal of Marketing 
Research, 6, No. 2 (May 1969), 156-163.
Murray, Gordon D. "A Cautionary Note on Selection of 
Variables in Discriminant Analysis." Applied 
Statistics, 26, No. 3 (1977), 246-250.
Nagel, Stuart S., and Marian Neef. Operations 
Research Methods. Sage University Paper series 
Quantitative Applications in the Social 
Sciences, series no. 07-002. Beverly Hills and 
London: Sage Publications (1976).
Nath, Ravinder. "Estimation of Misclassification 
Probabilities in the Linear Programming 
Approaches to the Two-Group Discriminant 
Problem." Decision Sciences, 15, No. 2 (Spring 
1984), 248-252.
_____________ , and Jerry Chin. "A Variable Selection 
Criterion in the Linear Programming Approaches 
to Discriminant Analysis." Proceedings of the 
Seventeenth Annual Conference of the Southwest 
Region American Institute for Decision Sciences. 
Dallas (March 1986).
_____________ , and Thomas W. Jones. "On Estimating 
Discriminant Coefficients Using the Linear 
Programming Approach in the Discriminant 
Problem." Prodeedings of the American Institute 
for Decision Sciences National Conference. 
Toranto, Canada (November 1984), 676-678.
115
National Bureau of Standards Symposium on the 
Interface. Proceedings of Computer Science and 
Statistics. Proceedings of Computer Science and 
Statistics held at National Bureau of Standards, 
Gaithersburg, Maryland, April 14-15, 1977, 
National Bureau of Standards Special Publication 
503 (February 1978).
Neter, J., and W. Wasserman. Applied Linear 
Statistical Models. Homewood, Illinois: 
Richard D. Irwin, 1974.
Okamoto, Masashi. "An Asymptotic Expansion for the 
Distribution of the Linear Discriminant 
Function." Annals of Mathematical Statistics 
34, No. 4 (December 1963), 1286-1301 
Correction: 39, No. 4 (August 1968), 1358.
Pearson, K. "On the Coefficient of Racial Likeness." 
Biometrika, 18 (1926), 105-117.
Peavy, John W. "Forecasting Industrial Bond Rating 
Changes: A Multivariate Model." Review of 
Business and Economic Research, 19, No. 2 
(Spring 1984), 46-56.
Peterson, Robert A., and Vijay Mahajan. "Practical 
Significance and Partitioning Variance in 
Discriminant Analysis." Decision Sciences, 7, 
No. 4 (October 1976), 649-658.
Pinches, George E. "Classification Results and 
Discriminant Analysis." School of Business, 
University of Kansas Working Paper Series, 
Working Paper No. 116 (September 1978).
_____________ . "Factors Influencing Classification 
Results from Multiple Discriminant Analysis." 
Journal of Business Research, 8, No. 4 (December 
1980), 429-456.
_____________ , and Kent A. Mingo. "A Multivariate 
Analysis of Industrial Bond Ratings." Journal 
of Finance, 28, No. 1 (March 1973), 1-18.
116
________________, and Kent A. Mingo. "The Role of 
Subordination and Industrial Bond Ratings." 
Journal of Finance. 30, No. 1 (March 1975), 201- 
206.
________________ , and Carl J. Schwendiman. "Classification 
Procedures and Multiple Discriminant Analysis." 
presented at the Southern Finance Association, 
(November 1975).
Rao, C. Radhakrishna. Linear Statistical Inference 
and Its Applications. New York: John Wiley and 
Sons, 1973.
Rao, M. R. "Cluster Analysis and Mathematical 
Programming." Journal of the American 
Statistical Association. 66, No. 335 (September 
1971), 622-626.
Rose, Peter S., and Gary A. Giroux. "Predicting 
Corporate Bankruptcy: An Analytical and 
Empirical Evaluation." Review of Business 
Economics Research. 19, No. 2 (Spring 1984), 1- 
12.
Rulon, Phillip J., David V. Tiedeman, Maurice M. 
Tatsuoka, and Charles R. Langmuir. Multivariate 
Statistitics- for Personnel Classification. New 
York: John Wiley and Sons, 1967.
SAS Institute, Inc. SAS User's Guide: Basics. 1982 
ed. Cary, North Carolina: SAS Institute, Inc., 
1982a.
________________ . SAS User's Guide: Statistics. 1982 ed. 
Cary, North Carolina: SAS Institute, Inc., 
1982b.
________________ . SAS/OR User's Guide. 1983 ed. Cary, 
North Carolina: SAS Institute, Inc., 1983.
117
Scott, Elton. "On the Financial Applications of 
Discriminant Analysis: Comment." Journal of 
Financial and Quantitative Analysis, 13, No. 1 
(March 1978), 201-205.
Shannon, R. E., S. S. Long, and B. P. Buckles. 
"Operations Research Methodologies in Industrial 
Engineering: A Survey." AIIE Transactions, 12, 
No. 4 (December 1980), 364-367.
Shapiro, S. S., and M. B. Wilk. "An Analysis of 
Variance Test for Normality (Complete Samples)." 
Biometrika, 52, No. 3 (1965), 591-611.
________________, M. B. Wilk, and H. J. Chen. "A 
Comparative Study of Various Tests of 
Normality." Journal of the American Statistical 
Association. 63, No. 324 (December 1968), 1343- 
1372.
Shocker, A. D., and V. Srinivasan. "Linear 
Programming Techniques for Multi-dimensional 
Analysis of Preferences." Psychometrika, 38, 
No. 3 (September 1973), 337-369.
Smith, C. A. B. "Some Examples of Discrimination." 
Annals of Eugenics, 13, No. 4 (June 1947), 272- 
282.
Sorum, M. J. "Estimating the Conditional Probability 
of Misclassification." Technometrics. 13, No. 2 
(May 1971), 333-343.
________________ . "Estimating the Expected and the Optimal 
Probabilities of Misclassification." 
Technometrics, 14, No. 4 (November 1972), 935- 
943.
________________ . "Estimating the Expected Probability of 
Misclassification for a Rule Based on the Linear 
Discriminant Function: Univariate Normal Case." 
Technometrics, 15, No. 2 (May 1973), 329-339.
118
Subrahmaniam, Kocherlakota, and Kathleen 
Subrahmaniam. "On the Multivariate Behrens- 
Fisher Problem." Biometrika. 60, No. 1 (April 
1973), 107-111.
Taha, Hamdy A. Operations Research. 3rd ed. New 
York: Macmillan Publishing Company, 1982.
Tatsuoka, Maurice M. Multivariate Analysis: 
Techniques for Educational and Psychological 
Research. New York: John Wiley and Sons, 1971.
________________, and D. V. Tiedeman. "Discriminant 
Analysis." Review of Educational Research, 24, 
No. 5 (December 1954), 402-420.
Trieschmann, James S., and George E. Pinches. "A 
Multivariate Model for Predicting Financially 
Distressed P-L Insurers." Journal of Risk and 
Insurance, 40, No. 3 (September 1973), 327-338.
Urbakh, V. Yu. "Linear Discriminant Analysis: Loss 
of Discriminating Power When a Variate is 
Omitted." Biometrics, 27, No. 3 (September 
1971), 531-534.
Van Ness, John W., and Cary Simpson. "On the Effects 
of Dimension in Discriminant Analysis." 
Technometrics, 18, No. 2 (May 1976), 175-187.
Wagner, Harvey M. "Linear Programming Techniques for 
Regression Analysis." Journal of the American 
Statistical Association, 54, No. 285 (March 
1959), 206-212.
________________. "Non-linear Regression with Minimal 
Assumptions." Journal of American Statistical 
Association, 57, No. 299 (September 1962), 572- 
578.
119
Wahl, Patricia W. "Effects of Sampling on 
Discriminant Functions and Their Associated 
Error Rates for Various Population 
Configurations." Ph.D. dissertation, University 
of Washington, Seattle, 1971.
________________, and Richard A. Kronmal. "Discriminant 
Functions When Covariances Are Unequal and 
Sample Sizes Are Moderate." Biometrics, 33, No. 
3 (September 1977), 479-484.
Wald, A. "On a Statistical Problem Arising in the 
Classification of an Individual into One of Two 
Groups." Annals of Mathematical Statistics, 15, 
No. 2 (June 1944), 145-163.
Waller, Ray A., and David B. Duncan. "A Bayes Rule 
for the Symmetric Multiple Comparisons Problem." 
Journal of the American Statistical Association, 
64, No. 328 (December 1969), 1484-1503.
Weiner, John M., and Olive J. Dunn. "Elimination of 
Variates in Linear Discrimination Problems." 
Biometrics, 22, No. 2 (June 1966), 268-275.
Welch, B. L. "Note on Discriminant Functions." 
Biometrika, 31, No. 1 and 2 (1939), 218-220.
Wilde, D. J. and C. S. Beightler. Foundations of 
Optimization. New York: Prentice-Hall, 1967.
Young, Dean, Kris Moore, and Fred Hulme. "On the 
Robustness of Fisher’s Linear Discriminant 
Function Against Mixture Density 
Misspecification." Paper presented at the 
meeting of the Southwest Region of the American 
Institute for Decision Sciences, Dallas, Texas 
(March 1982) .
Zielezny, Maria, and Olive J. Dunn. "Cost Evaluation 
of a Two-stage Classification Procedure." 





Comparisons of Misclassification Rates
Appendix A presents the misclassification rates of 
the four discriminant models for each distribution. 
Tables Al - A3 report the population 1 misclassification 
rate (P1), population 2 misclassification rate (P2), and 
average misclassification rate (P), respectively, for 
every combination of parameter values.
122
TABLE Al. A COMPARISON OF POPULATION 1 MISCLASSIFICATION RATES
INVERSE HYPERBOLIC 
NORMAL LOG NORMAL SINE NORMAL
123
TABLE A2. A COMPARISON OF POPULATION 2 MISCLASSIFICATION RATES
INVERSE HYPERBOLIC 
NORMAL LOG NORMAL SINE NORMAL
124
TABLE A3. A COMPARISON OF AVERAGE MISCLASSIFICATION RATES
INVERSE HYPERBOLIC 
NORMAL LOG NORMAL SINE NORMAL
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Appendix B
Analysis of Variance and 
Waller-Duncan Tables
Analysis of variance was used to determine if the 
mean misclassification rates of the four discriminant 
models were statistically different. A separate 
analysis of variance test was performed for each 
misclassification rate — population 1 (P1), population 
2 (P2), and the average (P) — for the three simulated 
distributions. Thus, a total of nine analysis of 
variance tests were performed. The arc sine 
transformation was used to stabilize the variance. The 




Analysis of Variance Table Comparing
the Population 1 Misclassification Rates
of Four Discriminant Models











































Waller-Duncan K-Ratio T Test Coirparing 
the Population 1 Misclassification Rates 
of Four Discriminant Models 
for the Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0255029 F=485
CRITICAL VALUE OF T = 1.74
MINIMUM SIGNIFICANT DIFFERENCE = 0.01386
MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
| WALLER



















Thirty-two blocks times twenty-five replications per block = 800.
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Table B3
Analysis of Variance Table Coirparing
the Population 2 Misclassification Rates
of Four Discriminant Models
for the Normal Distribution
 Source  
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 Case 
 Model 


























Waller-Duncan K-Ratio T Test Coirparing 
the Population 2 Misclassification Rates 
of Four Discriminant Models 
for the Normal Distribution
KRATIO= 100 DF=3072 MSE=0.167296 F=1298
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.03547
MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
 WALLER


















Thirty-two blocks times twenty-five replications per block = 800.
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Table B5
Analysis of Variance Table Comparing
the Average Misclassification Rates
of Four Discriminant Models






































Waller-Duncan K-Ratio T Test Comparing 
the Average Misclassification Rates 
of Four Discriminant Models 
for the Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0156216 F=1239
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.01084
MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT.
WALLER 


















Thirty-two blocks times twenty-five replications per block = 800.
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Table B7
Analysis of Variance Table Comparing 
the Population 1 Misclassification Rates 
of Four Discriminant Models 








































Waller-Duncan K-Ratio T Test Comparing 
the Population 1 Misclassification Rates 
of Four Discriminant Models 
for the Log Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0405594 F=1538
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.01746






















Thirty-two blocks times twenty-five replications per block = 800.
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Table B9
Analysis of Variance Table Comparing
the Population 2 Misclassification Rates
of Four Discriminant Models








































Waller-Duncan K-Ratio T Test Comparing 
the Population 2 Misclassification Rates 
of Four Discriminant Models 
for the Log Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0217128
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.01278
F=1308























Thirty-two blocks times twenty-five replications per block = 800.
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Table B11
Analysis of Variance Table Comparing
the Average Misclassification Rates
of Four Discriminant Models
































Waller-Duncan K-Ratio T Test Comparing 
the Average Misclassification Rates 
of Four Discriminant Models 
for the Log Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0131729 F=742
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.00996


































Analysis of Variance Table Coirparing
the Population 1 Misclassification Rates
of Four Discriminant Models









































Waller-Duncan K-Ratio T Test Comparing 
the Population 1 Misclassification Rates 
of Four Discriminant Models 
for the Inverse Hyperbolic Sine Normal Distribution
KRATIO= 100 DF=3072 MSE=0.0217757 F=519
CRITICAL VALUE OF T = 1.74
MINIMUM SIGNIFICANT DIFFERENCE = 0.0128






















Thirty-two blocks times twenty-five replications per block = 800.
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Table B15
Analysis of Variance Table Comparing
the Population 2 Misclassification Rates
of Four Discriminant Models








































Waller-Duncan K-Ratio T Test Comparing 
the Population 2 Misclassification Rates 
of Four Discriminant Models 
for the Inverse Hyperbolic Sine Normal Distribution
KRATIO=100 DF=3072 MSE=0.163046 F=1205
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.03502























Thirty-two blocks times twenty-five replications per block = 800.
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Table B17
Analysis of Variance Table Comparing
the Average Misclassification Rates
of Four Discriminant Models









































Waller-Duncan K-Ratio T Test Comparing 
the Average Misclassification Rates 
of Four Discriminant Models 
for the Inverse Hyperbolic Sine Normal Distribution
KRATIO 100 DF=3072 MSE=0.0144386 F=1123
CRITICAL VALUE OF T = 1.73
MINIMUM SIGNIFICANT DIFFERENCE = 0.01042






















Thirty-two blocks times twenty-five replications per block = 800.
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Appendix C
The Relative Efficiencies of the 
Discriminant Models
Appendix C presents the relative efficiencies of 
the population 1 misclassification rate (RE P1), 
population 2 misclassification rate (RE P2), and average 
misclassification rate (RE P) of each discriminant 
model. Tables C1 - C3 and C4 contain the comparisons of 
the misclassification rates of each model relative to 
the LDF and LPDM respectively.
The SAS procedure MATRIX [SAS, 1982b] which was 
used to produce these tables returns a zero value when 
the denominator of a ratio is zero. Therefore, a zero 
value for a relative efficiency indicates that either 
the numerator or denominator was zero. The occurrence 
of a zero in the denominator can be identified by 
observing that the relative efficiencies of the LDF to 
itself and the LPDM to itself should equal 1.000. When 
one of these relative efficiencies is 0.000, rather than 
1.000, a zero denominator is indicated. Thus, the 
corresponding misclassification rate was zero.
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THE RELATIVE EFFICIENCY OF EACH DISCRIMINANT MODEL
TO THE LINEAR DISCRIMINANT FUNCTION
FOR THE NORMAL DISTRIBUTION
TABLE C1.
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TABLE C2. THE RELATIVE EFFICIENCY OF EACH DISCRIMINANT MODEL
TO THE LINEAR DISCRIMINANT FUNCTION
FOR THE LOG NORMAL DISTRIBUTION
LDF QDF LPDM QPDM
138
TABLE C3. THE RELATIVE EFFICIENCY OF EACH DISCRIMINANT MODEL
TO THE LINEAR DISCRIMINANT FUNCTION
FOR THE INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
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LDF QDF LPDM QPDM
TABLE C4. THE RELATIVE EFFICIENCY OF EACH DISCRIMINANT MODEL
TO THE LINEAR PROGRAMMING DISCRIMINANT MODEL
FOR THE LOG NORMAL DISTRIBUTION




The tables in Appendix D present central tendency 
and variability statistics of the population 1 
misclassification rate (P1), population 2 
misclassification rate (P2), and average 
misclassification rate (P) for every combination of the 





LINEAR DISCRIMINANT ANALYSIS 
POPULATION 1 MISCLASSIFICATION RATES
142
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.311 0.050 0.310 0.223 0.393 0.170
2 0.156 0.040 0.145 0.103 0.245 0.142
4 0.021 0.009 0.020 0.008 0.043 0.035
8 0.000 0.001 0.000 0.000 0.003 0.003
2 1 0.309 0.057 0.323 0.183 0.390 0.207
2 0. 156 0.043 0.142 0.085 0.248 0.163
4 0.022 0.010 0.022 0.005 0.042 0.037
8 0.000 0.000 0.000 0.000 0.002 0.002
4 1 0.307 0.071 0.322 0.152 0.410 0.258
2 0. 157 0.048 0.152 0.065 0.258 0.193
4 0.023 0.012 0.020 0.005 0.053 0.048
8 0.000 0.001 0.000 0.000 0.003 0.003
8 1 0.312 0. 101 0.318 0.113 0.575 0.462
2 0.161 0.062 0. 165 0.045 0.262 0.217
4 0.024 0.014 0.018 0.005 0.062 0.057
8 0.000 0.001 0.000 0 .000 0.003 0.003
1 1 0.033 0.027 0.025 0.002 0.120 0.118
2 0.047 0.017 0.045 0.017 0.077 0.060
4 0.009 0. 006 0. 008 0.002 0.022 0.020
8 0.000 0.000 0.000 0.000 0.002 0.002
2 1 0.020 0.02 2 0.013 0.000 0.092 0.092
2 0.035 0.015 0.031 0.011 0.063 0.052
4 0.008 0.006 0.006 0.000 0.02 2 0.022
8 0.000 0.000 0. 000 0.000 0.002 0.002
4 1 0.009 0.013 0.005 0.000 0.052 0.052
2 0.018 0.012 0.016 0.002 0.048 0.046
4 0.006 0.005 0.005 0.000 0.019 0.019
8 0.000 0.000 0.000 0.000 0.002 0.002
8 1 0.004 0.005 0. 000 0.000 0.017 0.017
2 0.006 0. 006 0.003 0.000 0.023 0.023
4 0.004 0.003 0.003 0.000 0.017 0.017




LINEAR DISCRIMINANT ANALYSIS 
POPULATION 2 MISCLASSIFICATION RATES
o2 V MEAN STD DEV MEDIAN MIN MAX RANGE
0.5 1 1 0.319 0.040 0.313 0.253 0.428 0.175
2 0. 166 0.034 0. 160 0.108 0.260 0.152
4 0.027 0.013 0.023 0.008 0.050 0.042
8 0.000 0.001 0.000 0.000 0.003 0.003
2 1 0.372 0.035 0.368 0.308 0.460 0.152
2 0.248 0.038 0.242 0.175 0.350 0.175
4 0.081 0.020 0.080 0.050 0.118 0.068
8 0.002 0.002 0.002 0.000 0.008 0.008
4 1 0.416 0.037 0.422 0.348 0.500 0.152
2 0.314 0.034 0.315 0.270 0.413 0.143
4 0.163 0.028 0. 160 0.113 0.240 0.127
8 0.027 0.013 0.023 0.008 0.050 0.042
8 1 0.451 0.040 0.455 0.388 0.538 0.150
2 0.369 0.032 0.372 0.305 0.445 0.140
4 0.245 0.032 0.245 0.182 0.325 0.143
8 0.080 0.018 0.080 0.053 0.113 0.060
0.8 1 1 0.817 0.078 0.813 0.650 0.963 0.313
2 0.382 0.055 0.388 0.288 0.494 0.206
4 0.052 0.019 0.044 0.019 0.094 0.075
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.802 0.086 0.813 0.638 0.969 0.331
2 0.458 0.045 0.463 0.381 0.569 0.188
4 0.132 0.034 0. 131 0.056 0.206 0.150
8 0.004 0. 006 0.000 0.000 0.02 5 0.025
4 1 0.805 0.102 0.819 0.638 1.000 0.362
2 0.526 0.046 0.525 0.462 0.62 5 0.163
4 0.238 0.045 0.225 0.144 0.33 1 0.187
8 0.035 0.017 0.031 0 .013 0.081 0.068
8 1 0.817 0. 115 0.819 0.631 1.000 0.369
2 0.607 0.071 0.600 0.500 0.744 0.244
4 0.345 0.043 0.350 0.275 0.431 0.156







σ 2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.315 0.018 0.320 0.284 0.349 0.065
2 0.161 0.016 0.158 0.137 0.193 0.055
4 0.024 0.005 0.02 4 0.015 0.034 0.019
8 0.000 0.001 0. 000 0.000 0.003 0.003
2 1 0.3 40 0.021 0.340 0.305 0.379 0.074
2 0.202 0.019 0.205 0.172 0.242 0.070
4 0.05 2 0.007 0.050 0.040 0.068 0.028
8 0.001 0.001 0.001 0.000 0.004 0.004
4 1 0.362 0.027 0. 361 0.321 0.419 0.098
2 0.236 0.020 0. 239 0.204 0.284 0.080
4 0.093 0.012 0. 092 0.070 0.125 0.054
8 0.013 0.006 0.011 0.004 0.025 0.021
8 1 0.382 0.047 0.380 0.317 0.545 0.227
2 0.265 0.025 0. 267 0.221 0.315 0.093
4 0.134 0.014 0. 135 0.103 0.166 0.063
8 0.040 0.009 0.040 0 .026 0.056 0.030
1 1 0. 190 0.011 0.189 0.171 0.226 0.055
2 0.114 0.00 9 0.115 0.096 0.130 0.034
4 0.018 0.004 0.018 0.010 0.026 0.016
8 0.000 0.000 0.000 0.000 0.002 0.002
2 1 0. 176 0.011 0.177 0.152 0.201 0.049
2 0. 119 0.010 0. 118 0.100 0.138 0.038
4 0.033 0.006 0.032 0.023 0.046 0.023
8 0.001 0.001 0.000 0.000 0.005 0 .005
4 1 0.168 0.015 0. 168 0.138 0.200 0.062
2 0.120 0.008 0. 120 0.103 0.135 0.033
4 0.053 0.008 0.050 0.038 0.068 0.029
8 0.007 0.003 0.008 0.003 0.016 0.014
8 1 0.166 0.021 0. 164 0.133 0.200 0.067
2 0.126 0.012 0. 122 0.109 0.149 0.040
4 0.07 2 0.00 8 0.073 0.057 0.089 0.031




LINEAR DISCRIMINANT ANALYSIS 
POPULATION 1 MISCLASSIFICATION RATES
145
o2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.275 0.047 0. 278 0.200 0.365 0.165
2 0.121 0.035 0. 115 0.068 0.205 0.137
4 0.006 0.005 0.005 0.000 0.015 0.015
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.254 0.054 0.250 0.160 0.350 0.190
2 0.110 0.036 0.100 0.058 0.195 0.137
4 0.006 0.005 0.005 0.000 0.020 0.020
8 0.000 0.000 0.000 0.000 0.000 0.000
4 1 0.215 0.065 0.222 0.112 0.315 0.203
2 0.090 0.036 0.088 0.035 0.162 0.127
4 0.007 0.011 0.003 0.000 0.055 0.055
8 0.000 0.000 0.000 0.000 0.000 0.000
8 1 0. 148 0.062 0. 160 0.062 0.28 2 0.220
2 0.058 0.034 0.062 0.008 0.132 0.124
4 0.003 0.004 0.002 0.000 0.015 0.015
8 0.000 0.000 0.000 0.000 0.000 0.000
1 1 0.042 0.026 0.036 0.003 0.125 0.122
2 0.043 0.015 0. 042 0.014 0.064 0.050
4 0.003 0.002 0.003 0.000 0.009 0.009
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 0.027 0.021 0.019 0.002 0.088 0.086
2 0.028 0.013 0. 022 0.008 0.048 0.0 40
4 0.002 0.002 0.002 0.000 0.008 0.008
8 0.000 0.000 0.000 0 .000 0.000 0.000
4 1 0.013 0.011 0.009 0.000 0.036 0.036
2 0.012 0.007 0.011 0.000 0.028 0.028
4 0.001 0.001 0.000 0.000 0.005 0.005
8 0.000 0.000 0.000 0.000 0.000 0.000
8 1 0.005 0.005 0.003 0.000 0.02 2 0.022
2 0.003 0.004 0.002 0 .000 0.017 0.017
4 0.000 0.000 0.000 0.000 0.002 0.002
8 0.000 0.000 0.000 0.000 0.000 0.000
TABLE D5
LOG NORMAL DISTRIBUTION
LINEAR DISCRIMINANT ANALYSIS 
POPULATION 2 MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.354 0.038 0.352 0.280 0.438 0.158
2 0.216 0.037 0.208 0.148 0.310 0.162
4 0.067 0.017 0.062 0.038 0.100 0.062
8 0.008 0.006 0.008 0.000 0.020 0.020
2 1 0.412 0.036 0.412 0.348 0.48 2 0.134
2 0.301 0.037 0.300 0.242 0.398 0.156
4 0. 156 0.032 0.152 0.100 0.240 0.140
8 0.049 0.017 0.042 0.022 0.08 2 0.060
4 1 0.452 0.038 0. 448 0.365 0.52 2 0.157
2 0.376 0.03 2 0.385 0.315 0.440 0.125
4 0.256 0.037 0.258 0.190 0.343 0.153
8 0. 138 0.034 0.133 0.083 0.210 0.127
8 1 0.479 0.042 0.470 0.380 0.555 0.175
2 0.430 0.042 0.430 0.345 0.508 0.163
4 0.347 0.039 0. 355 0.262 0.418 0.156
8 0.247 0.049 0.250 0.168 0.380 0.212
1 1 0.773 0.072 0. 769 0.631 0.938 0.307
2 0.391 0.05 2 0.394 0.300 0.481 0.181
4 0.100 . 0.034 0. 100 0.056 0.181 0.125
8 0.012 0.012 0. 006 0.000 0.044 0.044
2 1 0.747 0.070 0. 744 0 .625 0.925 0.300
2 0.472 0.047 0.475 0.400 0.58 1 0.181
4 0.220 0.050 0.212 0.144 0.325 0.181
8 0.069 0.025 0.062 0.031 0.119 0.088
4 1 0.726 0.064 0. 725 0.600 0.888 0.288
2 0.548 0.051 0.556 0.444 0.625 0.181
4 0. 347 0.060 0.350 0.231 0.462 0.231
8 0. 184 0.055 0.175 0.106 0.300 0.194
8 1 0.706 0.053 0.706 0.594 0.812 0.218
2 0.604 0.055 0.606 0.481 0.688 0.207
4 0.469 0.060 0.481 0.350 0.581 0.231






σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.314 0.016 0. 316 0.290 0.341 0.051
2 0.169 0.015 0. 166 0.144 0.193 0.049
4 0.037 0. 008 0.035 0.021 0.054 0.032
8 0.004 0.003 0.004 0.000 0.010 0.010
2 1 0.333 0.018 0.335 0.302 0.368 0.067
2 0.205 0.015 0.203 0.181 0.229 0.048
4 0.081 0.015 0. 080 0.052 0.12 2 0.070
8 0.025 0.008 0. 021 0.011 0.041 0.030
4 1 0.333 0.023 0.337 0.296 0.367 0.072
2 0.233 0.013 0.232 0.207 0.262 0 .055
4 0.13 2 0.017 0. 131 0.097 0.174 0.077
8 0.069 0.017 0.066 0.041 0.105 0.064
8 1 0.314 0.020 0.318 0 .267 0.347 0.080
2 0.244 0.013 0. 246 0 .213 0.263 0.050
4 0.175 0.019 0.178 0.132 0.209 0.077
8 0.123 0.025 0.125 0.084 0.190 0.106
1 1 0.188 0.011 0. 187 0.173 0.226 0.054
2 0.113 0.008 0. 113 0.096 0.130 0.034
4 0.023 0. 007 0.020 0.014 0.040 0.027
8 0.002 0.002 0.001 0.000 0.009 0.009
2 1 0. 171 0.011 0.170 0.152 0.199 0.047
2 0.116 0.008 0.115 0.100 0.133 0.033
4 0.046 0.009 0. 044 0.032 0.066 0.034
8 0.014 0.005 0.012 0.006 0.024 0.018
4 1 0.155 0.010 0. 155 0.136 0.179 0.043
2 0.119 0.008 0.120 0.107 0.133 0.025
4 0.070 0.011 0.072 0.048 0.092 0.045
8 0.037 0.011 0.035 0.021 0.060 0.039
8 1 0.145 0. 009 0.145 0.130 0.164 0.034
2 0. 124 0.010 0. 125 0.100 0.138 0.038
4 0.094 0.012 0.096 0.070 0.116 0.046
8 0.067 0.013 0.070 0.042 0.094 0.051
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TABLE D7
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
LINEAR DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.308 0.051 0.310 0.220 0.392 0.172
2 0.148 0.042 0.138 0.095 0.240 0.145
4 0.013 0.006 0.012 0.005 0.028 0.023
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.303 0.053 0.318 0.180 0.390 0.210
2 0. 145 0.044 0.132 0.078 0.238 0.160
4 0.012 0.007 0.012 0.000 0.032 0.032
8 0.000 0.000 0.000 0.000 0.000 0.000
4 1 0.296 0.075 0.315 0.135 0.402 0.267
2 0.137 0.049 0. 128 0.052 0 .240 0.188
4 0.010 0.007 0.010 0.000 0.032 0.032
8 0.000 0.000 0.000 0.000 0.000 0.000
8 1 0.286 0.109 0.292 0.082 0.538 0.456
2 0. 124 0.061 0.12 2 0.030 0.240 0.210
4 0.008 0.008 0.005 0.000 0.032 0.032
8 0.000 0.000 0.000 0.000 0.000 0.000
1 1 0.033 0.026 0.025 0.002 0.114 0.112
2 0.045 0.017 0.044 0.017 0.072 0.055
4 0.006 0.003 0.005 0.000 0.014 0.014
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.020 0.021 0.012 0.002 0.088 0.086
2 0.031 0.014 0.027 0.009 0.056 0.047
4 0.004 0.003 0.005 0.000 0.012 0.012
8 0.000 0.000 0.000 0.000 0.000 0.000
4 1 0.009 0.011 0.003 0.000 0.045 0.045
2 0.013 0.010 0. 011 0.000 0.034 0.034
4 0.003 0.003 0. 00 2 0.000 0.011 0.011
8 0.000 0.000 0.000 0.000 0.000 0.000
8 1 0.003 0.004 0.000 0.000 0.016 0.016
2 0.004 0.005 0.002 0.000 0.019 0.019
4 0.001 0.002 0.000 0.000 0.008 0.008
8 0.000 0.000 0.000 0.000 0.000 0.000
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TABLE D8
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
LINEAR DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
149
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.322 0.041 0.318 0 .252 0.430 0.178
2 0.175 0.035 0. 170 0.112 0.275 0.163
4 0.039 0.015 0.035 0.020 0.068 0.048
8 0.002 0.002 0.002 0.000 0.008 0.008
2 1 0.379 0.037 0.375 0.308 0.470 0.162
2 0.259 0.037 0.255 0.188 0.362 0.174
4 0.111 0.026 0. 110 0.065 0.175 0.110
8 0.028 0.014 0.022 0.008 0.052 0.044
4 1 0.422 0.040 0.430 0.352 0.518 0.166
2 0.332 0.035 0.335 0.280 0.425 0.145
4 0.205 0.033 0. 208 0.142 0.29 2 0.150
8 0.096 0.028 0.085 0.048 0.152 0.104
8 1 0.460 0.04 1 0.458 0.392 0.558 0.166
2 0.396 0.036 0.405 0.328 0.472 0.144
4 0.302 0.037 0.308 0.240 0.395 0.155
8 0.206 0.041 0.210 0.138 0.300 0.162
1 1 0.818 0.075 0.812 0.669 0.956 0.287
2 0. 391 0.053 0.394 0.300 0.494 0.194
4 0.073 0.023 0.075 0.038 0.112 0.074
8 0.003 0.005 0.000 0.000 0.019 0.019
2 1 0.798 0.08 2 0. 806 0.650 0.962 0.312
2 0.468 0.046 0.469 0.388 0.575 0.187
4 0. 171 0.043 0. 162 0.088 0.262 0. 174
8 0.038 0.019 0.038 0.012 0.088 0.076
4 1 0.800 0.101 0.806 0.625 0.994 0.369
2 0.546 0.048 0.556 0.462 0.631 0.169
4 0.294 0.057 0.294 0.181 0.406 0.225
8 0.138 0.048 0. 138 0.062 0.238 0.176
8 1 0.819 0. 108 0. 819 0.631 1.000 0.369
2 0.630 0.068 0.619 0.525 0.744 0.219
4 0.422 0.056 0.419 0.331 0.525 0.194
8 0.288 0.072 0.288 0.175 0.456 0.281
0.8
TABLE D9




σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.315 0.018 0.317 0.281 0.348 0.068
2 0.162 0.017 0. 157 0.138 0.197 0.059
4 0.026 0.006 0.026 0.018 0.037 0.019
8 0.001 0.001 0.001 0 .000 0.004 0.004
2 1 0.341 0.020 0.339 0.309 0.376 0.068
2 0.202 0.018 0.206 0.172 0.244 0.072
4 0.061 0.011 0.062 0.040 0.091 0.051
8 0.014 0.007 0.011 0.004 0.026 0.022
4 1 0.359 0.027 0.358 0.316 0.415 0.099
2 0.234 0.020 0.239 0.202 0.279 0.076
4 0. 107 0.015 0. 108 0.077 0.150 0 .073
8 0.048 0.014 0.042 0.024 0.076 0.052
8 1 0.373 0.046 0.3 73 0.296 0.514 0.217
2 0.260 0.021 0.260 0.226 0.309 0.083
4 0.155 0.017 0. 155 0.127 0.200 0.072
8 0.103 0.021 0. 105 0.069 0.150 0.081
1 1 0. 190 0.011 0. 189 0.172 0.225 0.053
2 0. 114 0.010 0.114 0.094 0.131 0.038
4 0.019 0.004 0.019 0.012 0.02 7 0.015
8 0.001 0.001 0.000 0.000 0.004 0.004
2 1 0.176 0.010 0. 175 0.155 0.200 0.045
2 0.118 0.009 0. 117 0.101 0.132 0.031
4 0.038 0.008 0.036 0.026 0.056 0.030
8 0.008 0.004 0.008 0.002 0.018 0.015
4 1 0.167 0.015 0.165 0.141 0.199 0.057
2 0.120 0.008 0. 120 0.105 0.136 0.031
4 0.061 0.011 0. 061 0.042 0.084 0.041
8 0.028 0.010 0.028 0.012 0.048 0.035
8 1 0. 166 0.020 0.165 0.133 0.200 0.067
2 0.129 0.011 0. 129 0.107 0.150 0 .0 43
4 0.085 0.011 0. 084 0.068 0.105 0.037





POPULATION 1 MISCLASSIFICATION RATES
151
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 O.314 0.062 0.323 0 .223 0.430 0.207
2 0.157 0.041 0. 150 0.100 0.253 0.153
4 0.022 0.010 0. 018 0.005 0.045 0.0 40
8 0.000 0.001 0.000 0 .000 0.003 0.003
2 1 0.235 0.050 0.238 0.162 0.302 0.140
2 0.151 0.04 2 0.145 0.088 0.23 2 0.144
4 0.036 0.016 0.032 0.012 0.070 0.058
8 0.000 0.001 0.000 0.000 0.002 0.002
4 1 0. 169 0.035 0. 174 0.115 0.240 0.125
2 0. 129 0.03 5 0.128 0.075 0.203 0.128
4 0.048 0.020 0.043 0.018 0.085 0.067
8 0.003 0.004 0.003 0.000 0.013 0.013
8 1 0.108 0.023 0. 110 0.065 0.150 0.085
2 0.093 0.024 0. 090 0.052 0.132 0.080
4 0.050 0. 021 0.045 0.018 0.088 0.070
8 0.008 0.007 0.008 0.000 0.028 0.028
1 1 0.037 0.027 0.031 0.000 0.125 0.125
2 0.047 0.017 0.041 0.020 0.078 0.0 58
4 0.009 0.006 0.009 0.000 0.023 0.023
8 0.000 0. 000 0.000 0 .000 0.002 0.002
2 1 0.031 0.017 0.028 0.003 0.081 0.078
2 0.036 0.017 0.031 0.016 0.088 0.072
4 0.013 0.007 0.014 0.002 0.030 0.028
8 0.000 0.001 0. 000 0.000 0.002 0.002
4 1 0.029 0.013 0.028 0.009 0.061 0.052
2 0.025 0.012 0.020 0.008 0.05 2 0.044
4 0.014 0.009 0.012 0.003 0.038 0.035
8 0.001 0.001 0.000 0.000 0.006 0.006
8 1 0.022 0.010 0.020 0.009 0.050 0.041
2 0.020 0.010 0.017 0.006 0.047 0.041
4 0.013 0.009 0.011 0 .003 0.042 0.0 39




QUADRATIC DISCRIMINANT ANALYSIS 
POPULATION 2 MISCLASSIFICATION RATES
152
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.331 0.050 0.340 0 .2 15 0.420 0.205
2 0. 168 0.03 2 0.163 0.118 0.265 0.147
4 0.029 0.013 0.025 0.008 0.050 0.042
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.406 0.043 0.410 0 .348 0.502 0.154
2 0.240 0.039 0.240 0.178 0.325 0.147
4 0.058 0.014 0.055 0.038 0.095 0.057
8 0.000 0.002 0.000 0.000 0.008 0.008
4 1 0.339 0.030 0. 338 0.288 0.410 0.122
2 0.259 0.040 0.263 0.145 0.328 0.183
4 0.103 0.024 0. 100 0.065 0.160 0.095
8 0.005 0.004 0.005 0.000 0.013 0.013
8 1 0.238 0.026 0.240 0.195 0.280 0.085
2 0.210 0.023 0.208 0.160 0.25 2 0.092
4 0.129 0.022 0. 122 0.085 0.165 0.080
8 0.020 0.009 0.018 0.010 0.040 0.030
1 1 0.817 0.08 2 0.819 0.644 1.000 0.356
2 0. 391 0.049 0.388 0.319 0.475 0.156
4 0.055 0.024 0.056 0.012 0.112 0.100
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.715 0.068 0.713 0.588 0.875 0.287
2 0.441 0.053 0.438 0.356 0.58 1 0.225
4 0. 107 0.034 0.113 0.038 0.188 0.150
8 0.001 0.003 0.000 0 .000 0.006 0.006
4 1 0.548 0.059 0. 544 0.438 0.675 0.237
2 0.417 0.058 0.406 0.338 0.581 0.243
4 0.163 0.038 0. 156 0.094 0.238 0.144
8 0.008 0.008 0. 006 0 .000 0.031 0.031
8 1 0. 374 0.044 0.363 0.288 0.481 0.193
2 0.327 0.039 0.325 0.281 0.425 0.144
4 0.183 0.042 0.175 0.094 0.262 0.168







σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.322 0.024 0. 321 0.285 0.371 0.086
2 0.162 0.017 0. 16 2 0.139 0.194 0.055
4 0.025 0.005 0.025 0.016 0.033 0.016
8 0.000 0.000 0.000 0.000 0.001 0.001
2 1 0.320 0.018 0.323 0.290 0.361 0.071
2 0.195 0.018 0. 196 0.163 0.224 0.061
4 0.047 0.008 0.045 0.035 0.059 0.024
8 0.000 0.001 0.000 0.000 0.004 0.004
4 1 0.254 0.015 0.253 0.225 0.280 0.055
2 0. 194 0.018 0. 190 0.145 0.228 0.083
4 0.076 0.011 0.076 0.055 0.094 0.038
8 0.004 0.003 0.003 0.000 0.010 0 .010
8 1 0.173 0.015 0. 174 0.141 0.196 0.055
2 0.151 0.014 0. 150 0.122 0.181 0.059
4 0.089 0.011 0.091 0.067 0.105 0.038
8 0.014 0.005 0.014 0.005 0.026 0.022
1 1 0.193 0.01 2 0. 193 0.173 0.229 0.055
2 0.116 0.011 0. 116 0.095 0.145 0.050
4 0.019 0.005 0.018 0.010 0.030 0.020
8 0.000 0.000 0.000 0.000 0.002 0.002
2 1 0. 167 0.011 0.167 0.151 0.194 0.043
2 0.117 0.012 0.116 0.101 0.162 0.061
4 0.032 0.006 0.033 0.021 0.044 0.022
8 0.000 0.001 0. 000 0.000 0.002 0.002
4 1 0.133 0.010 0.133 0.115 0.152 0.037
2 0. 103 0.010 0.099 0.091 0.129 0.037
4 0.044 0.007 0.044 0.030 0.060 0.031
8 0.003 0.002 0.003 0.000 0.006 0.006
8 1 0.092 0.010 0.091 0.080 0.113 0.033
2 0.081 0.009 0. 078 0 .070 0.098 0.028
4 0.047 0.007 0.04 5 0.035 0.064 0.029





POPULATION 1 MISCLASSIFICATION RATES
154
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0. 248 0.057 0.23 2 0.160 0.365 0.205
2 0.125 0.038 0.120 0.072 0.225 0.153
4 0.028 0.015 0.022 0.008 0.062 0.054
8 0.002 0.002 0.000 0.000 0.008 0.008
2 1 0. 181 0.044 0. 190 0.108 0.265 0.157
2 0. 114 0.036 0.115 0.060 0.185 0.125
4 0.039 0.018 0.03 2 0.015 0.075 0.060
8 0.007 0.006 0.005 0.000 0.020 0.020
4 1 0.121 0.033 0. 128 0.060 0.188 0.128
2 0.088 0.029 0.088 0.038 0.142 0. 104
4 0.046 0.019 0.045 0 .023 0.088 0.065
8 0.014 0.010 0.010 0.000 0.035 0 .035
8 1 0.069 0.023 0.072 0.030 0.110 0.080
2 0.056 0.019 0.058 0.025 0.090 0.065
4 0.036 0.016 0.032 0.015 0.072 0.057
8 0.016 0.010 0.012 0.000 0.038 0.038
1 1 0.045 0.024 0. 044 0.003 0.128 0.125
2 0.044 0.015 0.044 0.020 0.073 0.053
4 0.012 0.007 0.012 0.003 0.028 0.025
8 0.001 0.001 0.000 0.000 0.005 0.005
2 1 0.042 0.017 0.036 0 .016 0.086 0.070
2 0.037 0.013 0.034 0.017 0.059 0.042
4 0.016 0.008 0. 014 0.005 0.036 0.031
8 0.003 0.003 0.003 0.000 0.014 0.014
4 1 0.035 0.011 0.036 0.014 0.055 0.041
2 0.030 0.010 0.030 0.012 0.045 0.033
4 0.017 0.009 0.016 0.005 0.033 0.028
8 0.006 0.004 0.005 0.002 0.020 0.018
8 1 0.024 0.011 0.023 0.006 0.042 0.036
2 0.021 0.010 0.022 0.006 0.041 0.035
4 0.014 0.008 0.012 0.003 0.030 0.027





POPULATION 2 MISCLASSIFICATION RATES
155
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.403 0.051 0. 400 0.305 0.48 5 0.180
2 0.215 0.039 0. 208 0.145 0.292 0.147
4 0.023 0.013 0. 020 0 .005 0.050 0.045
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 0.466 0.04 8 0.465 0.392 0.575 0.183
2 0.291 0.043 0.295 0.218 0.388 0.170
4 0.061 0.016 0.058 0.035 0.090 0.055
8 0.000 0.000 0. 000 0.000 0.002 0.002
4 1 0.400 0.037 0.402 0.315 0.495 0.180
2 0.310 0.037 0.315 0.240 0.395 0.155
4 0.120 0.027 0. 120 0.075 0.170 0.095
8 0.002 0.002 0.003 0.000 0.008 0.008
8 1 0.313 0.033 0.310 0.240 0.395 0.155
2 0.274 0.033 0.275 0.192 0.345 0.153
4 0. 162 0. 028 0. 165 0.105 0.225 0.120
8 0.019 0.010 0.015 0.005 0.040 0.035
1 1 0.770 0.073 0.769 0.650 0.975 0.325
2 0.392 0.051 0. 388 0.300 0.494 0.194
4 0.043 0.021 0.038 0.012 0.08 1 0.069
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 0.677 0.057 0.675 0.588 0.812 0.224
2 0.435 0.053 0.419 0.350 0.569 0.219
4 0.097 0.029 0. 100 0.050 0.150 0.100
8 0.000 0.000 0. 000 0.000 0.000 0.000
4 1 0.555 0.046 0.550 0.469 0.638 0.169
2 0.421 0.051 0.412 0.325 0. 544 0.219
4 0. 16 2 0.037 0.169 0.088 0.238 0.150
8 0.003 0.004 0.000 0.000 0.01 2 0.012
8 1 0.428 0.046 0.425 0.350 0.525 0.175
2 0.364 0.047 0.362 0.281 0.488 0.207
4 0. 199 0.043 0. 194 0.106 0.281 0.175







σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.325 0.019 0. 325 0.296 0.361 0.065
2 0.170 0.015 0. 166 0.146 0.200 0.054
4 0.026 0.006 0.025 0.017 0.036 0.018
8 0.001 0.001 0.000 0.000 0.004 0.004
2 1 0.323 0.018 0.326 0.288 0.373 0.085
2 0.202 0.017 0.205 0.176 0.235 0.059
4 0.050 0.008 0. 05 2 0.036 0.061 0.025
8 0.004 0.003 0.002 0.000 0.010 0.010
4 1 0.261 0.016 0.262 0.230 0.290 0.060
2 0. 199 0.015 0.201 0.164 0.226 0.062
4 0.083 0.011 0.082 0.063 0.102 0.040
8 0.008 0.005 0. 006 0.000 0.019 0.019
8 1 0. 191 0.015 0. 192 0.159 0.216 0.057
2 0. 165 0.014 0. 164 0.127 0.185 0.058
4 0.099 0.011 0.099 0.073 0.120 0.046
8 0.018 0.006 0.020 0.005 0.026 0.021
1 1 0.190 0.013 0. 190 0.171 0.232 0.061
2 0.114 0.009 0. 114 0.096 0.135 0.039
4 0.018 0.004 0.019 0 .010 0.026 0.016
8 0.001 0.001 0.000 0 .000 0.004 0.004
2 1 0.169 0.011 0. 169 0.145 0.193 0.047
2 0.116 0.009 0. 115 0.097 0.13 1 0.034
4 0.032 0.006 0.033 0.022 0.043 0.021
8 0.003 0.00 2 0. 00 2 0.000 0.011 0.011
4 1 0. 139 0.008 0.139 0.125 0.157 0.032
2 0. 108 0.007 0.108 0.094 0.120 0.026
4 0.046 0.007 0.045 0.037 0.059 0.022
8 0.005 0.004 0.005 0.002 0.017 0.016
8 1 0.105 0.009 0. 107 0.088 0.123 0.034
2 0.089 0. 008 0. 089 0.078 0.106 0.0 28
4 0.051 0.007 0.051 0.041 0.06 9 0.028
8 0.011 0.004 0.011 0.005 0.018 0.014
0.8
TABLE D16
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
QUADRATIC DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
157
σ2 MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.306 0.063 0.305 0.215 0.425 0.210
2 0.150 0.042 0. 142 0.098 0.240 0.142
4 0.023 0.011 0.020 0.005 0 .045 0.0 40
8 0.000 0.001 0.000 0.000 0.002 0.002
2 1 0.224 0.04 8 0.230 0.148 0.298 0.150
2 0.141 0.040 0.140 0.080 0.218 0.138
4 0.036 0.016 0.032 0.010 0.07 2 0.062
8 0.002 0.003 0.000 0.000 0.010 0.010
4 1 0.157 0.034 0. 155 0.098 0.220 0.122
2 0.115 0.031 0.115 0.070 0.172 0.102
4 0.045 0.019 0.040 0.015 0.080 0.065
8 0.009 0.008 0.010 0.000 0.030 0.030
8 1 0.090 0.025 0.095 0.048 0.135 0.087
2 0.075 0.024 0. 075 0.038 0.120 0.082
4 0.041 0.017 0. 038 0.018 0.075 0.057
8 0.015 0.009 0.012 0.005 0.038 0.033
1 1 0.037 0.026 0.031 0.000 0.120 0.120
2 0.044 0.016 0.041 0.019 0.070 0.051
4 0.009 0.00 6 0.008 0.002 0.02 4 0.022
8 0.000 0.001 0.000 0.000 0.002 0.002
2 1 0.032 0.017 0. 030 0.003 0.07 8 0.075
2 0.031 0.013 0.030 0.008 0.059 0.051
4 0.012 0.008 0.012 0.003 0.033 0.030
8 0.001 0.001 0.000 0.000 0.003 0.003
4 1 0.029 0.013 0.030 0.011 0.061 0.050
2 0.025 0.012 0.023 0.008 0.055 0.047
4 0.013 0.010 0.012 0 .003 0.042 0.039
8 0.003 0.003 0.00 2 0 .000 0.012 0.012
8 1 0.021 0.010 0.020 0.009 0.048 0.039
2 0.019 0.010 0.016 0.006 0.047 0.041
4 0.012 0.009 0. 00 8 0.002 0.041 0.0 39
8 0.00 5 0.00 4 0.003 0.000 0.017 0.017
0.8
TABLE D17
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
QUADRATIC DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
158
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.339 0.051 0.352 0 .225 0.432 0.207
2 0. 179 0.035 0. 178 0.120 0.282 0.162
4 0.027 0.014 0.022 0.008 0.050 0.042
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.417 0.046 0.418 0.350 0.522 0.172
2 0.253 0.041 0.250 0.198 0.340 0.142
4 0.060 0.015 0.055 0.040 0.092 0.052
8 0.000 0.000 0. 000 0 .000 0.002 0.002
4 1 0.351 0.029 0.350 0.302 0.420 0.118
2 0.274 0.029 0.272 0.228 0.342 0.114
4 0.111 0.025 0. 108 0.070 0.160 0 .090
8 0.003 0.003 0.002 0.000 0.012 0.012
8 1 0.255 0.024 0. 25 2 0.220 0.300 0.080
2 0.227 0.026 0.220 0.170 0.280 0.110
4 0. 139 0.023 0.135 0.092 0.18 2 0.090
8 0.019 0.010 0.018 0.008 0.045 0.037
1 1 0.815 0.081 0. 812 0.650 1.000 0.350
2 0.401 0.051 0. 394 0.319 0.488 0.169
4 0.056 0.024 0.056 0.012 0.106 0.094
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 0.709 0.067 0.706 0.588 0.869 0.281
2 0.449 0.054 0.450 0.362 0.581 0.219
4 0.112 0.034 0. 119 0.038 0.188 0.150
8 0.000 0.000 0. 000 0.000 0.000 0.000
4 1 0.538 0.05 2 0.538 0.438 0.650 0.212
2 0.417 0.055 0.412 0.344 0.569 0 .225
4 0. 168 0.040 0.162 0.088 0.250 0.162
8 0.004 0.006 0.000 0.000 0.019 0.019
8 1 0.370 0.043 0.362 0.294 0.469 0.175
2 0.326 0.039 0.319 0.262 0.431 0.169
4 0. 187 0.04 1 0.175 0.094 0.269 0.175
8 0.026 0.015 0.025 0.000 0.06 2 0.062
0.8
TABLE D18
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
QUADRATIC DISCRIMINANT ANALYSIS
AVERAGE MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.323 0.024 0.321 0.290 0.377 0.088
2 0. 164 0.017 0.159 0.142 0.194 0.051
4 0.025 0.005 0.025 0.017 0.034 0.017
8 0.000 0.000 0.000 0 .000 0.001 0.001
2 1 0.321 0.018 0.320 0.286 -0.361 0.076
2 0. 197 0.018 0.195 0.167 0.232 0.065
4 0.048 0.007 0.048 0.034 0.063 0.029
8 0.001 0.002 0.000 0.000 0.005 0 .005
4 1 0.254 0.014 0. 25 2 0.226 0.279 0.053
2 0. 195 0.015 0. 191 0.171 0.223 0.052
4 0.078 0.010 0.075 0.059 0.100 0.041
8 0.006 0.004 0.006 0.000 0.017 0.017
8 1 0.173 0.014 0. 174 0.144 0.198 0.054
2 0.151 0.014 0. 150 0.119 0.178 0.059
4 0.090 0. 011 0.090 0.069 0.110 0.041
8 0.017 0.006 0.017 0.008 0.032 0.024
1 1 0.193 0.012 0. 192 0. 174 0.226 0.052
2 0.115 0.010 0. 114 0.097 0.138 0.040
4 0.019 0.005 .0.018 0.010 0.030 0.020
8 0.000 0.001 0. 000 0.000 0.002 0.002
2 1 0. 167 0.010 0. 167 0.151 0.190 0.039
2 0. 114 0.009 0.114 0.098 0.13 2 0.034
4 0.032 0.006 0.032 0.021 0.044 0.023
8 0.001 0.001 0.000 0.000 0.002 0.002
4 1 0.131 0.009 0.133 0.114 0.146 0.032
2 0.103 0.009 0. 100 0.092 0.126 0.034
4 0.044 0.008 0.04 2 0.028 0.062 0.033
8 0.003 0.002 0.002 0.000 0.011 0 .011
8 1 0.091 0.009 0. 090 0.077 0.112 0.035
2 0.080 0.008 0. 078 0 .068 0.099 0.030
4 0.047 0.008 0.046 0 .035 0.067 0.032





LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.051 0.069 0.000 0.000 0.193 0.193
4 0.029 0.021 0.025 0.003 0.075 0.072
8 0.001 0.001 0.000 0.000 0.005 0.005
2 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.014 0.039 0.000 0.000 0.148 0.148
4 0.052 0.040 0.040 0.000 0.148 0.148
8 0.001 0.001 0.000 0.000 0.005 0.005
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0 .000 0.000 0.000
4 0.041 0.059 0. 000 0.000 0.175 0.175
8 0.005 0.008 0.003 0 .000 0.035 0.035
8 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000
4 0.012 0.034 0.000 0.000 0.130 0.130
8 0.023 0.030 0.010 0.000 0.108 0.108
1 1 0.017 0.041 0.000 0.000 0.128 0.128
2 0.061 0.050 0.064 0.000 0.172 0.172
4 0.018 0.016 0.016 0.000 0.070 0.070
8 0.000 0.000 0.000 0.000 0.002 0.002
2 1 0.012 0.043 0. 000 0.000 0.167 0.167
2 0.021 0.038 0.000 0.000 0.145 0.145
4 0.035 0.034 0.031 0.000 0.12 2 0.122
8 0.000 0.001 0.000 0.000 0.003 0.003
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.014 0.033 0.000 0.000 0.098 0.0 98
4 0.042 0.044 0.041 0.000 0.155 0.155
8 0.003 0.006 0.002 0.000 0.031 0.031
8 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.012 0.041 0.000 0.000 0.156 0.156
4 0.012 0.029 0.000 0.000 0.13 1 0.131





LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.678 0.376 1.000 0.140 1.000 0.860
4 0.040 0.033 0.030 0.003 0.145 0.142
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.918 0.226 1.000 0.280 1.000 0.720
4 0.153 0.258 0.070 0.038 1.000 0.962
8 0.002 0.004 0. 000 0.000 0.015 0.015
4 1 1.000 0.000 1.000 1.000 1.000 0.000
2 1.000 0.000 1.000 1 .000 1.000 0.000
4 0.612 0.448 1.000 0.060 1.000 0.940
8 0.012 0.013 0.008 0.000 0.050 0.050
8 1 1.000 0.000 1.000 1.000 1.000 0.000
2 1.000 0.000 1.000 1.000 1.000 0.000
4 0.901 0. 274 1.000 0.118 1.000 0.882
8 0.113 0. 268 0.033 0.013 1.000 0.987
1 1 0.937 0.148 1.000 0.538 1.000 0.462
2 0.529 0.310 0.419 0.188 1.000 0.812
4 0.078 0.091 0.050 0.000 0.450 0.450
8 0.000 0.001 0.000 0.000 0.006 0.006
2 1 0.965 0.12 2 1.00 0 0.525 1.000 0.475
2 0.827 0.285 1.000 0.256 1.000 0.744
4 0.159 0.193 0.094 0.031 1.000 0.969
8 0.005 0.008 0. 000 0.000 0.02 5 0.025
4 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.904 0.226 1.000 0.325 1.000 0.675
4 0.405 0.383 0.212 0.081 1.000 0.919
8 0.026 0.03 2 0.012 0.000 0.156 0.156
8 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.953 0.163 1.000 0.381 1.000 0.619
4 0.787 0.350 1.000 0.112 1.000 0.888





LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
AVERAGE MISCLASSIFICATION RATES
162
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.364 0.158 0.500 0.157 0.500 0.343
4 0.034 0.015 0.030 0.019 0.085 0.066
8 0.000 0.001 0.000 0.000 0.002 0.002
2 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.466 0.094 0.500 0 .200 0.500 0.300
4 0. 102 0. 12 2 0.061 0.036 0.500 0.463
8 0.001 0.002 0.000 0.000 0.007 0.007
4 1 0.500 0.000 0. 500 0.500 0.500 0.000
2 0.500 0.000 0. 500 0.500 0.500 0.000
4 0.327 0. 200 0.500 0 .067 0.500 0 .433
8 0.008 0.007 0.008 0.000 0.026 0.026
8 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0.456 0.120 0. 500 0.124 0.500 0.376
8 0.068 0.131 0.027 0.009 0.500 0.491
1 1 0.201 0.008 0.200 0.189 0.230 0.041
2 0. 155 0.035 0.140 0.104 0.200 0.096
4 0.030 0.019 0.025 0.010 0.103 0 .093
8 0.000 0.000 0.000 0.000 0.002 0.002
2 1 0.203 0.010 0. 200 0 .200 0.239 0.039
2 0.182 0.030 0. 200 0.116 0.200 0.084
4 0.060 0.038 0.046 0.029 0.200 0.171
8 0.001 0.002 0.000 0.000 0.006 0.006
4 1 0.200 0.000 0.200 0.200 0.200 0.000
2 0.192 0.019 0. 200 0.143 0.200 0.057
4 0.115 0.059 0. 103 0.039 0.200 0.161
8 0.008 0.008 0.006 0.000 0.036 0.036
8 1 0.200 0.000 0.200 0.200 0.200 0.000
2 0.200 0.000 0.200 0.200 0.201 0.001
4 0.167 0.055 0.200 0.055 0.200 0.145




LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.294 0. 114 0. 272 0.125 0.555 0.430
2 0. 174 0.089 0. 165 0 .055 0.42 0 0.365
4 0.036 0.036 0.02 2 0.002 0.158 0.156
8 0.001 0.002 0.000 0.000 0.010 0.010
2 1 0.385 0.123 0. 380 0.215 0.658 0.443
2 0.263 0. 12 2 0.255 0.092 0.572 0.480
4 0.070 0.058 0.060 0.008 0.288 0.280
8 0.002 0.004 0.000 0.000 0.020 0.020
4 1 0.519 0.148 0.512 0 .305 0.790 0.485
2 0.384 0.143 0.365 0.172 0.712 0.540
4 0.143 0. 104 0. 130 0.028 0.525 0.497
8 0.007 0.011 0.003 0.000 0.038 0.038
8 1 0.679 0.147 0.685 0.442 0.918 0.476
2 0.544 0.145 0.515 0.345 0.868 0.523
4 0.298 0. 141 0. 260 0.082 0.638 0.556
8 0.045 0.076 0.018 0.000 0.342 0.342
1 1 0.221 0.097 0.195 0.094 0.420 0.326
2 0.125 0.072 0.105 0.031 0.291 0.260
4 0.024 0.025 0.017 0.000 0.084 0.084
8 0.000 0.000 0. 000 0.000 0.002 0.002
2 1 0. 266 0. 126 0.255 0.091 0.564 0.473
2 0. 174 0.105 0.152 0.044 0.438 0.394
4 0.053 0.051 0.034 0.002 0.18 1 0.179
8 0.001 0.001 0.000 0.000 0.002 0.002
4 1 0.356 0.173 0. 319 0.145 0.733 0.588
2 0.258 0. 141 0.220 0.062 0.634 0.572
4 0. 109 0. 10 2 0.072 0.005 0.402 0.397
8 0.004 0.008 0.000 0.000 0.031 0.031
8 1 0.450 0.208 0.433 0.176 0.883 0.707
2 0.369 0.191 0. 328 0.111 0.83 1 0.720
4 0.205 0.151 0. 172 0 .012 0.597 0.585





LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
164
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.415 0. 119 0.408 0 .222 0.632 0.410
2 0.242 0.092 0.228 0.090 0.395 0.305
4 0.040 0.025 0.032 0.002 0.108 0.106
8 0.002 0.004 0.000 0.000 0.012 0.012
2 1 0.356 0.090 0. 350 0.198 0.495 0.297
2 0.244 0.080 0.235 0.098 0.420 0.322
4 0.072 0.041 0.058 0 .022 0.198 0.176
8 0.008 0.010 0.005 0 .000 0.035 0.035
4 1 0.308 0.071 0.308 0.178 0.432 0.254
2 0.240 0.061 0.252 0.115 0.340 0.225
4 0.105 0.042 0.098 0.033 0.195 0.162
8 0.017 0.017 0.010 0 .000 0.070 0.070
8 1 0.282 0.06 2 0.270 0.170 0.392 0.222
2 0.241 0.050 0.235 0.125 0.320 0.195
4 0.142 0.039 0. 138 0.080 0.222 0.142
8 0.034 0.02 5 0.025 0.002 0.102 0.100
1 1 0. 494 0. 114 0.538 0.262 0.681 0.419
2 0. 281 0. 105 0.269 0.112 0.462 0.350
4 0.06 2 0.043 0.050 0.012 0.175 0.163
8 0.005 0.007 0.000 0.000 0.025 0 .025
2 1 0.435 0.111 0.431 0.200 0.656 0.456
2 0.303 0.096 0. 306 0.162 0.556 0.394
4 0.088 0.047 0.081 0 .025 0.225 0.200
8 0.015 0.016 0.012 0.000 0.056 0.056
4 1 0.395 0.100 0.394 0.169 0.556 0.387
2 0.298 0.091 0.300 0.162 0.525 0.363
4 0.13 2 0.057 0. 131 0.038 0.281 0.243
8 0.031 0.031 0.025 0.000 0.100 0.100
8 1 0.367 0.092 0. 394 0.156 0.544 0.388
2 0. 297 0.093 0.281 0.169 0.506 0.337
4 0.175 0.071 0.156 0.075 0.400 0.325




LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
AVERAGE MISCLASSIFICATION RATES
165
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.355 0.036 0.355 0.297 0.445 0.148
2 0.208 0.043 0. 194 0.139 0.297 0.159
4 0.038 0.017 0.030 0.019 0.095 0.076
8 0.001 0.002 0.000 0 .000 0.006 0.006
2 1 0.371 0.031 0.363 0.318 0.446 0.128
2 0.254 0.047 0.253 0.187 0.367 0.180
4 0.071 0.030 0.066 0.039 0.166 0.127
8 0.005 0.005 0.002 0.000 0.018 0.018
4 1 0.414 0.044 0.414 0.358 0.496 0.138
2 0.312 0.054 0. 309 0.220 0.437 0.217
4 0. 12 4 0.048 0.115 0.065 0.291 0.227
8 0.012 0. 009 0.010 0.001 0.039 0.037
8 1 0.481 0.047 0.480 0.401 0.553 0.152
2 0.392 0.054 0.373 0.327 0.496 0.170
4 0.220 0.072 0. 207 0.120 0.396 0.276
8 0.039 0.037 0.026 0.008 0.182 0.173
1 1 0.276 0.060 0.259 0.190 0.414 0.223
2 0. 156 0.044 0.146 0.101 0.265 0.164
4 0.032 0.018 0.027 0.011 0.086 0.075
8 0.001 0.001 0.000 0.000 0.005 0.005
2 1 0. 300 0.083 0.283 0.188 0.499 0.311
2 0. 200 0.076 0.179 0.113 0.384 0.271
4 0.060 0.036 0.049 0.025 0. 154 0.129
8 0.003 0.003 0.002 0.000 0.011 0.011
4 1 0.364 0.121 0. 334 0.212 0.630 0.418
2 0.266 0.102 0. 240 0.134 0.540 0.406
4 0.114 0.076 0.080 0.038 0. 334 0.296
8 0.009 0.007 0.007 0.001 0.025 0.024
8 1 0.433 0.150 0. 424 0.240 0.746 0.507
2 0.354 0.141 0. 314 0.170 0.699 0.529
4 0. 199 0. 118 0. 164 0.055 0.509 0.454
8 0.035 0.046 0.019 0.009 0.178 0.170
0.8
TABLE D25
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
166
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.052 0.068 0. 000 0.000 0.185 0.185
4 0.029 0.022 0.025 0.002 0.08 2 0.080
8 0.000 0.001 0.000 0.000 0.00 5 0 .005
2 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.018 0.042 0.000 0.000 0.14 8 0.148
4 0.048 0.040 0. 038 0.000 0.142 0.142
8 0.000 0.002 0.000 0 .000 0.008 0.008
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000
4 0.040 0.058 0.000 0.000 0.168 0.168
8 0.004 0.008 0. 000 0.000 0.035 0.035
8 1 0.000 0.000 0.000 0 .000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000
4 0.012 0.035 0.000 0.000 0.145 0.145
8 0.022 0.029 0.010 0.000 0.10 2 0.102
1 1 0.017 0.039 0.000 0.000 0.123 0.123
2 0.059 0.048 0.05 8 0.000 0.166 0.166
4 0.018 0. 016 0.016 0 .000 0.069 0.069
8 0.000 0.000 0.000 0.000 0.00 2 0.002
2 1 0.012 0.040 0. 000 0.000 0.158 0.158
2 0.020 0.038 0.000 0.000 0.147 0.147
4 0.034 0.033 0.030 0.000 0.12 2 0.122
8 0.000 0.000 0.000 0 .000 0.002 0.002
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.013 0.031 0.000 0.000 0.095 0.095
4 0.043 0.042 0.045 0.000 0.15 2 0.152
8 0.003 0.006 0.000 0.000 0.031 0.031
8 1 0.000 0.00 0 0. 000 0.000 0.000 0.000
2 0.011 0.038 0.000 0 .000 0.153 0.153
4 0.013 0.03 2 0.000 0.000 0.148 0.148
8 0.012 0.020 0.006 0.000 0.080 0.080
0.8
TABLE D26
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
167
CT2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.655 0.372 1.000 0.143 1.000 0.857
4 0.040 0.032 0.030 0.002 0.138 0.136
8 0.000 0.000 0. 000 0.000 0.000 0.000
2 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.891 0.256 1.000 0.278 1.000 0.722
4 0. 151 0.258 0.072 0.037 1.000 0 .963
8 0.002 0.004 0.000 0.000 0.012 0.012
4 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1.000 1.000 0.000
4 0.612 0.448 1.000 0.065 1.000 0.935
8 0.011 0.010 0.008 0.000 0.038 0.038
8 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1.000 1.000 0.000
4 0.901 0. 274 1.000 0.118 1.000 0.882
8 0.111 0. 268 0.03 2 0.010 1.000 0.990
1 1 0.939 0. 144 1.000 0.544 1.000 0.456
2 0.535 0.307 0.431 0.188 1.000 0.812
4 0.076 0.089 0.050 0.000 0.444 0.444
8 0.001 0.003 0. 000 0.000 0.012 0.012
2 1 0.965 0. 121 1.000 0.531 1.000 0.469
2 0.828 0.284 1.000 0.250 1.000 0.750
4 0. 156 0.194 0.094 0.031 1.000 0 .969
8 0.005 0.008 0.000 0.000 0.031 0.031
4 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.904 0. 226 1.000 0 .325 1.000 0.675
4 0. 378 0.363 0.200 0.081 1.000 0.919
8 0.027 0.040 0.012 0.000 0.200 0 .200
8 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.953 0.162 1.000 0.388 1.000 0.612
4 0.787 0. 350 1.000 0.119 1.000 0.881
8 0.094 0. 194 0. 044 0.012 1.000 0.988
0.8
TABLE D27
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION
LINEAR PROGRAMMING DISCRIMINANT ANALYSIS
AVERAGE MISCLASSIFICATION RATES
168
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.353 0.157 0.500 0.160 0.500 0.340
4 0.034 0.014 0.030 0.019 0.081 0.062
8 0.000 0.001 0.000 0.000 0.002 0.002
2 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.454 0.107 0. 500 0.201 0.500 0.299
4 0.099 0. 123 0.055 0.036 0.500 0.464
8 0.001 0.00 2 0.000 0 .000 0.008 0.008
4 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0.326 0.201 0. 500 0.066 0.500 0.434
8 0.008 0.005 0.007 0.001 0.020 0.019
8 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0.457 0.120 0.500 0.131 0.500 0 .369
8 0.067 0.131 0.026 0.008 0.500 0.491
1 1 0.201 0.008 0.200 0.189 0.230 0.041
2 0.154 0.035 0. 138 0.105 0.200 0.095
4 0.030 0.019 0.025 0.010 0.105 0.095
8 0.000 0.001 0.000 0.000 0.002 0.002
2 1 0.202 0.008 0.200 0.200 0.233 0.033
2 0.182 0.031 0.200 0.116 0.200 0.084
4 0.059 0.037 0.045 0.029 0.200 0.171
8 0.001 0. 00 2 0. 000 0 .000 0.006 0.006
4 1 0.200 0.000 0.200 0.200 0.200 0.000
2 0. 191 0.021 0.200 0.138 0.200 0.062
4 0.110 0.057 0. 099 0.039 0.200 0.161
8 0.008 0.010 0.004 0.001 0.047 0.046
8 1 0.200 0. 000 0.200 0 .200 0.200 0.000
2 0.199 0.003 0. 200 0.186 0.200 0.014
4 0. 168 0.055 0.200 0.055 0.200 0.145




QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 1 MISCLASSIFICATION RATES
169
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.049 0.065 0.000 0.000 0.193 0.193
4 0.034 0.024 0.030 0.008 0.085 0.077
8 0.036 0.035 0.030 0.000 0.155 0.155
2 1 0.000 0.000 0. 000 0 .000 0.000 0.000
2 0.014 0.039 0.000 0.000 0.145 0.145
4 0.058 0.040 0.060 0.000 0.148 0.148
8 0.036 0.035 0.030 0.000 0.155 0.155
4 1 0.000 0.000 0. 000 0.000 0.000 0.000
2 0.000 0.000 0. 000 0.000 0.000 0.000
4 0.042 0.059 0.000 0.000 0.175 0.175
8 0.034 0.031 0.030 0.000 0.133 0.133
8 1 0.000 0.000 0. 000 0.000 0.000 0 .000
2 0.000 0.000 0. 000 0.000 0.000 0.000
4 0.009 0.030 0. 000 0 .000 0.130 0.130
8 0.036 0.029 0.028 0.000 0.108 0.108
1 1 0.033 0.085 0.000 0.000 0.391 0.391
2 0.076 0.086 0.067 0.000 0.42 2 0.422
4 0.037 0.074 0.017 0.006 0.381 0.375
8 0.031 0.063 0.013 0.002 0.323 0.321
2 1 0.012 0.043 0. 000 0.000 0.167 0.167
2 0.027 0.041 0.000 0.000 0.144 0.144
4 0.054 0.065 0.034 0.003 0.311 0.308
8 0.031 0.066 0.013 0.002 0.338 0.336
4 1 0.014 0.070 0. 000 0.000 0.352 0.352
2 0.048 0.123 0. 000 0.000 0.53 1 0.531
4 0.040 0.043 0.019 0.000 0.155 0.155
8 0.026 0. 034 0.019 0.002 0.176 0.174
8 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.012 0.041 0.000 0.000 0.158 0.158
4 0.064 0.141 0. 000 0*000 0.531 0.531




QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS
POPULATION 2 MISCLASSIFICATION RATES
170
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.675 0.379 1.000 0.140 1.000 0.860
4 0.037 0.035 0.025 0.003 0.150 0.147
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.918 0.227 1.000 0.280 1.000 0.720
4 0.149 0. 259 0. 060 0.038 1.000 0.962
8 0.000 0.002 0. 000 0.000 0.008 0.008
4 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1.000 1.000 0.000
4 0.611 0.449 1.000 0.060 1.000 0.940
8 0.004 0.007 0.003 0.000 0.023 0.023
8 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1 .000 1.000 0.000
4 0.933 0.232 1.000 0.118 1.000 0.882
8 0. 108 0.269 0.020 0.005 1.000 0.995
1 1 0.908 0.198 1.000 0.275 1.000 0.725
2 0.506 0.305 0.419 0.106 1.000 0.894
4 0.090 0. 166 0. 044 0.000 0.763 0.763
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 0.965 0.12 2 1.000 0.525 1.000 0.475
2 0.805 0.291 1.000 0.256 1.000 0.744
4 0.113 0.083 0.088 0.031 0.419 0.388
8 0.000 0.000 0. 000 0.000 0.000 0.000
4 1 0.976 0.119 1.000 0.406 1.000 0.594
2 0.853 0. 271 1.000 0.219 1.000 0.781
4 0.434 0.401 0.200 0.081 1.000 0.919
8 0.011 0.031 0.000 0.000 0.156 0.156
8 1 0.998 0.010 1.000 0.950 1.000 0.050
2 0.953 0.163 1.000 0.381 1.000 0.619
4 0.689 0. 367 1.000 0.113 1.000 0.887




QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS
AVERAGE MISCLASSIFICATION RATES
171
σ2 V. MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.362 0.160 0.500 0.157 0.500 0.343
4 0.035 0.015 0.030 0.017 0.087 0.070
8 0.018 0.018 0.015 0.000 0.077 0.077
2 1 0. 500 0.000 0.500 0.500 0.500 0.000
2 0.466 0.094 0.500 0.200 0.500 0.300
4 0. 104 0. 12 2 0.067 0.036 0.500 0 .463
8 0.018 0.017 0.016 0.000 0.077 0.077
4 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0.326 0.201 0. 500 0 .065 0.500 0.435
8 0.019 0.017 0.017 0.000 0.075 0.075
8 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0.471 0. 101 0.500 0.124 0.500 0.376
8 0.072 0. 130 0.033 0.009 0.500 0.491
1 1 0.208 0.034 0.200 0.189 0.368 0.179
2 0.16 2 0.053 0.140 0.104 0.359 0 .255
4 0.048 0.087 0.029 0.011 0.457 0.446
8 0.025 0.050 0.010 0.002 0.258 0.257
2 1 0.203 0.010 0. 200 0 .200 0.239 0.039
2 0. 183 0.033 0.200 0.115 0.240 0.125
4 0.066 0.050 0.047 0.026 0.259 0.232
8 0.025 0.05 2 0.010 0.002 0.270 0.269
4 1 0.207 0.033 0.200 0.200 0.363 0.163
2 0.209 0.073 0. 200 0.143 0.529 0.385
4 0.119 0.062 0. 103 0.039 0.213 0. 174
8 0.023 0.027 0.018 0.002 0.141 0.139
8 1 0.200 0.002 0.200 0.190 0.200 0.010
2 0.200 0.001 0.200 0.200 0.203 0.003
4 0. 189 0. 108 0.200 0.055 0.529 0.474
8 0.029 0.026 0.021 0.007 0.130 0.123
0.8
TABLE D31
LOG NORMAL DISTRIBUTION 
QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
POPULATION 1 MISCLASSIFICATION RATES
172
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.293 0. 109 0.272 0.122 0.49 0 0.368
2 0.193 0.084 0. 182 0.055 0.408 0.353
4 0.032 0.024 0.022 0.008 0.088 0.080
8 0.012 0.012 0.008 0.000 0.038 0.0 38
2 1 0.391 0.13 2 0.382 0.208 0.690 0.482
2 0.275 0.129 0. 268 0.082 0.588 0.506
4 0.070 0.059 0.060 0.008 0.280 0.272
8 0.013 0.013 0. 008 0.000 0.045 0.045
4 1 0.525 0.147 0.522 0.305 0.795 0.490
2 0.385 0.14 2 0.365 0.179 0.712 0.533
4 0. 154 0.112 0. 138 0.030 0.520 0.490
8 0.017 0.015 0.018 0.000 0.075 0.075
8 1 0.663 0.151 0. 678 0 .435 0.915 0.480
2 0.555 0.176 0. 570 0.258 0.870 0.612
4 0.28 2 0. 156 0. 248 0.055 0.775 0.720
8 0.040 0.044 0.022 0.002 0.198 0.196
1 1 0.227 0.103 0. 197 0.095 0.42 2 0.327
2 0.137 0.069 0.120 0.031 0.283 0.252
4 0.041 0.053 0.022 0.005 0.267 0.262
8 0.007 0.008 0.005 0.000 0.030 0.030
2 1 0.292 0. 141 0.255 0.092 0.664 0.572
2 0. 189 0.113 0.166 0.041 0.463 0.422
4 0.053 0.051 0.034 0.000 0.18 1 0.181
8 0.007 0.007 0.005 0.000 0.028 0.028
4 1 0.366 0.177 0.353 0.030 0.733 0.703
2 0.260 0. 14 2 0.238 0.042 0.623 0.581
4 0. 108 0. 10 2 0.067 0 .002 0.39 5 0.393
8 0.013 0.014 0.008 0.000 0.064 0.064
8 1 0.459 0.204 0. 438 0.176 0.881 0.705
2 0.356 0.180 0. 326 0.042 0.831 0.789
4 0.20 4 0. 151 0. 16 2 0.008 0.598 0.590




QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
POPULATION 2 MISCLASSIFICATION RATES
173
σ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
1 1 0.419 0. 121 0.412 0.225 0.632 0.407
2 0.222 0.093 0. 208 0.090 0.395 0.305
4 0.0 37 0.027 0.025 0.002 0.108 0.106
8 0.001 0.003 0.000 0.000 0.010 0.010
2 1 0.351 0.094 0.340 0.198 0.498 0.300
2 0.237 0.087 0. 230 0.095 0.42 2 0.327
4 0.073 0.041 0. 065 0 .022 0.203 0.181
8 0.003 0.004 0.002 0.000 0.012 0.012
4 1 0.306 0.073 0.305 0.178 0.432 0.254
2 0.240 0.06 2 0.252 0.115 0.340 0.225
4 0.105 0.043 0.098 0.033 0.193 0.160
8 0.012 0.011 0.008 0.000 0.038 0.0 38
8 1 0.288 0.06 3 0.285 0.170 0.390 0.220
2 0.237 0.054 0.235 0.125 0.320 0.195
4 0. 140 0.042 0.138 0.080 0.235 0.155
8 0.032 0.025 0.025 0.002 0.100 0.098
1 1 0.486 0.125 0. 506 0.262 0.694 0.432
2 0.269 0. 101 0.250 0.119 0.450 0.331
4 0.051 0.03 8 0.044 0.006 0.156 0.150
8 0.002 0.005 0.000 0.000 0.019 0.019
2 1 0.418 0.097 0.419 0.200 0.581 0.381
2 0.297 0.102 0.306 0.112 0.556 0.444
4 0.125 0. 181 0. 075 0 .025 0.962 0.937
8 0.011 0.016 0.006 0 .000 0.069 0.069
4 1 0.390 0.110 0.375 0.169 0.681 0.512
2 0.292 0.083 0. 300 0.156 0.469 0.313
4 0.136 0.067 0. 119 0.038 0.338 0.300
8 0.021 0.016 0.019 0.000 0.062 0.062
8 1 0.364 0.095 0. 381 0.156 0.550 0.394
2 0.302 0.095 0. 281 0.162 0.506 0.3 44
4 0. 177 0.075 0.156 0 .081 0.400 0.319
8 0.041 0.031 0.038 0.006 0.131 0.125
0.8
TABLE D33
LOG NORMAL DISTRIBUTION 
QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
AVERAGE MISCLASSIFICATION RATES
174
π1 ϭ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
0.5 1 1 0.356 0.036 0.355 0.296 0.446 0.150
2 0.208 0.040 0.199 0.143 0.273 0.131
4 0.035 0.010 0.031 0.020 0.058 0.038
8 0.006 0.006 0.004 0.000 0.019 0.019
2 1 0.371 0.031 0.366 0.315 0.446 0.131
2 0.256 0.046 0.252 0.188 0.346 0.158
4 0.071 0.031 0.066 0.039 0. 164 0.125
8 0.008 0.006 0.007 0.000 0.02 2 0.022
4 1 0.416 0.043 0. 411 0.362 0.505 0.143
2 0.313 0.053 0.310 0.228 0.437 0.208
4 0. 129 0.051 0. 121 0 .065 0.289 0.224
8 0.014 0.009 0.013 0.003 0.042 0.039
8 1 0.476 0.048 0.472 0.403 0.551 0.148
2 0.396 0.068 0. 395 0.269 0.520 0.251
4 0.211 0.070 0. 188 0.120 0.430 0.310
8 0.036 0.02 2 0.030 0.008 0.105 0.096
0.8 1 1 0.279 0.063 0.264 0.188 0.415 0.227
2 0.163 0.04 2 0.158 0.110 0.259 0.149
4 0.043 0.040 0.031 0.016 0.215 0.198
8 0.006 0.006 0.004 0.000 0.024 0.024
2 1 0.317 0.098 0.283 0.189 0.599 0.410
2 0.210 0.079 0.195 0.109 0.40 2 0.293
4 0.068 0.044 0.050 0 .025 0.192 0.168
8 0.008 0.005 0.006 0.000 0.024 0.024
4 1 0.371 0.123 0. 375 0.160 0.630 0.470
2 0.266 0.103 0. 248 0.124 0.530 0.406
4 0.114 0.075 0. 079 0.040 0.328 0.289
8 0.014 0.010 0.012 0.002 0.054 0.051
8 1 0.440 0.147 0.425 0.240 0.746 0.506
2 0.345 0.131 0.313 0.122 0.697 0.575
4 0.198 0. 117 0. 161 0.056 0.507 0.451
8 0.033 0.038 0.018 0.009 0.181 0.172
TABLE D34
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION 
QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
POPULATION 1 MISCLASSIFICATION RATES
175
π1 ϭ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
0.5 1 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.051 0. 068 0.000 0.000 0.185 0.185
4 0.035 0.024 0.028 0.008 0.088 0.080
8 0.037 0.037 0.032 0.000 0.155 0.155
2 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.013 0.037 0.000 0.000 0.145 0.145
4 0.055 0.040 0.058 0.000 0.142 0.142
8 0.036 0.036 0.032 0.000 0.155 0.155
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000
4 0.040 0.057 0.000 0.000 0.168 0.168
8 0.036 0.036 0.028 0.000 0.155 0.155
8 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000
4 0.012 0.035 0.000 0.000 0.148 0.148
8 0.038 0.028 0.038 0.000 0.102 0.102
0.8 1 1 0.032 0.085 0. 000 0.000 0.397 0.397
2 0.062 0.048 0. 06 2 0.000 0.166 0.166
4 0.023 0.016 0.017 0.006 0.070 0.064
8 0.018 0.015 0.012 0.002 0.047 0.045
2 1 0.011 0.039 0.000 0.000 0.155 0.155
2 0.024 0.041 0. 000 0.000 0.147 0.147
4 0.042 0.035 0.034 0.005 0.126 0.121
8 0.019 0.015 0.012 0.002 0.047 0.045
4 1 0.000 0.000 0.000 0.000 0.000 0.000
2 0.013 0.031 0.000 0.000 0.098 0.098
4 0.044 0.041 0.045 0.000 0.152 0.152
8 0.020 0.014 0.017 0.002 0.044 0.042
8 1 0.000 0.000 0.000 0 .000 0.000 0.000
2 0.011 0.038 0.000 0.000 0.153 0.153
4 0.042 0.101 0.000 0.000 0.472 0.472
8 0.027 0.028 0.014 0.002 0.120 0.118
TABLE D35
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION 
QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
POPULATION 2 MISCLASSIFICATION RATES
176
π1 ϭ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
0.5 1 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.676 0.378 1.000 0.138 1.000 0.862
4 0.035 0.030 0.025 0.002 0.112 0.110
8 0.000 0.000 0.000 0 .000 0.000 0.000
2 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.919 0.225 1.000 0.278 1.000 0.722
4 0.149 0.259 0.070 0.038 1.000 0.962
8 0.000 0.000 0. 000 0.000 0.002 0.002
4 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1 .000 1.000 0.000
4 0.611 0.449 1.000 0.060 1.000 0.940
8 0.004 0.006 0.002 0.000 0.018 0.018
8 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 1.000 0.000 1.000 1 .000 1.000 0.000
4 0.901 0.274 1.000 0.118 1.000 0.882
8 0.106 0.270 0.02 0 0.005 1.000 0.995
0.8 1 1 0.911 0.193 1.000 0.275 1.000 0.725
2 0.521 0.293 0.438 0.188 1.000 0.812
4 0.065 0.090 0. 044 0.000 0.444 0.444
8 0.000 0.000 0.000 0.000 0.000 0.000
2 1 0.964 0.121 1.000 0.531 1.000 0.469
2 0.806 0.292 1.000 0.250 1.000 0.750
4 0.115 0.08 2 0. 094 0.031 0.419 0.388
8 0.000 0.000 0.000 0 .000 0.000 0.000
4 1 1.000 0.000 1.000 1.000 1.000 0.000
2 0.904 0.226 1.000 0.325 1.000 0.675
4 0.375 0.365 0. 194 0.081 1.000 0.919
8 0.013 0.040 0. 000 0.000 0.200 0.200
8 1 1.000 0.000 1.000 1 .000 1.000 0.000
2 0.953 0. 162 1.000 0.388 1.000 0.612
4 0.707 0.371 1.000 0.119 1.000 0.881
8 0.036 0.041 0.025 0.000 0.212 0.212
TABLE D36
INVERSE HYPERBOLIC SINE NORMAL DISTRIBUTION 
QUADRATIC PROGRAMMING DISCRIMINANT ANALYSIS 
AVERAGE MISCLASSIFICATION RATES
177
π1 ϭ2 V MEAN STD DEV MEDIAN MIN MAX RANGE
0.5 1 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.363 0. 159 0.500 0.155 0.500 0.345
4 0.035 0.013 0.031 0.017 0.069 0.051
8 0.018 0.018 0.016 0.000 0.077 0.077
2 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.466 0.094 0.500 0.200 0.500 0.300
4 0.102 0.12 2 0.065 0.036 0.500 0.464
8 0.018 0.018 0.016 0.000 0.077 0.077
4 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0.500 0.500 0.500 0.000
4 0. 326 0.202 0.500 0 .063 0.500 0.437
8 0.020 0.019 0.016 0.000 0.085 0.085
8 1 0.500 0.000 0.500 0.500 0.500 0.000
2 0.500 0.000 0. 500 0.500 0.500 0.000
4 0.457 0.120 0.500 0.133 0.500 0.367
8 0.072 0. 130 0.032 0.008 0.500 0.491
0.8 1 1 0.208 0.035 0.200 0.189 0.373 0.184
2 0. 154 0.034 0.140 0.105 0.200 0.095
4 0.031 0.019 0.027 0.011 0.104 0.093
8 0.014 0.012 0. 010 0.002 0.038 0.036
2 1 0.202 0.007 0.200 0.196 0.230 0.034
2 0. 181 0.031 0.200 0.115 0.200 0.085
4 0.057 0.027 0.050 0.026 0.132 0.106
8 0.015 0.012 0.010 0.002 0.038 0.036
4 1 0.200 0.000 0. 200 0 .200 0.200 0.000
2 0. 191 0.021 0. 200 0.138 0.200 0.062
4 0.110 0.057 0.097 0.039 0.200 0.161
8 0.019 0.013 0.016 0.002 0.047 0.046
8 1 0.200 0.000 0. 200 0.200 0.200 0.000
2 0.199 0.003 0. 200 0.184 0.200 0.016
4 0.175 0.08 2 0. 200 0.055 0.473 0.418
8 0.029 0.023 0.018 0.007 0.110 0.103
A COMPARISON OF THE CLASSIFICATION ACCURACY OF 
LINEAR AND QUADRATIC STATISTICAL DISCRIMINANT 
MODELS VERSUS LINEAR AND QUADRATIC 
PROGRAMMING DISCRIMINANT MODELS
Abstract of dissertation submitted in partial fulfillment 
of the requirements for the degree of 
Doctor of Philosophy
By
Jerry William Ferry, B.S., M.B.A. 




This abstract is approved by:
Dissertation Adviser:
Dr. Thomas W. Jones
ABSTRACT
This research compared the classification accuracy of 
a linear (LPDM) and a quadratic programming discriminant 
model (QPDM) with the linear (LDF) and quadratic 
discriminant function (QDF) for the two variable, two 
group discriminant problem. Goals included comparing the 
classification accuracy of these models for multivariate 
normal and nonnormal distributions, illustrating their 
effectiveness on real data, and determining how the 
models’ classification accuracies were affected by three 
parameters: prior probability, distance between 
populations, and variance-covariance matrices. Monte 
Carlo simulation estimated population 1, population 2, and 
average misclassification rates in a complete three factor 
block design with 32 blocks and 25 replications per block.
ANOVA and Waller-Duncan tests indicated the models’ 
individual misclassification rates were statistically 
different.
Generally, the QDF had the smallest average 
misclassification rate, except for equal variance­
covariance matrices when the LDF had a smaller rate. The 
LDF and QDF had similar misclassification rates as did the 
LPDM and QPDM.
The LDF and QDF were robust; that is, the 
misclassification rates were almost constant across the 
distributions. The LPDM and QPDM were not robust. Often, 
1
they could not discriminate between populations for the 
normal and inverse hyperbolic sine normal distributions.
For the log normal distribution, where a direct 
comparison of the models was possible, the LDF and QDF had 
smaller population 1, higher population 2, and smaller 
average misclassification rates than the LPDM and QPDM.
The following parameter effects were observed. 
Increasing the population 1 prior yielded lower LDF and 
QDF population 1 misclassification rates. The 
corresponding population 2 rate increases depended on the 
distance. The same effect, but not the same magnitude, 
was observed for the LPDM and QPDM for the log normal 
distribution. Increasing the variance-covariance 
parameter had mixed effects depending on the model and 
other parameters. The QDF sometimes achieved smaller 
average misclassification rates than the LDF. However, 
the variance-covariance parameter did not appear to affect 
the LPDM differently than the QPDM. In general, 
increasing the distance decreased the models’ 
misclassification rates.
The LDF and QDF both achieved the smallest average 
misclassification rate in an application of the models to 
real data.
2
