Dirichlet series whose coe cients are generated by nite automata de ne meromorphic functions on the whole complex plane. As consequences, a new proof of Cobham's theorem on the existence of logarithmic frequencies of symbols in automatic sequences is given, and certain in nite products are explicitly computed.
Introduction
Automatic sequences have many properties ranging from number theory to harmonic analysis, from theoretical computer science to physics. See for example 11], 2], or 5]. An intuitive de nition is that, given an integer d 2, a sequence (u n ) n 0 with values in a nite set is d-automatic if its n-th term can be computed by a nite-state machine using the base d expansion of the integer n. (A precise de nition is given below.)
In his seminal paper on automatic sequences 10], Cobham proves that, given an automatic sequence (u n ) n 0 , the set of integers such that u n takes a given value, always has a logarithmic density. It may happen that this set also has a natural density, which then must be a rational number 10] . A typical example is the sequence de ned by u n = 1 if n begins with a 1 in base 3, and u n = 0 otherwise. This sequence is 3-automatic. The set of n's for which u n = 1 does not have a natural density, but its logarithmic density exists and is equal to log 2= log 3. The proof of Cobham consists in showing that the sequence whose limit gives the existence of the logarithmic density, is bounded respectively from below and from above by two sequences converging towards a common limit.
In this paper we rst study the Dirichlet series associated with automatic sequences: we prove that they possess a meromorphic continuation to the whole complex plane, and that the poles { if any { must lie on a nite number of left half-lattices. This result was announced in 1] but details were never written down; it is a generalization of the case of the Thue-Morse sequence with values 1, that was addressed in 3], and for which the Dirichlet series can be continued to an entire function in the complex plane. We then obtain as a consequence of the properties of automatic Dirichlet series, a new proof of the existence of logarithmic densities for automatic sequences, and an expression of these densities in terms of a numerical convergent series. The hint at this point is a result of analytic number theory stating that logarithmic density exists if and only if analytic density exists, and they are then equal. Finally we give applications to computing in nite products, in the spirit of 3] (see also 4] and 6] for real analysis methods). (i) The sequence (u n ) n 0 is d-automatic.
(ii) There exist an integer t 1 and a set of t sequences N 0 = f(u (1) n ) n 0 ; : : : ; (u (t) n ) n 0 g, such that { the sequence (u (1) n ) n 0 is equal to the sequence (u n ) n 0 , { the set N 0 is closed under the maps (v n ) n 0 7 ! (v dn+i ) n 0 , for 0 i d ? { the rst component of the vector (U n ) n 0 is the sequence (u n ) n 0 ; { for each i = 0; 1; : : : ; d ? 1, and for all n 0, the equality U dn+i = A i U n holds.
We recall now the de nitions of natural, logarithmic and analytic densities.
De nition 2 Let E be a subset of the integers. We say that the set E has a natural density De nition 3 Let (u n ) n 0 be a sequence with values in a set , and let x 2 . We say that x occurs in the sequence (u n ) n 0 with frequency f (resp. logarithmic frequency f) if the set fn 2 N n f0g; u n = xg has a natural density (resp. has a logarithmic density) that is equal to f. (3) Note that for any xed s 2 C , the Dirichlet vector F(s + k) is bounded for large k's. The righthand side of the above in nite functional equation (3) Remark 3 The previous proof also gives an \explicit" meromorphic continuation of F to the half-plane <s > 0. Namely, the rst equality in (1) Remark The logarithmic frequency of a in (u n ) n 0 exists for every a 2 ;
The frequency of a in (u n ) n 0 may not exist, but if it exists it must be a rational number. We give here another proof of the rst part of this theorem. We rst state two lemmas. The rst one is classical, see for example 14, p. 40]. We now prove a theorem on the behaviour for s ! 1 + of automatic Dirichlet series. Theorem 5 Let d 2 be an integer. Let (u n ) n 0 be a d-automatic sequence with values in C . Let t be the integer, let (U n ) n 0 be the t-dimensional vector sequence, and let A 0 ; A 1 ; : : : ; A d?1 be the t t matrices, de ned for the sequence (u n ) n 0 in Theorem 1 (iii). We are now ready to state our theorem on frequencies. 
Proof.
The sequence ( (u n )) n is d-automatic. Let t, (U n ) n , and A 0 ; A 1 ; : : : ; A d?1 be de ned as above. It is easily checked that for all j 2 f0;1;:::;d ? 1g, we have (U dn+j ) = A j (U n ) (remember that each row of A j contains exactly one 1, and that all other entries in this row are equal to 0). Using Theorem 6 above, we easily conclude by noting that the logarithmic frequency of in the sequence (u n ) n 0 is equal to the logarithmic frequency of in the sequence (u n ) n 1 , and by applying Theorem 2.
In nite products
The reader can nd in 3] applications of Dirichlet series associated with the Thue-Morse sequence to computing generalizations of the classical product
where (" n ) n 0 is the Thue-Morse sequence on the alphabet f 1g (i.e., " n = (?1) s 2 (n) where s 2 (n) is the sum of the binary digits of n). The proof of such formulas relies on functional equations linking the sums of the Dirichlet series associated with the Thue-Morse sequence.
We are going to give another derivation of these functional equations which applies to more general situations. But before doing so, we do not resist the temptation to give the simple proof of Equation (5) Since Q 6 = 0, this gives P 2 = 1=2, hence the result (P is positive).
Remark 6 Note that other products could be studied using the same trick. We give two examples.
Let f a map from N to R + such that there exists a real number a such that f(2n) = af(n) for each n. Let
Then, provided the in nite products converge, we have P 0 = 1 p af (1) :
Note that the condition f(2n) = af(n) is satis ed by completely multiplicative functions (i.e., functions such that f(mn) = f(m)f(n) for all m; n). But if a completely multiplicative function is non-decreasing and unbounded, it must be of the form n . (Even more is known, see 9].) Note that, if f(n) = n , then the in nite products P 0 and Q 0 are respectively equal to P and Q . Decomposing this last product according to n mod 3, and simplifying by P 00 gives the result.
An approach through integrals
If we take = d in the last formula, then a j c(s; j=d): (9) The negative integers are simple zeros of the functions G and s 7 ! c(s; z). Moreover, we have c(0; z) = 0 and G(0) = ?1. As a consequence of Formula (9) 
Examples
We give some examples of the integral approach studied above.
Let be a (k + 1)-st root of 1 (other than 1), and let P = P k j=0 j X j . Since we have P(X) ? 1 = X P(X) ? X k+1 , the rst equality in Formula (9) yields the identity from which we obtain X n 0 n ( log(n + 1) ? log(n + k+1 d )) = log d: (10) (This is a formal relation, but again its terms can be grouped to ensure convergence when d > k. This will be also the case in the examples that follow.) Let us assume now that d > k. The sequence ( j ) is then d-automatic. It is easy to see that n equals 0 if the base d expansion of n contains at least one digit larger than k. Otherwise We end our paper by showing that the condition d > k is not necessary to get automaticity.
First take k = d = 2 and = e 2i =3 . Then, the coe cients n are determined by the following rules: 0 = 1, 2n+1 = n for n 0, and 2n = n + 2 n?1 . If v n stands for the vector n?1 n , these recursion relations can be written v 2n = 0 2 
