Abstract-One of the biggest verification and validation challenges is the definition of approaches and tools to support system assessment while minimizing costs and delivery time. This includes the integration of OTS software components in critical systems that must undergo proper certification or approval processes. In the particular case of testing, due to the differences and peculiarities of components, developers often build ad-hoc and poorly-reusable testing tools, which results in increased time and costs. This paper introduces a framework for testing and monitoring of critical OTS applications and services. The framework includes i) a box that is instrumented for monitoring OS and application level variables, ii) an adaptable toolset for testing the target components, and iii) tools for data storing, retrieval and analyzes. A prototype of the framework is under development, and future testing scenarios are designed to show the applicability and effectiveness of the framework.
INTRODUCTION
Verification and Validation (V&V) has been largely applied in scenarios that involve life and mission critical embedded systems, and is dominantly used as a design-time quality control process for the purpose of evaluation of the compliance between of a product, service, or system [1] . Checking a system using V&V methods frequently exceeds the effort needed for the core development time. In fact, rigorous V&V forms the fundaments of critical applications and has been applied through years in several domains as the railway [2] and space [3] , and recently a strong effort has been made to standardize these practices for automotive [4] .
Although the industry rapidly turns to system integration based on the reuse of hardware and software components, also known as Off-The-Shelf (OTS) components, it is still necessary to apply rigorous V&V techniques to assess the applications. While hardware OTS are nowadays widely accepted and used (they have their own certification), software OTS still creates serious difficulties to companies, which are on one hand constrained to meet predefined quality goals, whereas, on the other hand, are required to deliver systems at acceptable cost and time to market. For example, in aerospace standards the usage of OTS software is often discussed and quality goals are proposed. Just to mention a few representative standards, the DO-178C [3] requires that if deficiencies exist in the software life cycle data of Commercial off-the-shelf (COTS) software, the data are augmented to satisfy the objectives of the standard: guidance are provided to use Product Service History, reverse engineering, formal methods, audits and inspections as viable techniques. Similarly in ED-153 [5] all OTS software shall undergo assessment and reach the same level of confidence for the assigned safety level, although OTS usage is not accepted for software of the highest safety level. The ECSS verification standard for space engineering [6] presents four levels of OTS software, where the different levels correspond to different qualification programme that the software must sustain to be acceptable for space projects. Large companies mainly follow a brute-force approach by focusing large volume investment into tooling and in-house training, but even high-tech SMEs are highly vulnerable to the new challenges.
In this context, one of the biggest challenges to the V&V community is to define methods, strategies and tools able to validate a system adequately, while simultaneously keeping the cost and delivery time reasonably low. The key part of the challenge is to establish a proper balance between achievable quality with a particular technique (in terms of dependability, security and safety attributes) and the costs required for achieving such quality. The problem grows when it is necessary to include COTS components in a critical system that has to be certified. As a matter of fact, although modern standards consider the possibility of assessing products, which encompass COTS software, this is still considered a challenge [7] .
In industrial practises, integration and usage of OTS software components in critical systems is generally performed by two different approaches. In the first approach, whenever applicable, the activity is limited to assess the integration, verifying that the OTS component is properly wrapped in the system without affecting system's safety. In the second approach, a complete assessment of the OTS component is performed; this may include activities as production of documentation, reverse engineering, and static analysis, among others. In both approaches, extensive testing is required to understand the behaviour of the component, and to assess if it does not introduce new hazards in the system. For companies, this usually means a reasonable amount of effort in developing a specific tool that can support the testing of a specific OTS component to be integrated in a certain critical system. This paper introduces an advanced framework for testing and monitoring critical applications and services. The framework monitors the variables of the system while applying diverse forms of testing over the applications. This way, it is possible to better detect problems in the applications as well as better diagnosing them, maximizing the effectiveness of the tests. The framework is based on an application independent and reusable core infrastructure, allowing the user to apply cost effective practices.
The proposed framework consists of two main components. The first part, named CBox-Node, is a monitoring environment where the applications or services can be executed and monitored. The kernel of the operating system is instrumented to monitor all the variables that are representative for V&V process. The environment also includes middleware that is also instrumented in order to provide values of the all the variables representative for V&V at this level. The monitored values are stored temporarily in log files so they can be gathered from the exterior of the node.
The second component, named CBox-Toolset contains a set of adaptable tools for application testing, and data storage and analysis. The testing tools included will be able to generate different types of testing including for example functional testing, robustness testing and security testing. The testing techniques to be included should be selected to fit requirements from standards, for example robustness and functional testing are widely present in aerospace standards [3] , [5] , [6] . For data storage the framework includes a database management system and tools to allow the user, in a semi-automated way, to generate a schema able to store the values of the monitored variables. For data analysis, although some algorithms can be provided in the framework, the goal is to populate the tables that the user can exploit using the algorithms that are most adequate to his business domain and also that he prefers.
The use of such supporting framework is essential for the conscious use of OTS components. By testing the OTS component, it is also possible to use wrapping strategies [8] , [9] around the identified problematic parts of the component, this verifying the design issues. An important part of the implementation is that one instance of this component can be connected to multiple CBox-Nodes. This way, the framework is prepared to be extended for other purposes, as in the case of monitoring a large scale system with multiple nodes, as it is possible to correlate data from multiple sources and also analyse more complex systems.
Several works have shown the usefulness of system monitoring to detect anomalies in the system. For example, statistical anomaly detection algorithms have been used in the past for on-line fault detection [10] . This technique overcomes some of the limitations of static threshold analysis, that for instance in the monitoring techniques in [11] are used to detect application hangs. Works towards certifying OTS components are also not new. The technique in [12] tries to determine the quality of OTS components using black box and fault injection in two phases: first, the component is tested to make sure it works properly, and second, using fault injection in the component, the system is tested to make sure that the system works even if the component presents an incorrect behavior. Software wrappers are then used to limit the parts of the component that are harmful to the system. Nonetheless, to the best of our knowledge no work has addressed this problem using an integrated approach and providing the developers with a cost effective tool to test their applications. Also, it innovates by proposing the use of monitoring techniques together with testing techniques as robustness testing or penetration testing, and we believe that this can lay the basis for future research on new techniques that allow obtaining better results.
The structure of the document is as follows. The next section presents the overall architecture of the framework. Section III presents the future work. Finally, section IV concludes the paper.
II. ARCHITECTURE
Our proposal is an advanced framework for testing and monitoring critical applications and services. The overall architecture of the proposed framework is depicted in Fig. 1 . As it is possible to observe, the framework is based on two main components: CBox-Node and CBox-Toolset. The next sections present the concepts behind each component. 
A. CBox-Node
The CBox-Node is a monitoring environment where the applications or services can be executed and tested. The slashed area in Fig. 1 represents the monitored components (Operating System, Middleware, Applications) and data flows (Gateway In and Gateway Out). The key innovation is to monitor both the variables of the OS and of the Middleware (when applicable) at the same time the application is being tested. This provides detailed data on the behaviour of the OTS component, thus going beyond the mere collection of inputs and outputs or the monitoring of specific functions of the underlying system that the OTS component uses. To achieve this, it is necessary to instrument the kernel of the OS introducing monitoring probes that report the value of the selected variables per unit of time. These values should be stored in a standard format to later be externalized through the Gateway Out.
As example of middleware, the environment may include an application server where the user is able to run the web applications and services that are necessary to be tested, as these applications are frequently used in business-critical scenarios [13] . Also the application server includes monitoring of the values of relevant variables that are also stored in a standard format for later use of the Gateway Out. Due to the emerging role that web applications and services have in critical systems, the inclusion of a monitored application server is a very important requirement, as this allows gathering the values of variables that are closer to the applications under test.
The Gateway In is necessary to perform the test in the applications. In the case of web applications and services, which have an interface available over the network, the Gateway In is constituted by the ports used to perform the tests together with OTS components that can execute the tests through these ports. The environment should also be ready to support the testing of other applications, with the Gateway having the responsibility of translating the tests created by the testing tools in a form that can be executed in the target application. In practice, the Gateway In represents the only part of CBox-Node that the user should implement in order to have his application tested.
B. CBox-Toolset
The CBox-Toolset includes a set of extensible tools that should support the user in two main activities: test the applications and, store and analyse the data obtained from the instances of CBox-Node.
The testing tools included should be able to generate different types of testing including functional testing, stress testing, robustness testing, penetration testing, security testing, etc. The definition of tests is always dependent on the type of application as well as specific to the domain of the application (e.g., testing requirements from standards). In the case of web applications and services, where the interfaces are usually well defined, the test generating tools usually require only minor configuration. However, in the case of other applications the user may be requested to configure or even extend the testing tools. To cope with this, the tools to be included shall be selected amongst those easily extensible to accommodate the user needs. As the tools are easy to modify or replace, the framework provides high flexibility and makes it easier to test applications.
Regarding testing techniques, that will be included as a minimum, functional testing is a black box testing technique that tries to find discrepancies between the program and the external specification [14] and it is based on a set of test cases derived from the analysis of the specification. Stress testing subjects the program to heavy loads or stresses [14] . In this case, the testing application must submit loads that match (or even surpass) the load that the application under test is specified to sustain over a period of time. This is particularly useful in web-based applications where you want to ensure that your application can handle a specific volume of concurrent users or requests. Robustness testing is a specific form of black-box testing. The goal is to characterize the behavior of a system in presence of erroneous input conditions. Robustness testing stimulates the system in a way that triggers internal errors, exposing programming and design errors both in the error detection and recovery mechanisms. Penetration testing is a specialization of robustness testing that consists of the analysis of the program execution in the presence of malicious inputs, searching for potential vulnerabilities. Penetration testing tools provide an automatic way to search for vulnerabilities avoiding the repetitive and tedious task of doing hundreds or even thousands of tests by hand for each vulnerability type.
For data storage purposes, the CBox-Toolset includes a database management system to persistently store the values obtained. It is also necessary to include tools that generate a schema adequate to the values to be stored. It is provided a template schema that is quite generic in order to avoid the need for many changes. To provide more efficient data analysis capabilities, the template schema follows the model of a star schema from OnLine Analytical Processing (OLAP). In fact, a well structured data repository and OLAP analysis can be very useful for analysis of results from dependability evaluation experiments [15] . Additionally, it makes possible to share and compare the results of multiple different experimental evaluations [15] . However, it is very important to have automated processes to build the repository, and transform and load the raw data as highlighted in [16] .
Finally, the toolset will allow to use several data analysis algorithms, including fault detection mechanisms based in static threshold analysis algorithms and also statistical analysis algorithms. However, the main idea is to leave to the user the conditions to perform the analysis using the algorithms that he is more experienced with and, above of all, that are most adequate to his business domain. In fact, one strength of the use OLAP analysis techniques is the optimization of their schema for the use of ad-hoc queries [15] .
III. FUTURE WORK
To show the applicability of the approach and perform experimental evaluation, a prototype of the framework is currently under development. For cost reduction and to allow bigger flexibility, effort is being made to use low licensing cost solutions resulting many times in preference for free or open source software. This way, most of the future work will focus on completing the implementation. In terms of the CBox-Node, the monitoring probes are under test to assure they work properly and to understand their impact on the behavior of the system. These scripts are also possible to upgrade to monitor additional variables. Under development are the examples of Gateway In targeting the testing scenarios that will be used in the future, as well as the upgrade to the Gateway Out.
In the case of CBox-Toolset, it is necessary to integrate and make ready the third-party testing tools, first targeting web applications and services and then other types of applications. Then, it is necessary to setup the DBMS, complete the design of the template star schema and the tools to manage the starschema creation and ETL processes. In terms of data analysis, the work to be performed consists mainly in tool installation and configuration and in the integration of the research algorithms.
An instrumental step in the future work is the experimental evaluation of the framework. The framework should be able to provide flexibility to the users so, it is important to validate the capacity of the tool to adapt to different applications and scenarios. Thus two very distinct testing scenarios are currently defined to test the framework as soon as it is ready to be tested.
The first testing scenario uses the Liferay Portal 6.0.6 [17] . Liferay Portal is an enterprise web platform project that aims for immediate deliver of robust business solutions for organizations. It includes features that are usually necessary for the development of websites and portals, as a built-in web content and document management system. Liferay is developed using Java technologies and it is ready to work in a large set of web/application servers. In fact, the community edition is free and open source software available under Licensed under the terms of the GNU LGPL. An API based on SOAP web services is provided, containing a diverse range of functionalities. These services are an interesting case for testing the framework, after the framework is deployed on top of the instrumented JBoss AS middleware.
The second testing scenario is based on drastically different type of applications, representing also a very different set of testing requirements. In this scenario it is used the Synergy (http://synergy-foss.org/), a mouse and keyboard sharing software. It is very useful when a single user needs to control multiple PCs with a monitor connected to each one of them. Using Synergy, the user needs only one keyboard and mouse on the desk to seamlessly control all the machines. It is free and open source software available under Licensed under the terms of the GNU GPL. It is based on a Server-Client architecture and works across Windows, Mac OS X, and Linux. Synergy represents an alternative to be used in control centers to control two or more machines with (possibly) critical functions, making it a very interesting case for the proposed framework. In fact, using the framework it is possible to test the just the server, just the client or in the future, using a set of CBoxNodes, test a server with a set of clients.
IV. CONCLUSIONS
In a context a where OTS components are increasingly used on critical scenarios, companies need tools that help them to understand the quality of these components. In specific case of testing, instead of using their own developed ad-hoc and poorly-reusable testing tools, these companies can benefit from using cost effective techniques and tools. This paper presented a reusable and adaptable framework for testing and monitoring of critical OTS applications and services, that includes an instrumented box for monitoring OS and application level variables, a testing toolset that is adaptable for testing the target components, and tools for data storage and analysis. The architecture of the framework was described as well as the status of its implementation.
