Parallel Hermite Interpolation: An Algebraic Approach. Given n + 1 distinct points ~nd arbitrary order derivative information at these points, a parallel algorithm to compute the coefficients of the corresponding Hermite interpolating polynomial in O (log n) parallel arithmetic operations using O (n 2) processors is presented. The algorithm relies on a novel closed formula that yields the expansion of the generalized divided differences in terms of the given function and derivative values. We show that each one of the coefficients in this expansion and the required linear combinations can be evaluated efficiently. The particular cases where up to first and second order derivative information is available are treated in detail. The proof of the general case, where arbitrarily high order derivative information is available, involves algebraic arguments that make use of the theory of symmetric functions. Classifications (1985) 
Introduction
Given a collection of n + 1 pairs (xi,fi)E F • F (i=0, 1,..., n; xi's distinct), the interpolation problem over F is to construct a polynomial p, (x) ~ F [x] of degree n such that p,(xi)=f i (i=0, 1 .... , n). If f/=f(x~) are the values of a function f at the points x~, then the polynomial p, (x) is said to interpolate f at the nodes x o, xl, ..., x,.
If p, (x) is expressed in the Newton form p, (x) =fo +fol (x -x0) +Jo12 (x -xo)(x -xl) + f0123 (x-x0) (x-xl) (x-x2) +... + fo* 2 .... (x -Xo) (x -xl) (x-x2) ... (x -x,_ 1), then the coefficients f012...p (p = 0, 1, ..., n) are called the divided differences (DD's) of f, which can be computed using Neville's or Aitken's recursion formulae [12] , [5] : As an example the Neville procedure uses the recursion f,,,+~ ..... ~+q-,-f,+,,,+2 ..... ,+q f,,,+,,..., § The terms on the diagonal are the DD's and hence the coefficients of the Newton polynomial. The Neville and the Aitken procedures require 0 (n z) arithmetic operations. Note that the entries in a given column can be calculated independently of one another, and they depend only on the entries in the previous column and the x~'s. This gives a straightforward parallel algorithm for the DD's, particularly suitable for systolic implementation (see [4] and [10] ), where each column is computed in O(1) time using as many processors as there are entries in that particular column. Since the maximum length of a column is n and there are n columns to calculated, this approach requires 0 (n) parallel arithmetic operations to calculate all the DD's using O (n) processors.
A parallel algorithm to calculate the DD's in O (log n) time using 0 (n z) processors is reported in [3] : Here we will sketch this parallel Newton interpolation algorithm as it is relevant to our treatment of Hermite interpolation. ..,) of f that are required for the interpolating polynomial p, (x) can be calculated in O (log n) time using 0 (n 2) processors. This is because for each p, the right hand side of (1.2) can be calculated using 0 (log n) parallel arithmetic operations with 0 (n) processors, and n independent instances of this computation is required for p ranging from 1 to n. The coefficients in (1.3) themselves can also be calculated in O (log n) time using 0 (n 2) processors. To see this note that
and therefore the computation of this sequence of coefficients amounts to the calculation of the prefixes of the quantities (Yol, Y02 ..... Yo,). This can be done by using the parallel prefix algorithm in log n time using n processors [6] , [8] , Since n + 1 concurrent instances of a parallel prefix algorithm are needed to compute the prefixes of the terms (Yio, Yil ..... Yl, i-1, Yi, i+ 1,'", Yl,) for i ranging from 0 to n, the total number of processors required becomes 0 (n2). A detailed analysis of this approach for the computation of DD's for the construction of the Newton interpolating polynomial can be found in [3] ,
The parallel Newton interpolation algorithm is numerically better conditioned than the interpolation algorithms that rely on FFT (such as given in [2] and [7] ) regardless of the parallelism involved [3] . Particularly the parallel Newton interpolation algorithm is numerically superior to the parallel algorithm proposed in [11] ; which constructs the Lagrange interpolating polynomial in O (log n) time with O(n 2) processors by extensively using the FFT.
In this paper we construct a paraUel algorithm for Hermite interpolation. The algorithm computes the coefficients of the Hermite interpolating polynomial in O (log n) parallel arithmetic steps using O (n 2) processors for a fixed number of derivatives by making extensive use of parallel prefix algorithms.
The error analysis of the algorithm we present is similar to the analysis of the parallel Newton interpolation algorithm given in [3] and will not be addressed here.
Hermite Interpolation
In the most general case of Hermite interpolation, we are given the derivative information 
where the terms of the form f~, with k < m, are to be interpreted as
The correctness of this process can be verified by noting that
l <k <m i holds. As an example, given two points x o and x I with mo= 3 and m I = 2, the Neville procedure computes the entries in the following triangle fo fo fo~ fo f~ f~ fo2 fo~ s fo21 fo31 f~ fo12 fo212 fo312 using the recursion in (2.1). As in the case for calculating the DD's, the Neville procedure requires 0 (n a) sequential time to calculate all GDD's for fixed values of ml, O<i<_n.
Since we are interested in developing a parallel algorithm to calculate all GDD's, we will seek a linear expansion formula of the form (1.2) for f0~ ,~ in terms offj, with 0 <j _< n and 1 < i _< ai for various ai < m i. It turns out that the coefficient fooo 1o,. ,~ [ ~, can be expressed in a closed form, which reduces to the expressions for the coefficients that appear in the Newton polynomial.(1.2) when a o = aa =...= a, = 1.
In most practical instances where Hermite interpolating polynomials are required for the data (I) f(xi) and f' (xi) for i = 0, 1,..., n are given, or (II) f(xi) , f' (xi) and f"(xl) for i = 0, 1, ..., n are given, the algorithm turns out to have an especially simple structure. In Section 4, we describe parallel Hermite interpolation algorithms for these specific cases in detail.
Linear Expansion of GDD's
In this section, for brevity of notations we will denote Yoi by Yi and represent the GDD f0, l, simply by the string 0' lS whenever necessary. The repeated application Of (2.1) with two given points x o and x a can be represented as a signed and weighted binary tree, where the weight associated with each node at level p is yr. The leftson of each node is obtained by dropping a i, and the rightson by dropping a 0. The leaves correspond to strings consisting of O's or I'S only. All the right branches carry a negative sign and the left branches a positive sign, in accordance with the signs produced by repeated application of (2.1). The sign of a given node is defined to be the product of all the signs on the path from the node to the root. As an example, when r = 3 and s = 2, we have the following representation of the expansion offoooa a- From this representation, we see that foool 1 l yo is equal to the signed sum of all the weights of the leaves labeled 0. Since each 0 omitted on the path from the root to a given node introduces a negative sign, the sign of each leaf labeled 0 is positive. This gives f00011 Ifo = +3y~.
In general, the sign of each leaf labeled 0 in the expansion of f0,1= will be (-1) ~-1.
Note that all these leaves are at level r + s-1. Furthermore, in the expansion f0,1~l f0=( -1) r-1 Coy] +s-1 ' the coefficient C O is the number of leaves labeled O.
Next, we count the number of leaves labeled 0 in such a tree in the general case. It is not difficult to see that C o is the number of ways of parenthesizing the string O" 1 s starting from 0'-1(01)1 s-I in such a way that each new pair of parentheses introduced contains one more symbol than the previous. For example, with this coding, the leftmost leaf in Fig. 1 corresponds to the parenthesization ( (0 (0 (01))) 1), and the rightmost one to (0 (0 ( (01) 1))).
Let at, s denote the number of suc h parenthesizations of the string 0" U. Using this interpretation (or proceeding directly from the recursive structure of a binary tree), we obtain the recursion a,,s=a~_l,~+a,,~_ 1
with a,,1 =al,~ = 1. By a simple induction, this gives
(r+s-2~
a,,s=\ s-1 )"
Note that by treating the string 00 as a single symbol the derivation of (3.1) also yields that the sign of each leaf labeled 00 is (-1) "-2 and that there are Now we turn to the general case of computing the coefficients fo, in the expansion of f0.o a-, ... ,.o. Even though the combinatorial treatment of the derivation of (3.3) can be extended to this case, we will proceed by induction. First, we give a closed formula for the coefficient offo in the expansion offooo l~ ..,~ Recall that a composition or an ordered partition of a nonnegative integer m into n parts is a representation of the form m=21 +~2+ ... +)'n in which each 2i is a nonnegative integer and the order of the summands is important. For example, there are exactly four ordered partitions Of 3 into 2 parts: 0+3, 1+2, 2+1, and 3+0. Yl Y2 "'" Y~" (1 -t yt) "1 (1 -t y2)"2 ... (1 -t y.)a.
(3.8) 9 .
Yl Y2 "" Y~" =Y" (1--tyl)al(1--ty2)a2...(1--ty,) ~.-1 ~-Y"t(1--tyO"~(a--ty2) 
Special Hermite Interpolating Polynomials
In this section we will give algorithms for the parallel computation of the GDD's for the following important cases: CASE (I) f(xi) and f' (xi) given for 0 <i< n, and CASE (II) f(xi), f' (xi) and f" (xi) given for 0 < i < n.
As we remarked in Section 2, if the coefficients offi are known for all 0 _<j_< n and i < ms then all the necessary GDD's, namely the terms of the form f0oo 1o,... p.. where k>ao>>_al > ... >% and 1 <p<_n, can be calculated in O(10g n) time using O(n 2) processors for a fixed value of k. Hence, the problem reduces to calculating the coefficients fO",l",...p"plf j for l<_i<_k and O<_j<_p<n. Now we will show that, for k=2 and k=3 corresponding to the cases (1) and (2) above, these coefficients can also be calculated in O (log n) time with O (n z) processors. Clearly these are the prefixes of the quantities (yl, yt, Y2, Y2, Y3, Y3,-.., Yn, Yn), and hence they can be calculated in log 2 n time using 2 n processors. Due to symmetry of the GDD's, all of the terms
CASE

fo21222...(p_1)2plh~, foz1222...(p_l)2p2[fj, O<j<p, l <p<n
can be calculated using n + 1 instances of the parallel prefix algorithm. Hence 0 (n 2) processors suffice to calculate all of them in 0 (log n) time. The terms outside the parentheses are obtained by negating the coefficients offo~, and hence they need not be calculated again. For the terms in the parentheses notice that by applying the parallel prefix algorithm to the quantities (2 yt, 2 Y2,..., 2 y,) , where the operation is taken to be addition, we get the terms 2yl, 2y~+2y2, 2 y~ + 2 Y2 + 2 Y3, etc. The other half of the terms can be calculated from these by doing one parallel addition. Hence again 0 (n) processors suffice to calculate all the coefficients of f0 in the linear expansion of f0: r,...po~ for 2 > a~ >... > ap > 1 and 1 _< p < n. The coefficients offj forj ranging from 0 to n are found by n + 1 concurrent applications of the procedure explained above. Hence the coefficients of all fj and fj~ in the expansion off0~ r, 2 o~... poo for 1 < p_< n and 2 >__ a~ _> a 2 _>... >__ a, > 1 can be found in O (log n) time using 0 (n 2) processors.
CASE (2) (k=3)
In this case we are interested in the coefficients of fo, fo~ and fo~ in the linear expansion of f0~ 1., 2 ~ ... p., for 3 _> a~ >... _> a v > 1. We will start with the simplest one 
.. y3_1y2 "'" 2 3-1 y3
It is clear that these quantities can be calculated in log 3 n time using 3 n processors. By applying n + 1 concurrent instances of the parallel prefix algorithm we find all f0~ 1o,... ~~ I h, in 0 (log n) time using O (n 2) processors for 3 _> a 1 > a2 >... _> ap > 1 and l<_p<_n.
For the coefficient offo2 in the expansion off0~ 1o,..po., from Theorem 2 we obtain the following formula, The terms outside the parentheses are simply obtained by negating the coefficients of f0~ as it is similar to the k=2 case. Using n processors we can calculate 3yl, 3 Yt + 3 Y2, ..-, 3 Yl + 3 Y2 +---+ 3 y,, in log n time because they are the prefixes of the terms (3 Yl, 3 Y2, 3 Y3, ..., 3Yn). The rest of the terms in parentheses are calculated from these in O (1) time by doing parallel additions using n processors. It follows that O (n 2) processors are sufficient to calculate all of the coefficients f031.~ 2. 
Yv
The sum 2~ + 22 +... + 2p can be equal to 2 only in two ways:
(i) ,~=2 for l<_i<_p, (ii) 2~=2j=1 for l<_i,j<_p and ir
By separating these two cases in the sum operation we obtain
These quantities can be arranged in a table as in the previous cases:
fo~l I so--lyl [ It is not difficult to see that all of these coefficients can be calculated in 0 (log n) time using only 0 (n) processors. We conclude that the coefficients offo, fo= and fo3 can be computed in 0 (log n) time using 0 (n 2) processors. Hence all GDD's of the form f0,~o, ..co. can be calculated in O(logn) time using O(rt 2) processors for 3>_al>_az>_...>_ap>_l and l <_p<_n. Explicit processor and arithmetic operation counts for the above algorithms, as well as the serial and parallel complexities of the classical algorithms (Neville and Aitken) for the two special cases I and II covered in this section appear in Table 1 .
The General Case
Next, we will show that in the most general case, where up to k-th order derivatives are given (i.e. each ai<_k), the computation of the coefficients of the Hermite interpolating polynomial can still be performed in 0 (log n) parallel time using 0 (n 2) processors.
Theorem 3:
The coefficients of an arbitrary order Hermite interpolating polynomial can be computed in 0 (log n) parallel time using 0 (n 2) processors.
Proof:
The idea of the proof rests on the theory of symmetric functions, and we give a sketch of the basic ideas involved. can be written in the form 9 3 Y2 Y3 y2). (1 -t y0 2 (1 -t y2) 2 (1 -t ya) 2 (1 -t y4) 2
Clearly, in such an expansion, the number of products of the form We remark that even though the number of parallel arithmetic steps required to compute the coefficients of the Hermite interpolating polynomial is guaranteed to be logarithmic in n with O (n 2) processors in the general case, the constants hidden in the big 0 notation are necessarily exponential in k if no other shortcuts are taken into account. This is not surprising in view of the formula for the coefficient of f0 given in Theorem 1, since the summation involved is over all ordered partitions, and there are exponentially many ordered partitions of k into n parts in general. As an example, the expansion of Thus, for particular cases involving small values of k, it seems possible to cut down the constants in question by considering special expansions with smaller number of terms than the above treatment would produce. Therefore, the algorithm implied by the above proof for arbitrary k has more of an existential flavor, and special instances (e. g. k = 4, 5) can be made more efficient by judicious grouping of the terms involved in the expansion of the formula in Theorem 2.
