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Abstract
This thesis is an expanded version of the two papers [Lan] and [LP16]. In
this thesis, we discuss interpolation of projective varieties through points.
It is well known that one can find a rational normal curve in Pn through
n+ 3 general points. More recently, it was shown that one can always find
nonspecial curves through the expected number of general points and lin-
ear spaces. We consider the generalization of this question to varieties
of all dimensions and explain why smooth varieties of minimal degree
satisfy interpolation. We continue to develop the theory of interpolation,
giving twenty-two equivalent formulations of interpolation. We also clas-
sify when Castelnuovo curves satisfy weak interpolation. In the appendix,
cowritten with Anand Patel, we prove that del Pezzo surfaces satisfy weak
interpolation. Our techniques for proving interpolation include deforma-
tion theory, degeneration and specialization, and association.
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Chapter 1
Introduction
1.1 Ancient history
The question of interpolation is one of the most classical questions in al-
gebraic geometry. The origins of interpolation date back to the very be-
ginning of geometry, starting in Chapter 1 of Book 1 of Euclid’s “The El-
ements,” written in Alexandria, Ptolemaic Egypt, around 300 BCE. After
opening with a series of 23 definitions, Euclid states the following 5 pos-
tulates, which are the basis for Euclidean geometry:
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We concentrate on the first postulate, which is translated literally in
[Fit08, p. 7] as
Let it have been postulated to draw a straight-line from any
point to any point.
Or, perhaps in its more well known form, one might translate Euclid’s first
postulate as
Through any two points there passes a line.
This is the first instance of interpolation, which, loosely speaking, is a
souped-up game of connect the dots. That is, we are asking if there is
some type of algebraic object passing through a given collection of gen-
eral points.
For example, a natural generalization of the fact that a line passes through
two points is that if we specify a general set of three points in space, we
can always find a plane passing through them.
To generalize this in another direction, given a triangle, one can al-
ways find a circumscribed circle. This is the same as saying that one can
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Figure 1.1: A visualization of Lagrangian interpolation
interpolate a circle through any three points in the real plane: If we start
with three points, we can draw the triangle whose vertices are those three
points. Then, the circle circumscribed about the triangle will pass through
those three points.
Fast forwarding to the eighteenth century, a new question of interpo-
lation was brought to the forefront of mathematics: that of Lagrangian
interpolation. This question asks whether we can find a polynomial in the
plane passing through a given collection of points. More precisely:
Question 1.1.1. Given n points (x1,y1), . . . , (xn,yn) in the xy-plane, does
there exist some polynomial p(x) of degree at most n− 1 so that p(xi) = yi
for 1 ≤ i ≤ n?
Although typically associated with Lagrange, this question was first
answered affirmatively in 1779 by Edward Warring [Wik16]. It is also
an immediate consequence of one of Euler’s works, published in 1783
[Wik16]. Nevertheless, Lagrange published this result in 1795, and it is
usually attributed to him [Wik16].
Lagrangian interpolation has proven essential not only in mathematics,
but throughout numerous other scientific fields. To name a few applica-
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tions, Lagrangian interpolation has led to the creation of shapes of letters
in typography, protection of secret information, like bank accounts and
missile codes, and developments in algorithmic computer science [Wik15].
1.2 Description of interpolation
In simple terms, an interpolation problem involves two pieces of data:
1. a classH of varieties in projective space (e.g. “rational normal curves”)
often specified by a component of a Hilbert scheme,
2. a collection of (usually linear) incidence conditions (e.g. “passing
through five fixed points and incident to a fixed 2-plane”).
The problem is then to determine whether there exists a variety [X] ∈ H
meeting a general choice of conditions of the specified type.
In a related vein, we can also ask about the number of these alge-
braic objects passing through the specified collection of points. For ex-
ample, one might be interested in knowing not only whether there exists
a line passing through two points, but also how many lines pass through
two points. Of course, there is only 1 such line. In this thesis, we will
mostly be concerned with whether there exists some algebraic object pass-
ing through a specified number of points, for the simple reason that count-
ing the number proves much harder. Nevertheless, when possible, we will
also address the questions of how many such objects pass through a spec-
ified number of points.
The first nontrivial case of interpolation in higher dimensional projec-
tive space is that rational normal curves satisfy interpolation. This means
that through any n+ 3 points in Pn, there is a rational normal curve pass-
ing through them, see subsection 1.5.1. Interpolation of higher genus curves
in projective space is extensively studied in [Ste89], [Ste03, Chapter 13],
[ALY15], and [Lar15]. We review interpolation for rational normal curves
and results of interpolation for higher genus curves in section 1.5.
1.3 Main results
Surprisingly, despite being such a fundamental problem, very little is known
about interpolation of higher dimensional varieties in projective space. To
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our knowledge, the work of Coble in [Cob], of Coskun in [Cos06a], and of
Eisenbud and Popescu in [EP98, Theorem 4.5] are the only places where a
higher dimensional interpolation problem is addressed.
In this thesis, we study interpolation problems for higher dimensional
varieties, particularly those of minimal and almost minimal degree.
Theorem 1.3.1. Smooth varieties of minimal degree satisfy interpolation.
Remark 1.3.2. Parts of Theorem 1.3.1 have been previously established.
For example, the dimension 1 case is that there is a rational curve through
n+ 3 points in Pn. The Veronese surface was shown to satisfy interpola-
tion in [Cob, Theorem 19], see Theorem 7.1.3 for a more detailed descrip-
tion of this proof. It was already established that 2-dimensional scrolls
satisfy interpolation in Coskun’s thesis [Cos06a, Example, p. 2], and fur-
thermore, Coskun gives a method for computing the number of scrolls
meeting a specified collection of general linear spaces. Finally, weak in-
terpolation was established for scrolls of degree d and dimension k with
d ≥ 2k− 1 in [EP98, Theorem 4.5].
Although the three works cited above all prove bits and pieces of Theo-
rem 1.3.1, the remaining unproven cases were some of the trickiest to deal
with in the proof we present. While our methods are similar to those of
[Cos06a], they differ drastically from those of [EP98, Theorem 4.5].
Following our proof that varieties of minimal degree satisfy interpo-
lation, we look at surfaces of almost minimal degree. If such a surface is
smooth and linearly normal, it is a del Pezzo surface. This leads to the
following result, proven in the appendix.
Theorem 1.3.3. All del Pezzo surfaces over a field of characteristic 0 satisfy weak
interpolation.
We also prove several additional results. For example, we characterize
which Castelnuovo curves satisfy interpolation in Theorem 1.5.3.
1.4 Relevance of interpolation
Before detailing what is currently known about interpolation, we pause to
describe several ways in which interpolation arises in algebraic geometry.
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First, interpolation arises naturally when studying families of varieties.
As an example, we consider the problem of producing moving curves in
the moduli space of genus g curves, Mg. Suppose we know, for example,
that canonical (or multi-canonical) curves satisfy interpolation through a
collection of points and linear spaces. Then, after imposing the correct
number of incidence conditions, one obtains a moving curve in Mg. In-
deed, as one varies the incidence conditions, these curves sweep out a
dense open set in Mg, and hence determine a moving curve. One long-
standing open problem in this area is that of determining the least upper
bound for the slope δ/λ of a moving curve in Mg. In low genera, moving
curves constructed via interpolation realize the least upper bounds. Es-
tablishing interpolation is a necessary first step in the construction of such
moving curves. For a more in depth discussion of slopes, see [CFM12,
Section 3.3]. This application is also outlined in the second and third para-
graphs of [Ata14].
Interpolation can be used to construct explicit degenerations of vari-
eties in projective space. By specializing the incidence conditions, the va-
rieties interpolating through them may be forced to degenerate as well.
This could potentially shed light on the boundary of a component of a
Hilbert scheme.
We next provide an application of interpolation to the problems in
Gromov-Witten theory. Gromov-Witten theory can be used to count the
number of curves satisfying incidence or tangency conditions. Techniques
in interpolation can also be used to count this number, and we now ex-
plain how interpolation techniques can sometimes lead to solutions where
Gromov-Witten Theory fails. When the Kontsevich space is irreducible
and of the correct dimension one can employ Gromov-Witten theory with-
out too much difficulty to count the number of varieties meeting a certain
number of general points. In more complicated cases, one needs a virtual
fundamental class, and then needs to find the contributions of this virtual
fundamental class from nonprincipal components and subtract the con-
tributions from these components. However, arguments in interpolation
can very often be used to count the number of varieties containing a gen-
eral set of points, as is done for surface scrolls in [Cos06a, Results, p. 2].
Coskun’s technique also allows one to efficiently compute Gromov-Witten
invariants for curves in G(1,n). Although there was a prior algorithm to
compute this using Gromov-Witten theory, Coskun notes that his method
is exponentially faster. The standard algorithm, when run on Harvard’s
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MECCAH cluster “took over four weeks to determine the cubic invariants
of G(1, 5). The algorithm we prove here allows us to compute some of
these invariants by hand” [Cos06a, p. 2].
Interpolation also distinguishes components of Hilbert schemes. For
a typical example of this phenomenon, consider the Hilbert scheme of
twisted cubics in P3. This connected component of the Hilbert scheme
has two irreducible components. One of these components has general
member which is a smooth rational normal curve in P3 and is 12 dimen-
sional. The other component has general member corresponding to the
union of a plane cubic and a point in P3, which is 15 dimensional. While
the first component parameterizing smooth rational normal curves satis-
fies interpolation through 6 points, there won’t be a single member of the
second component passing through 5 general points, even though this sec-
ond component has a larger dimension than the first.
1.5 Interpolation: a lay of the land
In this section we survey what is known about interpolation so far. We
start off with interpolation for rational normal curves, move on to describ-
ing what is known about higher genus curves, and conclude with what is
known about higher dimensional varieties.
1.5.1 Interpolation for rational normal curves
Through r + 3 general points in Pr there exists a unique rational nor-
mal curve P1 ⊂ Pr. A dimension count provides evidence for existence:
the (main component of the) Hilbert scheme of rational normal curves is
r2 + 2r− 3 = (r+ 3)(r− 1) dimensional, and the requirement of passing
through a point imposes r−1 conditions on rational normal curves. There-
fore we expect finitely many rational normal curves through r+ 3 general
points.
“Counting constants” as above only provides a plausibility argument
for existence of rational curves interpolating through the required points –
it is not a proof. To illustrate this, we give an example where interpolation
is not satisfied, even though the dimension count says otherwise.
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Example 1.5.1. A parameter count suggests there should be a genus 4
canonical curve through 12 general points in P3. However, such a canon-
ical curve is a complete intersection of a quadric and a cubic. Since a
quadric is determined by 9 general points, the curve, which lies on the
quadric, cannot contain 12 general points. In other words, genus 4 canon-
ical curves do not satisfy interpolation.
There are many proofs of interpolation for rational normal curves. One
proof proceeds by directly constructing a rational normal curve using ex-
plicit equations. Another approach is via a degeneration argument, as in
Example 7.3.2. One can also use association, also known as the Gale trans-
form, (see [EP98]) to deduce the lemma. A purely synthetic proof also
exists, as found in [PP15, Proposition 2.4.4].
1.5.2 Higher genus curves
One way to generalize interpolation for rational normal curves is to con-
sider higher genus curves in projective space. For many reasons it is
simpler to consider curves embedded via nonspecial linear systems. By
far, the most comprehensive theorem involving interpolation for nonspe-
cial curves in projective space is the following recent result of Atanasov–
Larson–Yang:
Theorem 1.5.2 (Theorem 1.3, [ALY15]). Strong interpolation holds for the
main component of the Hilbert scheme parameterizing nonspecial curves of de-
gree d and genus g in projective space Pr, unless
(d,g, r) ∈ {(5, 2, 3), (6, 2, 4), (7, 2, 5)} .
It is also shown in [Ste03, p. 108] (which combines the work in [Ste89],
dealing with the canonical curves of genus not equal to 8 and [Ste96, Propo-
sition, p. 3715], dealing with canonical curves of genus 8) that canonical
curves of genus at least 3 fail to satisfy weak interpolation if and only if
their genus is 4 or 6.
Adding on to the work of Stevens [Ste89] and Theorem 1.5.2, we are
able to give an complete description of which Castelnuovo curves sat-
isfy weak interpolation. This shows that canonical curves approximately
“form the boundary” between Castelnuovo curves satisfying interpola-
tion and Castelnuovo curves not satisfying interpolation. See chapter 8
for a definition and discussion of Castelnuovo curves.
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Theorem 1.5.3. Let k be an algebraically closed field of characteristic 0. Casteln-
uovo curves of degree d and genus g in Prk satisfy weak interpolation if and only
if d ≤ 2r and
(d,g, r) /∈ {(5, 2, 3), (6, 2, 4), (7, 2, 5), (6, 4, 3), (10, 6, 5)} .
Further, a Castelnuovo curve of degree d and genus g in Prk of degree not equal
to 2r satisfies interpolation if and only if d < 2r and
(d,g, r) /∈ {(5, 2, 3), (6, 2, 4), (7, 2, 5)} .
1.5.3 Higher dimensional varieties: varieties of minimal
degree and del Pezzo surfaces
In this thesis, we establish interpolation for all varieties of minimal de-
gree, see Theorem 1.3.1, and for smooth linearly normal surfaces of almost
minimal degree, i.e., del Pezzo surfaces, see Theorem 1.3.3. Recall that a
variety of dimension k and degree d in Pn is of minimal degree if it is not
contained in a hyperplane and d = n+ 1− k. Further, by Exercise 5.1.3,
any nondegenerate variety in Pn of dimension k cannot have degree less
than n+ 1− k. By [EH87, Theorem 1], an irreducible variety is of minimal
degree if and only if it is a degree 2 hypersurface, the 2-Veronese inP5 or a
rational normal scroll. A variety is of almost minimal degree if its degree
satisfies d = n+ 2− k. That is, if its degree is one more than minimal.
1.5.4 Approaches to interpolation
There are at least three approaches to solving interpolation problems.
The first approach is to directly construct a variety [Y] ∈ Hmeeting the
specified constructions. This method is quite ad hoc: For one, we would
need ways of constructing varieties in projective space. Our ability to do
so is very limited and always involves special features of the variety. For
examples of this approach, see Proposition 7.10.2, Proposition 7.9.2 as well
as section 10.2, section 10.3, and section 10.4.
The second standard approach is via specialization and degeneration.
In this approach, we specialize the points to a configuration for which it
is easy to see there is an isolated point of H containing such a configu-
ration. Often, although not always, the isolated point of H corresponds
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to a singular variety. Finding singular varieties may often be easier than
finding smooth ones, particularly if those singular varieties have multiple
components, because we may be able to separately interpolate each of the
components through two complementary subsets of the points. See Exam-
ple 7.3.2 for an example. The proof of Theorem 1.3.1 also involves many
examples of degeneration arguments.
The third approach is via association, also known as the Gale trans-
form. See section 10.5 for more details on what this means. The general
picture is that association determines a natural way of identifying a set
of t points in Pa with a collection of t points in Pb, up to the action of
PGLa+1(k) on Pa and PGLb+1(k) on Pb. Then, if one can find a certain va-
riety through the t points in Pa, one may be able to use association to find
the desired variety through the t associated points in Pb. For an example
of this approach, see section 7.1 and section 10.6.
1.6 Overview
We now present an overview of this thesis. First, in chapter 2, we list
our conventions, notation, and some additional fairly well known results
which will be used frequently throughout the thesis. We also include a dis-
cussion on Hilbert schemes. In chapter 3, we formally define interpolation
and give 22 equivalent formulations of interpolation in Theorem 3.1.8. In
chapter 4, we define scrolls and show four descriptions of scrolls are equiv-
alent. Then, in chapter 5, we detail how to show that smooth varieties of
minimal degree correspond to smooth points of the Hilbert scheme. Af-
ter, in chapter 6, we focus on a particular degeneration of a scroll into the
union of a scroll of one lower degree and a plane, showing that this is in-
deed a degeneration of a smooth scroll and examining how the locus of
such degenerate scrolls lies in the Hilbert scheme. Using the understand-
ing of varieties of minimal degree from chapter 5 and chapter 6, we prove
that varieties of minimal degree satisfy interpolation in chapter 7. In chap-
ter 8, we classify whether Castelnuovo curves satisfy interpolation. We
then present several interesting open questions regarding interpolation in
chapter 9. Finally, in chapter 10, we prove that del Pezzo surfaces satisfy
weak interpolation.
Chapter 2
Background and notation
Here, we include general preliminaries, background on the Hilbert scheme,
and idiosyncratic notation.
2.1 General preliminaries
In this section, we briefly recall some fairly standard notation which will
be used in this thesis. As a general rule, our conventions follow those
given in [Vak].
Unless otherwise stated, we work over an algebraically closed field k
of arbitrary characteristic. In particular, we do not restrict k be of charac-
teristic 0 except in chapter 10.
We now selectively recall a few commonly used conventions, which
we will use frequently.
• A variety over a field k is a separated, reduced scheme of finite type
over Spec k. In particular, we do not assume a variety is irreducible.
• If ι : X → Pn is a map to projective space, we denote OX(m) :=
ι∗OPn(m), where OPn(m) is the the invertible sheaf whose global
sections are degree m polynomials, as defined in [Vak, Section 14.1].
In more generality, if F is a sheaf on X, then F(m) := F⊗OX(m).
• If pi : X ↪→ Y is a closed subscheme, we let IX/Y denote the ideal sheaf
of X in Y, which is by definition the kernel of the map OY → pi∗OX.
We often write IX for IX/Y when reference to Y is clear.
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• We say a general point of X satisfies a property P if there is a dense
open subset U ⊂ X so that every point in U satisfies property P.
• If E is a sheaf over a scheme X, and x is a point of X, we use E|x to
denote the fiber of E at x and Ex to denote the stalk of E at x.
• We use E∨ to denote the dual of E.
• Throughout, we take the “Grothendieck” convention thatPE := Proj Sym• E
(crucially, we take E instead of E∨).
• For x ∈ X, we let κ(x) denote the fraction field of x.
• If X is a variety, we use pX to denote the Hilbert polynomial of X and
hX to denote the Hilbert function of X.
• We define hi(X,F) := dimHi(X,F) for i ∈ Z≥0.
• To ease notation, we notate a sequence (a, . . . ,a) with a repeated
b times as (ab). So, for example, we would notate (1, 1, 1, 2, 3, 3) as
(13, 2, 32).
• For notational convenience, if we have a map of schemes f : X → Y
defined over k and a map of fields g : Spec L→ Spec k, let fL denote
the base change of f by g and let YL denote the base change of Y by g
The following classical terminology is used pervasively throughout
this thesis
• A quadric, cubic, quartic, etc., refers to an equation or hypersurface
in some projective space of degree 2, 3, 4, etc.
• A rational normal curve refers to an embedding of P1 by the linear
system OP1(d) into P
d.
• A conic or plane conic refers to a degree 2 rational normal curve or,
equivalently, a quadric in P2.
• A twisted cubic refers to a degree 3 rational normal curve.
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Next, we recall some standard results from algebraic geometry which
will be central to the remainder of this text.
First, because varieties of minimal degree which are not the 2-Veronese
or a quadric surface are projective bundles over P1, we will need to un-
derstand the structure of these projective bundles. The structure turns out
to be as simple as possible. It is often attributed to Grothendieck, as it
is a special case of one of his theorems, although it was independently
proven several times, as detailed in the discussion following [Vak, Theo-
rem 18.5.6].
Theorem 2.1.1 ([Vak, Theorem 18.5.6]). If E is a rank r invertible sheaf on P1
then
E ∼= OP1(a1)⊕ · · · ⊕OP1(ar)
for a unique nondecreasing sequence of integers a1, . . . ,ar.
Next, we include a simple lemma on Hilbert polynomials, which will
come in handy at several later points.
Lemma 2.1.2. Suppose X, Y are closed subschemes ofPn. Then X∪Y has Hilbert
polynomial given by the inclusion-exclusion formula
pX∪Y = pX + pY − pX∩Y .
Proof. Say X∪ Y ⊂ Pn. Observe that we have an exact sequence of sheaves
on Pn
0 OX∪Y OX ⊕OY OX∩Y 0.
Here, OZ(m) refers to the invertible sheaf on Z as described in the notation
at the beginning of section 2.1. To see this sequence is exact, we can check
it on the level of rings. Let X ∪ Y = Spec R, let I correspond to the ideal
sheaf of X on R, and let J correspond to the ideal sheaf of Y on R. It is an
elementary diagram chase to verify that
0 R/I∩ J R/I⊕ R/J R/(I+ J) 0
is exact.
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Next, by Serre vanishing [Vak, Theorem 18.1.4(ii)], we haveH1(OX∪Y(m)) =
0 form 0. In particular, form 0, we obtain that
hX∪Y(m) = hX(m) + hY(m) − hX∩Y(m),
where hZ is the Hilbert function of Z. Since hZ(m) = pZ(m) form 0, by
[Vak, Theorem 18.6.1] we have
pX∪Y = pX + pY − pX∩Y .
2.2 Background on Hilbert schemes
Having thus refreshed
ourselves in the oasis of a proof,
we now turn again into the
desert of definitions.
Bro¨cker Ja¨nich [BJ82, p. 25]
Next, we briefly recall the definition and key properties of the Hilbert
scheme and its variants. Our personal favorite reference for the construc-
tion of the Hilbert scheme is the wonderfully detailed Harvard senior the-
sis [Gre98]. Some other references include [FGI+05, Chapter 5], [Ser06,
Chapter 4], and [EH13, Proposition-Definition 6.8].
In particular, here, we collect definitions of the Hilbert scheme, the
universal family, the Fano scheme, and the flag Hilbert scheme. We are
mostly following [Gre98], although we follow [Ser06, Chapter 4] for the
description of the flag Hilbert scheme. These are all defined as schemes
representing certain functors.
Definition 2.2.1. Let S be a locally Noetherian scheme and X a locally pro-
jective S scheme, meaning there is an open cover {Si}i∈I of S so that, for
each i, the map X×S Si → Si is projective. Let CS be the category of locally
Noetherian S-schemes and let Set denote the category of sets. Define the
Hilbert functor by
Hilb(X/S) : CS → Set
Z 7→ {closed immersions Y ↪→ Z×S X flat over Z}
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Definition 2.2.2. If the Hilbert functor is representable, meaning that there
is a natural isomorphism
HomS(•,H(X/S)) η−→ Hilb(X/S)
for some S-scheme H(X/S), then we define H(X/S), to be the Hilbert
scheme associated to X over S.
Further, suppose there exists a closed subscheme V with
V X×SH(X/S)
H(X/S)
pi
so that pi is flat. Also, assume that the natural isomorphism η sends a
map g : Z → H(X/S) to the subscheme W ↪→ Z× X, defined as the fiber
product
W Z×S X
V H(X/S)×S X.
g× id
Then we define V to be the universal family of closed subschemes of X
over S.
Definition 2.2.3. Let S be a locally Noetherian scheme and X a locally pro-
jective S scheme. Fix a very ample invertible sheafOX(1) onX. Let P ∈ Q[t]
be a polynomial, and recall that we are writing CS for the category of lo-
cally Noetherian S-schemes. Define the functor
HilbP(X/S) : CS → Set
Z 7→ {closed immersions Y ↪→ Z×S X flat over Z
so that for all z ∈ Z, Y ×Z Spec κ(z) has Hilbert
polynomial P over Spec κ(z) with respect to the
pullback of OX(1) to Spec κ(z)}
When HilbP(X/S) is representable, we define HP(X/S) to be the scheme
representing it.
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Theorem 2.2.4 ([Gre98, Subsection 1.2]). Let S be a locally Noetherian scheme,
let X be a locally projective S scheme, let P ∈ Q[t] be a polynomial, and let OX(1)
be a very ample invertible sheaf on X used to define HP(X/S). Then, the Hilbert
scheme H(X/S), the universal family of X over S, and HP(X/S) exist and are
locally Noetherian S-schemes. Further, if X → S is projective, then HP(X/S) is
projective.
Theorem 2.2.5 (Hartshorne [Har66, Corollary 5.9]). Under the identification
of HP(X/S) as a subscheme of H(X/S) by viewing HilbP(X/S) as a subfunctor
of Hilb(X/S), the schemes HP(X/S) are precisely the connected components of
H(X/S).
Definition 2.2.6. In the case that X ⊂ PnS is a projective S-scheme, with S a
field, we define the Fano Scheme of k-planes in X to be the connected com-
ponent of the Hilbert scheme HP(X/S) where P is the Hilbert polynomial
of a k-plane in X.
Remark 2.2.7. In fact, every closed point of the Fano scheme is a k-plane,
as is shown in [Vak, Theorem 28.3.4].
Definition 2.2.8. Let S be a locally Noetherian scheme, let X be a locally
projective S scheme, let P = (P1(t), . . . ,Pm(t)) ∈ Q[t]m be an m-tuple of
polynomials, and let OX(1) be a very ample invertible sheaf on X used
to define HP(X/S). Recall CS denotes the category of locally Noetherian
S-schemes. Define the flag Hilbert functor
HilbP(t)(X/S) : CS → Set
Z 7→ {closed immersions X1 ⊂ · · · ⊂ Xm ↪→ Z×S X
so that each Xi is flat over Z
and has Hilbert polynomial Pi.}
If the flag Hilbert functor is representable, we call the scheme representing
it the flag Hilbert scheme and, analogously to Definition 2.2.2, we define
a universal family for the flag Hilbert scheme as a collection of closed sub-
schemesW1 ⊂ · · · ⊂Wm ι−→ X×HilbP(t)(X/S) so that the natural isomor-
phism between the functor of maps to the flag Hilbert scheme and the flag
Hilbert functor is given by sending g : Z→ HilbP(t)(X/S) to the collection
ofm schemes X1, . . . ,Xm, where Xi = (g× id)−1(Wi).
Theorem 2.2.9 ([Ser06, Theorem 4.5.1]). The flag Hilbert functor is repre-
sentable by a projective scheme.
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2.3 Idiosyncratic notation
We conclude the background with a collection of some notation idiosyn-
cratic to this thesis. Much of this notation relates to scrolls, which are
defined and discussed in chapter 4.
• When dealing with a scroll X in projective space, we use d to refer to
its degree, k to refer to its dimension, and n = d+ k− 1 to refer to
the dimension of the ambient projective space, X ⊂ Pn.
• If X ⊂ Pn is a variety so that [X] ∈ H(Pn/Spec k) lies in a unique
irreducible component of the Hilbert scheme, we define HX to be
that irreducible component and VX to be the universal family over
that component. See Definition 3.1.1 for more details.
• If X is a smooth scroll of degree d and dimension k, we use Hscrolld,k :=
HX.
• We use Sa1,...,ak to refer to a smooth scroll of type a1, . . . ,ak.
• LetX be a smooth scroll of degree d and dimension k. We useHscrolld,k,sing
to refer to the image under pi of the singular locus of the map pi :
VX → HX. That is, Hscrolld,k,sing consists of points in Hscrolld,k which cor-
respond to singular scrolls. Similarly, we define Hscrolld,k,sm to be the
complement of Hscrolld,k,sing in H
scroll
d,k .
• We use Hbroken,◦d,k to denote the locus of points in Hscrolld,k correspond-
ing to varieties which are the union of a k-plane and a degree d− 1,
dimension k scroll, intersecting in a (k− 1)-plane which is a ruling
plane of the degree d−1 scroll. We defineHbrokend,k to the be closure of
Hbroken,◦d,k in the Hilbert scheme. See Definition 6.1.1 for more detail.
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Chapter 3
Interpolation in general
Mathematics is the art of giving
the same name to different
things.
Henri Poincare´ [Poi10]
In this chapter, we present 22 notions of interpolation and prove they
are all equivalent under mild hypotheses in Theorem 3.1.8. The most clas-
sical definition of interpolation about a variety passing through points, or
meeting a collection of planes is (9) in Theorem 3.1.8.
3.1 Definition and equivalent characterizations
of interpolation
We now lay out the key definitions of interpolation. First, we describe
a more formal way of expressing interpolation in Definition 3.1.3. This
comes in two flavors: interpolation and pointed interpolation. The latter
also keeps track of the points at which the planes meet the given variety.
Then, we give a cohomological definition in Definition 3.1.6.
Definition 3.1.1. Let X ⊂ Pn be projective scheme with a fixed embedding
into projective space which lies on a unique irreducible component of the
Hilbert scheme. Define HX to be the irreducible component of the Hilbert
scheme on which [X] lies, taken with reduced scheme structure. If H is
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the Hilbert scheme of closed subschemes of Pn over Spec k and V is the
universal family over H, then define define VX to be the universal family
over HX, defined as the fiber product
VX V
HX H.
Definition 3.1.2. Given an integral subscheme of the Hilbert scheme U
parameterizing subschemes of Pn of dimension k, we consider sequences
λ := (λ1, . . . , λm)
satisfying the following conditions:
1. λ is a weakly decreasing sequence. That is, λ1 ≥ λ2 ≥ · · · ≥ λm,
2. for all 1 ≤ i ≤ m, we have 0 ≤ λi ≤ n− k,
3. and
m∑
i=1
λi ≤ dimU.
Definition 3.1.3. Let U be an integral subscheme of the Hilbert scheme
parameterizing subschemes of Pn of dimension k and let V(U) denote the
universal family over U. Let λ be as in Definition 3.1.2, let p ∈ Pn be a
point, and let Λi be a plane of dimension n− k− λi for 1 ≤ i ≤ m. Define
Ψλ :=
(
VΛ1 ×Pn V(U)
)×U · · · ×U (VΛm ×Pn V(U)) .
Then, since HΛi ∼= Gr(n− k− λi + 1,n+ 1), we obtain that Ψλ is a closed
subscheme ofU×∏mi=1Gr(n−k−λi+1,n+1)× (Pn)m (see Remark 3.1.4
for one viewpoint as to what this inclusion is). Define Φλ to be the image
of the composition
Ψλ U×
∏m
i=1Gr(n− k− λi + 1,n+ 1)× (Pn)m
U×∏mi=1Gr(n− k− λi + 1,n+ 1).
3.1. DEFINITION OF INTERPOLATION 31
We have natural projections
Φλ
U
∏m
i=1Gr(n− k− λi + 1,n+ 1)
pi1
pi2
and
Ψλ
U
∏m
i=1Gr(n− k− λi + 1,n+ 1).
η1
η2
Define q and r so that dimU = q · (n−k)+ rwith 0 ≤ r < n−k. Then,
U satisfies
1. λ-interpolation if the projection map pi2 is surjective,
2. weak interpolation if U satisfies ((n− k)q)-interpolation,
3. interpolation if U satisfies ((n− k)q, r)-interpolation,
4. strong interpolation if U satisfies λ-interpolation for all λ as in Defi-
nition 3.1.2.
We define λ-pointed interpolation, weak pointed interpolation, pointed
interpolation, strong pointed interpolation similarly. More precisely, we
say that U satisfies
1. λ-pointed interpolation if η2 is surjective,
2. weak pointed interpolation ifU satisfies ((n− k)q)-pointed interpo-
lation,
3. pointed interpolation if U satisfies ((n− k)q, r)-pointed interpola-
tion,
4. strong pointed interpolation if X satisfies λ-pointed interpolation
for all λ as in Definition 3.1.2.
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If X ⊂ Pn lies on a unique irreducible component of the Hilbert scheme
HX, we say X satisfies λ-interpolation (and all variants as above) if HX
satisfies λ-interpolation. When λ is clear from context, we often refer to Ψλ
and Φλ as Ψ and Φ.
Remark 3.1.4. Those who prefer incidence correspondences to fiber prod-
ucts may appreciate the following description of the reduced schemes Φλ
and Ψλ.
The closed points ofΦλ, without describing a scheme structure, can be
written as{
([Y],Λ1, . . . ,Λm) ⊂ U×
m∏
i=1
Gr(n− k− λi + 1,n+ 1) : Λi ∩ Y 6= ∅
}
.
Similarly, the closed points of Ψλ, without describing a scheme structure,
can be written as
{([Y],Λ1, . . . ,Λm,p1, . . . ,pm)
⊂ U×
m∏
i=1
Gr(n− k− λi + 1,n+ 1)× (Pn)m :
pi ∈ Λi,pi ∈ Y} .
Note that although this definition as an incidence correspondence may be
less opaque, for many of the later proofs, it will greatly help to work with
the definition ofΦλ and Ψλ as fiber products. Further, the definition given
in terms of fiber products yields a natural scheme structure, which may
well not be the reduced one.
Remark 3.1.5. Although it is not anywhere in the literature, Joe Harris
likes to say a variety is “flexible” if it satisfies the notion of interpolation
defined in Definition 3.1.3, because the variety can be thought to flexibly
bend so as to meet the linear spaces Λi.
Definition 3.1.6 (Interpolation of locally free sheaves, see Definition 3.1
and 3.3 of [Ata14]). Let λ be as in Definition 3.1.2 and let E be a locally free
sheaf on a scheme XwithH1(X,E) = 0. Choose points p1, . . . ,pm on X and
vector subspaces Vi ⊂ E|pi for 1 ≤ i ≤ m with dimVi = λi. Then, define
E ′ as the kernel of the natural quotient
0 E ′ E ⊕mi=1E|pi/Vi 0. (3.1.1)
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We say E satisfies λ-interpolation if there exist points p1, . . . ,pn as above
and subspaces Vi ⊂ E|pi as above so that
h0(E) − h0(E ′) =
m∑
i=1
λi.
Write h0(E) = q · rkE+ rwith 0 ≤ r < rkE. We say E satisfies
1. weak interpolation if it satisfies ((rkE)q) interpolation,
2. interpolation if it satisfies ((rkE)q, r) interpolation,
3. strong interpolation if it satisfies λ-interpolation for all admissible λ
as in Definition 3.1.2.
Remark 3.1.7. See [ALY15, Section 4] for further useful properties of inter-
polation. While some of the discussion there is specific to curves, much of
it generalizes immediately to higher dimensional varieties.
We now come to the main result of the chapter. Because it has so many
moving parts, after stating it, we postpone its proof until section 3.6, once
we have developed the tools necessary to prove it.
Perhaps the most nontrivial consequence of Theorem 3.1.8 is that it
implies the equivalence of interpolation and strong interpolation for HX
when X is a smooth projective scheme with H1(X,NX/Pn) = 0, over an
algebraically closed field of characteristic 0.
Theorem 3.1.8. For the remainder of this theorem, assume X ⊂ Pn is an integral
projective scheme lying on a unique irreducible component of the Hilbert scheme.
Write dimHX = q · codimX+ r with 0 ≤ r < codimX. The following are
equivalent:
(1) HX satisfies interpolation.
(2) HX satisfies pointed interpolation.
(3) The map pi2 given in Definition 3.1.3 for λ = ((codimX)
q , r) is dominant.
(4) The map pi2 given in Definition 3.1.3 for λ = ((codimX)
q , r) is generi-
cally finite.
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(5) The scheme Φλ defined in Definition 3.1.3 for λ = ((codimX)
q , r) has a
closed point x which is isolated in its fiber pi−12 (pi2(x)).
(6) The map η2 given in Definition 3.1.3 for λ = ((codimX)
q , r) is dominant.
(7) The map η2 given in Definition 3.1.3 for λ = ((codimX)
q , r) is generically
finite.
(8) The scheme Ψλ defined in Definition 3.1.3 for λ = ((codimX)
q , r) has a
closed point x which is isolated in its fiber η−12 (η2(x)).
(9) Given any set of q points in Pn and an (codimX− r)-dimensional plane
Λ ⊂ Pn, there exists an element [Y] ∈ HX so that Y contains those points
and meets Λ.
(10) Given a set of q points in Pn, the subscheme of Pn swept out by varieties
of HX containing those points is dimX+ r dimensional.
Secondly, the following statements are equivalent:
(i) HX satisfies strong interpolation.
(ii) HX satisfies λ-interpolation for all λ with
∑m
i=1 λi = dimHX.
(iii) HX satisfies strong pointed interpolation.
(iv) HX satisfies λ-pointed interpolation for all λ with
∑m
i=1 λi = dimHX.
(v) Given any collection of planes Λ1, . . . ,Λm satisfying the conditions given
in Definition 3.1.2, there is some [Y] ∈ HX meeting all of Λ1, . . . ,Λm.
(vi) Given any collection of planes Λ1, . . . ,Λm satisfying the conditions given
in Definition 3.1.2, with
∑m
i=1 λi = dimHX, there is some [Y] ∈ HX
meeting all of Λ1, . . . ,Λm.
Also, (i)-(vi) imply (1)-(10). Thirdly, further assume H1(X,NX) = 0. Then, the
following properties are equivalent:
(a) The sheaf NX/Pn satisfies interpolation.
(b) There is a subsheaf E ′ → NX/Pn whose cokernel is supported at q + 1
points if r > 0 and q points if r = 0, so that the scheme theoretic support
at q of these points has dimension equal to rkNX/Pn and H0(X,E ′) =
H1(X,E ′) = 0.
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(c) The sheaf NX/Pn satisfies strong interpolation.
(d) For every d ≥ 1, there exist points p1, . . . ,pd ∈ X so that
dimH0(X,NX/Pn ⊗ Ip1,...,pd) = max
{
0,h0(X,NX/Pn) − dn
}
(cf. [ALY15, Definition 4.1]).
(e) For every d ≥ 1, a general collection of points p1, . . . ,pd in X satisfies
either
h0(X,NX/Pn ⊗ Ip1,...,pd) or h1(X,NX/Pn ⊗ Ip1,...,pd) = 0.
(cf. [ALY15, Proposition 4.5]).
(f) A general set of q points p1, . . . ,pq satisfy h1(X,NX/Pn ⊗ Ip1,...,pq) =
0 and a general set of q + 1 points q1, . . . ,qq+1 satisfy h0(X,NX/Pn ⊗
Ip1,...,pq) = 0 (cf. [ALY15, Proposition 4.6]).
Additionally, retaining the assumptions that H1(X,NX) = 0 and X is a local
complete intersection, and further assuming X is generically smooth, the equiva-
lent conditions (a)-(f) imply the equivalent conditions (1)-(10) and the equivalent
conditions (a)-(f) imply the equivalent conditions (i)-(vi).
Finally, still retaining the assumptions that H1(X,NX) = 0 and that X is a
local complete intersection, in the case that k has characteristic 0, all statements
(1)-(10), (i)-(vi), (a)-(f) are equivalent.
Remark 3.1.9. Note that the equivalence of all conditions above holding
in characteristic 0 does not hold in characteristic 2. That is, (2) does not
imply (a) in characteristic 2.
An example of a component of the Hilbert scheme which satisfies (2)
but not (a) is provided by the irreducible component of the Hilbert scheme
whose general member is a 2-Veronese surface, as shown in Corollary 7.2.9.
Remark 3.1.10 (Weakening hypotheses of Theorem 3.1.8). Heuristically,
the condition that H1(X,NX/Pn) = 0 and X is a local complete intersection
is not too much of an imposition, because it gives a relatively easy way of
checking that [X] is a smooth point of the Hilbert scheme, and in general,
it is difficult to check whether [X] is a smooth point of the Hilbert scheme
when H1(X,NX/Pn) 6= 0.
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Next, we make a comment about the hypothesis that X be integral. This
comes in two parts: the irreducibility and the reducedness of X.
First, the assumption that X is irreducible can be done away with, by
introducing some further technical baggage. We will want to say a cer-
tain Hilbert scheme satisfies interpolation if we can find an element of that
scheme meeting a general “expected number” of points, and meeting one
more plane of the “expected dimension.” We can also rephrase this in
terms of a projection map from an incidence correspondence being surjec-
tive. If we take the naive generalization, we will have troubles when at-
tempting to prove that the incidence correspondence is irreducible. To get
around this issue, we can define a certain symmetric power of the Hilbert
scheme, together with a choice of component. Informally, this will corre-
spond to determining the distribution of the number of points among each
component. Then, the resulting Hilbert scheme will satisfy interpolation
if this map from a symmetric power of the Hilbert scheme with a choice of
component is surjective.
On the other hand, we do not see a way to loosen the reducedness
hypothesis. Reducedness is useful for knowing the equivalence of condi-
tions (1) and (2), whose proof crucially depends on the general member
of HX being irreducible. In order to prove that a general member of HX
is irreducible, we need a result like upper semicontinuity of the number
of irreducible components. This holds when every fiber is reduced, using
Proposition 3.2.5, but may be false when every fiber is is nonreduced.
Remark 3.1.11. In general, to show a certain variety satisfies interpolation
there will be two steps. The harder step will be to show there exists some
variety in the Hilbert scheme passing through the given set of points and
linear spaces. However, there will typically also be an easier step, in which
we have to check that if there is one such variety then there are only finitely
many. We will often set this problem up in the following fashion. We will
have some sort of incidence correspondence Xwith projections
X
Y Z.
pi1
pi2
Typically, Y will be a component of the Hilbert scheme, Xwill be some sort
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of incidence correspondence, and Z will be some product of Grassmanni-
ans or other parameter space, as in Definition 3.1.3. For example, if we are
asking that a twisted cubic contain six general points, then Y will be the
irreducible component of the Hilbert scheme whose general member is a
smooth twisted cubic, X will be the fiber product of six copies of the uni-
versal family over Y, and Z will be (P3)6. We consider the following two
approaches to showing there are only finitely many elements in a general
fiber of pi2.
technique-1 Show that dimX = dimZ
technique-2 Assume pi2 is generically finite. “Count conditions on objects of Y”
by showing that, for a general point p in Z, pi−12 (p) is a finite set of
points of Y.
Both of these methods imply that Y satisfies interpolation, assuming pi2 is
generically finite. In the case of technique-1, if we know X and Z are of the
same dimension, and are generically finite, then pi2 must be dominant. The
case of technique-2 means that for a general point p ∈ Z, corresponding to
some conditions which are being imposed on the Hilbert scheme Y, there
is only a finite number of elements of the Hilbert scheme satisfying those
conditions. This is the reason that we call this property interpolation: we
can “interpolate” varieties in the Hilbert scheme through a given num-
ber of points. Assuming that pi2 is generically finite and dominant, this
is equivalent to the given definition of interpolation using Lemma 3.3.3,
because generic finiteness of pi2 implies that a general fiber of pi2 is a finite
set of points, and so must be mapped generically finitely under pi1.
While the approach of technique-1 may seem more straightforward,
it has the serious disadvantage of being rather opaque, since it will often
appear quite mysterious as to how one guessed the correct number of con-
ditions. Returning to our example of degree three rational normal curves:
How did we come up with the condition that we should pass the curve
through 6 points? When we count the dimensions of X and Y, we find
that they are both equal to 18, but it would be quite annoying to have to
set up these incidence correspondences and count the dimension of every-
thing, each time we wanted to find the correct number of points or other
conditions.
Fortunately, technique-2 yields a more efficient method of counting the
finding the correct number of conditions to impose. This method can be
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described in more generality, but for clarity of exposition, we we now just
explain how to use technique-2 to find the number of point conditions to
impose on X for weak interpolation. That is, we explain an efficient way to
find the number r, defined in Definition 3.1.3 by dimHX = r codimX+ q,
where X is a variety in projective space.
The idea is that, under the assumption that the second projection is
dominant, it will follow that a codimension codimX locus of the Hilbert
scheme will pass through a single fixed point in projective space, where X
is a projective variety. Then, the codimension of varieties passing through
t points is just t · codimX. We then want to choose the correct number of
points so that this codimension as close as possible to the dimension of the
Hilbert scheme, without going over to achieve weak interpolation.
We are keeping this description intentionally vague as we will use this
technique in a wide variety of situations. However, the general technique
is quite well illustrated by examining the particular example of twisted
cubics, as is done in Example 3.1.12.
Example 3.1.12. Let’s see technique-2 in action, in the case that Y is the
irreducible component of the Hilbert scheme whose general member is a
smooth twisted cubic. First, Y is 12 dimensional because for [C] ∈ Y a
smooth twisted cubic, H0(C,NC/P3) = 12,H
1(C,NC/P3) = 0. To start, we
will find the dimensional of varieties corresponding to points of Y, passing
through a single fixed point. To do this, we take Y to be the Hilbert scheme,
X to be the universal family over the Hilbert scheme, and Z to be P3. Note
that P3, is three dimensional, so the preimage of a general point in P3
under pi2 will be a codimension 3 subset of Z. Then, the relative dimension
of pi1 is 1, as each fiber is a curve. So, by Lemma 3.3.3, the codimension
of pi1(pi−12 (p)) for a general point p will be 3− 1 = 2, in the case that pi1
is generically finite and that pi2 is dominant. Heuristically, we say that
a point “imposes 2 conditions.” Therefore, 6 points “impose 2 · 6 = 12
conditions.” We also say that the “expected dimension” of curves passing
through 6 points is 0. The reason for the word “expected“ it may not be
the correct dimension when the map pi2 is not dominant.
A crucial detail of this argument is that if pi2 is dominant, the hypothe-
sis of Lemma 3.3.3 that pi1 be generically finite when restricted to a fiber of
pi2 is automatically satisfied. The reason for this is that the preimage under
pi2 of a general point will be supported at a finite set of points. Since the
image of a finite set of points is always a finite set of points, pi1, restricted
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to such a fiber, will indeed be generically finite.
Just to spell things out in a bit more detail, let us now explain why we
can multiply the number of conditions by t when we ask that the curve
pass through t points. Take Xt, Yt,Zt,pi1,t,pi2,t to be the corresponding
schemes and maps for t points. For the case of interpolating through t
points, we will still take Yt to be the irreducible component of the Hilbert
scheme, but we will take Xt to be the t-fold fiber product of the univer-
sal family over the Hilbert scheme and Zt = (P3)t. That is, we take
Yt := VX ×HX · · · ×HX VX, with VX appearing t times. The relative dimen-
sion of pi1,t is then t times the relative dimension of pi1,1 : VX → HX, while
the dimension of Zt is t times the dimension of Z1 for one point. So, by
Lemma 3.3.3, assuming pi2,t is dominant and the restriction of pi1,t to a gen-
eral fiber of pi2,t is generically finite, for a general p ∈ Zt, dimpi−12,t(pi1,t(p))
will be t times dimpi−12,1(pi1,1(q)) for a general point q ∈ Z1.
3.2 Tools for irreducibility of incidence correspon-
dences
A key ingredient for establishing the equivalence of conditions (1)-(10) is
the irreducibility of the incidence correspondencesΦ,Ψ of Definition 3.1.3.
This is important to establish that the map pi2 of Definition 3.1.3 is surjec-
tive if and only if it is dominant if and only if it is generically finite if and
only if it has a point in an isolated fiber. Our goal for this section is to
prove Lemma 3.2.6.
We start with a general Lemma relating irreducibility of fibers to irre-
ducibility of the source.
Lemma 3.2.1. Suppose pi : X→ Y is a map of separated finite type schemes over
Spec k with Y irreducible. If all fibers of pi are irreducible of dimension δ then X
is irreducible and dimX = dim Y + δ. Further, if pi is flat, Y is irreducible, and
there is a nonempty open set U ⊂ Y so that pi−1(u) is irreducible of dimension δ
for all closed points u ∈ U, thenX is irreducible of dimension dimX+dim Y+δ.
Proof. First, we show that if the map pi has irreducible fibers and Y is ir-
reducible then X is as well. Indeed, since irreducibility is a topological
property, we may give X and Y the reduced scheme structures Xred and
Yred. Then, the fact that X is irreducible is precisely [Vak, Exercise 11.4.C].
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The statement on dimension holds due to generic flatness: we can find an
open set U over which the map is flat by [Vak, Exercise 24.5.N]. We know
that dimpi−1(U) = dimU + δ by [Vak, Proposition 24.5.5]. This gives a
lower bound for the dimension of X. This is also an upper bound by [Vak,
Exercise 11.4.A].
Next, we show that when pi is flat, Y is irreducible, and the fibers are
generically irreducible, then X is irreducible. First, observe that pi−1(U)
is irreducible by the first part of this lemma. Now, suppose X has two
components A and B. Since X is a scheme of finite type over a field, both
A and B must have a closed points not contained in the other. So, up
to permutation of A and B, we may assume that pi−1(U) ⊂ A. Now, let
V := B \A be a nonempty open set. By [Vak, Exercise 24.5.G], the map pi
is open. However, pi(V) ⊂ Y \U. Since Y is irreducible, pi(V) can only be
open in Y if it is empty, a contradiction. Therefore, X must be irreducible.
The statement on dimension follows from [Vak, Proposition 24.5.5].
Using Lemma 3.2.1, we can now prove in Proposition 3.2.2 irreducibil-
ity ofΦ,Ψ from Definition 3.1.3.
Proposition 3.2.2. Let X ⊂ Pn be a variety so that the general member of HX
corresponds to an irreducible variety. Let λ,Φλ,Ψλ be as in Definition 3.1.3.
Then, dimΦλ = dimΨλ and both Φλ and Ψλ are irreducible.
Proof. We will prove this in the case thatm = 1 as the general case is com-
pletely analogous. We write λ := λ1,Λ := Λ1,p := p1,Φ := Φλ,Ψ := Ψλ for
notational convenience. Observe that we have a commutative diagram of
natural projections
Ψ
VX Φ
HX
µ1
µ2
µ3
µ4
Note that Ψ = VΛ ×Pn VX and µ1 is simply the second projection map.
Observe that since the map µ2 is surjective, once we know Ψ is irreducible,
Φwill be too.
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Next, we check that dimΨ = dimΦ. Note that if we take the point
(Y,Λ) in Φ chosen so that Λ meets Y at finitely many points, the fiber of
µ2 over that point is necessarily 0 dimensional. By upper semicontinuity
of fiber dimension for proper maps, there is an open set of Ψ on which the
fiber is 0 dimensional, implying they map is generically finite, so dimΦ =
dimΨ.
To complete the proof, we need only show Ψ is irreducible. Note that
the map µ3 is flat. The assumption that the general member of HX is ir-
reducible precisely says that the general fiber of µ3 is irreducible. So, by
Lemma 3.2.1, VX is irreducible. If we knew that Ψ were a Grassmannian
bundle over VX, we would then obtain that Ψ is also irreducible. That Ψ is
a Grassmannian bundle over VX follows from Lemma 3.2.3.
Lemma 3.2.3. Let Ψλ1 be as in Definition 3.1.3 for the single element partition
λ1. Then, the projection map
Ψ→ VX
(X,Λ,p) 7→ (X,p)
realizes Ψ as a Grassmannian bundle over VX.
Proof. Note that we have a fiber square
Ψ VΛ
VX P
n.
To show the left vertical map is a Grassmannian bundle, it suffices to show
the right vertical map is a Grassmannian bundle. This follows from Exer-
cise 3.2.4.
Exercise 3.2.4. The map
{(Λ,p) ⊂ Gr(λ,n+ 1)×Pn : p ∈ Λ}→ Pn
(Λ,p) 7→ p
realizes the source as a Grassmannian bundle over Pn. Hint: Show that
over each standard affine open chart in Pn, this bundle is locally trivial.
Possibly do this by describing an open covering of the Grassmannian on
each such open set.
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We can almost apply Proposition 3.2.2 to prove Lemma 3.2.6. However,
in order to apply Proposition 3.2.2, we will have to know that the general
member of HX is irreducible only from the information that X itself is in-
tegral. This is why we need the following Proposition 3.2.5.
Proposition 3.2.5. Let f : X → Y be a flat proper map of finite type schemes
over an algebraically closed field so that the fibers over the closed points of Y
are geometrically reduced. Then, the number of irreducible components of the
geometric fiber of a point in Y is upper semicontinuous on Y.
This proof is that outlined in nfdc23’s comments in [Lan15b].
Proof. First, we reduce to the case that Y is a discrete valuation ring. By
[Gro66, Corollaire 9.7.9], the set of points in Y with a given number n ∈ Z
of geometrically irreducible components is a constructible subset of Y.
This implies that the set of points in Y with at least n geometrically ir-
reducible components is constructible as follows. The set of points in Y
with j geometrically irreducible components with j < n is constructible.
Therefore the set of points with less than n geometrically irreducible com-
ponents is constructible, as it is a finite union of constructible sets. Finally,
the set of points in Y with at least n geometrically irreducible components
is constructible as it is the complement of a constructible set. Then, in or-
der to show a constructible set is closed, it suffices to show it is closed
under specialization by [Vak, Exercise 7.4.C(a)].
Next, suppose η ∈ Y, x ∈ η are two points in Y. In order to show
upper semicontinuity, it suffices to show that the number of geometrically
irreducible components in the fiber over x is at least as big as the number
of geometrically irreducible components in the fiber over η. There exists a
discrete valuation ring R so that there is a map φ : Spec R→ Y sending the
generic point of R to η and the closed point to x by [Sta, Lemma 27.5.10].
Because the fiber over a point Spec k → Spec R of Spec R×Y X → Spec R
is isomorphic to the corresponding point Spec k → Spec R → X of X →
Y, in order to show the fiber over x has at least as many geometrically
irreducible components as the fiber over η, it suffices to show the same
statement for the preimage of x,η in Spec R.
Hence, we have reduced to the case Y = Spec R for R a discrete val-
uation ring. We now demonstrate the proposition in this case. First, by
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[Gro66, The´ore`me 12.2.4(v)], the set of points in Y with geometrically re-
duced fiber is open. By assumption the fiber over the closed point of Y is
geometrically reduced, and so the fiber over the generic point of Y is also
geometrically reduced. In particular, both these fibers have no embedded
points, as they are reduced.
Then, by [Gro66, The´ore`me 12.2.4(ix)], since the fibers of f over both
points of Y are reduced and have no embedded points, we obtain that the
total multiplicity, as defined in [Gro65, De´finition 4.7.4], is upper semicon-
tinuous. Since the scheme is reduced, the total multiplicity is equal to the
number of irreducible components. In other words, the number of irre-
ducible components over the generic point of Y is at most the number of
irreducible components over the closed point of Y.
Therefore, the number of irreducible components is upper semicontin-
uous on the target.
Lemma 3.2.6. Suppose X is an integral scheme. Then, Φλ,Ψλ as defined in
Definition 3.1.3 are irreducible and dimΦλ = dimΨλ.
Proof. To see this, note that by the assumption that X is reduced, the map
VX → HX has general member which is reduced by [Gro66, The´ore`me
12.2.4(v)]. Therefore, applying Proposition 3.2.5, the general point of HX
has preimage in VX which is integral. So, applying Proposition 3.2.2, we
conclude that the incidence correspondences Φλ and Ψλ given in Defini-
tion 3.1.3 are irreducible of the same dimension.
3.3 Tools for showing equality of dimensions of
the source and target
In this section we develop some more technical tools for proving Theo-
rem 3.1.8. Our goal for this section is to prove Lemma 3.3.4. Before em-
barking on this task, we start with a simple tool for proving the equiva-
lence of (3) and (5).
Lemma 3.3.1. Let pi : X → Y be a proper map of locally Noetherian schemes of
the same pure dimension. If there is some point x ∈ X which is isolated in its
fiber, then dim(impi) = dim Y.
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Proof. By Zariski’s Main Theorem in Grothendieck’s form [Vak, Theorem
29.6.1(a)] there is a nonempty open subscheme X0 ⊂ X so that all closed
point of X0 are isolated in their fibers. Now, since X is irreducible, X0 is
dense. Then, consider the map pi|X0 : X0 → Y. It suffices to show this
map is dominant. Suppose not. Then, there is a map X0 → Y0 ⊂ Y where
dim Y0 < dim Y. This implies dimX0 = dim Y0 by [Vak, Exercise 11.4.A],
since if if p ∈ X and q := pi(p) we obtain
codimX0 p ≤ codimY0 q+ codimpi−1(q) p ≤ dim Y0 + 0 = dim Y0
Since the dimension of X0 is the supremum over all points p of codimX0 p
we have that dimX0 ≤ dim Y0, which is a contradiction because we would
then obtain
dimX = dimX0 ≤ dim Y0 < dim Y = dimX.
In order to accomplish our goal of proving Lemma 3.5.1, we will need
an efficient way of counting the number of conditions imposed a point of
the Hilbert scheme, so that we can apply technique-2. This is established
in Lemma 3.3.3, and to prove that, we will first need Lemma 3.3.2.
Lemma 3.3.2. Suppose pi : X → Z is a dominant map of irreducible schemes of
finite type over a field. For a general closed point p of Z, we have that pi−1(p) ⊂ X
is a closed subscheme of dimension dimX− dimZ.
Proof. First, by [Vak, Easy Exercise 24.5.N], there is an open set V ⊂ Z on
which pi|pi−1(V) is flat. Now, consider the map pi
−1(V) → V . It suffices to
show that for any p ∈ V , we have dimpi−1(p) = dimX− dimZ. So, we
have reduced to the problem to the case that the map is flat. The result
then follows from [Vak, Exercise 24.5.J].
Lemma 3.3.3. Suppose we have two maps
X
Y Pn
pi1
pi2
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where X, Y are both irreducible schemes of finite type over a field, and pi1,pi2 are
dominant maps. Suppose further that for a general closed point p ∈ Pn, pi1|pi−12 (p)
is generically finite. Then, for a general t-plane Λ ⊂ Pn, (meaning a general
point of the Grassmannian of t-planes) we have
codimY pi1(pi−12 (Λ)) = (n− t) − (dimX− dim Y) .
That is, the codimension of pi1(pi−12 (Λ)) is the codimension of Λ, minus the rela-
tive dimension of pi1.
Proof. Let p ⊂ Pn be a general point. By Lemma 3.3.2, we know codimpi−12 (p) =
n. Therefore, since a general t-plane will contain a general point, we also
obtain that the preimage of a general t-plane willΛwill satisfy codimpi−12 (Λ) =
codimΛ. Then, since pi1|pi−12 (p)
is generically finite, for a general point p,
we have dimpi−12 (p) = dimpi1(pi
−1
2 (p)). Hence, for a general plane Λ, we
obtain dimpi−12 (Λ) = dimpi1(pi
−1
2 (Λ)). Finally, since the dimension of Y
is equal to the sum of the dimension and codimension of pi1(pi−12 (Λ)), we
obtain
codimY pi1(pi−12 (Λ)) = dim Y − (dimX− (n− t))
= codimΛ− (dimX− dim Y) .
Lemma 3.3.4. With notation as in Definition 3.1.3, if
∑m
i=1 λi = dimHX, we
have dimΦ = dim
∏m
i=1Gr(codimX− λi+ 1,n+ 1). In particular, the source
and target of the map pi2 have the same dimension.
Proof. This is purely a dimension counting argument, and so we will use technique-
2. Note that we have m independent conditions, one for each 1 ≤ i ≤ m.
Or more precisely,
Φ is a fiber product
Φ = Φ(λ1) ×HX Φ(λ2) ×HX · · · ×HX Φ(λm).
of incidence correspondences,Φ(λi) as defined in Definition 3.1.3 with nat-
ural projections
Φ(λi)
HX P
n.
pii1
pii2
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Therefore, the sum of the codimensions for each such condition is the total
number of conditions in HX. In particular, the fiber of pi2 over a given
collection of planesΛ1, . . . ,Λm is the product of the preimages of pii2 for all
1 ≤ i ≤ m. Using Lemma 3.3.3, for each i, we have
codimHX(pi
i
2)
−1(Λi) = (n− (codimX− λi)) − dimX
= dimX+ λi − dimX
= λi,
assuming the projections pii1 are generically finite. Therefore, a fiber of pi2
has codimension
∑m
i=1 λi = dimHX, by assumption from Definition 3.1.2
if the map pi1 is generically finite. So, if pi1 were generically finite, then the
image of a fiber of pi2, would be zero dimensional. This implies that a fiber
of pi2 is zero dimensional, and so the source and target of pi2 have the same
dimension.
3.4 Equivalent formulations of interpolation of
locally free sheaves
The goal of this section is to prove Lemma 3.4.5, which gives generaliza-
tions to higher dimensional varieties of the equivalent formulations for
interpolation of locally free sheaves, as detailed in [ALY15, Section 4] and
[Ata14, Section 3]. We omit much of the proofs, since they are nearly iden-
tical to those given in [ALY15, Section 4], mutatis mutandis. However, we
restate these generalizations here for clarity.
In order to state a generalization of Proposition [ALY15, Proposition
4.23], we will need to give some definitions.
Definition 3.4.1 (Definition 4.21 of [ALY15]). Let V be a vector space and
let {Wb ⊂ V : b ∈ B} be a collection of subspaces indexed by a set B. Call
the collection {Wb : b ∈ B} linearly general if for each subspace W ⊂ V
there is some b ∈ B so thatWb intersectsW transversely.
Recall that for p1, . . . ,pd ∈ X closed points, Ip1,...,pd denotes the ideal
sheaf of {p1}∪ · · · ∪ {pd} in X.
Definition 3.4.2. We will say a coherent sheaf G (not necessarily a locally
free sheaf) on a variety X satisfies property (∗) if for all d ≥ 1, for a general
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collection of points p1, . . . ,pd in X, we have H0(X,G ⊗ Ip1,...,pd) = 0 or
H1(X,G⊗ Ip1,...,pd) = 0.
Lemma 3.4.3. Suppose E is a locally free sheaf over a variety X and p is a smooth
point in X. Suppose we have a collection of subsheaves {Gb ⊂ E : b ∈ B} indexed
by a set B and F ⊂ E a subsheaf so that
(a) F|p ⊂ Gb|p for all b ∈ B
(b) {Gb/F|p : b ∈ B} is linearly general in E/F|p.
If E satisfies (∗) and the kernel of the restriction map E → E/F|p satisfies (∗) of
Definition 3.4.2, then there is some b ∈ B so that the kernel of the restriction map
E→ E/Gb|p satisfies (∗) of Definition 3.4.2.
Proof. The exact same proof given in [ALY15, Proposition 4.23] goes through,
except with one minor issue: We need to check that if we start with a se-
quence of sheaves
0 F E A 0
where A has zero dimensional support, then for a general collection of
points p1, . . . ,pd the twisted sequence
0 F⊗ Ip1,...,pd E⊗ Ip1,...,pd A⊗ Ip1,...,pd 0
remains exact. Since the points are general, we may assume p1, . . . ,pd are
all distinct and do not intersect SuppA. To check this is exact, we only
need verify that Tor1(Ip1,...,pd ,A) = 0.
Indeed, since Hom commutes with localization, [Vak, Exercise 1.6.G],
Tor1 does as well, and so it suffices to check
(Tor1(Ip1,...,pd ,A))mp = Tor
1
(
(Ip1,...,pd)mp ,Amp
)
= 0,
localized at maximal ideals mp as p ranges over all closed points p of X.
In the case that p /∈ {p1, . . . ,pd}, we have that (Ip1,...,pd)mp is locally free,
and so Tor1
(
(Ip1,...,pd)mp ,Amp
)
= 0. In the case that p ∈ {p1, . . . ,pd}, using
the assumption that p1, . . . ,pd does not intersect SuppA, we obtain that
Amp = 0, and so again Tor
1((Ip1,...,pd)mp ,Amp) = 0.
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Corollary 3.4.4. Let E be a locally free sheaf on a variety X satisfying (∗) of
Definition 3.4.2, let p ∈ X be a general smooth point, and let 0 ≤ t ≤ rkE.
There exists a vector subspace V ⊂ E|p with dimV = t so that the subsheaf
G→ E with corresponding exact sequence
0 G E E|p/V 0
is a sheaf satisfying (∗) of Definition 3.4.2.
Proof. In the statement of Lemma 3.4.3, take B := Gr(t, rkE), F := E ⊗
Ip,G[V ] := E|p/V . Here, [V] ∈ Gr(t, rkE) is the point corresponding to
the vector subspace V ⊂ E|p. Next, we wish to apply Lemma 3.4.3. From
the definition of (∗), since E satisfies (∗), we obtain that F = E⊗ Ip also
satisfies (∗). Then, since conditions (a) and (b) of Lemma 3.4.3 are trivially
satisfied, G satisfies (∗).
Lemma 3.4.5 (A generalization of Propositions 4.5 and 4.6 and 4.23 of
[ALY15]). Let E be a locally free sheaf on X with H1(X,E) = 0 and H0(X,E) =
q · rkE+ r. The following statements are equivalent:
1. The locally free sheaf E satisfies interpolation.
2. There is a subsheaf E ′ → E whose cokernel is supported at q+ 1 points if
r > 0 and at q points if r = 0, so that the scheme theoretic support at q of
these points has dimension equal to rkE and H0(X,E ′) = H1(X,E ′) = 0.
3. For every d ≥ 1 and points p1, . . . ,pd ∈ X, we have
h0(X,E⊗ Ip1,...,pd) = max
{
0,h0(X,E) − dn
}
4. For every d ≥ 1, a general collection of points p1, . . . ,pd satisfies either
h0(X,E) or h1(X,E) = 0.
5. A general set of q points p1, . . . ,pq satisfy h0(X,E⊗ Ip1,...,pq) = 0 and a
general set of q+ 1 points p1, . . . ,pq+1 satisfy h1(X,E⊗ Ip1,...,pq) = 0.
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Proof. First, we show that (1) and (2) are equivalent. Their equivalence
follows almost immediately from their definition. The only slight dif-
ference is that we must check that the sheaf E ′ from Definition 3.1.6 has
H1(X,E ′) = 0, which follows from the sequence on cohomology associ-
ated to the exact sequence (3.1.1).
The equivalence of (3) and (4) is an immediate generalization of the
statement and proof of [ALY15, Proposition 4.5].
The equivalence of (3) and (5) is an immediate generalization of the
statement and proof of [ALY15, Proposition 4.6]. Note also that the last
part of [ALY15, Proposition 4.5] regarding Euler characteristics does not
hold for higher dimensional varieties because it may be thatHi(X,NX/Pn) 6=
0 for i > 1.
To complete the proof, we will show (4) implies (1) and (2) implies (5).
For notational convenience, for the remainder of this proof, we shall deal
with the case that r 6= 0, as the case r = 0 is completely analogous. Take
p1, . . . ,pq,pq+1 to be q+ 1 general points in X.
First, we show that (4) implies (1) by q+1 applications of Corollary 3.4.4.
Let G1 be the sheaf which is the kernel of E → E|p1 . By Corollary 3.4.4 G1
satisfies (∗). For 2 ≤ i ≤ q, let Gi be the kernel of Gi−1 → E|pi . Then,
Gi satisfies (∗) using Corollary 3.4.4 and the inductive assumption that
Gi−1 satisfies (∗). Finally, by Corollary 3.4.4 there exists V ⊂ E|pq+1 with
dimV = codimX − r so that Gq+1 := ker(Gq → E|pq+1/V) satisfies (∗).
Then, we obtain an exact sequence
0 Gq+1 E E|q+1/V ⊕
(⊕q
i=1 E|pi
)
0
(3.4.1)
as in (3.1.1) so that either H1(X,Gq+1) = 0 or H0(X,Gq+1) = 0. But then,
by the associated long exact sequence to (3.4.1), we have H1(X,Gq+1) = 0
if and only if H0(X,Gq+1) = 0, implying that H1(X,Gq+1) = 0 and so E
satisfies interpolation.
Finally, we show, (2) implies (5) from a fairly straightforward exact
sequence. Suppose that E satisfies interpolation with corresponding sub-
sheaf E ′ and points p1, . . . ,pq,pq+1, as in Definition 3.1.6. Assuming that
E satisfies interpolation, so that H0(E ′) = H1(E ′) = 0, we see we see that E
satisfies (5), by considering cohomology associated to the exact sequence
beginning with E ′ → E⊗ Ip1,...,pq and the exact sequence beginning with
E⊗ Ip1,...,pq+1 → E ′.
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3.5 Additional tools
In this section, we introduce a couple more tools to prove Theorem 3.1.8,
one easy and one more difficult.
We start with an extremely elementary lemma, useful for establishing
the equivalence between pointed interpolation and interpolation.
Lemma 3.5.1. Suppose
∑m
i=1 λi = dimHX. Then, λ-interpolation is equivalent
to λ-pointed interpolation.
Proof. The map η2 factors as
Ψ Φ
∏m
i=1Gr(codimX− λi + 1,n+ 1).
τ
η2
pi2
Since τ is surjective, we have that pi2 is surjective if and only if η2 is surjec-
tive, and so λ-interpolation is equivalent to λ-pointed interpolation.
In the remainder of this section, we prove a result from deformation
theory crucial in establishing the equivalence between interpolation of a
locally free sheaf and interpolation of a Hilbert scheme. This is the crux of
the proof of the equivalence of the distinct groups of conditions in Theo-
rem 3.1.8,
Proposition 3.5.2. Let Ψ,η2 be as in Definition 3.1.3 and let
p := (X,Λ1, . . . ,Λm,p1, . . . ,pm) ∈ Ψ
be a closed point of Ψ, so that Λi meets X quasi-transversely and so that the pi
are distinct smooth points of X. Choose subspaces Vi ⊂ NX/Pn |pi where Vi is the
image of the composition
Npi/Λi Npi/Pn NX/Pn |pi .
For any closed point q of Ψ, let
dη2|q : TqΨ→ Tη2(q) m∏
i=1
Gr(codimX− λi + 1,n+ 1)
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be the induced map on tangent spaces. Then, dη2 is surjective if and only if if and
only if the map
H0(X,NX/Pn) H0(X,⊕mi=1NX/Pn |pi/Vi)τ
is surjective.
Proof. To set things up properly, we will need some definitions. Recall that
VΛi is the universal family over the Hilbert scheme of dimΛi planes inP
n.
That is, it is the universal family over Gr(codimX− λi + 1,n+ 1). Next,
take H to be the connected component of the Hilbert scheme containing X
and let V be the universal family over H. Next, define the scheme
F := (H×Pn VΛ1)×V · · · ×V (H×Pn VΛm)
∼= (U×H · · · ×H U)×(Pn)m (VΛ1 × · · · × VΛm),
where there are m copies of U in the first parenthesized expression on the
second line.
Note that here F is not necessarily the same as Ψ because we need not
have H = HX: The former is the connected component of the Hilbert
scheme containing Xwhile HX is the irreducible component of the Hilbert
scheme containing X. However, we will later explain why the tangent
spaces of these two schemes are identical, which is enough for our pur-
poses.
Now, under our assumption that p1, . . . ,pn are distinct, we have a dia-
gram
TpF
∏m
i=1 T[pi,Λi]VΛi
∏m
i=1 T[Λi]HΛi
T[p1,...,pm,X]U ×H · · · ×H U ⊕mi=1TpiPn ⊕mi=1 (TpiPn/TpiΛi)
T[X]H ⊕ni=1 (TpiPn/TpiX) ⊕mi=1 (TpiPn/ (TpiX ⊕ TpiΛi))
f1 f2
g1 g2
1
(3.5.1)
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in which every square is a fiber square.
First, let us justify why the four small squares of (3.5.1) are fiber squares.
The lower right hand square of (3.5.1) is a fiber square by elementary lin-
ear algebra and the assumption that Λi meet X quasi-transversely. The
upper right square of (3.5.1) is a fiber square for each i by [Ser06, Re-
mark 4.5.4(ii)], as the universal family over the Hilbert scheme is precisely
the Hilbert flag scheme of points inside that Hilbert scheme. Next, the
lower left hand square of (3.5.1) is a fiber square because when the points
p1, . . . ,pn are distinct, the tangent space to this n-fold fiber product of uni-
versal families over the Hilbert scheme is the same as the tangent space
of to the Hilbert flag scheme of degree n schemes inside schemes with
the same Hilbert polynomials as X. Then, the fiber square follows from
[Ser06, Remark 4.5.4(ii)] for this flag Hilbert scheme. Finally, the upper
left square of (3.5.1) is a fiber square because F is defined as a fiber prod-
uct of (U×H · · · ×H U) and (VΛ1 × · · · × VΛm), and the fiber product of
the tangent spaces is the tangent space of the fiber product.
Now, observe that the composition f2 ◦ f1 is precisely the map on tan-
gent spaces dη2|p. To make this identification, we need to know that we
can naturally identify TpF ∼= TpΨ. However, the assumption thatH1(X,NX/Pn) =
0 and X is a locally complete intersection means that [X] is a smooth point
of the Hilbert scheme. Because the fiber over [X] of the projection Ψ→ HX
is smooth, it follows that Ψ is smooth at p. For the same reason, it follows
that F is smooth at the corresponding point p. Therefore, both F and Ψ are
smooth on some open neighborhood U containing p. Now, since both Ψ
and F are defined in terms of fiber products, which agree on some open
neighborhood V contained in U, it follows that on V we have an isomor-
phism F|V ∼= Ψ|V , and in particular their tangent spaces are isomorphic.
So, we can identify f2 ◦ f1 with dη2|p.
Since all four subsquares of (3.5.1) are fiber squares, the full square
(3.5.1) is a fiber square, and hence f2 ◦ f1 is an isomorphism if and only if
g2 ◦ g1 is an isomorphism.
To complete the proof, we only need identify the map g2 ◦ g1 with τ.
But this follows from the identifications
T[X]H
∼= H0(X,NX/Pn)
TPiP
n/TpiX ∼= H
0(X,NX/Pn |pi)
TPiP
n/ (TpiX⊕ TpiY) ∼= H0(X,NX/Pn |pi/Vi).
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The first isomorphism follows from [Har10, Theorem 1.1(b)]. The second
isomorphism holds because the normal exact sequence
0 TpiX TpiP
n NX/Pn |pi 0
is exact on global sections, as all sheaves are supported at pi. The third
isomorphism holds because (TpiP
n/ (TpiX⊕ TpiΛi)) can be viewed as the
quotient of TpiP
n first by TpiX and then by the image of TpiΛi in that quo-
tient. However, TpiP
n/TpiX ∼= NX/Pn |pi , and then Vi is by definition the
image of TpiΛi in NX/Pn |pi .
3.6 Proof of Theorem 3.1.8
Proof of Theorem 3.1.8. The structure of proof is as follows:
1. Show equivalence of conditions (1)-(10)
2. Show equivalence of conditions (i)-(vi)
3. Show equivalence of conditions (a)-(f)
4. Demonstrate the implications that (a)-(f) imply (1)-(10), (a)-(f) imply
(i)-(vi), and (i)-(vi) imply (1)-(10), in all characteristics. Further, all
statements are equivalent in characteristic 0.
3.6.1 Equivalence of conditions (1)-(10)
First, (1) and (2) are equivalent by Lemma 3.5.1 applied to λ = ((codimX)q, r).
Next, note that a proper map of irreducible schemes of the same di-
mension is surjective if and only if it is dominant if and only if it is gener-
ically finite if and only if there is some point isolated in its fiber. The
first three equivalences are immediate, the last follows from Lemma 3.3.1.
Since dim
∏m
i=1Gr(codimX− λi + 1,n+ 1) = dimΦ, by Lemma 3.3.4, we
have that (1), (3), (4), (5) are equivalent.
Next, since dimΦ = dimΨ, and Ψ is irreducible, by Lemma 3.2.6, we
have dim
∏m
i=1Gr(codimX−λi+1,n+1) = dimΨ. So, by reasoning anal-
ogous to that of the previous paragraph, we obtain that (2), (6), (7), and (8)
are equivalent.
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Next, (1) is equivalent to (9) because surjectivity of a proper map of va-
rieties is equivalent to surjectivity on closed points of the varieties. Since
the fibers of the map pi2 precisely consists of those elements ofHX meeting
a specified collection of q points and a plane Λ, being surjective is equiv-
alent to there being some element of HX passing through these q points
and meeting Λ.
Finally, (9) is equivalent to (10) because the condition that the variety
swept out by the elements of HX containing q points meet a general plane
Λ of dimension codimX− r is equivalent to the variety swept out by the
elements of HX being dimX + r dimensional. This is just using the fact
that a variety of dimension d in Pn meets a general plane of dimension
d ′ if and only if d + d ′ ≥ n. But, of course, the dimension swept out
by the elements of HX containing q general points is at most dimX + r
dimensional, because there is at most an r dimensional space of varieties
in HX containing r general points, using Lemma 3.3.2.
This shows the equivalence of properties (1) through (10).
3.6.2 Equivalence of conditions (i)-(vi)
By Lemma 3.5.1, for all λwith
∑m
i=1 λi = dimHX, λ-interpolation is equiv-
alent to λ-pointed interpolation. This establishes the equivalence of (ii)
and (iv) and the equivalence of (i) and (iii).
Next, (i) is equivalent to (v), because the map pi2 contains a point cor-
responding to a collection of planes Λ1, . . . ,Λm in its image if and only if
there is some element of the Hilbert schemes meeting those planes. Simi-
larly, (ii) is equivalent to (vi).
To complete these equivalences, we only need show (v) is equivalent
to (vi). Clearly (v) implies (vi). For the reverse implication, observe that
if we start with a collection of planes Λ1, . . . ,Λs with Λi ∈ Gr(codimX−
λi + 1,n+ 1), so that
∑s
i=1 λi < dimHX, we can extend the sequence λ to
a sequence µ = (µ1, . . . ,µm) for m > s, with 0 ≤ µi ≤ codimX, µi = λi
for i ≤ s, and ∑mi=1 µi = dimHX. Then, if some element of HX meets
planes Λ1, . . . ,Λm corresponding to the sequence µ, it certainly also meets
Λ1, . . . ,Λs. Hence, (vi) implies (v).
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3.6.3 Equivalence of conditions (a)-(f)
The equivalence of (a), (b), (d), (e) (f) is immediate from Lemma 3.4.5,
taking E := NX/Pn .
Perhaps also most surprising, part of these equivalences is the equiva-
lence of (a) and (c). This is an immediate generalization of [Ata14, Theo-
rem 8.1] to higher dimensional varieties. The proof is almost the verbatim
the same, replacing curves with arbitrary varieties. Note that the key in-
gredient in the proof of [Ata14, Theorem 8.1] is [Ata14, Proposition 8.3],
which is just an elementary linear algebraic fact.
3.6.4 Implications among all conditions
By definition (i) implies (1).
To complete the proof, we only need to show (a) implies (iii) and (2) (in
all characteristics) and that the reverse implications hold true in character-
istic 0.
For this, choose λwith
∑m
i=1 λi = dimHX. We will show that λ-interpolation
of NX/Pn implies λ-pointed interpolation in all characteristics, and the re-
verse implication holds in characteristic 0. It suffices to prove this, as this
will yield the desired implications. For example, this implies the relation
between (2) and (a), by taking λ = ((codimX)q, r).
To see this statement about λ-pointed interpolation and λ-interpolation
ofNX/Pn , let p := (Y,Λ1, . . . ,Λm,p1, . . . ,pm),Vi, τ be as in Proposition 3.5.2.
By Proposition 3.5.2, we have that the map dη2|p is surjective if and
only if the corresponding map τ is surjective. But this latter map is pre-
cisely that from (3.1.1) in the definition of interpolation for vector bundles,
taking E := NX/Pn .
So, to complete the proof, it suffices to show that if dη2|p is surjective,
then η2 is surjective, and the converse holds in characteristic 0.
But now we have reduced this to a general statement about varieties.
Note that η2 is a map between two varieties of the same dimension, by
Lemma 3.3.4 and that p is a smooth point of Ψ by assumption. So, it suf-
fices to show that a map between two proper varieties of the same dimen-
sion is surjective if it is surjective on tangent spaces, and that the converse
holds in characteristic 0. For the forward implication, if the map is surjec-
tive on tangent spaces, the map is smooth of relative dimension 0 at p by
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[Vak, Exercise 25.2.F(b)]. But, this means that p is isolated in its fiber, and
so by Lemma 3.3.1, we obtain that η2 is surjective.
To complete the proof, we only need to show that if η2 is surjective and
k has characteristic 0, then there is a point at which dη2|p is surjective. That
is, we only need to show there is a point at which η2 is smooth. But, this
follows by generic smoothness, which crucially uses the characteristic 0
hypothesis!
3.7 Complete intersections
Definition 3.7.1. Define Hcik,d,n to be the closure in the Hilbert scheme of
the locus of complete intersections of k polynomials of degree d in Pn.
Warning 3.7.2. If [X] ∈ Hcik,d,n is a general complete intersection, it is not
necessarily the case that HX = Hcik,d,n. In the case they are not equal, we
are applying a slight variant of the interpolation problem, where we gen-
eralize the question from an irreducible component of the Hilbert scheme
satisfying interpolation to an arbitrary integral subscheme of the Hilbert
scheme satisfying interpolation.
Lemma 3.7.3. Let k,d,n be positive integers. Then, Hcik,d,n satisfies interpola-
tion. In particular, any Hilbert scheme of hypersurfaces Hci1,d,n satisfies inter-
polation. Furthermore, interpolation is equivalent to meeting
(
d+n
d
)
− k general
points in Pn.
Proof. First, observe that dimHcik,d,n = k(
(
d+n
d
)
− k) because a point of
Hcik,d,n corresponds to the variety cut out by the intersection of all de-
gree d polynomials in a k dimensional subspace of H0(Pn,OPn(d)). In
other words, there is a birational map between the locus of complete in-
tersections and G(k,H0(Pn,OPn(d))), which is k(
(
d+n
d
)
− k) dimensional.
So, to show Hcik,d,n satisfies interpolation, it suffices to show there exists
such a complete intersection through
(
d+n
d
)
− k general points. First, since
points impose independent conditions on degree d hypersurfaces in Pn,
there will indeed be a k dimensional subspace of H0(Pn,OPn(d)) passing
through the any collection of
(
d+n
d
)
− k points.
It remains to verify that if the points are chosen generally, then the in-
tersection of degree d hypersurfaces in the subspace passing through the
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points is a complete intersection. To see this, note that the map pi2 from
Definition 3.1.3 is a generically finite map between varieties of the same
dimension. In particular, the element of G(k,H0(Pn,OPn(d))) through a
general collection of
(
d+n
d
)
−k points will be general inG(k,H0(Pn,OPn(d))).
Then, since a general element of G(k,H0(Pn,OPn(d))) corresponds to a
complete intersection, there will indeed be a complete intersection pass-
ing through a general collection of
(
d+n
d
)
− k points.
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Chapter 4
Basics of scrolls
Rational normal scrolls . . . occur
throughout projective and
algebraic geometry, and the
student will never regret the
investment of time studying
them.
Miles Reid [Kol97, p. 19]
4.1 The definition of scrolls
After defining scrolls, we give an alternate construction of a scroll as the
planes joining several rational normal curves. We start by describing this
construction in the case of the smooth degree 3 surface scroll in P4. We
then generalize this construction to scrolls of all dimensions and degrees.
Finally, we explain the equivalence of various geometric descriptions of
scrolls. A good reference for the equivalent geometric descriptions of
scrolls is [EH87, Section 1]. Another useful reference is [EH13, Section
9.1.1].
Definition 4.1.1. Suppose we have projective scheme X ⊂ Pn which is
abstractly isomorphic to a projective bundle X ∼= PE pi−→ P1, where E ∼=
OP1(a1) ⊕ · · · ⊕ OP1(ak) with a1 ≥ · · · ≥ ak ≥ 1. Then, X is a scroll
of type a1, . . . ,ak if it is embedded into Pn by the complete linear series
59
60 CHAPTER 4. BASICS OF SCROLLS
Figure 4.1: Scrolls “in the wild” cf. [EH87, Section 2]. From left to right:
A hyperboloid model, a hyperboloid at Kobe Port Tower, Kobe, Japan,
and cooling hyperbolic towers at Didcot Power Station, UK. These are all
examples of quadric surface scrolls with a double ruling.
of the “relative OPE(1) for pi.” Here, the “relative OPE(1) for pi” denotes
the invertible sheaf as defined in [Vak, Exercise 17.2.D]. We notate a scroll
of type a1, . . . ,ak as Sa1,...,ak . A scroll is any projective scheme for which
there exists some sequence a1, . . . ,ak so that X is a scroll of type a1, . . . ,ak.
We call a scroll balanced if a1 − ak ≤ 1.
4.2 An extended example: the construction of the
degree 3 surface scroll
It is a fairly well known statement that every smooth surface scroll inP4 is
“swept out” by “the lines connecting” two curves L,M, both isomorphic
to P1. Here, L is embedded as a line (by OP1(1)) and M is embedded as a
conic (by OP1(2)). Let H denote the two plane spanned by the conicM.
We will see later in Proposition 4.4.1 that this description of a scroll in
terms of a variety swept out by linear spaces is equivalent to the definition
given in Definition 4.1.1.
The purpose of this section is not to prove that every scroll appears as
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L
M
H
Figure 4.2: A degree three surface scroll S2,1 made by lines joining a line L
and a plane conicMwhich spans a 2-plane H.
such, or even to define what a scroll is. Instead, the purpose is to make
sense of the statement “the lines connecting two copies of P1.”
This is a surprisingly tricky, but standard argument, which is often
glossed over. The key inputs are Grauert’s theorem and the universal
property of the Grassmannian.
The idea will be to first construct a map P1 → G(2, 5), and then use
this map to describe a closed subscheme X ⊂ P4 whose closed points are
in bijection with closed points on the lines connecting points on M and L.
Finally, we show this scheme in P4 is smooth of dimension 2 and degree
3.
4.2.1 Constructing a map to the Grassmannian
In order to construct a map to the Grassmannian, G(2, 5) we will have to
construct a surjective map from the trivial sheaf of rank 5 on P1 to a sheaf
of rank 2 on P1.
To start, let L be a line and let H be a two plane spanning P4. By span-
ning P4, we mean that there are no hyperplanes containing both L and H.
Hence, L∩H = ∅. Then, letM be a smooth conic inH. By assumption, we
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have maps f1 : L ∼= P1 and f2 : M ∼= P1, so these isomorphisms, together
with the embeddings of L and M into P4 induce embeddings of L and M
into P1 × P4. Let L ∪M be the scheme theoretic disjoint union of L, M,
embedded in P1 ×P4. We have an exact sequence
0 IL∪M OP4×P1 OL∪M 0.
Now, the next step will be to construct a rank 3 locally free sheaf whose
fiber at a point will be the hyperplanes containing the line joining f1(p)
and f2(p), and the dual locally free sheaf will will have fiber consisting of
the set of points in that line.
Let pi1 : P1 × P4 → P1,pi2 : P1 × P4 → P4 be the natural projections.
Let us now twist the above exact sequence by (pi2)∗OP4(1). The pullback
of an locally free sheaf is locally free, and so we obtain an exact sequence
0 IL∪M ⊗ (pi2)∗OP4(1) OP4×P1 ⊗ (pi2)∗OP4(1)
OL∪M ⊗ (pi2)∗OP4(1) 0
η
(4.2.1)
Now, in order to obtain a map from P1 to the Grassmannian, we will
have to push this forward to P1. Applying the pushforward functor, we
obtain an exact sequence
0 (pi1)∗ (IL∪M ⊗ (pi2)∗OP4(1)) (pi1)∗
(
OP4×P1 ⊗ (pi2)∗OP4(1)
)
(pi1)∗ (OL∪M ⊗ (pi2)∗OP4(1)) R1(pi1)∗ (IL∪M ⊗ (pi2)∗OP4(1))
(4.2.2)
Our map to the Grassmannian will eventually be determined by the
dual of the first three nonzero terms of the above exact sequence (4.2.2),
but there are a few things we have to check first.
First, we will show these three sheaves in (4.2.1) are locally free by ver-
ifying the hypotheses of Grauert’s theorem (see [Vak, Theorem 28.1.5]).
Observe that the projection pi1 is proper. There are many ways to see this,
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but one is by the cancellation theorem for proper maps [Vak, Theorem
10.1.19(ii)], because both P1 × P4,P1 are proper over Spec k. Next, note
that P1 is reduced and locally Noetherian. Next, we will check that each
of the three sheaves in (4.2.1) is flat over P1 and has constant Hilbert poly-
nomials on the fibers.
First, to check ((pi2)∗OP4(1)) is flat, note that it is a invertible sheaf on
P4 × P1. So, by [Vak, Exercise 24.2.D], since P4 × P1 is flat over P1, we
obtain this sheaf is flat overP1. Furthermore, since the Hilbert polynomial
of ((pi2)∗OP4(1)) on each fiber overP1 is that of a hyperplane inP4. Hence,
the pushforward of this sheaf toP1 is flat, by Grauert’s theorem in the form
of [Har77, Theorem III.9.9].
Second, to check OL∪M ⊗ (pi2)∗OP4(1) is flat over P1, note that for t ∈
P1 the restriction of this sheaf to pi−11 (t) is Of−11 (t)∪f−12 (t) ⊗ OP4(1). This
sheaf is supported at the two distinct points f−11 (t) and f
−1
2 (t), that is, it is
a union of two skyscraper sheaves. This evidently has Hilbert polynomial
2. Then, since we are working over the reduced scheme P1, and all fibers
have Hilbert polynomial 2, the sheaf is flat, again by [Har77, Theorem
III.9.9].
Hence, the second and third nonzero sheaves from (4.2.1) are locally
free and satisfy
H0(P1, (pi1)∗F)⊗ κ(q) ∼= H0(q,F|pi−11 (q)),
where F ranges over the second and third nonzero sheaves from (4.2.1).
So, taking the fiber of η over a closed point of P1 we obtain a map
H0(P4,pi∗2OP4(1))→ H0(P4,Of−11 (t)∪f−12 (t) ⊗OP4(1))).
This map is surjective because there is a hyperplane in P4 whose pullback
vanishes on f−11 (t) but not on f
−1
2 (t), and visa versa. Hence, we obtain that
on the level of fibers of closed points, the sequence
0 (pi1)∗ (IL∪M ⊗ (pi2)∗OP4(1)) (pi1)∗
(
OP4×P1 ⊗ (pi2)∗OP4(1)
)
(pi1)∗ (OL∪M ⊗ (pi2)∗OP4(1)) 0
(4.2.3)
64 CHAPTER 4. BASICS OF SCROLLS
is right exact, since the penultimate map is surjective. Since it holds on
the level of fibers of closed points, by Nakayama’s lemma, it holds on the
level of stalks of closed points. Now, since the cokernel is supported on a
closed set and not supported on any closed points, it has empty support,
so the cokernel is 0.
Therefore, (pi1)∗ (IL∪M ⊗ (pi2)∗OP4(1)) is the kernel of a surjective map
of locally free sheaves, hence locally free.
So, we have finally checked that we have an exact sequence of lo-
cally free sheaves. Furthermore, the fiber of the first sheaf consists of hy-
perplanes through f−11 (t), f
−1
2 (t). Therefore, dualizing the sequence, and
working over dual projective space, we obtain that the fibers of the corre-
sponding dual sheaf are the points contained in all such hyperplanes, or,
in other words, the line through f−11 (t), f
−1
2 (t).
Now, to show that this induced a map to the Grassmannian, it suffices
to show that, over P1, the sheaf
(pi1)∗
(
OP4×P1 ⊗ (pi2)∗OP4(1)
)
∼= (pi1)∗(pi2)∗OP4(1)
is the trivial sheaf on P1 of rank 5. To do this, we produce an explicit
isomorphism. Let x0, . . . , x4 be the coordinate functions on P4 and let
yi := pi
∗
2xi be their pullbacks. Then, I claim that yi determine an isomor-
phism (pi1)∗(pi2)∗OP4(1) ∼= O
⊕5
P1
. By the universal property of maps to the
structure sheaf, a map to O⊕5
P1
is determined by 5 global sections of the
sheaf. Furthermore, we see that these sections define a surjective map on
every fiber. Independence of the yi follows from the fact that the xi are
independent, implying each fiber is isomorphic to P4. Now, since the map
is surjective at closed points, it is surjective.
Hence, we have a surjective map of locally free sheaves of rank 5. The
kernel is a locally free sheaf of rank 0, hence 0, implying that this map is
an isomorphism, as desired.
4.2.2 Construction of the variety
So, we have constructed a map to the Grassmannian ι : P1 → G(2, 5). It
satisfies the property that a point p ∈ P1 is sent to the line joining a point
on M and a point on L. It only remains to realize the union of these lines
as a subscheme of P4.
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For this, we invoke a technique ubiquitous in algebraic geometry. We
consider an incidence correspondence
Φ =
{
(p, `) ∈ P4 ×G(2, 5) : p ∈ `, ` ∈ ι(P1)
}
.
If pi : Φ → P4 is the natural projection, then the desired rational normal
scroll is simply pi(Φ). Indeed, the closed points of pi(Φ) are those p so that
p ∈ ` with ` ∈ ι(P1), as desired. There is one issue, which is to show that
this is a smooth subscheme. This issue will be taken up in the next section.
However, before verifying smoothness, we stoop down to a level of
detail usually not seen in an algebraic geometry text. We explain, in detail
what the incidence correspondenceΦ really means, and why it is closed.
Remark 4.2.1. I include this description ofΦ because for a long time, I was
confused about the details of why incidence correspondences were closed,
and what they mean.
We now explain what Φ means. First, consider G(2, 5) → P9 via the
Plu¨cker embedding, with coordinates xij for 0 ≤ i < j ≤ 4, and P4 with
coordinates x0, . . . , x4. First, we know that the Plu¨cker embedding is a
closed embedding, cut out by the five 4× 4 Pfaffians of a 5× 5 skew sym-
metric matrix of linear forms, whose upper triangular part consists of the
10 coordinates functions xij. So we have described P4×G(2, 5) as a closed
subscheme of P4 × P9. Next, from the previous section, we have con-
structed a map P1 → G(2, 5).
Lemma 4.2.2. The map ι : P1 → G(2, 5) constructed above is a closed embed-
ding.
Proof. BecauseP1,G(2, 5) are both projective, they are, in particular, proper
over Spec k. Thus, by the cancellation theorem for proper maps the map ι
is also proper, and so ι(P1) is closed. To show it is a closed embedding, we
only need show the map has degree 1, by Riemann Hurwitz. This is true
because in the construction, we saw that two different points of P1 were
mapped to two different lines.
So, we now obtain that ι(P1) is a closed subscheme of G(2, 5), in par-
ticular, we can write down local equations defining it. We have so far
described the locus of points
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{
(p, `) : p ∈ P4, ` ∈ ι(P1)
}
To complete the construction of Φ, it suffices to realize the condition
p ∈ ` as a closed condition via equations. Indeed, suppose we have coor-
dinates xij for the Grassmannian and xi for projective space. We can asso-
ciate to a line in P4 the hyperplane A =
∑
i aijxij in P
9 corresponding to
a hyperplane in the Plu¨cker embedding of the Grassmannian G(2, 5). We
can also associate the to a point inP4 the hyperplane B =
∑
i aixi The con-
dition that the point is contained in the line is the same asA∧B = 0, when
thinking of the aij as ai∧aj. Then, grouping these into four equations de-
pending on the four basis vectors gives four equations in the xk, xij, for
each of the ai ∧ aj ∧ ak terms.
4.2.3 The image of pi : Φ → P4 is a smooth, closed embed-
ding of degree 3
In the remainder of this section, our goal is to show pi is a smooth closed
embedding of degree 3. This will complete the construction of degree 3
surface scrolls.
For the remainder, let us denote S := pi(Φ). We want to show that S is a
smooth surfaces of degree 3. The first step will be to show it is of degree 3.
Note that by [Vak, Exercise 8.3.A], to show S is reduced, it suffices to show
Φ is reduced.
Lemma 4.2.3. The incidence correspondence Φ is reduced. In particular, S is
reduced.
Proof. If we knew Φ were reduced, we would immediately obtain S is
reduced from [Vak, Exercise 8.3.A], because S is the image of a reduced
scheme. First, note that ι(P1) is reduced, by [Vak, Exercise 8.3.A], because
P1 is reduced. Now, we have a natural projection Φ → ι(P1), so that all
the fibers are reduced lines. Let us now examine this question locally on
the level of rings. The map Φ → ι(P1) corresponds locally to a map of
rings g : B → A where B is reduced, and the fibers over closed points of
B are reduced. We want to show A is reduced. Suppose not. So, there is
some a ∈ A with am = 0. Then, choose a maximal ideal m ∈ Spec A. We
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have a ∈ m. Let p = g−1(m). We obtain A/g(p) is reduced. So, the image
of a in A/φ(p) must be 0 implying a ∈ g(p). To conclude, it suffices to
show the map g is injective, as then we would obtain g−1(a) = 0, so a = 0.
This follows from the following sublemma, Lemma 4.2.4.
Lemma 4.2.4. Suppose g : B → A is a map of rings with B reduced, so that the
associated map of schemes g∗Spec A→ Spec B is surjective. Then, g is injective.
Remark 4.2.5. The reducedness hypothesis on B is necessary. For example,
we can have the map A⊗ k[t]/t2 → A which is surjective on schemes but
not injective on rings.
The converse will hold if the extension g is integral, which is precisely
the going up theorem.
Proof of Lemma 4.2.4. Suppose g∗ is surjective. Let b ∈ B with g(b) = 0.
Then, g(b) in p for all p ∈ Spec A, and hence in φ−1(p) for all p ∈ Spec A.
In particular, since g∗ is surjective, a ∈ q for all q ∈ Spec B. But, the
intersection of all primes is the nilradical, which is 0 in a reduced ring.
Hence, b = 0.
Lemma 4.2.6. The degree of S is 3. Further, let r be a point on L. Then, the
intersection of S with the hyperplane spanned by H and r, T = H, r ⊂ P4, is
the union of M and a line, Lr, with reduced scheme structure. Here, Lr is a line
joining r and a point onM.
Proof. From the construction of the surface, we know that L,M ⊂ S, and
recall M ⊂ H ∼= P2 ⊂ P4 is a conic. Consider the hyperplane T spanned
by H and a point p ∈ L. We know there is some line Lp joining L and a
point in the conic, and so this line is necessarily contained in T . However,
if there were any point q ∈ S with q ∈ T , then there is some point r ∈ L
and a line Lr joining r and a point s on the conic, which contains q. If
q ∈ T , since s ∈ T , it follows that all of Lr ∈ T . In particular, r ∈ T . This
implies that all of L ⊂ T , by Bezout’s theorem, because two points of L
are in T , and both are degree 1. This is, of course, a contradiction to the
assumption that L,H span T . Therefore, we obtain that T ∩ S = Lr ∪M, at
least set theoretically. To calculate the degree, we only need verify this in-
tersection is generically reduced. First, at a point x ofM other than Lr ∩M,
we may note that the tangent space to S at x is not contained in T , since
the line joining x and the corresponding point on L is not contained in T .
Therefore, the intersection is transverse at x, and so the scheme structure
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on M is generically reduced. To conclude, we only need know that the
scheme structure on Lr is generically reduced. This holds from Bertini’s
theorem, since the we can consider the pencil of hyperplanes parameter-
ized by points r on L, which contain both r and M. A general member of
this linear system will intersect S smoothly away from its base locus by
Bertini’s theorem. But then, it follows that if r was chosen generally, Lr
will be smooth away from Lr ∩M, and hence the intersection T ∩ Swill be
generically reduced. Therefore, since M has degree 2 and Lr has degree 1,
S∩ T has degree 3. Ergo, S has degree 3.
Lemma 4.2.7. Let Lr be as in the statement of Lemma 4.2.6. The sheaf L :=
OS(Lr) defines a flat map fL : S → P1 so that each fiber over a point in P1 is
isomorphic to P1.
Proof. First, consider the invertible sheaf L := OS(Lr). I claim we know
at least two elements of H0(S,L). First, since S ∩ T is an effective divisor,
there is the element 1. Second, let r,q ∈ L be a point, and let Tq, Tr be
the hyperplane spanned by q,H, with corresponding linear forms Fq, Fr.
Then, Fq/Fr defines a rational section of OP4(1), whose restriction to S, call
it s := Fq/Fr|S, satisfies s ∈ H0(S,L), with divisor div s = Lq−Lr. Now, we
claim the rational functions 1, s span a subspace of H0(S,L) which defines
a map S → P1, whose fibers are the lines joining a point in L to a point in
M. First, we claim the linear system spanned by 1, s is basepoint free. To
see this, note that 1 only vanishes along Lr, while s only vanishes along
Lq. Therefore, the system is basepoint free, and we obtain a map S →
P1. Call this map fL. Indeed, the fiber over a point [α,β] ∈ P1 is the
vanishing locus of the linear form α · 1+β · s = α·Fr+β·FqFr . Letting x0, x1 be
the linear coordinates on L dual to the points r,q, if we let t := αx0 +βx1,
we have Lt = f−1L ([α,β]). Then, since P
1 is reduced, and all the fibers of
fL are reduced lines, we obtain fL is a flat map because maps to a reduced
scheme so that the fiber has constant Hilbert polynomial are flat by [Har77,
Theorem III.9.9].
Remark 4.2.8. In fact, the fiber of fL over a point p is a line in P3 cor-
responding to the point of G(2, 5), determined by the fiber over p in the
exact sequence (4.2.3).
Corollary 4.2.9. The scheme S is integral and two dimensional.
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Proof. We have exhibited a flat map fL : S → P1 whose fibers are 1 di-
mensional lines. Then, by [Vak, Exercise 11.4.C], S is integral and 2 dimen-
sional.
Now, we can use our map S→ P1 to show S is smooth.
Theorem 4.2.10. S is a smooth surface of degree 3.
Proof. We have already shown S is an integral surface of degree 3. We
want to show S is smooth. Note that pi : S → Spec k factors through fL.
That is,
S P1
Spec k
fL
pi
commutes. Now, it is clear P1 → Spec k is smooth, so to complete the
proof, we only need show fL is smooth, as then the composition will be
smooth. For this, we use [Vak, Theorem 25.2.2], which tells us that to
show fL is smooth, it suffices to show it is locally finitely presented, flat,
and the fibers are smooth varieties of dimension n. We have already seen
Lemma 4.2.7 that fL is flat. Further, it is locally finitely presented by the
cancellation property for locally finitely presented maps, since we know S
is a variety, hence locally finitely presented over Spec k. To complete the
proof, we only need show the fibers are smooth of dimension 1. However,
the fibers are reduced copies of P1, as shown in Lemma 4.2.7, so we are
done.
4.3 Constructing a scroll by joining rational nor-
mal curves
In this section, we will generalize the construction given in section 4.2,
albeit in less detail.
Proposition 4.3.1. Fix k ∈ Z and a non-increasing sequence a1, . . . ,ak with
ak ≥ 1. Let n := k − 1 +
∑k
i=1 ai Let H1, . . . ,Hk be a collection of linear
subspaces in Pn with dimHi = ai so that H1, . . . ,Hk together span Pn. Let
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C1, . . . ,Ck be rational normal curves with embeddings ιi : Ci → Pn so that Ci
spansHi ⊂ Pn and choose isomorphisms fi : Ci → P1. Now, letDi be the image
of Ci under the map
ιi × fi : Ci → P1 ×Pn.
and define the projections
Pn ×P1
P1 Pn
pi1
pi2
Then, we have an exact sequence of locally free sheaves on P1
0 (pi1)∗
(
ID1∪···∪Dk ⊗ (pi2)∗OPn(1)
)
(pi1)∗
(
OPn×P1 ⊗ (pi2)∗OPn(1)
)
(pi1)∗
(
OD1∪···∪Dk ⊗ (pi2)∗OPn(1)
)
0.
(4.3.1)
where the first sheaf is of rank k and the second is of rankn+1. The dual of (4.3.1)
determines a map
ι : P1 → G(k,n+ 1)
Then, define the incidence correspondence
Φ :=
{
(p,H) ∈ Pn ×G(k,n+ 1) : p ∈ H,H ∈ ι(P1)
}
with projections
Φ
Pn G(k,n+ 1).
pi
η
We have that pi(Φ) ⊂ Pn is a smooth scroll of type a1, . . . ,ak.
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Idea of Proof
The proof follows precisely the same argument as given throughout sec-
tion 4.2, but with the constants slightly modified. The idea is to use the Ci
to construct a map from P1 to the Grassmannian, where a point on P1 is
sent to the plane spanned by the corresponding points on each Ci. Then,
we can realize this curve in the Grassmannian as a subscheme of Pn using
an incidence correspondence. Finally, we can check the resulting scheme
is smooth by observing that it maps to our original P1 with smooth linear
fibers.
Proof. First, in order to apply the universal property of the Grassmannian
to produce the map ι : P1 → G(k,n+ 1), we verify that the sequence of
sheaves on P1 given in (4.3.1) is a sequence of locally free sheaves, with
the middle one being trivial of rank n+ 1 and the first trivial of rank k.
We show the sheaves in (4.3.1) are locally free. By Grauert’s theorem,
since P1 is reduced, and the sheaves before being pushed forward to P1
are flat, it suffices to show that the three sheaves have Hilbert polynomials
which are the same on all fibers over closed points of P1. Further, because
the kernel of a map of locally free sheaves is locally free, we will only check
the latter two have locally constant Hilbert polynomials on fibers. Then,
the fiber over a closed point of
(pi1)∗
(
OPn×P1 ⊗ (pi2)∗OPn(1)
)
is OPn(1), and is clearly independent of the point. Also, the fiber over a
closed point t→ P1 of
(pi1)∗
(
ID1∪···∪Dk ⊗ (pi2)∗OPn(1)
)
is a union of skyscraper sheaves over f−11 (t), . . . , f
−1
k (t), and is therefore of
rank k everywhere, as desired. This implies all sheaves in the sequence
are locally free. Note that the map between the last two nonzero sheaves
in (4.3.1) is surjective because it is surjective on fibers, since we can find
hyperplanes on Pn containing f−1i (t) but not f
−1
j (t) for i 6= j.
To obtain a map to the Grassmannian, we still need to show the middle
term of (4.3.1) is trivial of rank n+ 1. Note that the third sheaf has rank
k, as we saw above. Therefore, the dual of (4.3.1) will determine a map
to G(k,n+ 1) once we show the middle term is trivial of rank n+ 1. We
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know it has rank n+ 1, because that is the rank of its fibers, so it suffices
to check the middle term is trivial. However, we get a set of trivializing
sections given by pulling back the coordinate functions of Pn. These are
independent because they are independent at every fiber.
We have now constructed the map to G(k,n + 1). To complete the
proof, it suffices to show that pi(Φ) is a smooth closed embedding of de-
gree d :=
∑k
i=1 ai.
First, we show that pi(Φ) has degree n. To see this, take a codimension
k − 1 plane P spanned by H1 and ai general points on Di for 2 ≤ i ≤
k. The resulting intersection pi(Φ) ∩ P is the union of the rational normal
curve D1, together with ai joining D1 to Di for 2 ≤ i ≤ k. So, if we
showed this intersection is reduced, we would know the degree of pi(Φ) is
a1 + (a2 + · · ·+ ak), as claimed.
Suppose we knew pi(Φ) is reduced. We will now show this implies
pi(Φ) ∩ P is generically reduced. Then, if we consider the linear system
of hyperplanes containing H1, Bertini’s theorem implies that a general
member of this linear system will intersect pi(Φ) smoothly, away from
H1, the base locus of the linear system. Further, the intersection with
D1 = H1 ∩ pi(Φ) is also generically reduced, since the intersection is trans-
verse at any point x onD1 so that P ∩pi(Φ) does not contain a line in pi(Φ),
(other than possibly D1, ) meeting x.
So, to show this intersection pi(Φ)∩P is reduced, it suffices to show that
pi(Φ) is reduced. In turn, by [Vak, Exercise 8.2.A], it suffices to show Φ is
reduced. By the same reasoning, we know ι(P1) ⊂ G(k,n+ 1) is reduced,
and the fibers of the map Φ → ι(P1) are all reduced (k − 1)-planes. It
follows thatΦ is reduced, essentially using Lemma 4.2.4.
To conclude, we only need show that pi(Φ) is smooth. For this, note
that the map η determines a map Φ → ι(P1) ∼= P1 in which all fibers
are (k− 1)-planes. Let Q = pi−1(t) for t a closed point of P1. Then, the
invertible sheaf Opi(Φ)(pi(Q)) determines a map to P1 because it has a two
dimensional space of global sections, corresponding to the distinct fibers
of the map η. This determines a map η : pi(Φ) → P1, where each fiber is
the fiber is a plane.
Since all fibers are planes, they have the same Hilbert polynomial, and
so the map is flat. So, to show pi(Φ) is smooth, we only need to show
that the map η is smooth, because then the composition of η with P1 →
Spec k will also be smooth. Now, by [Vak, Theorem 25.2.2], it suffices to
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show pi is locally finitely presented and has smooth fibers of dimension
k− 1. Note that pi is locally finitely presented by the cancellation property
for locally finitely presented maps, and we already know the fibers are
smooth (k− 1)-planes.
4.4 Equivalence of various descriptions of scrolls
In this section, we will discuss various equivalent definitions of scrolls,
with a particular focus on scrolls of minimal degree. In particular, we will
describe implications between the following descriptions.
scrolls-1 the scheme swept out by joining rational normal curves with planes,
via compatible isomorphisms, as constructed in Proposition 4.3.1,
scrolls-2 a projective bundle overP1, together with a particular embedding in
Pn, as defined in Definition 4.1.1,
scrolls-3 a variety cut out the the two by two minors of a two row matrix,
scrolls-4 a rational curve in a Grassmannian.
The precise statement of these implications are given in Proposition 4.4.1,
Proposition 4.4.2, and Proposition 4.4.10.
Note that some precision is required to verify that the above are actu-
ally varieties of minimal degree. Although the construction of Proposi-
tion 4.3.1 was fairly arduous, it will prove easiest to verify that all other
descriptions of scrolls are equivalent to this one. We start with a descrip-
tion of the equivalence of scrolls-1 and scrolls-2.
Proposition 4.4.1. A scroll X ⊂ Pk−1+
∑k
i=1 ai of type a1, . . . ,ak as defined in
Definition 4.1.1 is isomorphic to the scroll of type a1, . . . ,ak as defined by joining
rational normal curves via k-planes in Proposition 4.3.1. Further, every scroll
as constructed in Proposition 4.3.1, can be realized as such an embedding of a
projective bundle on P1.
Idea of Proof
Starting with a scroll, which is abstractly PE as in Definition 4.1.1, we first
construct the rational normal curves Di as corresponding to the quotient
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map from E to one of the direct sum components of E. Then, we verify
that the planes spanned by corresponding points on theDi are indeed the
images of the fibers of pi : PE→ P1.
Proof expanding that given in [EH87]. Both in the description as a projective
bundle over P1 and as in the construction from Proposition 4.3.1, the re-
sulting scheme will be reduced. Therefore, to show these constructions
are equivalent, it suffices to show that the set of closed points contained in
the image agree. That is, it suffices to show the projective bundle can be
described as (k− 1)-planes joining rational normal curves, and conversely,
that given any set of rational normal curves with isomorphisms to P1, the
planes joining the fibers determine the image of such a projective bundle.
We will start by showing the image of a projective bundle can be de-
scribed set theoretically as follows: We will construct k rational normal
curvesD1, . . . ,Dk with maps fi : Di → P1, so that the union of the (k− 1)-
planes joining f−11 (p), . . . , f
−1
k (p) form the image of the projective bundle.
Observe that for each i, 1 ≤ i ≤ k, we have a surjection
pii : E ∼= ⊕kj=1OP1(aj)→ OP1(ai).
This induces an inclusion in the other direction of schemes
φi : POP1(ai)→ PE.
Observe
φ∗iOPE(1) = OPO
P1
(ai)(1)
∼= OP1(ai).
Define Di to be the image of P1 embedded into Pk−1+
∑k
i=1 ai via the lin-
ear system φ∗iOPE(1). These copies of P
1 span all of Pk−1+
∑k
i=1 ai , because
the coordinates of this projective space correspond to the
∑k
i=1(ai+ 1) sec-
tions of E. In particular, the ith direct summand of E has ai + 1 sections
generating OPO(ai)(1), corresponding to the ai+ 1 sections spanned by the
imageDi. This shows thatD1, . . . ,Dk spanPk−1+
∑k
i=1 ai . Further, we have
natural maps fi : Di → P1 given by the composition Di → PE→ P1.
To complete this direction of the proof, we only need show that the
linear space spanned by the preimages f−1i (p) is precisely the image of a
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fiber of the projective bundle. However, we may note that taking p → P1
an inclusion, we have a fiber product
Pk−1 PE
p P1.
The top map corresponds to the restriction map of locally free sheaves
⊕ki=1OP1(ai)→ ⊕ki=1Op(ai)
where the latter map is evaluation at the point p. This map sends p to
f−1i (p), because the restriction
H0(P1,OP1(ai))→ H0(P1,Op(ai))
has kernel given by the ai dimensional space of global sections vanish-
ing at p. The intersection of the dual hyperplanes in OP1(ai) is precisely
f−1i (p). Therefore, we see that the fiber of PE over p ∈ P1 is a copy of
Pk−1. We already see it contains f−11 (p), . . . , f
−1
k (p), so if we show it is lin-
early embedded, it will necessarily be the plane spanned by these k points.
To see this, we have a restriction of global sections
H0(PE,OPE(1))→ H0(PE,OP⊕ki=1Op(ai)(1)).
Note that the latter map has image which is k dimensional, implying that
the image of the fiber is contained in a (k− 1)-plane. Further, the global
sections of OPE(1) vanishing on these k points are precisely those contain-
ing the span of f−11 (p), . . . , f
−1
k (p), and so their intersection is the plane
spanned by f−11 (p), . . . , f
−1
k (p), as claimed.
This completes the description of the set theoretic locus of the image of
PE and shows it is a variety swept out by k− 1 planes joining k rational
normal curves which span the ambient projective space.
Conversely, suppose we have a set of k rational normal curvesD1, . . . ,Dk,
where degDi = ai, inside PV , where dimV = k+
∑k
i=1 ai. Suppose fur-
ther we have maps from each of these curves to a fixed copy ofP1 and that
these curves spanPV . Then, we may view the span ofDi asPH0(OP1(ai)).
76 CHAPTER 4. BASICS OF SCROLLS
As above, the image of E := ⊕ki=1OP1(ai) under OPE(1) contains the ratio-
nal curves Di as hyperplane sections inside the planes corresponding to
the inclusions H0(OP1(ai)) → H0(⊕ki=1OP1(ai)). As shown above, this is
indeed the image of a locally free sheaf swept out by linear spaces joining
the points in a given fiber of the map fi : Di → P1.
Next, we explain the sense in which scrolls-1 and scrolls-3 are equiv-
alent. This will take some work, but we now give the proof assuming
Lemma 4.4.3, which says that the scheme cut out by the two by two mi-
nors of a matrix of the coordinate linear forms is reduced.
Proposition 4.4.2. Let k ∈ Z,a1 ≥ a2 ≥ · · · ≥ ak be integers with ak ≥ 1.
Let
Sa1,...,ak ⊂ P
∑k
i=1 ai+k−1 ∼= Proj k[x0,0, . . . , x0,a1 , x1,0, . . . , x1,a2 , . . . , xk,0, . . . , xk,ak ]
be a rational normal scroll of type a1, . . . ,ak as constructed in Proposition 4.3.1.
Then, we can write X as the scheme defined by the vanishing of the 2× 2 minors
of the matrix
M :=
(
x1,0 x1,1 · · · x1,a1−1 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
Conversely, any scheme cut out by the two by two minors of the above matrix is
isomorphic to Sa1,...,ak as constructed in Proposition 4.3.1.
Proof assuming Lemma 4.4.3. To prove this proposition, we will verify two
things:
1. First, we show that the underlying set of closed points of the vari-
ety defined by the minors of M are those swept out by the (k− 1)-
planes joining k distinct rational normal curves of degree a1, . . . ,ak.
Conversely, if we are given k such rational normal curves of degree
a1, . . . ,ak together spanning all ofPk−1+
∑k
i=1 ai , then the set of points
swept out by (k− 1)-planes joining them form the support of closed
points which are the vanishing of the minors ofM.
2. Second, we show that the scheme cut out by the minors of M is re-
duced.
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Since a projective reduced finite type scheme over Spec k is determined by
its closed points, verifying the above two assertions suffices.
Note that the second item above is precisely the content of the follow-
ing Lemma 4.4.3. So, to complete the proof, we only need verify the first
assertion.
Let V be the scheme cut out by the 2× 2 minors of M. Note that we
have a natural map V → P1 given by taking the ratio of the first row to the
second row. More precisely, on the patch ofPn where one of xi,j, xi,j+1 6= 0,
we define the map φ : V ∩D(xi,jxi,j+1) → P1 via the pair of divisors [xi,j :
xi,j+1]. These maps agree on the intersection of their domain of definition,
and hence patch to a map on V . Further, define the ak − 1 planes Hi =
Span(xi,0, . . . , xi,ai) for 1 ≤ i ≤ k. Next, define Ci := V ∩Hi. Observe that
Ci is a rational normal curve of degree ai. At least set theoretically, the
map φ|Ci : Ci → P1 is a bijection on closed points, as the closed points of
this curve are precisely those of the form xi,j = aai−jbj, which are mapped
to [a,b] under φ. That Ci is reduced follows from Lemma 4.4.3.
Now, consider the closed points in φ−1([a,b]). This is all points of the
form[
aa1p1,aa1−1bp1, . . . ,ba1p1,aa2p2, . . . ,ba2p2, . . . ,aakpk, . . . ,bakpk
]
which precisely forms the plane spanned by pi = φ|−1Ci ([a,b]). In other
words, set theoretically, such a scroll is swept out by the k− 1 planes join-
ing the preimage in Ci under φ|Ci of [a,b] ∈ P1. This shows that the set
theoretic vanishing locus of the minors is precisely that constructed as in
Proposition 4.3.1.
Conversely, if we start with rational normal curves C1, . . . ,Ck so that
Ci spans a hyperplane Hi of dimension ai − 1, we can realize Ci as the
vanishing of the minors of the matrix
Mi :=
(
xi,0 xi,1 · · · xi,ai−1
xi,1 xi,2 · · · xi,ai
)
.
This is easily seen because every rational normal curve can be written in
the above form since all rational normal curves are related by an automor-
phism of the ambient projective space, since there is a unique invertible
sheaf of degree ai on P1. Again, the curve defined by the vanishing of the
minors ofMi is isomorphic to P1. The isomorphism is given by taking the
78 CHAPTER 4. BASICS OF SCROLLS
ratio of the two rows of the matrix. This is a bijection on closed points, and
since the domain is reduced, the map is an isomorphism. Then, as above,
the minors of the resulting matrix
M :=
(
x1,0 x1,1 · · · x1,a1−1 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
precisely span the (k − 1)-planes obtained by joining the corresponding
points φ|−1Ci ([a,b]). To be precise, the map φ : V → P1 is given by taking
the ratio of the first and second rows ofM.
To complete the proof of Proposition 4.4.2, we only need prove Lemma 4.4.3.
We do this now, assuming Lemma 4.4.5 and Lemma 4.4.5.
Lemma 4.4.3. Let Y denote the scheme cut out by the minors of M. Then Y is
reduced. Further, if we let d =
∑k
i=1 ai and has Hilbert function equal to
pY(m) = d
(
m+ k− 1
k
)
+
(
m+ k− 1
k− 1
)
.
Remark 4.4.4. One proof of this Lemma 4.4.3 is given in [EH87, Lemma
2.1]. However, this uses the somewhat involved tools of perfect and un-
mixed rings. Another proof is given in [ACGH85, p. 71, Section II.3, Propo-
sition]. We now give an alternate proof by comparing Hilbert functions.
Idea of Proof of Lemma 4.4.3
The idea is to show that the Hilbert polynomial of a reduced scroll is the
same as the Hilbert polynomial of one cut out by the minors of a two by
two matrix of linear forms. In Lemma 4.4.5, we explicitly compute the
Hilbert polynomial of the ideal generated by the two by two minors of a
matrix, using a somewhat straightforward combinatorial bijection. On the
other hand, in Lemma 4.4.8, we relate the Hilbert polynomial of a scroll of
dimension k to a scroll of dimension k− 1. We do this using the fact that
the hyperplane section of a scroll is a scroll, as shown in Lemma 4.4.9.
Proof assuming Lemma 4.4.5 and Lemma 4.4.8. Let Y denote the scheme cut
out by the minors ofM and let X := Yred be the scheme Y with the reduced
scheme structure. We have a natural inclusion X → Y and to show Y is
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reduced, it suffices to show this inclusion is an isomorphism of schemes.
First, by [Vak, Exercise 18.6.F(b)], in order to show X → Y is an isomor-
phism, it suffices to show the have the same Hilbert function.
For convenience, define
fd,k(m) := d
(
m+ k− 1
k
)
+
(
m+ k− 1
k− 1
)
.
To complete the proof, it suffices to show
hY(m) = hX(m) = fd,k(m)
for m > 0 where hY ,hX are the Hilbert functions of X and Y respectively.
Further, because X → Y is a closed embedding, we know hY(m) ≥ hX(m)
for m > 0 by [Vak, Exercise 18.6.F(a)]. So, it suffices to show hX(m) =
fd,k(m) for m > 0 and hY(m) = fd,k(m), because we will then obtain
f(m) = hX(m) = hY(m) = fd,k(m) for m  0, and so all three functions
must be equal.
We will show this by induction on the dimension. Now, we can com-
plete the proof of the computation of the Hilbert function of a scroll, while
simultaneously verifying thatM is reduced. We will induct on the dimen-
sion of the scroll. The base case is when k = 1. In this case, we know
the Hilbert polynomial is hX(m) = md+ 1 = fd,1(m), as this is the Hilbert
polynomial of a rational normal curve inPd−1. By Lemma 4.4.5, this is also
the Hilbert function of the minors of the matrixM, in the case k = 1. Now,
inductively, assume that this lemma holds for scrolls of dimension k− 1.
By Lemma 4.4.8, we know that fd,k(m) = hX(m). However, we also know
from Lemma 4.4.5 that hY(m) = fd,k(m). So, hY(m) = fd,k(m) = hX(m)
and so we obtain that X → Y is an isomorphism and the Hilbert polyno-
mial of a scroll of degree d and dimension k is fd,k(m).
In order to prove Proposition 4.4.2, we still have to prove both Lemma 4.4.5
and Lemma 4.4.8. We start by showing Lemma 4.4.5.
Lemma 4.4.5. Letting Y denote the scheme cut out by the minors of M, we have
hY(m) = fd,k(m).
Remark 4.4.6. This proof relies on techniques from the theory of Gro¨bner
bases. For further reference on Gro¨bner bases, see Eisenbud [Eis95, Chap-
ter 15] and Cox–Little–O’Shea [CLO92, Chapter 2].
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Proof. Let I ⊂ S := k[x1,0, . . . , xk,ak ] denote the ideal generated by the
2× 2 minors of M. We are then looking for the Hilbert function of I ⊂
k[x1,0, . . . , xk,ak ]. Choose the graded reverse lexicographic ordering on the
monomials of S with x1,0 < · · · < xk,ak . With respect to this ordering.
We may note that the generators of I form a Gro¨bner basis for I, as can be
seen from the S-pair criterion for Gro¨bner bases. This is a direct algebraic
computation, as is carried out in [KPU09, Lemma 2.2].
Since the second graded piece of I actually forms a Grobner basis for I,
we obtain that the initial ideal of I is generated by terms of the form xi,jxk,l
for all xi,j, xk,l so that either i 6= k or (i = k and |j− l| > 1). Since the Hilbert
function of the initial ideal of I is equal to the Hilbert function of I, we can
compute the Hilbert function of the initial ideal of I. The generators of the
mth graded piece of S/I are the images of the monomials m of the form
m = xi1,j1 · · · xim,jm subject to the conditions that
1. i1 ≤ i2 ≤ · · · ≤ im and jt < jt+1 if it = it+1
2. there is a unique 1 ≤ i ≤ k so that
(a) whenever it > i then jt = ait
(b) whenever it < i then jt = 0
(c) if i = ir = ir+1 = · · · = is then js − jr ≤ 1.
These form a basis for the quotient S/I because no such term has as a
factor an element of the initial ideal of I, and every other degree m mono-
mial does. Finally, we can see there are fd,k(m) counting the number of
monomials with the conditions prescribed above. First, we will show
that those monomials m so that all variables in the expansion of m are
of the form xit,0 (that is, jt = 0 for all t) account for precisely
(
m+k−1
k−1
)
such terms. Indeed, if all jt are 0, then such monomials m are in bijec-
tion with monomials of the form xc11,0 · · · xckk,0 where the sum
∑k
i=1 ci = m.
There are
(
m+k−1
k−1
)
such monomials. (One slick way of seeing this is to
note that these polynomials form a basis for the degreem polynomials on
Pk−1 ∼= Proj k[x1,0, . . . , xk,0].)
It remains to show that there are d · (m+k−1k ) remaining such monomials
with some jt 6= 0. To do this, we will find a bijection between such mono-
mials and a choice (S,α) where S is a size k subset of {1, . . . ,m+ k− 1} and
4.4. EQUIVALENCE OF DESCRIPTIONS OF SCROLLS 81
α is an element of the set of tuples
{(1, 1), . . . , (1,a1), (2, 1), . . . , (2,a2), . . . , (k, 1), . . . , (k,ak)} .
Note that this set has size equal to d. Given a subset and
S = {n1, . . . ,nk} ⊂ {1, . . . ,m+ k− 1}
and a tuple α, we will construct a monomialmwhich is a product of vari-
ables which has variables of the form xi,j, xi,j+1 with (i, j+ 1) = α. That is,
if α = (i, j) then associate to (S,α) the monomial
x
n1−1
1,0 x
n2−n1−1
2,0 · · · xni−1−ni−2−1i−1,0 , xni−ni−1−1i,j−1 xni+1−nii,j xni+2−ni+1i+1,ai+1 · · · x
m+k−1−nk
k,ak
.
Exercise 4.4.7. Complete the above monomial count by showing this con-
struction given above is indeed a bijection.
We next prove the second lemma assumed in the proof of Proposi-
tion 4.4.2, although to prove this, we will assume Lemma 4.4.9.
Lemma 4.4.8. Assuming that hZ(m) = fd,k−1(m) for all scrolls Z of dimension
k− 1 and degree d, We have hX(m) = f(m) form > 0, where X ∈ Hscrolld,k .
Proof assuming Lemma 4.4.9. To prove this, we will induct on the dimen-
sion of the scroll. Using Lemma 4.4.9, we have that there exists a hyper-
plane H with H ∩ X a scroll of degree d and dimension k− 1. By our in-
ductive hypothesis, we know the Hilbert function of H∩ X.
Now, we have an exact sequence
0 OX(m− 1) OX(m) OX∩H(m) 0.
Note that this is also exact on global sections becauseH1(X,OX) = 0 holds.
One way to see this is that X is birational to PdimX and cohomology of the
structure sheaf is a birational invariant by [CR09, Theorem 1]. One can
also show H1(X,OX) = 0 via more elementary means (essentially by the
Leray spectral sequence) using Lemma 5.3.8, which we could prove now,
but we choose to defer until later.
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So, we obtain
h0(X,OX∩H(m)) = h0(X,OX(m)) − h0(OX(m− 1)),
or, in other words,
fd,k−1(m) = hX∩H(m) = hX(m) − hX(m− 1).
Now, observe that
fd,k−1(m) = fd,k(m) − fd,k(m− 1)
as follows from elementary algebra, which boils down to Pascal’s identity
for binomial coefficients. Hence, we obtain
hX(m) − hX(m− 1) = fd,k(m) − fd,k(m− 1)
and hX(m) = fd,k(m) for m ≤ 1. So, we have that hX(m) = fd,k(m) for all
m ∈ Z, as claimed.
We finally complete our proof of Lemma 4.4.8, by showing Lemma 4.4.9.
Lemma 4.4.9. A general hyperplane section of a smooth scroll X ∈ Hscrolld,k is a
smooth scroll Y ∈ Hscrolld,k−1.
Proof. Say X ∼= PE. Choose a hyperplane section corresponding to a quo-
tient sheaf E→ E ′ of the same degree given by
0 OP1 E E
′ 0.
Once one constructs a surjection E→ E ′ of invertible sheaves on P1 of the
same degree, the kernel will necessarily be OP1 . Then, OX(1) will restrict
to PE ′ and embed it as a scroll of dimension k− 1 and degree d.
To complete the proof, it suffices to show we can construct such a
map E → E ′. But, this is just a matter of writing down some simple
polynomials. As just one example, we can start by just take the map
E ∼= ⊕ki=1OP1(ai) → OP1(a1 + a2)⊕ (⊕ki=3OP1(ai)) which is the direct
sum of the multiplication map OP1(a1)⊕OP1(a2)→ OP1(a1+a2) and the
identity map on the later factors.
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This concludes the proof of Proposition 4.4.2. We next state and prove
an implication between the two descriptions of scrolls scrolls-1 and scrolls-
4
Proposition 4.4.10. Any smooth scroll as in Proposition 4.3.1 is realized as the
image pi(Φ) whereΦ is the incidence correspondence defined by some embedding
ι : P1 → G(k,d+ k).
Proof. The construction given in Proposition 4.3.1 actually defines the scroll
via the map P1 → G(k,d+ k). This completes the proof.
Remark 4.4.11. Unlike Proposition 4.4.1 and Proposition 4.4.2, there is not
an immediate converse to Proposition 4.4.10.
However, it is worth noting that whenever we have a nondegenerate
embedding P1 → G(k,d + k), we can construct a variety in Pd+k−1 as
follows: For any nondegenerate embedding ι : P1 → G(k,d+ k) (meaning
that the image does not lie in some G(k,d+ k− 1) ⊂ G(k,d)) we define
the incidence correspondence
Φ :=
{
(p,H) ∈ Pn ×G(k,n+ 1) : p ∈ H,h ∈ ι(P1)
}
with projections
Φ
Pn G(k,n+ 1).
pi
Then, consider the image pi(Φ) ⊂ Pd+k−1.
However, even if we impose that the degree of pi(Φ) is d, not all such
images will be smooth scrolls. For example, it is possible that the image
can be a cone over a scroll of one lower dimension. Therefore, in order to
obtain a converse to Proposition 4.4.10, one will essentially have to impose
that the map P1 → G(k,d+ k) be constructed as in Proposition 4.3.1.
Remark 4.4.12. It is interesting to note that in Proposition 4.4.10, we do not
distinguish what type of scroll it is. That is, we do not specify the sequence
a1, . . . ,ak corresponding to the smooth scroll. This stands in stark contrast
to the descriptions given in Proposition 4.4.1 and Proposition 4.4.2.
This leads to the following vague question:
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Question 4.4.13. Can one distinguish the isomorphism class of a scroll
in terms of the geometric properties of the embedding P1 → G(k,d+ k)
corresponding to that scroll from Proposition 4.4.10?
Chapter 5
Preliminaries on varieties of
minimal degree
5.1 The definition of varieties of minimal degree
In this chapter, we start by recalling the definition of a variety of minimal
degree. Following this, in section 5.2 we describe the Fano scheme of k-
planes in a fixed scroll. Finally, in section 5.3, we show that all smooth
varieties of minimal degree correspond to smooth points of the Hilbert
scheme.
Definition 5.1.1. A variety X ⊂ Pn of dimension k and degree d is of min-
imal degree if d+ k = n+ 1 and X is nondegenerate (i.e., not contained in
a hyperplane).
Remark 5.1.2 (Reason for the name “minimal degree”). As the name sug-
gests, there are no nondegenerate varieties with degree less than a variety
of minimal degree. Indeed, one can prove this by induction on the dimen-
sion of such a variety.
Exercise 5.1.3. Show that any nondegenerate variety X ⊂ Pn of dimension
k and degree d satisfies d ≥ n− 1− k. Hint: Use induction, on k. For the
inductive step, intersect X with a hyperplane not containing any of the
generic points of X.
The main structure theorem for irreducible varieties of minimal degree
is the following.
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Theorem 5.1.4 ( [EH87], Theorem 1). If X is an irreducible nondegenerate va-
riety over an algebraically closed field of minimal degree in Pn then X is either
smooth or a cone over a smooth irreducible nondegenerate variety of minimal de-
gree in Pn. If X is a smooth irreducible nondegenerate variety of minimal degree
in Pn, then X is either either a quadric hypersurface, a rational normal scroll, the
image of P2 under the 2-Veronese embedding ν2(P2)→ P5, or Pn itself.
5.2 Fano schemes of scrolls
Before coming to the main result of the section, Proposition 5.2.2, which
describes the Fano scheme of a scroll, we prove a quick but useful lemma
about varieties of minimal degree, whose degree equals their dimension.
Lemma 5.2.1. The scroll S1k of dimension k in P
2k−1 is, up to automorphism of
P2k−1, isomorphic to the Segre embedding P1 ×Pk−1 → P2k−1.
Proof. By the classification of minimal Theorem 5.1.4, up to automorphism,
there is a unique smooth variety of degree k and dimension k in P2k−1.
Since the Segre map is an embedding, the image is smooth. So, to complete
the proof, we only need know that the Segre embedding of P1 ×Pk−1 →
P2k−1 has degree k, which follows from [EH13, Proposition 2.11].
We now come to the description of the Fano scheme of a scroll. We
devote the remainder of this section to proving this characterization
Proposition 5.2.2. Suppose X ⊂ Pn is a smooth scroll of minimal degree d and
dimension k, where pi : X ∼= PE → P1 is the projection, for E a locally free
sheaf on P1. Further, let X ∼= Sa1,...,as,1j with a1 ≥ · · · ≥ as > 1. Suppose
that X ⊂ Pn is embedded so that it is the span of the planes joining rational
normal curves C1, . . . ,Cs,L1, . . . ,Lj where L1, . . . ,Lj are lines and C1, . . . ,Cs
are rational normal curves of degree at least 2. Let t be an integer with 1 ≤ t ≤
k− 1. Then, the t-planes contained in X are of one of the following two forms:
1 If j > 1, let P ⊂ PV be P = PW for a two dimensional subspace W ⊂ V ,
and let L1, . . . ,Lj be the projectivizations of planes P1, . . . ,Pj ⊂ V . Then,
W ∈ Span(P1, . . . ,Pj).
2 P is contained in some (k− 1)-plane which is the fiber of the projection map
pi : X→ P1.
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The Fano scheme of t-planes in X is smooth. If j ≥ 1 and t = 1, it has two
irreducible components, corresponding to planes of type 1 and 2. It has one irre-
ducible component corresponding to planes of type 2 otherwise. The component
of planes of type 2 is isomorphic to the Grassmannian bundle G(t + 1,E) over
P1. If it exists, meaning t = 1 and j ≥ 1, the component of planes of type 1 is
isomorphic to Pj−1.
Proof. We prove this by first giving a set theoretic description of the points
of the Fano scheme of planes in X, then constructing it as a scheme, and
finally showing that the scheme structure is reduced.
5.2.1 Set theoretic description
We will start by set theoretically describing the Fano scheme of t-planes in
X.
As in Proposition 4.4.2, we may write any given scroll X as the vanish-
ing locus of the 2× 2minors of
M :=
(
x1,0 x1,1 · · · x1,a1−1 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
Let Di the the rational normal curve defined by the vanishing of the 2× 2
minors of
Mi :=
(
xi,0 xi,1 · · · xi,ai−1
xi,1 xi,2 · · · xi,ai
)
considered as a curveDi ⊂ Pai . Next, defineWi ⊂ Pd+k−1 to be the linear
span of Ci. Define the linear subspace of Pd+k−1
Vi := V(x1,0, . . . , xi−1,ai−1 , xi+1,0, . . . , xk,ak)
for 1 ≤ i ≤ k. Consider the k+ 1 projections defined for 1 ≤ i ≤ k by
pii : P
d+k−1 \ Vi → Pai(
x1,0, . . . , xk,ak
) 7→ (xi,0, . . . , xi,ai) .
Observe that the image of X \ Vi is precisely the rational normal curve Di.
Now suppose we had a linear space P ⊂ X. The image pii(P \ Vi) ⊂ Di is
necessarily a linear subspace of Pai if it is nonempty. Further, because the
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intersection of all Vi is empty, for each closed point p ∈ P, there must be
some projection map pii defined at p. So, up to reordering, we may assume
that pi1 is defined at some point p ∈ P. If pi1(P \ V1) contains two points, it
necessarily contains the line joining them, which implies D1 contains the
line joining them. But, if D1 is a rational normal curve containing a line, it
must be a line.
Hence, there are two options. Either pi1(P \ V1) is a point contained in
C1 or else it is a line and C1 is a 1-dimensional linear subspace of Pd+k−1.
In particular, if Ci has degree at least 2, the image must then be a point.
There are now two cases to analyze:
1. There exists some i so that pii(P \ Vi) is a line.
2. For all i, we have pii(P \ Vi) is either empty or a point.
By Lemma 5.2.3, in the first case P is a line and is of type 1. By Lemma 5.2.4,
in the second case P is of type 2.
Lemma 5.2.3. If there is some i so that pii(P \ Vi) is a line, then P is a line.
Further, P is a line of type 1.
Proof. First, after reordering, assume that pii(P \ Vi) are lines for 1 ≤ i ≤ l,
but not for i > l. In particular, L1, . . . ,Ll are a subset of the lines L1, . . . ,Lj
defining the scroll. We first claim that P ⊂ Vi for i > l. Suppose this were
not the case. Then, pii(P \Vi) 6= ∅. In particular, pii is defined on some open
subset of the plane P. Choose two points p1,p2 ∈ P \ V1 ∪ Vi mapping to
distinct points under pi1. Then, by the condition that the minors of M
all vanish, we see that p1,p2 must also map to distinct points under pii,
contradicting the assumption that the image pii(P \ Vi) is not a line for
i > l. So, we conclude that the image of pii(P \ Vi) = ∅ implying P ⊂ Vi
for i > l.
Next, the condition that all minors of M vanish imply that if p /∈ Vi,
for 1 ≤ i ≤ l, then p /∈ Vw for all 1 ≤ w ≤ l and the the value of piw(p) is
defined and pi|L1pi1(p) = · · · = pi|Llpil(p). Here, we are abusing notation by
viewing pi|Li as the uniquely determined isomorphism from pii(Li) → P1
compatible with pi. Because of this, for all p ∈ P, we have that p /∈ Vi
for 1 ≤ i ≤ l, as the projection is defined at p. Additionally, since the
projection pi1(p) uniquely determines the projection pii(p) for 1 ≤ i ≤ l,
we obtain that pi1 is an isomorphism on P. In particular, P is a line.
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To complete the proof, we check that P is a linear combination of the
lines L1, . . . ,Ll. To see this, suppose p ∈ P has pi1(p) = [1, 0]. Then, observe
we have pii(p) = [ri, 0] for 1 ≤ i ≤ l. It follows that P is the projectiviza-
tion of a linear combination of the 2-planes whose projectivizations are
L1, . . . ,Ll in the ratio [1, r2, r3, . . . , rl] because all 2× 2 minors of M vanish
at all points p ∈ P. In this case, P is of type 1.
Lemma 5.2.4. If for all i, we have that pii(P \Vi) is either empty or a point, then
P is of type 2.
Proof. Suppose the nonempty projections, after possibly reordering theCi,
are the points p0, . . . ,pl where t ≤ l ≤ k. We wish to show that in this case,
P is contained in a fiber of the projection map. Choose a point q so that
q /∈ V1 ∪ · · · ∪ Vl. This holds true for a general q ∈ P. We will show that
all points of P lie in the same fiber of the map to P1 that q lies in. Because
M1, . . . ,Ml are all nonzero at q, the condition that the minors of M all
vanish at q imply that the ratio of the first row to second row of Mi at q
are all the same. Then, because the image pii(P \ Vi) consists of a single
point, it must be that all of P is contained in the same fiber, because the
open subset P \∪iVi is contained in that fiber. Therefore, P is contained in
the fiber of pi, so it is of type 2.
5.2.2 Scheme theoretic description
To complete the proof, it suffices to give the scheme theoretic descrip-
tion. We start by describing the reduced scheme structure of the Hilbert
scheme, using the set theoretic description above. The reduced scheme
structure for lines of type 1 is Pj−1 by Lemma 5.2.5 while the reduced
scheme structure for planes of type 2 is a Grassmannian bundleG(t+ 1,E)
from Lemma 5.2.6.
Lemma 5.2.5. When j ≥ 1 and t = 1, the reduced scheme structure of the
component of the Fano scheme whose closed points correspond to lines of type 1 is
Pj−1.
Proof. Then, note that we have a (2j − 1)-plane Λ spanned by the lines
L1, . . . ,Lj. Then, we have a scroll S1j ∼= X∩Λ. Further, by Lemma 5.2.1, we
have S1j ∼= P
1 × Pj−1. We now construct a closed subscheme of Pj−1 ×
Λ flat over Pj−1, which will correspond to a component of the Hilbert
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scheme, isomorphic to Pj−1. Choose a basis of Pj−1 given by x1, . . . , xj,
and then define the map
X ∼= Pj−1 ×P1 → Pj−1 ×Pd+k−1(
[x1, . . . , xj], [a,b]
) 7→ ([x1, . . . , xj] , [x1a, x1b, x2a, x2b, . . . , xja, xjb, 0, . . . , 0])
where we have reordered coordinates so that L1, . . . ,Lj appear as the first j
rational curves in the matrix representation ofX. In particular, the image of
this map is a subscheme flat over the projection X ∼= P1 ×Pj−1 → Pj−1. It
is flat by [Har77, Theorem III.9.9] because all fibers have the same Hilbert
polynomial and the base is reduced. This exhibits a subscheme of the
Hilbert scheme isomorphic to Pj−1 with closed points corresponding to
lines of type 1.
Lemma 5.2.6. The reduced scheme structure of the component of the Fano scheme
whose closed points correspond to planes of type 2 is a Grassmannian bundle
G(t+ 1,E).
Proof. Let Q be the projectivization of the universal subbundle of G(t +
1,E), whose fiber over a point is the corresponding line. See [EH13, Sub-
section 3.2.3] for a more detailed description of this bundle over the Grass-
mannian. To do this, we construct a subscheme
φ : Q→ G(t+ 1,E)×Pd+k−1
sending a line L which lies in a fiber of the map pi to the pair of that line
and the the line inside Pd+k−1.
This map can be constructed analogously to the map Pj−1 × P1 →
Pj−1 ×Pd+k−1 above.
Exercise 5.2.7. Write down the map φ explicitly. Possible approach: One
method is to describe this map locally over an trivialization of the Grass-
mannian bundle, and check the transition functions.
The resulting map Q → G(t + 1,E) gotten by composing φ with the
projectionG(t+1,E)×Pd+k−1 → Pd+k−1 is flat by [Har77, Theorem III.9.9]
because the fibers all have the same Hilbert polynomial and the baseG(t+
1,E) is reduced.
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5.2.3 Reduced scheme structure
In subsection 5.2.2, we constructed two subschemes of the Fano scheme of
planes in X. The closed points of the first correspond bijectively to those
points of the type 1. The closed points of the second component corre-
spond bijectively to those of the type 2.
Then, by subsection 5.2.1, these planes correspond to all planes in the
Fano scheme of planes in X. To complete the argument, it suffices to show
that the Fano scheme of planes is smooth, and hence automatically re-
duced. To do this, we will show
h0(P,NP/X) ≤
{
j− 1 = dimPj−1 if P is of type 1
1+ (t+ 1)(k− t− 1) = dimG(t+ 1,E) if P is of type 2
It then follows that the Fano scheme is smooth because H0(P,NP/X) is
canonically identified with the tangent space to the Fano scheme (i.e., the
Hilbert scheme) using [Har10, Theorem 1.1(b)]. Note that the reverse in-
equality holds automatically because we have shown that the reduced
components of the Fano scheme have the above dimensions. Therefore,
this computation will show equality actually holds, and so this Fano scheme
is smooth. In particular, this also implies if t = 1 and j 6= 0, the two irre-
ducible components are connected components, because a smooth point
lies on a unique connected component.
Note also that because the two sets of planes from 1 and 2 are always
disjoint, this will imply that the Fano scheme of planes in X has two irre-
ducible components when j ≥ 1 and t = 1, and one irreducible component
otherwise.
So, to complete the proof of Proposition 5.2.2, we now have two cases,
depending on whether the plane is of type 1 or 2. These are covered in
Lemma 5.2.8 and Lemma 5.2.9 respectively.
Lemma 5.2.8. Let X be a scroll of dimension k, with X ∼= Sa1,...,as,1j as in Propo-
sition 5.2.2. Let P ⊂ X be a t-plane contained in X, with inclusion η : P → X
Suppose that P is of type 1. Then,
h0(P,NP/X) ≤ j− 1.
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Idea of proof of Lemma 5.2.8
This proof is simply a matter of chasing exact sequences. We first use
the normal exact sequence to relateNP/X to TX|P. Then, we use the tangent
exact sequence to relate TX|P to Tpi|P. Then, we use the Euler exact sequence
to relate Tpi|P to pi∗E(1)|P, which we can finally compute.
Proof. Note that in this case, P is necessarily a line by Lemma 5.2.3. Since
P and X are both smooth, the sequence
0 TP TX|P NP/X 0
is exact. Note that P ∼= P1 and so H1(P, TP) ∼= H1(P1,OP1(2)) = 0. There-
fore, we have an exact sequence on global sections
0 H0(P, TP) H0(P, TX|P) H0(P,NP/X) 0.
The first term is three dimensional. Therefore, to conclude, we only have
to show
h0(P, TX|P) ≤ (j− 1) + 3
Next, since pi is a smooth map, the relative tangent sequence is exact,
and, restricting this to P, we have the exact sequence
0 Tpi|P TX|P pi
∗TP1 |P 0.
Observe that pi∗TP1 |P = η∗pi∗TP1 . However, by construction of the map pi
using the description of a scroll as the variety swept out by planes joining
a collection of lines given in Proposition 4.4.1, the composition pi ◦ η is an
isomorphism. Therefore, h0(P1,pi∗TP1 |P) = h0(P1, TP1) = 3. Therefore, we
get a left exact sequence on cohomology implying
h0(P, TX|P) ≤ h0(P, Tpi|P) + h0(P,pi∗TP1 |P)
= h0(P, Tpi|P) + 3
So, to complete the proof, it suffices to show
h0(P, Tpi|P) = j− 1.
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For this, we will use the Euler exact sequence [Bra14, Theorem 4.5.13]
(see also [Vak, Subsection 21.4.9])
0 OPE pi
∗(E∨)(1) Tpi 0.
Restricting this to P, the resulting sequence will be exact on global sections
because H1(P,OPE) = H1(P,OP) = 0, and taking global sections, we have
h0(P, Tpi|P) = h0(P,pi∗(E∨)(1)) − h0(P,OP)
= h0(P,pi∗(E∨)(1)|P) − 1.
Therefore, to complete the proof, we only need show
h0(P,pi∗(E∨)(1)|P) = j.
But now, observe that
pi∗(E∨)(1)|P ∼= η∗(pi∗(E∨)(1))
∼= η∗pi∗(E∨)⊗ η∗OPE(1)
∼= E∨ ⊗OP(1),
where here we are crucially using that pi ◦ η : P → P1 is an isomorphism.
Now, writing
E ∼= OP(a1)⊕ · · · ⊕OP(as)⊕
j⊕
i=1
OP(1),
with a1 ≥ · · · ≥ as > 1, we obtain that
E∨ ⊗OP(1) ∼= OP(1− a1)⊕ · · · ⊕OP(1− as)⊕
j⊕
i=1
OP.
Because a1 ≥ · · · ≥ as > 1, we obtain that
h0(P,E∨ ⊗OP(1)) = j,
as desired, completing the proof.
Lemma 5.2.9. Let P ⊂ X be a t-plane contained in X, a scroll of dimension k,
with X ∼= Sa1,...,as,1j as in Proposition 5.2.2. Suppose that P is of type 1. Then,
h0(P,NP/X) ≤ 1+ (t+ 1)(k− t− 1).
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Idea of proof of Lemma 5.2.9
We prove this via a method analogous to Lemma 5.2.8. That is we first use
the normal exact sequence to relateNP/X to TX|P. Then, we use the tangent
exact sequence to relate TX|P to Tpi|P. Then, we use the Euler exact sequence
to relate Tpi|P to pi∗E(1)|P, which we can finally compute.
Proof. Since P and X are both smooth, the sequence
0 TP TX|P NP/X 0
is exact. Note that by the Euler exact sequence for P ∼= Pt, we have that
h0(P, TP) = (t+ 1)2 − 1
h1(P, TP) = 0.
Therefore, we have an exact sequence on global sections
0 H0(P, TP) H0(P, TX|P) H0(P,NP/X) 0.
To conclude our proof, we only need show
h0(P, TX|P) = h0(P,NP/X) + h
0(P, TP)
= h0(P,NP/X) +
(
(t+ 1)2 − 1
)
≤ (1+ (t+ 1)(k− t− 1)) +
(
(t+ 1)2 − 1
)
= tk+ k.
Next, since pi is a smooth map, the relative tangent sequence is exact, and,
restricting this to P, we have the exact sequence
0 Tpi|P TX|P pi
∗TP1 |P 0.
Observe that pi∗TP1 |P ∼= OP because P lies in a fiber of pi. Therefore, we get
a left exact sequence on cohomology implying
h0(P, TX|P) ≤ h0(P, Tpi|P) + h0(P,pi∗TP1 |P)
= h0(P, Tpi|P) + 1
5.3. SMOOTHNESS OF MINIMAL DEGREE HILBERT SCHEMES 95
So, to complete the proof, it suffices to show
h0(P, Tpi|P) = tk+ k− 1.
For this, we will use the Euler exact sequence, [Bra14, Theorem 4.5.13]
(see also [Vak, Subsection 21.4.9])
0 OPE pi
∗(E∨)(1) Tpi 0.
Restricting this to P, the resulting sequence will be exact on global sections
because H1(P,OPE) = H1(P,OP) = 0. Taking global sections, we have
h0(P, Tpi|P) = h0(P,pi∗(E∨)(1)) − h0(P,OP)
= h0(P,pi∗(E∨)(1)|P) − 1.
Therefore, to complete the proof, we only need show
h0(P,pi∗(E∨)(1)|P) = tk+ k.
But now, observe that
pi∗(E∨)(1)|P ∼= η∗(pi∗(E∨)(1))
∼= η∗pi∗(E∨)⊗ η∗OPE(1)
∼= OkP ⊗OP(1)
∼= OP(1)
k
where here we are crucially using that η∗pi∗F ∼= OrkFP because P is con-
tained in a fiber of pi. But then, we have
h0(P,pi∗(E∨)(1)|P) = h0(P,OP(1)k)
= k(t+ 1)
as desired, completing the proof.
5.3 Smoothness of the Hilbert scheme of vari-
eties of minimal degree
In this section, we will check that for X a smooth variety of minimal de-
gree, X is a smooth point of the Hilbert scheme. The primary tactic for
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showing this is to show that H1(X,NX) = 0. Hence, by [Har10, Corollary
6.3], X is a smooth point of the Hilbert scheme. Note that in the case X is a
local complete intersection (e.g., that X is smooth) it has no local obstruc-
tions by [Har10, Corollary 9.3], and so we may apply [Har10, Corollary
6.3] in such a case.
By Theorem 5.1.4, we only have to deal with quadric surfaces, the
Veronese surface, and scrolls. We start with the easy case of quadric sur-
faces, which follows from the more general Lemma 5.3.1. Then, we move
on to showing smoothness of the dth Veronese embedding νd : Pn →
P(
n+d
d )−1, when viewed as a point of the Hilbert scheme in Proposition 5.3.2.
In particular, this implies that any Veronese surface inP5 under the second
Veronese embedding is a smooth point of the Hilbert scheme. Finally, in
Proposition 5.3.5, we show all smooth scrolls correspond to smooth points
of the Hilbert scheme.
We begin with showing hypersurfaces are smooth points of the Hilbert
scheme.
Lemma 5.3.1. If X ⊂ Pn is any hypersurface, then it is a smooth point of the
Hilbert scheme and satisfies H1(X,NX/Pn) = 0.
We give two proofs.
Proof 1. If X is a hypersurface, it is a divisor, and so the normal bundle
is OX(X). Observe that H1(X,OX(X)) = 0 as follows from the long exact
sequence on cohomology associated to the short exact sequence of sheaves
0 OPn OPn(X) OX(X) 0
as H2(Pn,OPn) = H1(Pn,OPn(degX)) = 0. Therefore, H1(X,OX(X)) = 0,
and so [Har10, Corollary 6.3] and [Har10, Corollary 9.3], X is a smooth
point of the Hilbert scheme.
Proof 2. By [Vak, Proposition 28.3.6], the Hilbert scheme of degree d in Pn
is P(
n+d
d )−1. In particular, all points of this Hilbert scheme are smooth
points, as Pr is smooth for any r.
Next, we show Veronese varieties are smooth points of the Hilbert
scheme.
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Proposition 5.3.2. LetN :=
(
n+d
d
)
− 1. Let X := νd(Pn) ⊂ PN be the image of
Pn under the dth Veronese embedding. Then, X is a smooth point of the Hilbert
scheme and has H1(X,NX/PN) = 0. Further, H
0(X,NX/PN) = (N+ 1)
2 − (d+
1)2, and so dimHX = (N+ 1)2 − (n+ 1)2.
Proof. As usual, by [Har10, Corollary 6.3] and [Har10, Corollary 9.3], it
suffices to show H1(X,NX/PN) = 0. For simplicity of notation, defineN :=(
n+d
d
)
− 1.
For this, by the normal exact sequence,
0 TX TPN |X NX/PN 0
in order to show H1(X,NX/PN) = 0, it suffices to show
H2(TX) = 0
H1(TPN |X) = 0
These both follow from the Euler exact sequence. Since X is abstractly
isomorphic to Pn, we have the Euler exact sequence
0 OPn OPn(1)
n+1 TX 0.
In particular,H2(X, TX) = 0 becauseH1(Pn,OPn(1)) = 0 andH2(Pn,OPn) =
0.
To complete the proof, we only need show H1(TPN |X) = 0. This too
follows from the Euler exact sequence, this time applied to PN. We have
0 OPN |X OPN(1)
N+1|X TPN |X 0.
So, to show H1(TPN |X) = 0, it suffices to show H
2(X,OPN |X) = 0 and
H1(X,OPN(1)
N+1|X) = 0. First, since X ∼= Pn, we have
H2(X,OPN |X) = H
2(Pn,OPn) = 0.
Second, we see
H1(X,OPN(1)
N+1|X) = H
1(X,OPn(d)N+1) = 0.
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The statement thatH0(X,NX/PN) = (N+ 1)
2− (n+ 1)2 follows by chasing
these same sequences. Next, X is a smooth point of the Hilbert scheme, and
H0(X,NX/PN) is the tangent space to the Hilbert scheme at X, by [Har10,
Theorem 1.1(b)]. Thus, it follows that dimHX = h0(X,NX/PN), completing
the proof.
Corollary 5.3.3. If X := νd(Pn) ⊂ P(
n+d
d )−1 is the image ofPn under some dth
Veronese embedding, then HX satisfies interpolation if there exists some smooth
Veronese variety through
(
n+d
d
)
+n+ 1 general points.
Proof. This follows from Proposition 5.3.2 and the definition of interpola-
tion because (
n+d
d
)2
− (n+ 1)2(
n+d
d
)
− (n− 1)
=
(
n+ d
d
)
+n+ 1.
To show that all varieties of minimal degree are smooth points of the
Hilbert scheme, it only remains to show that smooth scrolls are smooth
points of the Hilbert scheme. This is the content of Proposition 5.3.5,
whose proof will occupy much of the remainder of this section.
Remark 5.3.4. The proof of Proposition 5.3.5, is structured in reverse or-
der from what one usually finds in a math book. Usually, one might first
prove several lemmas, and then combine them to prove our main result
Proposition 5.3.5. However, here, we instead reduce the proof of Proposi-
tion 5.3.5 to showing several lemmas, which we in turn reduce to showing
other lemmas, and so on.
The reason for this structure is that the proof will be fairly involved.
By first reducing the proof to smaller chunks, we will motivate the proofs
of the smaller chunks. We present the proof in this reverse order, as this is
the logical order in which one would would try to solve the problem.
Proposition 5.3.5. Let X ⊂ Pn be a smooth variety of minimal degree d and
dimension k. Then, H1(X,NX/Pn) = 0. Thus, the corresponding point [X] ∈
Hscrolld,k is smooth.
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Proof assuming Lemma 5.3.6 and Proposition 5.3.10. First, suppose we knew
H1(X,NX/Pn) = 0. By [Har10, Corollary 6.3], which is applicable because
X is smooth, using [Har10, Corollary 9.3], we obtain that HX is smooth at
[X]. Therefore, it suffices to show H1(X,NX/Pn) = 0.
Next, we have the normal exact sequence
0 TX TPn |X NX/Pn 0.
From the associated long exact sequence on cohomology, in order to show
H1(X,NX/Pn) = 0, it suffices to show H1(TPn |X) = 0 and H2(TX) = 0. First,
by Proposition 5.3.10 we have H2(TX) = 0. To complete the problem, it
suffices to showH1(TPn |X) = 0. But, this is the content of Lemma 5.3.6.
So, our next goals are to prove Lemma 5.3.6 and Proposition 5.3.10. We
start with a proof of Lemma 5.3.6, which in turn assumes Lemma 5.3.8.
Lemma 5.3.6. For X a variety of minimal degree in Pn, we have H1(TPn |X) = 0
and H0(TPn |X) = (n+ 1)2 − 1.
Proof assuming Lemma 5.3.8. We have an exact sequence on Pn given by
0 OPn OPn(1)
n+1 TPn 0.
Restricting this to X, we obtain
0 OX OX(1)
n+1 TPn |X 0.
So, to show H1(X, TPn |X) = 0, it suffices to show H1(X,OX(1)) = 0 and
H2(X,OX) = 0. These both follow from Lemma 5.3.8.
Finally, we compute H0(TPn |X). Since X is rational, we again have
H1(X,OX) = 0. Additionally, since X is connected, we knowH0(X,OX) = 1.
Therefore, to conclude the proof, it suffices to showH0(OX(1)) = n+ 1. Fi-
nally, this follows from Lemma 5.3.8.
Remark 5.3.7. Note one can also deduce H2(X,OX) = 0 by using the fact
that the cohomology of the structure sheaf is a birational invariant. This
is much easier to show in characteristic 0 than in characteristic p > 0,
but follows in positive characteristic from [CR09, Theorem 1]. Here is
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a proof in the characteristic 0 case: Define hi,j(X) := hj(X,ΩiX/k), then
from Hodge theory (see the aside following (21.5.11.1) in [Vak]) we have
h0,i(X) = hi,0(X) = h0(X,ΩiX/k) and the latter is a birational invariant
by [Vak, Exercise 21.5.A].
In order to prove Lemma 5.3.6 we prove Lemma 5.3.8, assuming Lemma 5.3.9.
Lemma 5.3.8. Let E ∼= ⊕iOP1(ai) be a locally free sheaf on P1 with ai > 0 and
projectivization pi : PE → P1. Then, Hi(PE,OPE(m)) ∼= Hi(P1, Symm E). In
particular, Hi(PE,OPE(m)) = 0 for i ≥ 2.
Proof of Lemma 5.3.8, assuming Lemma 5.3.9. Observe that the last statement
Hi(PE,OPE(m)) = 0 for i ≥ 2 follows immediately from the isomorphism
Hi(PE,OPE(m)) ∼= Hi(P1, Symm E) because P1 is only 1-dimensional.
By, Lemma 5.3.9, we have Ripi∗OPE(m) = 0 for i > 0while pi∗OPE(m) ∼=
Symm E. So, the Leray spectral sequence, [Vak, Theorem 23.4.5] tells us
there is a spectral sequence with E2 term given by Hq(P1,Rppi∗OPE(m))
abutting toHp+q(PE,OPE(m)). However, we knowHq(P1,Rppi∗OPE(m)) =
0 whenever p > 0, by Lemma 5.3.9, and therefore, the spectral sequence
has already converged at the E2 page, with
Hp+q(PE,OPE(m)) ∼= Hp+q(P1,pi∗OPE(m))
∼= Hp+q(P1, Symm E)
as claimed.
We conclude the proof of Lemma 5.3.6 by proving Lemma 5.3.9.
Lemma 5.3.9. Let PE ⊂ Pn be a rational normal scroll with structure map
pi : PE → P1. Then, the higher derived pushforward of OPE(m) for m ≥ 0
satisfy
Ripi∗OPE(m) ∼=
{
Symm E if i = 0
0 if i > 0
Proof. First, the i = 0 case follows from [EH13, Proposition 9.3]. Note
that we are using the convention that PE := Proj Sym• E instead of the
convention PE := Proj Sym• E∨, adopted in [EH13], which explains the
lack of a dual.
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To complete the proof, we only need show that Ripi∗OPE(1) = 0 for
i > 0. Technically, this is also stated in [EH13, Proposition 9.3], but the
proof is somewhat lacking in details, so we provide them here.
To see this, note that OPE(m) is flat over P1 because the fibers are all
have the same Hilbert polynomial and P1 is reduced, by [Har77, Theo-
rem III.9.9]. Hence, we have hi(PEq,OPE(1)|Xq) ∼= h
i(Pk−1,OPk−1(1)) = 0
when i > 0, because all fibers of pi are isomorphic to a projective space
Pk−1. Hence, by Grauert’s theorem, [Vak, Grauert’s Theorem 28.1.5], we
have that Ripi∗OPE is locally free. It is then 0 because it has rank 0 at all
closed points.
To conclude the proof of Proposition 5.3.5, we only need prove Proposi-
tion 5.3.10. We do this assuming Lemma 5.3.11, Lemma 5.3.12, and Lemma 5.3.13.
Proposition 5.3.10. Let E ∼= ⊕iOP1(ai) be a locally free sheaf on P1 with all
ai > 0 and projectivization pi : PE→ P1. Then,
hi(PE, TPE) =
{
hi(P1, EndE) if i > 0
hi(P1, EndE) + 2 if i = 0.
In particular Hi(PE, TPE) = 0 for i ≥ 2.
Proof assuming Lemma 5.3.11, Lemma 5.3.12, and Lemma 5.3.13. The main con-
tent of this proof is the use of the Leray spectral sequence which we use
to relate EndE to pi∗E∨(1), the relative Euler exact sequence which we use
to relate pi∗E(1) to Tpi, and the relative tangent sequence which we use to
relate Tpi to TPE. Combining these, we have,
h0(P1, EndE) = h0(PE,pi∗E∨(1)) by Lemma 5.3.11
= h0(PE, Tpi) + δi0 by Lemma 5.3.12
= h0(PE, TPE) − 2δi0 by Lemma 5.3.13
where δij is the Kronecker δ function. We have that Hi(PE, TPE) = 0 for
i ≥ 2 because it is isomorphic toHi(P1, EndE) which is 0when i ≥ 2 since
P1 is only 1-dimensional.
It now only remains to prove Lemma 5.3.11, Lemma 5.3.12, and Lemma 5.3.13.
We start with Lemma 5.3.11.
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Lemma 5.3.11. Let E ∼= ⊕iOP1(ai) be a locally free sheaf on P1 with all ai > 0
and projectivization pi : PE→ P1. Then,
Hi
(
PE,pi∗(E∨)(1)
)
∼= Hi(P1, EndE)
Proof. First, because R0pi∗ is the same functor as pi∗, by Lemma 5.3.9, with
m = 1, we have pi∗OPE(1) ∼= E. Hence, applying the projection for-
mula [Vak, Exercise 18.8.E], we obtain an isomorphism(
Ripi∗OPE(1)
)
⊗ E∨ ∼= Ripi∗
(
OPE(1)⊗ pi∗E∨
)
.
In particular, the left hand side is 0 for i > 0 by Lemma 5.3.9 with m = 1,
and is E⊗ E∨ ∼= EndE when i = 0. Therefore, we have
Ripi∗
(
OPE(1)⊗ pi∗E∨
)
∼=
{
EndE if i = 0
0 if i > 0.
Now, applying the Leray spectral sequence [Vak, Theorem 23.4.5], we
see that there is a spectral sequence with E2 term given by
Hq
(
P1,Rppi∗
(
OPE(1)⊗ pi∗E∨
))
abutting to
Hp+q
(
PE,OPE(1)⊗ pi∗E∨
)
.
However, because Hq
(
P1,Rppi∗
(
OPE(1)⊗ pi∗E∨
))
= 0 for p > 0, we ob-
tain that the spectral sequence has already converged at the E2 page with
Hp+q
(
PE,pi∗E∨(1)
)
∼= Hp+q
(
P1,R0pi∗
(
pi∗E∨(1)
))
∼= Hp+q(P1, EndE).
We have now reduced our task to proving Lemma 5.3.12 and Lemma 5.3.13.
We next tackle Lemma 5.3.12.
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Lemma 5.3.12. Let E ∼= ⊕iOP1(ai) be a locally free sheaf on P1 with all ai > 0
and projectivization pi : PE→ P1. Then,
hi(PE, Tpi) =
{
hi(PE,pi∗(E∨)(1)) if i > 0
hi(P1,pi∗(E∨)(1)) − 1 if i = 0.
Proof. First, by [Bra14, Theorem 4.5.13] (see also [Vak, Subsection 21.4.9])
we have the Euler exact sequence
0 OPE pi
∗(E∨)(1) Tpi 0
where Tpi is the relative tangent sheaf of pi : PE→ P1.
We now use these sequences to determine the cohomology of TPE. First,
since PE is rational, we have Hi(PE,OPE) = δi0. Here, we are using
Lemma 5.3.8. This implies that for i > 0, we have an isomorphism
Hi(PE,pi∗(E∨)(1)) ∼= Hi(PE, Tpi).
Further, when i = 0,
h0(PE,pi∗(E∨)(1)) − 1 = h0(PE, Tpi).
Finally, to conclude our proof of Proposition 5.3.5, it suffices to prove
Lemma 5.3.13. Following our style so far, we prove this assuming two
more lemmas, Lemma 5.3.14 and Lemma 5.3.15.
Lemma 5.3.13. Let E ∼= ⊕iOP1(ai) be a locally free sheaf on P1 with all ai > 0
and projectivization pi : PE→ P1. Then,
hi(PE, TPE) =
{
hi(PE, Tpi) if i > 0
hi(PE, Tpi) + 3 if i = 0
Proof assuming Lemma 5.3.14 and Lemma 5.3.15. Because pi, is smooth and
P1 is smooth over k, we have that the relative tangent sequence
0 Tpi TPE pi
∗TP1 0.
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is exact.
By Lemma 5.3.14,
Hi(PE,pi∗TP1) = 0
for all i > 0. Since we also know the relative tangent sequence is exact on
global sections, by Lemma 5.3.15, we have an isomorphism
Hi(PE, Tpi) ∼= Hi(PE, TPE)
for all i > 0. So, for i > 0, we have the claimed isomorphisms
Hi(PE, Tpi) ∼= Hi(PE, TPE)
coming from the relative tangent sequence.
Finally, in the case i = 0, we obtain that
hi(PE, Tpi) = hi(PE, TPE) + 3
because the relative tangent sequence is exact on global sections, by Lemma 5.3.15,
and because h1(PE,pi∗TP1) = 0 by Lemma 5.3.14.
To conclude our proof, we only need show Lemma 5.3.14 and Lemma 5.3.15.
First, we dispense with Lemma 5.3.14.
Lemma 5.3.14. Let pi : PE→ P1 be a projective bundle. Then, we have
Hi(PE,pi∗TP1) = H
i(P1, TP1) =
{
3 if i = 0
0 if i 6= 0.
Proof. Of course, since TP1 ∼= OP1(2), in order to complete the proof, we
only need show
Hi(PE,pi∗TP1) = H
i(P1, TP1).
By Lemma 5.3.9, applied withm = 2, we have that
Ripi∗pi∗TP1 ∼= R
ipi∗pi∗OP1(2) = 0
when i > 0 and
pi∗pi∗TP1 ∼= OP1(2) ∼= TP1
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when i = 0. Finally, by applying the Leray spectral sequence [Vak, The-
orem 23.4.5], we obtain that there is a spectral sequence with E2 term given
byHq(P1,Rppi∗pi∗TP1) abutting toHp+q(PE,pi∗TP1). BecauseHq(P1,Rppi∗pi∗TP1) =
0 for p > 0, the spectral sequence converges at the E2 page and we have
Hp+q(PE,pi∗TP1) ∼= H
p+q(P1, TP1).
We have finally reduced proving Proposition 5.3.5 to showing Lemma 5.3.15.
We do this now.
Lemma 5.3.15. Let pi : PE→ P1 be a projective bundle where E ∼= ⊕ki=1OP1(ai)
with ai > 0 for all i. The sequence
0 H0(PE, Tpi) H0(PE, TPE) H0(PE,pi∗TP1) 0
gotten by taking global sections of the relative tangent sequence is exact.
Proof. Because pi is smooth and P1 is smooth over k, the relative tangent
sequence is exact, and so the above sequence on cohomology is automat-
ically left exact. Because H0(PE,pi∗TP1) = H0(P1, TP1) = 3, in order to
show this is exact, it suffices to show
h0(PE, Tpi) + 3 ≤ h0(PE, TPE).
Further, recall that H0(PE, TPE) parameterizes first order automorphisms
whileH0(PE, Tpi) parameterizes first order automorphisms fixing each fiber
of pi : PE→ P1. The inclusionH0(PE, Tpi)→ H0(PE, TPE) the expresses the
natural inclusion of these two parameterizations. Hence, it suffices to ex-
hibit a three dimensional family of automorphisms not fixing PE fiber by
fiber. We will now do this.
If X ∼= PE ∈ Sa1,...,ak , and X is embedded into Pd+k−1 so that it has
degree d and dimension k, we have an explicit description of X as the
vanishing of the 2× 2minors of
M :=
(
x1,0 x1,1 · · · x1,a1−1 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
Now, acting on M on the left by an element of GL2(k) will produce a new
matrix whose rank one locus agrees with that ofM and this automorphism
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sends fibers of the structure map pi : PE→ P1 to fibers of pi. The elements
of GL2(k) act on P1 = impi by linear fractional transformations. In par-
ticular, they act triply transitively and hence define a three dimensional
family of automorphisms preserving the fibers of pi.
To conclude this section, we calculate the dimension of the Hilbert
scheme by finding the dimension of H0(X,NX/Pn) for X a scroll.
Proposition 5.3.16. If X is a smooth scroll of minimal degree d and dimension
k in Pn then h0(X,NX/Pn) = (d+ k)2 − k2 − 3. In particular, dimHscrolld,k =
(d+ k)2 − k2 − 3.
Proof. First, by Proposition 5.3.5, we know HX is smooth at [X]. So we
know dimHX = dim T[X]HX = h0(X,NX/Pn), where the latter equality
holds by [Har10, Theorem 1.1(b)]. So, to conclude the proof, we only need
show h0(X,NX/Pn) = (d+ k)2− k2− 3. We will compute H0(X,NX/Pn) by
the exact sequence
0 TX TPn |X NX/Pn 0.
As we saw in Lemma 5.3.6, we have H1(X, TPn |X) = 0, so we can consider
the exact sequence on cohomology
0 H0(X, TX) H0(X, TPn |X) H0(NX/Pn)
H1(X, TX) 0.
We know from Lemma 5.3.6, that H0(X, TPn |X) = (n+ 1)2 − 1. We want to
show h0(NX,Pn) = (n+ 1)2 − k2 − 2. So, to complete the proof, it suffices
to show that
χ(X, TX) = h0(X, TX) − h1(X, TX) = k2 + 2.
This suffices because dimension is additive in exact sequences, so we will
obtain
h0(X,NX/Pn) = (n+ 1)
2 − 1− k2 − 2 = (n+ 1)2 − k2 − 3.
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In order to show χ(X, TX) = k2 + 2, by Proposition 5.3.10, it suffices to
show that
χ(P1, EndE) = h0(P1, EndE) − h1(P1, EndE) = k2.
Now, writing E = ⊕kj=1OP1(aj), we have
EndE ∼= E⊗ E∨ ∼= ⊕i,jOP1(ai − aj).
Therefore,
χ(P1, EndE) ∼= χ(P1,⊕i,jOP1(ai − aj))
=
∑
i,j
χ(OP1(ai − aj))
=
∑
i,j
(ai − aj + 1)
=
∑
i,j
1
= k2
as desired.
Remark 5.3.17. One can also compute dimHscrolld,k in a different way. We
now provide a sketch of this alternate approach, omitting many of the
details:
Using the fact that the general member of Hscrolld,k is a balanced scroll
(which holds because one can degenerate a balanced scroll to any unbal-
anced scroll, via a corresponding exact sequence of locally free sheaves),
the dimension of the Hilbert scheme will be equal to the dimension of
the space of balanced scrolls. One can then check that this dimension is
the difference of the dimensions of the automorphisms of projective space
and the automorphisms of a balanced scroll. Since the automorphisms
of projective space are (d + k)2 − 1 dimensional, it suffices to show that
automorphisms of a balanced scroll are k2 + 2 dimensional.
Let X = PE for E an invertible sheaf on P1. Note that dimAut(X) =
dimH0(P1, EndE) + 2 = dimPH0(P1, EndE) + 3 by Proposition 5.3.10.
But, since X is balanced, we can write E ∼= OP1(a1)⊕ · · · ⊕OP1(ak) where
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ak − a1 ≤ 1. Suppose a1 = a2 = · · ·at and either t = k or at+1 = at + 1.
Then,
EndE ∼= E⊗ E∨ ∼= O⊕(t2+(k−t)2)
P1
⊕OP1(1)⊕t(k−t) ⊕OP1(−1)⊕t(k−t).
Therefore,
h0(P1, EndE) ∼= h0(P1,O⊕(t
2+(k−t)2)
P1
⊕OP1(1)⊕t(k−t) ⊕OP1(−1)⊕t(k−t))
= t2 + (k− t)2 + 2t(k− t) + 0
= (t+ (k− t))2
= k2
So, by Proposition 5.3.10, the vector space of first order automorphisms of
such a balanced scroll is k2 + 2 dimensional. Hence,
dimHscrolld,k = (n+ 1)
2 − 1− k2 − 2 = (n+ 1)2 − k2 − 3,
as claimed.
Chapter 6
Degenerations of varieties of
minimal degree
We have now arrived at what is arguably the most technical chapter of this
thesis. In this chapter we examine the degeneration of a scroll in Hscrolld,k to
the union of a k-plane and a scroll inHscrolld−1,k, meeting along a (k− 1)-plane
of the ruling of the degree d− 1 scroll. In section 6.1, we construct such a
degeneration (see Proposition 6.1.3), showing that these degenerate scrolls
lie in the same component of the Hilbert scheme as a smooth scroll. In sec-
tion 6.2, we show (see Proposition 6.2.14) that if a family of scrolls has
special fiber isomorphic to the degenerate scroll described above, then a
general fiber will either be isomorphic to the degenerate scroll or it will
be a smooth scroll. We will use this to prove interpolation for scrolls by
using it to show that certain such degenerate scrolls are isolated points in
their fiber of the map pi2, from Definition 3.1.3. Along the way, we will
prove Proposition 6.2.2, a fact which is interesting in its own right about
the source of a map to a curve, where all fibers have two irreducible com-
ponents. Although very believable, we could not find this technical fact in
the literature.
6.1 Constructing a degeneration using equations
In this section, our main aim is to prove Proposition 6.1.3, describing a
degeneration of a smooth scroll, which will be crucial for proving that
scrolls satisfy interpolation. We start by defining this degeneration.
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Definition 6.1.1. Fix a projective spacePn and letH ⊂ Pn be a hyperplane.
Let X ⊂ H be a smooth variety of minimal degree with [X] ∈ Hscrolld−1,k, and
let Y ⊂ Pn be a k-plane so that X ∩ Y ∼= Pk−1 ⊂ Pn is of type 2 (that is,
X ∩ Y is a fiber of the projection X → P1) and W is nondegenerate. Let
W := X∩ Y. Then, we define Hbroken,◦d,k to be the locally closed locus in the
Hilbert scheme of all such W and define Hbrokend,k to be the closure in the
Hilbert scheme of Hbroken,◦d,k .
Remark 6.1.2. Note that in the notation Hbrokend,k , we use the superscript
“broken” to refer to varieties which are the union of a plane and a scroll of
one lower degree. In the literature, broken scrolls are sometimes used to
mean any union of two scrolls meeting along a plane of the ruling, where
one is not required to be a plane. We will not consider these more general
types of broken scrolls in this thesis.
Proposition 6.1.3. Fix a projective space Pn and let W ⊂ Pn satisfy [W] ∈
Hbrokend,k . Then, [W] ∈ Hscrolld,k .
Proof assuming Lemma 6.1.4. By definition of the functor of points, which
is represented by the Hilbert scheme of minimal rational normal scrolls X
of degree d and dimension k in Pd+k−1, maps
A1 → HX
are in natural bijection with maps closed subschemes Y ⊂ A1 × Pn, flat
over A1. Such a closed subscheme is constructed in Lemma 6.1.4. In par-
ticular, because A1 is irreducible, and the image of an irreducible scheme
is irreducible, all fibers of the map pi : X→ A1, as defined in Lemma 6.1.4
lie in a single component of the Hilbert scheme. Since the Hilbert scheme
of rational normal scrolls is smooth at a point corresponding to a smooth
rational normal scroll by Proposition 5.3.5, it is, in particular, integral at
such a point. Therefore, the fiber of X over the origin must lie in the same
component that a smooth rational normal scroll lies in. That is, X ∪ Y cor-
responds to a point in Hscrolld,k .
To complete the proof of Proposition 6.1.3, we only need prove Lemma 6.1.4,
which we now do.
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Lemma 6.1.4. Let Sa1,...,ak ⊂ Pn be a rational normal scroll with a1 ≥ a2 ≥
· · · ≥ ak and ai > ai+1 (where we assume this condition holds vacuously for
i = k). Let X ∼= Sa1,...,ai−1,ai+1,ak be a variety spanning a hyperplane H ⊂ Pn
and let Y ∼= Pk−1 ⊂ Pn. Then, consider the projective scheme X, with map
pi : X→A1 := Spec k[t], so that
X ⊂ Pn ×Spec kA1
Pn := Proj k[x1,0, . . . , x1,a1 , x2,0, . . . , x2,a2 , . . . , xk,0, . . . , xk,ak]
where X has ideal sheaf generated by the minors of(
x1,0 x1,1 · · · x1,a1−1 · · · xi,0 · · · txi,ai−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 · · · xi,1 · · · xi,ai · · · xk,1 · · · xk,ak
)
.
Then, pi : X→A1 is a flat family whose fiber over the origin is isomorphic to the
W := X ∪ Y with [W] ∈ Hbrokend,k and whose fiber over any other closed point of
A1 is isomorphic to Sa1,...,ak .
Proof. To prove this, we will produce an explicit degeneration. Without
loss of generality, we may assume i = 1. If not, one may simply reorder
the variables in the following proof. So, we are assuming that X is defined
by the vanishing of the minors of(
x1,0 x1,1 · · · tx1,a1−1 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
We claim that this produces the desired flat family, with map pi : X → A1
given by the t coordinate. Since the base is reduced, by [Har77, Theorem
III.9.9], it suffices to show all fibers have the same Hilbert polynomial.
When t 6= 0, we have that pi−1(p) ∼= Sa1,...,ak when p a closed point
other than the origin. This follows for general t 6= 0 by the alternate
proof of [Har95, Proposition 9.12] which holds in all dimensions, as given
in [Har95, p. 108-109]. To prove the family is flat, by [Har77, Theorem
III.9.9], it suffices to show that the fiber over t = 0 had Hilbert polynomial
equal to that of a smooth scroll.
So, to complete the proof, it only remains to check that the preimage of
the origin is precisely the degeneration into a degree d− 1 rational normal
scroll and a linear subspace, and has the same Hilbert polynomial as a
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smooth scroll. Note that the degeneration is the scheme cut out by the
minors ofM, withM defined by
M :=
(
x1,0 x1,1 · · · 0 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
Now, we see that the minors ofM are precisely
I1 :=
{
x1,a1xi,j : (i, j) 6= (t,at), 1 ≤ t ≤ k
}
together with the minors of the matrix
N :=
(
x1,0 x1,1 · · · x1,a1−2 x2,0 · · · x2,a2−1 · · · xk,0 · · · xk,ak−1
x1,1 x1,2 · · · x1,a1−1 x2,1 · · · x2,a2 · · · xk,1 · · · xk,ak
)
.
Define I2 to be the ideal generated by the minors of N. Now, we claim
I1 + I2 = IX∪Y , where X ∪ Y ∈ Hbrokend,k with X a scroll of degree d− 1 and
Y ∼= Pk a plane.
Explicitly, we will take X defined by IX = I1 + (x1,a1), and Y defined by
IY =
{
xi,j : (i, j) 6= (t,at), 1 ≤ t ≤ k
}
. Now, since IX∪Y = IX ∩ IY , it suffices
to check I1 + I2 = IX ∩ IY .
We first check I1 + I2 ⊂ IX ∩ IY . Since I1 ⊂ IX and I1 ⊂ IY we have
I1 ⊂ IX ∩ IY . Similarly, since x1,a1 ∈ IX, we have I2 ⊂ IX. Analogously,
we also have I2 ⊂ IY . Therefore, I2 ⊂ IX ∩ IY . Hence, I2 + I1 ⊂ IX ∩ IY .
The reverse inclusion is similarly easy to check, as the generators of the
intersection IX ∩ IY are precisely the generators of I1, which already lie
in IX, together with the generators of I2, which are the generators of the
intersection of (x1,a1)∩ IY .
So, we conclude IX∪Y = I1 + I2. Note that Y ∼= Pk,X ∈ Hscrolld−1,k. Further,
scheme theoretically, X ∩ Y ∼= Pk−1 because IX∩Y = IX + IY = IY + (x1,a1).
This gives the desired description of the the fiber over t = 0. To conclude,
we only need verify that the Hilbert polynomial of this fiber over t = 0
agrees with the Hilbert polynomial of the generic fiber.
That the Hilbert polynomials agree follows from Lemma 2.1.2, In more
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detail, we have
pX∪Y(m) = pX(m) + pY(m) − pX∩Y(m)
=
(
(d− 1)
(
m+ k− 1
k
)
+
(
m+ k− 1
k− 1
))
+
(
m+ k
k
)
−
(
m+ k− 1
k− 1
)
=
(
(d− 1)
(
m+ k− 1
k
)
+
(
m+ k− 1
k− 1
))
+
(
m+ k− 1
k
)
= d
(
m+ k− 1
k
)
+
(
m+ k− 1
k− 1
)
,
which is indeed the Hilbert function of a smooth scroll of degree d and
dimension k by Lemma 4.4.3.
6.2 ShowingHbrokend,k is an irreducible component
of Hscrolld,k,sing
In this section our main aim is to prove Proposition 6.2.14, which tells us
that Hbrokend,k sits inside H
scroll
d,k,sing as an irreducible component.
Remark 6.2.1. We present a proof of Corollary 6.2.18 using Proposition 6.2.2,
a general fact about reducibility of a family of varieties with a reducible
special fiber. However, one can also prove it using a suitable general-
ization of [Cos06a, Proposition 4.1]. Explicitly, here is the generalization:
Suppose X → B is a flat family with B a curve so that the general fiber is
a smooth scroll, and that the special fiber is nondegenerate. Then, the spe-
cial fiber is a connected variety whose irreducible components are scrolls.
In particular, since the number of components in a family is upper semi-
continuous in reduced families, and nondegeneracy is an open condition,
Corollary 6.2.18 follows without much work.
From Corollary 6.2.18, this gives a way of checking whether we have
produced an isolated point of a fiber of pi2 from the definition of interpo-
lation, Definition 3.1.3, and will enable us to prove scrolls satisfy interpo-
lation.
Our first goal is to prove Proposition 6.2.2. This will be crucial in show-
ing that if we have a degeneration of some family whose general member
is reducible to a general element of Hbrokend,k , then that family actually has
general member in Hbrokend,k .
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Proposition 6.2.2. Suppose f : X → Y is a flat map of projective varieties over
an algebraically closed field k where Y is a smooth connected projective curve and
the geometric fibers over the closed points of Y all have two components and are
reduced. Further, suppose that there is one closed geometric point p ∈ Y so that
the fiber over p has two irreducible components Z1 and Z2 with distinct Hilbert
polynomials. Then X is reducible with two components X = X1 ∪ X2. Further,
up to permutation of these components, we have Xi|p = Zi for i = 1, 2.
Idea of Proof
To show X has two irreducible components, we show the fiber of f over
the generic point has two components. To show this, we first show the
generic fiber of f has two irreducible components with different Hilbert
polynomials after a finite base change is made. Then, we note that the Ga-
lois group of this finite base change cannot permute the two components
because they have different Hilbert polynomials, and so the generic fiber
must have had two components before the finite base change.
Remark 6.2.3. Before proceeding with the proof of Proposition 6.2.2, we
briefly outline an alternate approach, suggested by Anand Patel, with the
caveat that this approach is destined to failure in characteristic p > 0.
The idea for this alternate approach is to split apart the components
of each fiber of f by taking the normalization of X, and then argue they
must have the same Hilbert polynomial by using Stein factorization. More
specifically, let X˜ → X be the normalization of X. Stein factorization of
X˜→ Y gives a factorization X˜ h−→ Y ′ g−→ Y where h has connected fibers and
g is finite. If we knew that the fibers of X˜ → Y were the normalizations
of the corresponding fibers of X → Y, the fibers of X˜ → Y would consist
of two components, one for each irreducible component of the fibers of
X→ Y. If Xwere irreducible, X˜would also be irreducible, and so Y ′ would
also be irreducible. Then, since f is flat, every fiber of X˜→ Y ′ would have
the same Hilbert polynomial, contradicting the assumption that the two
components over the special fiber have distinct Hilbert polynomials.
It is worth noting that the proof sketch above uses characteristic 0 in
an essential way for the statement that the normalization of the fiber is the
fiber of the normalization. More specifically, this is the following lemma.
Lemma 6.2.4. Suppose X→ Y is a map of reduced connected projective schemes
of finite type over an algebraically closed field of characteristic 0, where Y is a
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smooth connected curve. Let X˜ → X be the normalization of X. Then, for all but
finitely many closed points y ∈ Y we have that X˜y is the normalization of Xy.
Proof. A sketch is given in the comments of [Lan15a] by nfdc23.
Note that Lemma 6.2.4 is emphatically false in characteristic p: quasi-
elliptic fibrations provide a counterexample in characteristics 2 and 3, as
pointed out by Jason Starr in the comments to [Lan15a].
As an additional fun observation, we can give Lemma 6.2.4 the follow-
ing funny slogan:
Normal families have normal members, provided the families
do not have a positive characteristic.
We now return to the proof of Proposition 6.2.2.
Proof of Proposition 6.2.2 assuming Lemma 6.2.5, Lemma 6.2.7, and Lemma 6.2.8.
Let η denote the generic point of Y, let X|η denote the fiber of f over η, and
let K(Y) denote the fraction field of Y.
By flatness of f, in order to show X has two irreducible components, it
suffices to show X|η has two irreducible components.
Let L be the finite Galois field extension ofK(Y) constructed in Lemma 6.2.5,
so that (X|η)L has two irreducible components. Define Y˜ to be the normal-
ization of Y in L, as defined in [Vak, Exercise 9.7.I]. Let η˜ be the generic
point of Y˜. Define X˜ as the fiber product
X˜ X
Y˜ Y.
f˜ f
Now, directly from the definitions, we have
X˜|η˜ = (X|η)L .
Therefore, (X|η)L is the generic fiber of f˜. Further, because f is flat, so is f˜.
Since X˜|η˜ has two components, X˜must also have two components, by flat-
ness of f˜. Call these two components X˜1 and X˜2. Let p˜ ∈ Y˜ be a closed point
with f(p˜) = p. Note that (X˜|p˜) ∼= X|p and so (X˜|p˜) has two components
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which we can identify with Z1 and Z2. Next, Zi = X˜i|p˜ by Lemma 6.2.7.
So, the Hilbert polynomial of X˜i agrees with that of Zi. In particular, the
Hilbert polynomials of X˜1|η˜ and X˜2|η˜ are distinct.
Hence, by [Vak, Lemma 11.2.15], applied to the field extension L/K(Y),
the Galois group Gal(L/K(Y)) acts transitively on the irreducible compo-
nents of X˜|η˜ a given component of X|η. So, by Lemma 6.2.8, since the two
components X˜i|η˜ have different Hilbert polynomials, they must lie over
distinct points of X|η. In other words, X|η must have to components, call
them X1 and X2. Finally, by another application of Lemma 6.2.7, we obtain
that Xi|p = Zi.
We now proof Lemma 6.2.5, Lemma 6.2.7, and Lemma 6.2.8 in succes-
sion, which will complete the proof of Proposition 6.2.2.
Lemma 6.2.5. With the same notation as Proposition 6.2.2, Let η denote the
generic point of Y, let X|η denote the fiber of f over η, and let K(Y) denote the
fraction field of Y. Then, there is some finite Galois extension L of K(Y) so that
the base change of the generic fiber (X|η)L has two irreducible components.
Idea of Proof
We do this in three steps, first by showing that the base change of the
generic fiber to the algebraic closure has two components, then by show-
ing the base change to the separable closure has two components, and
finally by finding the desired finite extension. The step regarding the sep-
arable closure is necessary to ensure separability of L/K(Y).
Remark 6.2.6. Here is a summary of why, if we start with a scheme X over
a field K, and consider an algebraic base change by Spec L→ Spec K to XL,
for any closed subscheme Z ⊂ XL, we can in fact find a finite extension
SpecM→ Spec K and a closed subschemeW ⊂ XM so that Z =WL.
If the extension L/K has two components, one of the components will
have ideal defined by a finite number of algebraic elements. These ele-
ments each generate a finite extension, and therefore the extension gener-
ated by all of them will be finite. After just passing to this finite extension,
we will already see this component.
The above is written out in more detail in [Liu02, Lemma 3.2.6]. We
include this argument here as it is a very standard technique, ubiquitous
in Galois theory, which allows one to reduce from the case of algebraic
extensions to finite extensions.
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Proof. First, we show (X|η)K(Y) has two irreducible components. Under the
assumption that the fibers of f are reduced, we obtain that the number of
geometrically irreducible components is upper semicontinuous by Propo-
sition 3.2.5. Since all geometric fibers over closed points of Y have two
irreducible components, the generic geometric fiber must also have two
irreducible components. In other words, X
K(Y) has two irreducible compo-
nents.
Next, we show that (X|η)K(Y)s has two irreducible components, where
K(Y)s denotes the separable closure of K(Y). By [Liu02, Proposition 2.7],
any base extension by a purely inseparable field extension is a homeomor-
phism. Therefore, since K(Y)s → K(Y) is purely inseparable, we obtain
that (X|η)K(Y)
∼= (X|η)K(Y)s are homeomorphic. In particular, (X|η)K(Y)s has
two irreducible components if (X|η)K(Y)s does.
Finally, by [Liu02, Lemma 3.2.6] (see Remark 6.2.6 for a discussion of
how to prove this), we have a finite separable extension L ′/K(Y) so that
the base change (X|η)L ′ has two components. Taking the normalization of
L ′ inside K(Y)s produces the desired Galois extension L/K.
Lemma 6.2.7. Suppose we have a flat map of projective schemes g : X→ Y where
Y is a smooth integral curve. Further, assume that all the fibers of g are reduced
and composed of precisely two irreducible components. Let η denote the generic
point of Y. Then for any closed point p ∈ Y, if we write X|p = Z1 ∪ Z2 and
X = X1 ∪ X2, we have that Zi = Xi|p.
Proof. First, let gi be the restriction of g to Xi. Then, since g is flat, it is
dominant when restricted to any component. Then, the restrictions gi are
flat, because they are dominant maps to a curve.
Therefore, the Hilbert polynomial of the fibers of gi must be locally
constant over Y. If Xi|p were irreducible, then the intersection of Xi with
X|p must be either Zi or Z1−i, and because the two components have dif-
ferent Hilbert polynomials, it must be Zi.
So, we only need rule out the possibility that the restriction of Xi to Zi
is reducible. This is where we use the assumption that the fibers of g are
reduced. If the restriction of Xi to Zi is reducible, then we may assume that
one of the components of Xi|p, call it W is strictly contained in Z1−i. But
then, X|p will have the same reduction as (Xi|p \W)∪X1−i|p. In particular,
X|p will be nonreduced, since the Hilbert polynomial of (Xi|p \W)∪X1−i|p
is less than that ofX|p, but a reduced scheme has Hilbert polynomial which
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is minimal among all schemes with the same reduction. Therefore, we
have a contradiction, and the Zi were in fact irreducible.
Lemma 6.2.8. Suppose L/K is a finite Galois extension and Gal(L/K) acts on a
variety X. Then, for every irreducible component Xi ⊂ X and σ ∈ Gal(L/K), we
have that σ(Xi) is an irreducible component ofXwith the same Hilbert polynomial
as Xi.
Proof. First, because σ ∈ Gal(L/K) is invertible, it must send irreducible
components to irreducible components. To complete the proof, it suffices
to show σ preserves the Hilbert polynomial. Showing this is just a matter
of unwinding the definitions.
Let L be the invertible sheaf giving the embedding X → Pn so that,
as a function of m ∈ Z, the Hilbert series is hX(m) = H0(X,L⊗m). Then,
we obtain that the map σ : Xi → σ(Xi) determines an isomorphism on
cohomology
H0(Xi,L⊗m|Xi)→ H0(Xi,L⊗m|σ(Xi)).
So, these two vector spaces have the same dimension over K. But then,
since L is finite dimensional over K, these vector spaces have the same
dimension over L.
The above Proposition 6.2.2 will help us show that reducible varieties
cannot degenerate to a general element of Hbrokend,k . However, in order to
show that only smooth scrolls or other scrolls in Hbrokend,k cannot degener-
ate to scrolls in Hbrokend,k , we will need to rule out the possibility that cones
can degenerate to scrolls in Hbrokend,k . This is done in Lemma 6.2.10. But, to
prove this, we need a quick lemma showing that any two smooth curves
are isomorphic e´tale locally.
Lemma 6.2.9. If C andD are two projective curves, then any two smooth points
p ∈ C,q ∈ D have some e´tale neighborhood on which they are isomorphic. In
other words, there exists Zariski open sets U ⊂ C,V ⊂ D and a curveW so with
e´tale mapsW → U andW → V .
Proof. Since the notion of being e´tale locally isomorphic is transitive, it suf-
fices to show that any curveC is e´tale locally isomorphic toP1, at a smooth
point. For this, we only need produce an map C → P1 which is e´tale at a
given smooth point p of C. However, this can be accomplished by taking
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an invertible sheaf L on C of degree at least 2g+ 1, which will determine a
basepoint free map C→ Pg+1. Then, a general two dimensional subspace
of H0(C,L) will determine a map C → P1 which is unramified at p. Re-
moving the branch points and singular locus of pi yields the desired e´tale
map.
Lemma 6.2.10. The locus Hbrokend,k cannot be in the closure of the locus of cones.
Remark 6.2.11. In fact, the same exact proof shows that every generically
smooth degeneration of a cone is a cone.
Idea of the proof of Lemma 6.2.10
If some cones degenerated to a generically smooth variety which is not a
cone, we can find a point p0 in the special fiber which is the limit of the
cone points. Taking a point p in the special fiber so that the line p0,p is not
contained in the special fiber, we can slightly perturb p0 and p so that the
lines through these perturbations are contained in the nearby fibers. But,
this is a contradiction because the limit of lines contained in the nearby
fibers will be a line contained in the special fiber.
Proof. Suppose Hbrokend,k did lie in the closure of the locus of cones. Then,
a general [W] ∈ Hbrokend,k could be constructed as a fiber of a flat map pi :
X→ Y where Y is a smooth curve and a general fiber of the map is a cone.
Say X = pi−1(y0). Now, by [Vak, Theorem 25.2.2], if A → B is a map of
schemes, x ∈ f−1(b), and B is smooth, then x is a smooth point of f−1(b) if
and only if x is a smooth point of A. So, in our case at hand, the singular
locus of pi : X → Y contains all points corresponding to the cone points
of fibers of pi. Now, let C be the be the closure of the locus of cone points,
More formally, we can take C1 to be the singular locus of pi over the open
set points in why whose fibers are cones, and then take C to be the closure
of C1 in X.
We obtain that C ⊂ X is a curve mapping dominantly, hence flatly to
Y. If necessary, replace C by its reduction so that the fiber over a general
point will be reduced. Then, by flatness, the fiber over every point will be
of degree 1. Then, Y ∩ C is some reduced point p0 ∈ Y. Choose a smooth
point p ∈ X so that there is no line in X joining p0 and p. This is possible
by Proposition 5.2.2, as the lines through any point p0 ∈ Y do not span all
of Y.
120 CHAPTER 6. MINIMAL DEGREE DEGENERATIONS
There is then an irreducible curve D ⊂ X whose fiber over y0 contains
p, but so that D is not contained in X because p is a smooth point of X.
After taking an e´tale base change of Y if necessary, we may assume that
D→ Y is an isomorphism in a Zariski neighborhood of p. In other words,
we can find a curveDwhich is isomorphic to Y in an e´tale local neighbor-
hood, as proven in Lemma 6.2.9.
We have already constructed a curve C ⊂ X whose fiber over y0 is p0.
Then, for a general y ∈ Y, we know pi−1(y) is a cone whose cone point is
C∩ pi−1(y). Therefore, the line
Ly := C∩ pi−1(y),D∩ pi−1(y)
is contained pi−1(y). Next, construct the family of lines Z ⊂ X whose fiber
over a point y ∈ Y is the line Ly, assuming pi−1(y) is a cone.
Exercise 6.2.12. Verify the family Z ⊂ Pd+k−1Y described above can be con-
structed scheme theoretically. Hint: Scheme theoretically, we can construct
this family of lines as in the construction of varieties of minimal degree Proposi-
tion 4.3.1 by taking those hyperplanes in the ambient projective space containing
both C and D, and then constructing a map to the Grassmannian corresponding
to an appropriate exact sequence of locally free sheaves.
The family Z is in fact contained in X because it is reduced and it is
set theoretically contained in X, as the general fiber of Z over Y, Ly, is
contained in X. It follows that the fiber of Z over y0 is contained in X, as
X is projective. It is also a line because the family Z is flat over Y, and the
general fiber is a line. Hence, pi−1(y0) is a line in Y containing both p0 and
p, contradicting the assumption that there was no line in Y containing both
points.
In further preparation for our proof of Proposition 6.2.2, we will need
to know that a degenerate variety cannot degenerate to a nondegenerate
variety.
Lemma 6.2.13. Suppose X→ Y is a flat proper map of k-varieties, together with
an embedding X → PnY compatible with the projection to Y. Then, if one fiber
over a closed point of Y is nondegenerate under this embedding, the general fiber
is nondegenerate.
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Proof. Consider the exact sequence
0 IX/PnY OP
n
Y
(1) OX(1) 0
This induces a left exact sequence on cohomology
0 H0(PnY , IX/PnY ) H
0(PnY ,OPnY (1)) H
0(PnY ,OX(1))
Now, suppose that one fiber over a closed point y ∈ Y is nondegenerate.
Equivalently, we have that for that fiber the restriction,H0(Pnκ(y), IX/PnY |y) =
0. Therefore, by upper semicontinuity of cohomology in flat proper fam-
ilies, we obtain that this cohomology group vanishes for a general closed
fiber of Y. Therefore, the general fiber of Y is nondegenerate.
With all the above preparation, we are finally able to prove Proposi-
tion 6.2.2.
Proposition 6.2.14. Suppose (k,d) 6= (2, 4). Let Hscrolld,k,sing ⊂ Hscrolld,k denote
the closed locus of singular scrolls in Hscrolld,k . Then, H
broken
d,k is an irreducible
component of Hscrolld,k,sing.
Remark 6.2.15. Proposition 6.2.14 emphatically does not hold in the case
k = 2,d = 4, as the Veronese surface in P5 will degenerate to the union of
a plane and a line.
Idea of proof of Proposition 6.2.14
The statement is asking to show that we cannot find a family of singular
scrolls not in Hbrokend,k degenerating to an element of H
broken,◦
d,k . If the gen-
eral member were irreducible, it would have to be a cone. Then, the special
fiber would also be a cone by Lemma 6.2.10. On the other hand, if the gen-
eral member were reducible, then the total space of the family is reducible,
and a general fiber will be the union of a plane and a scroll inHscrolld−1,k using
Proposition 6.2.2. Then, we see that in a general fiber, the scroll must meet
the k-plane in a (k− 1)-plane of the ruling, by Lemma 6.2.17.
Proof. First, Hbrokend,k is irreducible.
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Exercise 6.2.16. Show that Hbrokend,k is indeed irreducible. Hint: Let Λ be
a k-plane. Show that there is a surjective map from an irreducible sub-
scheme of the product Hbrokend−1,k ×HΛ, corresponding to pairs of scrolls in
[X] ∈ Hscrolld−1,k and [Y] ∈ HΛ with [X∪ Y] ∈ Hbrokend,k . Show that the resulting
subscheme of Hbrokend−1,k ×HΛ is irreducible by showing it has a map to the
Hilbert scheme of (k− 1)-planes in Pn, with irreducible fibers of the same
dimension.
To complete the proof, we need to show Hbrokend,k is a full component of
Hscrolld,k,sing.
For the sake of contradiction, suppose there were some irreducible
component of Z ⊂ Hscrolld,k,sing strictly containing some irreducible compo-
nent of W ⊂ Hscrolld,k,sing. Since the Hilbert scheme is projective, so are Z
and W. Now, choose a point w ∈ Hbroken,◦d,k (recall this means it is the
union of a smooth scroll and a plane meeting along a (k− 1)-plane of the
ruling of the smooth scroll). Let the corresponding variety be w so that
[w] = w ∈ Hbroken,◦d,k . Then, take a subscheme T ⊂ Z containing w so
that T ∩W consists of finitely many points, which exists as Z is projective.
Further, take T to be 1 dimensional. This may be accomplished by inter-
secting T with hyperplanes containing w. Further, we may assume T is ir-
reducible, by taking an irreducible component of T containing w. Further,
we may assume T is reduced by replacing T with its reduced subscheme
structure if necessary.
Now, T is an integral projective curve. Let Y
g−→ T be the normalization
and let y ∈ Y be a point mapping to w under the composition Y g−→ T ι−→
Hscrolld,k . Observe also that under g ◦ ι, only finitely many points of Y map to
points inW. To complete the proof, it suffices to show show that a general
point of Y maps to a point inW, as this will be a contradiction.
Let X be the pullback of the universal family over the Hilbert scheme
along g ◦ ι so that we have a fiber product
X Vw|W
Y W
g ◦ ι
f
Now, by construction, the fiber of f over y lies in Hbroken,◦d,k .
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Note that this fiber corresponds to a reduced scheme. Therefore, since
the locus of fibers which are reduced is open on the target, by [Gro66,
The´ore`me 12.2.4(v)]. we may assume that all fibers of f are reduced, after
possibly replacing Y with an open subscheme. Now, by Proposition 3.2.5,
if the general closed fiber of Y is not irreducible, the general closed fiber of
Y has at least two components.
We now have two cases, depending on whether the general closed fiber
of Y is reducible or irreducible.
Case 1: The general closed fiber of Y is irreducible
First, let us show that if the general closed fiber of Y is irreducible, it is
smooth. By [EH87, Theorem 1], we know that the general closed fiber is
either smooth or a cone over a smooth variety, as we are assuming (k,d) 6=
(2, 4). So, by we only need rule out the possibility that the general closed
fiber is a cone over a variety of minimal degree of lower dimension. This
follows from Lemma 6.2.10.
Case 2: The general closed fiber of Y is reducible
So, it only remains to deal with the case that every fiber of f is reducible.
After replacing Y by an open subset of Y if necessary, we may assume that
every fiber of f has two components.
Now, by Proposition 6.2.2, X has two irreducible components, call them
X1,X2. Further, because Y is a smooth curve, the map X→ Y being flat im-
plies that every generic point of Xmaps to the generic point of Y, by [Vak,
Exercise 24.4.K]. So, each restriction map Xi → Y is dominant, hence flat.
Further, by Proposition 6.2.2, up to interchanging 1, and 2, we have
that f−11 (y) is a k-plane and f
−1
2 (y) is a (reduced) scroll of degree d− 1 and
dimension k.
Now, because the maps f1, f2 are flat, every fiber of f1 must be a k-
plane, and every fiber of f2 must be a degree d− 1, dimension k scroll.
To complete the proof, it suffices to show that in every fiber, these two
schemes meet along a (k− 1)-plane which is a plane of the ruling of the
scroll. This suffices because we would then obtain that the general mem-
ber of Y maps to a point in W, which would be a contraction. However,
this fact is precisely the following Lemma 6.2.17.
Lemma 6.2.17. Retaining the notations and assumptions from the proof and
statement of Proposition 6.2.14, the general closed fiber of X → Y consists of
an element in Hbroken,◦d,k .
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Proof. Now, we will show that in every fiber of f, the fiber of f1 and f2
meet along a (k− 1)-plane of the ruling. To show this, we will show that
in any other case, the fiber of f would have Hilbert polynomial different
from that of f−1(y).
To start, we know the general fiber is nondegenerate, by Lemma 6.2.13.
So, for any point p ∈ Y, we must have that f−11 (p) and f−12 (p) together span
Pn. Next, because the degree of f−11 (p) has degree d− 1, its span is a pro-
jective space of at most of dimension n− 1, and because f−12 (p) is a plane,
its span necessarily has dimension k. Therefore, the span of f−11 (p) inter-
sects the span of f−12 (p) in a (k − 1)-dimensional linear subspace. Now,
because we know f, f1, f2 are all flat, we have that
pf−1(p) = pf−1(y)
p
f−11 (p)
= p
f−11 (y)
p
f−12 (p)
= p
f−12 (y)
.
Therefore, using this and Lemma 2.1.2, we obtain
p
f−11 (p)∩f−12 (p) = pf−11 (p) + pf−12 (p) − pf−1(p)
= p
f−11 (y)
+ p
f−12 (y)
− pf−1(y)
= p
f−11 (y)∩f−12 (y).
But, since f−11 (y) ∩ f−12 (y) is a (k − 1)-plane, and the only scheme with
Hilbert polynomial equal to that of a (k− 1)-plane is a (k− 1)-plane, we
obtain that f−11 (p) ∩ f−12 (p) is a (k− 1)-plane. It only remains to show that
this (k− 1)-plane is one of the ruling planes of the scroll. However, this
holds by Proposition 5.2.2 because the only (k− 1)-planes contained in a
scroll are the ruling planes, so long as k > 2 or both k = 2 and d > 3.
We finally arrive at the main point of this section, which is how we can
use Proposition 6.2.14 to verify interpolation. Essentially, Corollary 6.2.18
gives us a criterion for checking whether [W] ∈ Hbrokend,k is an isolated point
in its fiber, which enables us to verify interpolation. Note that an alternate
proof of Corollary 6.2.18 follows from Remark 6.2.1.
Corollary 6.2.18. Suppose Z ⊂ Hscrolld,k so that p ∈ Z ∩Hbrokend,k is an isolated
point of both Z ∩Hbrokend,k and does not lie in the closure of Z ∩Hscrolld,k,sm. Further
assume that p ∈ Hbrokend,k is general. Then, p is an isolated point of Z.
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Proof. LetQ be the union of the irreducible components ofHscrolld,k,sing \H
broken
d,k .
Taking p to lie outside of the closed subset Q ⊂ Hscrolld,k we obtain that
p ∈ Z \ Q. Note that Z \ Q is nonempty precisely by Proposition 6.2.14.
Since Hscrolld,k,sing is closed, p will be isolated in Z if and only if it is isolated
in Z \ Q. Then, by construction Hscrolld,k \ Q only consists of points corre-
sponding to smooth irreducible scrolls and scrolls in Hbrokend,k . So, by our
hypotheses, p is an isolated point of Z \ Q. Ergo, p is an isolated point of
Z.
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Chapter 7
Interpolation of varieties of
minimal degree
In this chapter, we prove that any smooth variety of minimal degree sat-
isfies interpolation. By Theorem 5.1.4, we can show this separately in the
cases of a Hilbert scheme whose general member is a quadric hypersur-
face, the 2-Veronese surface in P5 and a smooth rational normal scroll. We
know from Lemma 3.7.3 that quadrics satisfy interpolation. Apart from
the special case of the 2-Veronese surface, which we now dispense with,
we shall concentrate on showing that rational normal scrolls satisfy inter-
polation. The general idea of the proof is to fix the dimension of scrolls,
and induct on the degree. The elements of this inductive argument is sum-
marized verbally in Theorem 7.11.1 and pictorially in Figure 7.7.
7.1 Interpolation of the 2-Veronese
In this section, we begin by summarizing a result going back to Coble
[Cob, Theorem 19], which follows more rigorously from work in Dol-
gachev [Dol04, Theorems 5.2 and 5.6], showing there are four 2-Veronese
surfaces inP5 containing 9 general points over an algebraically closed field
of characteristic 0. We are further able to show in Theorem 7.1.3 that there
are four such surfaces in all characteristics other than 2, while there are
only 2 such surfaces in characteristic 2. This suggests that these two such
surfaces may “count twice.” In fact, they do, in the sense that the map to
(P5)9 is not separable in characteristic 2. This yields an example of how
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interpolation is not equivalent to interpolation of the normal bundle over
a field of characteristic 2, as given in Corollary 7.2.9.
The key to finding 2-Veronese surfaces through 9 points is to find a
genus 1 curve through the 9 points, and then find a 2-Veronese surface
containing that curve. We start off by understanding 2-Veronese surfaces
containing a genus 1 curve.
Proposition 7.1.1. Let k be an algebraically closed field and let E ⊂ P5k be a
genus 1 curve, embedded by a complete linear series of degree 6. If chark 6= 2,
there are precisely four 2-Veronese surfaces containing E and if chark = 2, there
are precisely two 2-Veronese surfaces containing E.
Remark 7.1.2. It is shown in [Dol04][Theorem 5.6] that there are four ex-
actly four 2-Veronese surfaces containing a given genus 1 curve of degree
6 in P5 over a field of characteristic 0. However, the proof given there
does not make it completely clear why there is a unique 2-Veronese sur-
face through E corresponding to each chosen square root of the line bundle
embedding E. Therefore, we now repeat the proof in more detail, and gen-
eralize it to all characteristics.
Proof. Say E→ P5 is given by the invertible sheaf L. For any degree three
invertible sheaf M with M⊗2 ∼= L, we can map E → P2 using M. Then,
the composition of E→ P2 with the 2-Veronese map P2 → P5 will send E
to P5 by L and so we have constructed a 2-Veronese surface containing E.
Since there are two such sheaves M in characteristic 2 and four in all other
characteristics (since a general genus 1 curve has two 2 torsion points in
characteristic 2 and four such points in all other characteristics), it suffices
to show these are the only 2-Veronese surfaces containing E. That is, we
only need show that for each square root M of L, there is a unique 2-
Veronese surface X ∼= P2 containing E so that the map E→ P2 is given by
a basis for the global sections of M.
First, note that if an automorphism fixes E pointwise then it fixes all of
P5. This holds because E spans P5, and so a linear automorphism fixing
E pointwise would also fix a basis for the vector space H0(OE(1)) which
satisfies PH0(OE(1)) ∼= P5. Hence, such an automorphism would fix all of
P5.
Suppose we have two 2-Veronese surfacesX andX ′ containing E so that
Ewe have a map φ1 : E→ X and φ2 : E→ X ′ so that both maps φ1 and φ2
are given by the same degree 3 invertible sheaf M, together with a choice
7.1. INTERPOLATION OF THE 2-VERONESE 129
of basis for H0(E,M). We will show that there exists an automorphism φ :
P5 → P5 fixing E pointwise and sending X to X ′. Since any automorphism
of P5 fixing E pointwise is the identity, this would imply X = X ′, and
would complete the proof.
First, we show there is an automorphism φ : P5 → P5 fixing E as a set
and taking X to X ′. We know there is an automorphism ψ : P5 → P5 with
ψ(X) = X ′. Say ψ sends the curve E ⊂ X to some curve E ′ := ψ(E) ⊂ X ′.
Next, by our assumption that E and E ′ are two curves on X ′ both given
by global sections associated to the same invertible sheaf M, there is some
automorphism of ψ ′ : X ′ → X ′ with ψ ′(E ′) = E. Thus, taking φ := ψ ′ ◦ψ,
we see φ(X) = X ′ and φ(E) = E ′ as sets. If we could arrange for φ|E = id,
we would be done, as then φ = id.
Hence, it suffices to show that φ|E is an automorphism of E fixing both
X and X ′.
Let A(E,M) denote the automorphisms pi : E → E with pi∗M ∼= M.
Note that we have an exact sequence
0 E[3] A(E,M) Z/2 0
where the generator of the quotient Z/2 is the hyperelliptic involution
and the subset E[3] is a torsor over the 6 torsion of Ewith any given choice
of origin. In particular, if we choose a point p so thatM ∼= OE(3p), we have
that E[3] is precisely translation by 6-torsion.
It suffices to show that any element of A(E,M) fixes the 2-Veronese
surface we constructed above corresponding to M.
But, if we view E→ P2 by a completely linear system corresponding to
M, the automorphismsA(E,M) are precisely the automorphisms ofP2 fix-
ing E ⊂ P2 as a set. These automorphisms ofP2 extend to automorphisms
on P5 with P2 → P5 embedded via the 2-Veronese map. Therefore, they
also fix the 2-Veronese surface, as desired.
Theorem 7.1.3. Through 9 general points in P5k there exist precisely four 2-
Veronese surfaces P2 → P5 if k is an algebraically closed field with chark 6= 2
and precisely two 2-Veronese surfacesP2 → P5 if k is an algebraically closed field
with chark = 2. In particular, the 2-Veronese surface satisfies interpolation.
Proof. Fix 9 general points p1, . . . ,p9 ∈ P5. First, by [Dol04][Theorem
5.2], there is a unique genus 1 curve embedded by a complete linear se-
ries through 9 general points in P5. Call this curve E. Next, by Proposi-
tion 7.1.1, there are four 2-Veronese surfaces containing E if char k 6= 2
130 CHAPTER 7. INTERPOLATION OF SCROLLS
and two 2-Veronese surfaces containing E if chark = 2. To complete
the proof, it suffices to show that every 2-Veronese surface containing
p1, . . . ,p9 also contains E. Consider such a 2-Veronese surface X ⊂ P5k
containing p1, . . . ,p9. Choosing an isomorphism φ : P2k ∼= X, we have nine
points q1, . . . ,q9 on P2 so that φ(qi) = pi. Then, since p1, . . . ,p9 were gen-
eral on P5k, we have that q1, . . . ,q9 are general on P
2
k, and so there is a de-
gree 3 genus 1 curve C passing through q1, . . . ,q9 on P2k, by Lemma 3.7.3.
The image of φ(C) ⊂ X is a degree 6 genus 1 curve containing p1, . . . ,p9.
Since E is the unique genus 1 degree 6 curve E containing p1, . . . ,p9, we
must have φ(C) ∼= E, and therefore E ⊂ X.
7.2 The normal bundle of the 2-Veronese does
not satisfy interpolation in characteristic 2
The main goal of this section, is to show that, while the 2-Veronese sur-
face satisfies interpolation in all characteristics, its normal bundle fails to
satisfy interpolation in characteristic 2. The key idea is that in character-
istic 2, there are only two 2-Veronese surfaces through 9 points while in
characteristic 0 there are 4. We can realize this number as the degree of a
map over Spec Z, which will show it is not separable in in characteristic
2. We prove failure of normal bundle interpolation of the 2-Veronese in
characteristic 2 in Corollary 7.2.9.
We start by setting up our situation, over a general base ring. Let X
be a smooth 2-Veronese surface and let R be a ring. Let HX,R denote the
irreducible component of the Hilbert scheme over Spec R whose general
member is a 2-Veronese surface and let VX,R denote the universal family
over HX,R. Define
ΦR := VX,R ×HX,R · · · ×HX,R VX,R,
where there are 9 copies of VX,R.
For R an arbitrary ring, define the maps fR,gR,piR as the natural projec-
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tions
VX,R ×HX,R ΦR
ΦR
(
P5R
)9
Spec R.
fR
gR
Let piR := gR ◦ fR. Let pisingR denote the singular locus of piR. In other words,
it is the locus in VX,R ×HX,R ΦR over which the relative sheaf of differen-
tials ΩpiR is not a locally free sheaf of rank equal to dimVX,R ×HX,R ΦR −
dim
(
P5R
)9
= 2. We have piR(pi
sing
R ) ⊂
(
P5R
)9. Define the open subscheme
VR :=
(
P5R
)9
\ piR
(
pi
sing
R
)
.
So, we can enlarge our diagram to
pi−1R (VR) VX,R ×HX,R ΦR
ΦR
VR
(
P5R
)9
Spec R.
fR
gR (7.2.1)
Next, let WR ⊂ VR be the open subset on which the fibers of gR have
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dimension 0. We further enlarge our diagram to
pi−1R (WR) pi
−1
R (VR) VX,R ×HX,R ΦR
ΦR
WR VR
(
P5R
)9
Spec R.
fR
gR (7.2.2)
We have now completed the setup. In what follows, we will show that
the normal bundle of the 2-Veronese fails to satisfy interpolation using
the idea that piZ is a generically finite map. Its degree is 4 because every
point in the target has four preimages over the geometric generic point of
Spec Z. It follows that the fiber of piF2 also has degree 4, but since a general
point has only 2 preimages, the map must be inseparable, implying that
the normal bundle fails to satisfy interpolation. This proof is essentially
carried out in subsection 7.2.3. In order to make sense of the degree of piZ
and piF2 , we will need to know that it is flat over WZ and that WZ has
nonempty fiber over Spec F2. Flatness is established in subsection 7.2.1
while the nonemptiness of the fiber is established in subsection 7.2.2.
7.2.1 Flatness of piR
We prove that piR|g−1R (VR)
is flat in Lemma 7.2.2. For this, we need a simple
scheme theoretic result, which we first prove.
Lemma 7.2.1. Let f : X → Y be a smooth map of schemes and suppose Y is
regular. Then X is regular.
Proof. Regularity is a local notion, so we will choose η a (not necessarily
closed) point of X. It suffices to show X is regular at η. Then, by assump-
tion, f(η) is a regular point of Y, so we can choose a regular sequence
y1, . . . ,yt in OY,f(η) cutting out the maximal ideal. Then, recall each yi cor-
responds to a Cartier divisor Di in a neighborhood of f(η). Let f∗(Di) be
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the corresponding Cartier divisors in a neighborhood of η. Repeatedly us-
ing [Vak, Exercise 12.2.C], for the smooth map f : X→ Y, in order to show
η is regular, it suffices to show f−1(f(η)) is regular. But, we know f−1(f(η))
is smooth over K(f(η)) by [Vak, Theorem 25.2.2(iii)], and hence regular by
[Vak, Theorem 12.2.10(b)].
Lemma 7.2.2. Suppose R is a regular ring. Then, the map gR|g−1R (WR)
: g−1R (WR)→
WR is flat.
Proof. We aim to apply miracle flatness, see [Vak, Theorem 26.2.11] to
the map gR|g−1R (WR)
. If WR = ∅, the statement is vacuous, so we may
assume WR 6= ∅. A standard dimension count reveals that dimΦR =
dim
(
P5R
)9
= dimR+ 45. Since WR is by definition the locus of gR whose
fibers are 0 dimensional, we obtain that each fiber of gR|g−1R (WR)
has di-
mension dimg−1R (WR) −dimWR = 0. Hence, to apply miracle flatness, we
only need verify that WR is regular and g−1R (WR) is Cohen-Macaulay. Of
course, WR is regular because it is an open subset of
(
P5R
)9, which is reg-
ular by Lemma 7.2.1. So, it suffices to show g−1R (WR) is Cohen-Macaulay.
To do this, it suffices to show g−1R (WR) is regular, since regular implies
Cohen-Macaulay, by [Vak, Exercise 26.1.F].
So, to complete the proof, we will show g−1R (WR) is regular. Let TR ⊂
HX,R, be the complement of the image of the singular locus of the map
τ : VX,R → HX,R. Observe that the structure map TR → Spec R it is flat of
finite type and all fibers are smooth, using Proposition 5.3.2. Since Spec R
is regular, we also have TR is regular from Lemma 7.2.1. It follows that the
9-fold fiber product Ψ := τ−1(TR)×TR · · · ×TR τ−1(TR) is regular, as it has a
smooth map to TR. Since g−1R (VR) is an open subscheme of Ψ, we have that
g−1R (VR) is also regular.
7.2.2 Surjectivity ofWZ → Spec Z
The main goal of this subsection is to prove that all fibers ofWZ → Spec Z
are nonempty, as is done in Lemma 7.2.6. Of course, we will ultimately
care about the fiber over Spec F2. The idea of this proof is to first show
that VZ → Spec Z is surjective, as is done in Lemma 7.2.3, and then show
that WZ → Spec Z is also surjective, since the locus of VZ \WZ will be
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codimension 2. To establish this locus is codimension 2, we need a gen-
eral result on codimension being the difference of dimensions, proven in
Lemma 7.2.5.
Lemma 7.2.3. The structure map VZ → Spec Z is surjective.
Proof. Let η be a point of Spec Z so that we have an inclusion Spec K(η)→
Spec Z. Then, by [Vak, Exercise 28.3.1], we know HX,K(η) = HX,Z ×Spec Z
Spec K(η). Therefore, (7.2.1) with R = K(η) is the base change of (7.2.1)
with R = Z along the map Spec K(η)→ Spec Z.
Further, (7.2.1) with R = K(η), the algebraic closure of K(η), is the base
change of (7.2.1) with R = K(η) along the map Spec K(η)→ Spec K(η).
Note that for a map ι : Spec S → Spec R, the singular locus of piS is
the preimage of the singular locus of piR because the singular locus of piS is
characterized as the locus where ΩpiS is not locally free, and ΩpiS = ι
∗ΩpiR
by [Vak, Theorem 21.2.27].
So, in order to show the fiber over η is nonempty, it suffices to show
that the fiber over K(η) is nonempty. However, in this case, we obtain that
the fiber over K(η) is precisely the singular locus of the map piK(η). Since
a general member of HX,K(η) is a smooth 2-Veronese surface, we know
that f
K(η)(pi
sing
K(η)
) ⊂ Φ
K(η) is a strict inclusion. Next, since the 2-Veronese
surface satisfies interpolation (though we will see its normal bundle does
not satisfy interpolation in characteristic 2 in Corollary 7.2.9) in all char-
acteristics by Theorem 7.1.3, the map g
K(η) is generically finite. Therefore,
g
K(η)(fK(η)(pi
sing
K(η)
)) = pi
K(η)(pi
sing
K(η)
) ⊂ Φ
K(η) is also as strict inclusion. In par-
ticular, V
K(η) ⊂
(
P5
K(η)
)9
is a dense open subset. Since V
K(η) is nonempty
and is the base change of VK(η), we have that VK(η) is also nonempty.
Lemma 7.2.4. Let X be a scheme of finite type over Spec Z. Then, if p is a closed
point, the fraction field κ(p) is a finite field.
Proof. First, we claim that κ(p) cannot have characteristic 0. If it did, it
would necessarily map to the generic point of Spec Z. But, the generic
point of Spec Z is not constructible, so this would contradict Chevalley’s
theorem, [Vak, Theorem 7.4.2]. So, we know κ(p) has prime characteristic.
Thus, we must have that p maps to Spec Fq, for some prime q. But then,
we obtain that κ(p) is a finitely generated scheme over Fq, and so it is
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actually a finite extension of Fq, by the Nullstellensatz. Hence, κ(p) is a
finite field.
Lemma 7.2.5. Suppose X → Spec Z is an irreducible scheme of finite type over
Spec Z. Let η be a point of X. Then dimη+ dimOX,η = dimX.
Proof. This result with Spec Z replaced by a field is precisely [Vak, The-
orem 11.2.9]. We may assume X → Spec Z is dominant as otherwise we
have that X is of finite type over a finite field, in which case the result fol-
lows from [Vak, Theorem 11.2.9]. First, note by [Vak, Remark 11.2.10] that
finitely generated Z algebras are catenary. So, to complete the proof, we
only need show that every closed point η of X has the same height, which
is equal to dimX. Note that every closed point of Xmaps to a closed point
of Spec Z by Lemma 7.2.4. Say dimX = n+ 1. We know the fiber XFp of
X over Fp must have dimension at most n because every generic point of
XFp lies in the closure of the generic point of X, which lies over the generic
point of Z. If we knew that every component of XFp has dimension n,
we would be done, because then every closed point would have the same
height, equal to n+ 1. However, since Z is a regular curve, and the map
X → Spec Z is dominant, it is flat by [Vak, Exercise 24.4.K]. Therefore, by
[Liu02, Corollary 8.2.8], all fibers of X → Spec Z have the same pure di-
mension. Note that we can apply this as Spec Z is universally catenary by
[Liu02, Corollary 8.2.16]. Hence, they must all have pure dimension n, as
desired.
Lemma 7.2.6. The mapWZ → Spec Z is surjective.
Proof. Define XR to be the locus where gR from (7.2.2) has fiber dimension
more than 0 and define YR to be the complement of XR in (P5R)
9. Then,
observe thatWR = YR ∩ VR. From Lemma 7.2.3, we know VZ maps surjec-
tively onto Spec Z. So, to show that WZ maps surjectively onto Spec Z, it
suffices to show that YZ maps surjectively onto Spec Z.
Let η be a point in Spec Z. Then, we want to show that XZ does not
contain all of (P5K(η))
9. To show this, it suffices to show that XZ ⊂ (P5K(η))9
is a subset of codimension at least 2. We know that g−1Z (XZ) ⊂ ΦZ is a
strict closed subset. Therefore, it has codimension at least 1. Since the
fibers are 1 dimensional, XZ = gZ(g−1Z (XZ)) has codimension at least 2,
where here we are using Lemma 7.2.5.
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To spell this out in more detail, if XZ had codimension 1, it would have
dimension dim
(
P5Z
)9
− 1 = dimΦZ − 1. Then, since gZ has one dimen-
sional fibers over XZ, g−1Z (XZ) would have dimension at least dimΦZ,
meaning that it is a full irreducible component of ΦZ, hence all of ΦZ by
irreducibility ofΦZ.
7.2.3 Proving failure of interpolation of the normal bundle
In this section, we conclude the proof that the normal bundle to the 2-
Veronese surface fails interpolation in characteristic 2. We show this by
first showing the map piZ has degree 4 in Lemma 7.2.8, and using this to
deduce that piF2 also has degree 4 and is inseparable. This implies that the
normal bundle to the 2-Veronese does not satisfy interpolation, as shown
in Corollary 7.2.9.
We start by proving a general scheme theoretic result relating the num-
ber of preimages of a map to its degree, which will be crucially used in
proving that piZ has degree 4.
Lemma 7.2.7. Suppose f : X → Y is a finite dominant map of integral varieties
inducing a map K(Y)→ K(X) of fraction fields. Then, there is a dense open subset
of Y over which every geometric fiber has d preimages, where d is the separable
degree of K(X)/K(Y) (by which we mean the degree of the maximal separable
subextension of K(X)/K(Y)). In particular, the degree f is the product of the
inseparable degree of f and the number of preimage of a general point of Y.
Proof. Since any field extension can be factored as a separable extension
followed by a purely inseparable extension, the degree of a field extension
is the product of its separable degree and its inseparable degree. So, the
second statement follows from the first, if we know the separable degree
is equal to the number of preimages.
To show the separable degree is equal to the number of preimages over
a general point, we can consider separately the cases that the map f is
separable and purely inseparable, after possibly replacing Y by a smaller
open set. Furthermore, we may assume that K(Y) → K(X) is unigener-
ated as in general we can factor this inclusion as a composition of uni-
generated extensions. Further, since the statement is only claimed over
an open subset of Y, we may assume Y = Spec B is affine, in which case
X = f−1(Spec B) = Spec A is also affine, as the map is finite. Then, since
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the corresponding map on fraction fields is unigenerated, we may assume,
after possibly further localizing, that B = A[t]/g(t).
In the case that the extension is separable, the roots of g(t) are all dis-
tinct. This means that each fiber over a point in A has degg(t) = deg f
preimages over the algebraic closure. In the purely inseparable case, g(t)
is a polynomial which has a single root over the algebraic closure, and so
each point has a single preimage.
Lemma 7.2.8. The map gR : ΦR → (P5R)9 given in (7.2.2) is a map which is
generically of degree 4 for R = Z,Fp,Q, as p varies over all prime numbers.
Proof. To prove this statement about generic degree, it suffices to show the
map g−1R (WR)→WR has degree 4, as R varies over all geometric points of
Z, sinceWR is nonempty by Lemma 7.2.6.
By Lemma 7.2.2, we know gZ|g−1
Z
(WZ)
is flat. Therefore, gR|g−1
Z
(VZ)
is
also flat as flatness is preserved by base change. Further, it is quasifinite by
construction. It is proper because properness is preserved by base change,
and gR is proper. Hence, by [Vak, Theorem 29.6.2], gZ|g−1
Z
(VZ)
is finite.
Because gZ|g−1
Z
(VZ)
is finite and flat, we have (gZ)∗Og−1
Z
(VZ)
is a locally free
sheaf on VZ, by [Vak, 24.4.H].
By definition, the degree is the rank of this locally free sheaf. Since the
rank will be preserved by base change, to calculate the rank, we only need
calculate the rank over the geometric generic fiber. By Theorem 7.1.3, over
the geometric generic fiber over Spec Z, each closed point will have four
preimages. Therefore, since Q has characteristic 0, all field extensions are
separable. In particular, by Lemma 7.2.7, the number of preimages of a
general point is equal to the degree. Therefore, the degree of gQ is 4, and
hence the degree of gZ is also 4.
Since (gZ)∗Og−1
Z
(VZ)
is a locally free sheaf of rank 4, if we base change
the map gZ to gK(η) for η a point of Spec Z, we obtain that (gK(η))∗Og−1
K(η)
(V
K(η)
)
is also locally free of rank 4, as desired. Of course, we are implicitly using
Lemma 7.2.6, as we need to know thatW
K(η) is nonempty.
Corollary 7.2.9. The map gF2 from (7.2.2) is inseparable. In particular, the
2-Veronese surface is an example of a variety which satisfies interpolation but
its normal bundle does not satisfy vector bundle interpolation. That is, (2) of
Theorem 3.1.8 does not imply (a) of Theorem 3.1.8 in characteristic 2.
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Proof. First, as we showed in Lemma 7.2.8, the degree of gZ is 4. Therefore,
since gF2 , is a base change of gZ, it also has degree 4.
From Theorem 7.1.3, we know each closed point of WF2 will have two
preimages under gF2 . So, by Lemma 7.2.7, the number of preimages of a
general point is equal to the separable degree, which implies the separable
degree of gF2 must be 2, and hence the inseparable degree must be 4/2 =
2.
Note that gF2 is the map η2 from Proposition 3.2.2. If it is not separable,
then dη2 is not surjective. So by Proposition 3.2.2, the corresponding map
τ from Proposition 3.2.2 is not surjective, which precisely means that the
2-Veronese surface fails to satisfy vector bundle interpolation in character-
istic 2, by (3.1.1) in the definition of interpolation for vector bundles.
7.3 A teaser: rational normal curves
Before moving on to the general setting, to get a feel for how the argu-
ment will proceed, let’s carry it out the special case that the scrolls are one
dimensional. That is, let’s examine the case when the scrolls are rational
normal curves. It is a classical result that a unique rational normal curve
passes through a general set of n+ 3 points in Pn. In fact, you may have
even seen this result in your first course on algebraic geometry [HM98,
Theorem 1.18].
Remark 7.3.1. In addition to knowing that rational normal curves satisfy-
ing interpolation, it is also known that all rational normal surface scrolls
satisfy interpolation, as follows from Coskun’s thesis [Cos06a]. So, the
main object of this section is to prove interpolation for scrolls of dimen-
sion at least 3. Nevertheless, the proof still applies to dimensions 1 and
2.
Let’s now trace through the example of rational normal curves.
Example 7.3.2. We’d like to show that there is a rational normal curve C
passing through n + 3 points in Pn. The result is clear when n = 2 by
Lemma 3.7.3. This is just saying that through any 5 points in P2 we can
find a conic curve.
Now, inductively assume there exists a rational normal curve passing
through n + 2 points in Pn−1. We will show there is a rational normal
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Figure 7.1: A pictorial description of the inductive degeneration for show-
ing rational normal curves satisfy interpolation. Degenerations are drawn
for rational normal curves of degrees 2, 3, and 4.
curve in Pn passing through n+ 3 points, p1, . . . ,pn+3. Start by specializ-
ing p3, . . . ,pn+3 to general points in a hyperplane H ∼= Pn−1 ⊂ Pn. Note
that because a smooth rational normal curve spans Pn, it cannot be con-
tained in any hypersurface, and so, by Bezout’s theorem, its intersection
with any hypersurface must be a scheme of degree n. Therefore, there are
no smooth rational normal curves passing through such a configuration of
points.
However, there is a degenerate rational normal curve passing through
this collection of points. Namely, let ` be the line joining p1 and p2 and let
q := ` ∩H. Then, by the inductive hypothesis, there is a unique rational
normal curve D ⊂ H of degree n+ 2 containing q,p3, . . . ,pn+3. Let C :=
` ∪D. This defines a unique “degenerate” rational normal curve passing
through n + 2 general points in H and two additional general points in
Pn. Note that this curve indeed lies in the irreducible component of the
Hilbert scheme whose general member is a smooth rational normal curve,
as follows from Proposition 6.1.3.
Then, by Corollary 6.2.18, we obtain that this degenerate rational nor-
mal curve, together with the n+ 3 points, corresponds to an isolated point
in the fiber of the map
{
(p1, . . . ,pn+3,C) ⊂ (Pn)n+3 ×Hscrolln,1 : p1 ∈ C, . . . ,pn+3 ∈ C
}
(Pn)n+3
140 CHAPTER 7. INTERPOLATION OF SCROLLS
Hence, by Theorem 3.1.8, rational normal curves satisfy interpolation.
Remark 7.3.3. In Example 7.3.2, we were able to show rational normal
curves satisfy interpolation. One may still want to know how many ratio-
nal normal curves there are through a general set of n+ 3 points. Using
the above method, one can see there is a unique one, as one can specialize
points into a hyperplane 1 by 1, and note that there will only be a degener-
ate curve once we specialize the n+ 1st point to the hyperplane. Then, one
can inductively show there is precisely 1 curve, by showing (with some
work) that there is precisely 1 degenerate curve.
Exercise 7.3.4. Make the above discussion precise, showing that there is
exactly one rational normal curve through n+ 3 points.
Similarly, in his thesis, Coskun was able to count the number of ratio-
nal normal scrolls meeting a given set of linear spaces. However, finding
the number in higher dimensions seems to be a more difficult task, as the
degenerations get much thornier in dimension 3 and above. In the re-
mainder of this thesis, we shall primarily be concerned just with finding
whether there exists a scroll passing through a set of points, and not the
question of how many there are.
With that said, we do answer some enumerative questions for scrolls
of dimension k and degree k using section 7.8.
7.4 The set-up for scrolls
In the remainder of this chapter, we prove that scrolls satisfy interpolation.
We’ll start by stating the precise number of points and linear spaces a scroll
must pass through to satisfy interpolation.
Lemma 7.4.1. The condition of interpolation means that we can find a degree d
dimension k scroll
• containing d+ 2k+ 1 general points and meeting a general d− 2k+ 1-
plane if d ≥ 2k− 1,
• containing d+ 2k+ 2 general points and meeting a general 2(d− k)-plane
if k ≤ d ≤ 2k− 2.
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Proof. By Proposition 5.3.16, we know
dimHscrolld,k = (d+ k)
2 − k2 − 3.
Additionally, for any [Y] ∈ Hscrolld,k , since n = d+ k− 1, we have codimY =
n− k = d− 1. Now, we may write
dimHscrolld,k = (d+ k)
2 − k2 − 3
= (d− 1) (d+ 2k+ 1) + 2k− 2.
Note that we always have d ≥ k and 2k− 2 ≤ d− 1 when d ≥ 2k− 1.
Therefore, in the case d > 2k− 1. interpolation means the scheme passes
through d+ 2k+ 1 points and meet a (d− 2k+ 1)-plane. In the case d =
2k− 1, the scheme must pass through d+ 2k+ 2 points, which is the same
as passing through d+ 2k+ 1 points and a general d− 2k+ 1 plane, since a
d− 2k+ 1 plane is a point in this case. Next, when k < d ≤ 2k− 2, we have
d− 1 < 2k− 2 < 2(d− 1), and so for interpolation to hold, such schemes
must pass through d + 2k + 2 points and meet a 2(d − k)-plane. In the
special case that k = d, the scheme must pass through d+ 2k+ 3 points,
which is the same as passing through d + 2k + 2 points and meeting a
2(d−k)-plane, as a 2(d−k)-plane is a point. Therefore, by Definition 3.1.3,
Hscrolld,k satisfies interpolation if it satisfies the conditions of this lemma.
We prove that scrolls satisfy interpolation by induction. We fix a di-
mension k and induct on the degree of k-dimensional varieties. In order
to prove the theorem for a variety of dimension k and degree d, we will
make the following inductive hypotheses.
ind-1 When d > k, we assume Hscrolld−1,k satisfies interpolation.
ind-2 When k+ 1 ≤ d ≤ 2k− 1, we assume there is a variety of degree d−
1 containing a general (2k− d− 1)-plane and containing 2d points.
7.5 Inductive degeneration for degree at least 2k−
1
In this section we show that degree d scrolls satisfy interpolation for d ≥
2k− 1, assuming our inductive hypothesis ind-1. The main result of this
section is Proposition 7.5.1.
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Figure 7.2: A visualization of the idea of the proof of Proposition 7.5.1,
where one inductively specializes all but two points to lie in a hyperplane.
Proposition 7.5.1. Assuming induction hypothesis ind-1, if d > 2k − 1 then
Hscrolld,k satisfies interpolation.
The idea of this proof is to specialize all but two of the points to a
hyperplane, and then find a reducible scroll of degree dwhich is the union
of a scroll of degree d− 1 in a hyperplane and Pk, meeting along Pk−1, as
pictured in Figure 7.2.
Proof. By Lemma 7.4.1, Hscrolld,k satisfying interpolation means that we can
find some variety corresponding to a point in this Hilbert scheme, passing
through a general collection of d+ 2k+ 1 points and a general (d− 2k+
1)-plane, Λ. Now specialize d− 2k− 1 of the points p1, . . . ,pd+2k−1 to a
general hyperplane H ⊂ Pd+k−1. Note further that since H was chosen
generally, we have H ∩ Λ is a general ((d − 1) − 2k + 1)-plane. Further,
let ` be the line through pd+2k,pd+2k+1 and let q := ` ∩ H. By induction
hypothesis ind-1, there is a degree d− 1 dimension k variety of minimal
degree which contains the (d − 1) + 2k + 1 points p1, . . . ,pd+2k−1,q and
meets the ((d− 1) − 2k+ 1)-plane H ∩Λ. Call that variety X. Now, since
q ∈ X, there is a unique k− 1-plane contained in X and containing q, as
follows from Proposition 5.2.2. Let that k− 1-plane be P. Then, let Y be the
k plane spanned by ` and P. Then, the variety X∪ Y with reduced scheme
structure lies in Hscrolld,k by Proposition 6.1.3.
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We claim further that X∪ Y is an isolated point in the set of all elements
of Hscrolld,k containing p2, . . . ,pd+2k−1 and Λ. This would then show that
Hscrolld,k satisfies equivalent criterion (5) of interpolation. Since the points
and plane were chosen generally subject to the requirement that k+ d of
the points were contained in a hyperplane, by Corollary 6.2.18, it suffices
to show there are only finitely many scrolls inHbrokend,k ∪Hscrolld,k,sm containing
p1, . . . ,pd−2k+1, and meeting Λ.
This now follows from a dimension count. First, we will show there are
only finitely many scrolls in Hbrokend,k containing p1, . . . ,pd−2k+1 and meet-
ing Λ. Because of the specialization of the points, any [X ∪ Y] ∈ Hbrokend,k
with Y ∼= Pk−1 containing this set of points must satisfy X ⊂ H. There-
fore, if the points and Λ were chosen generally, any such scroll must pass
through p1, . . . ,pd−2k−1,q, and meet Λ ∩H. Now, there are only finitely
many scrolls X ⊂ H containing p1, . . . ,pk+d,q and meeting Λ ∩ H by
Lemma 7.4.1. Let P be the unique (k−1)-plane contained inX and contain-
ing q. This exists and is unique by Proposition 5.2.2. Then, Y is uniquely
determined to be the plane containing pk+d,pk+d+1 and P. Hence, there
are only finitely many scrolls in Hbrokend,k .
By Corollary 6.2.18, to complete the proof, it suffices to show there are
only finitely many smooth scrolls containing p1, . . . ,pk+d+1 and meeting
Λ. This follows from Lemma 7.5.2, which we prove next.
Lemma 7.5.2. Let p1, . . . ,pd+2k+1 be points in Pn so that p1, . . . ,pd+2k−1 are
contained in a hyperplane H ⊂ Pn, but the points are otherwise general, and let
Λ be a general (d − 2k + 1) plane. Then, there are only finitely many smooth
scrolls containing p1, . . . ,pd+2k+1 and meeting Λ.
We give two proofs, using the two techniques described in Remark 3.1.11.
Proof using technique-2. The condition that X pass through a point imposes
n− k = d− 1 conditions. When we specialize a point to a hyperplane, the
hyperplane will intersect X in a scroll of dimension k− 1 inPn−1. Hence, a
point will still impose n− 1− (k− 1) = n− k conditions. Finally, the con-
dition to meet a (d− 2k+ 1)-plane imposes n−k−(d− 2k+ 1) conditions.
Adding these up, we obtain a total of
(d+ 2k+ 1)(n− k) +n− k− (d− 2k+ 1) = (k+ d)2 − k2 − 3
= dimHscrolld,k
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conditions.
For the second proof of Lemma 7.5.2 using technique-1, we will first
need a lemma, showing that a hyperplane section of a scroll is a scroll.
Lemma 7.5.3. Let [X] ∈ Hscrolld,k,sm be a smooth scroll. Then, for any hyperplane
H ∈ (Pn)∨, we have X∩H ∈ Hscrolld,k−1.
Remark 7.5.4. Note that the statement of Lemma 7.5.3 asserts not only
that X ∩ H has dimension k − 1, but also that X ∩ H lies in the closure
of the locus of smooth scrolls. This additional fact about the irreducible
component in which a hyperplane section of a smooth scroll lies, which
takes up the bulk of the proof of Lemma 7.5.3, is not needed in the proof
of Lemma 7.5.2. Nevertheless, we prove it as a bonus.
Proof. First, note there are no hyperplanes [H] ∈ (Pn)∨ that contain an
associated point of X, since X has no degree 1 components. Therefore, by
Bezout’s theorem, for any hyperplane [H] ∈ (Pn)∨, we have H ∩ X lies
in the connected component of the Hilbert scheme of varieties of minimal
degree d and dimension k− 1.
We need to show that H ∩ X further lies in Hscrolld,k−1. That is, we claim it
lies in the irreducible component whose general member is a smooth scroll
of degree d and dimension k − 1. To see this, observe that by Bertini’s
theorem, there is some hyperplane [J] ∈ (Pn)∨ so that X∩ J is smooth.
Now, consider the family{
X∩H : [H] ∈ (Pn)∨
}
⊂ Pn × (Pn)∨ → (Pn)∨
By [Har77, Theorem III.9.9], the projection map to (Pn)∨ is flat, because
(Pn)∨ is reduced, and all fibers have the same Hilbert polynomial, equal
to that of a member of Hscrolld,k−1, as shown above.
Therefore, by the functorial definition of the Hilbert scheme H, we ob-
tain a map (Pn)∨ → H, which sends the point [J] ∈ (Pn)∨ to a smooth
scroll. By Proposition 5.3.5, we know that a smooth scroll is a smooth point
of the Hilbert scheme, and is therefore contained in the irreducible com-
ponent Hscrolld,k−1, and not contained in any other irreducible components.
Hence, since (Pn)∨ is irreducible, it must map completely to Hscrolld,k−1, as
claimed.
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Proof of Lemma 7.5.2 using technique-1. For the remainder of the proof, fix a
hyperplane H ⊂ Pn. Define the incidence correspondence
Φ :=
(
VX ×Hp1 H
)
×HX · · · ×HX
(
VX ×Hpd+2k−1 H
)
×HX VX ×HX VX ×HX (VX ×Pn HΛ)
To complete the proof, it suffices to show that
dimΦ = dimHd+2k−1 × (Pn)2 ×G(d− 2k+ 2,n+ 1)
= (n− 1)(d+ 2k− 1) + 2n+ (d− 2k+ 2)(n+ 2k− d− 1)
because then the projection map
Φ→ (Pn)d+2k−1 × (Pn)2 ×G(d− 2k+ 2,n+ 1)
will either be generically finite or not dominant, and in either case, there
will only be finitely many smooth varieties through a general set of such
points, meeting a general plane Λ. Now, consider the projection
Φ→ Hscrolld,k,sm
It suffices to show that the dimension ofHscrolld,k plus the dimension of every
fiber of this map is
(n− 1)(d+ 2k− 1) + 2n+ (d− 2k+ 2)(n+ 2k− d− 1).
Noting that, by definition, n = d+ k− 1, we can rewrite the above dimen-
sion as as
(d+ k− 2)(d+ 2k− 1) + 2(d+ k− 1) + (d− 2k+ 2)(n+ 2k− d− 1).
We know that dimHscrolld,k,sm = (d+ k)
2 − k2 − 3 because smooth scrolls
are smooth points of Hscrolld,k by Proposition 5.3.5 and because this is equal
to the dimension of Hscrolld,k by Proposition 5.3.16. We claim
dimVX ×Pn H− dimHscrolld,k,sm = k− 1
dimVX − dimHscrolld,k,sm = k
dimVX ×Pn HΛ − dimHscrolld,k,sm = k+ (d− 2k+ 1)(3k− 2)
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Indeed, the last two statements are immediate consequences of Lemma 3.3.4.
Finally, the first statement follows because the intersection X∩H is always
k− 1 dimensional, by Lemma 7.5.3, and so the fibers of the map
VX ×Pn H→ Hscrolld,k,sm
are all k− 1 dimensional, implying the difference of the dimensions is k−
1.
We have now completed the proof because
dimΦ = ((d+ k)2 − k2 − 3)
+ ((k− 1)(d+ 2k− 1) + (2k) + (k+ (d− 2k+ 1)(3k− 2)))
= (d+ k− 2)(d+ 2k− 1) + 2(d+ k− 1)
+ (d− 2k+ 2)(n+ 2k− d− 1)
= dim(Pn)d+2k−1 × (Pn)2 ×G(d− 2k+ 2,n+ 1).
7.6 Inductive degeneration for degree between
k+ 1 and 2k− 1
The main result of this section is Proposition 7.6.1 which lets us verify
scrolls of degree between k+ 1 and 2k− 1 satisfy interpolation, assuming
ind-2 inductively. We prove this assuming two lemmas, Lemma 7.6.2 and
Lemma 7.6.3. These two lemmas are essentially just dimension counts.
Proposition 7.6.1. Let k + 1 ≤ d ≤ 2k − 1. Assuming induction hypothe-
sis ind-2 holds for varieties of degree d− 1 then Hscrolld,k satisfies interpolation.
Proof assuming Lemma 7.6.2 and Lemma 7.6.3. By Lemma 7.4.1, we would like
to show there is a degree d − 1, dimension k variety passing through
d+ 2k+ 2 points, p1, . . . ,pd+2k+2, and meeting a general 2(d− k) plane Λ.
Choose a general hyperplaneH and specialize 2d of these points, p1, . . . ,p2d,
to H. Now, the first 2k − d + 2 points remain general, and span some
2k − d + 1 plane P. Specialize Λ so that Λ ∩ H ∩ P 6= ∅, but so that Λ
is otherwise general.
Then, by induction hypothesis ind-2 for varieties of degree d, there is a
variety of degree d− 1 containing the 2d points p1, . . . ,p2d and containing
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Figure 7.3: A visualization of the idea of the proof of Proposition 7.6.1,
where one inductively specializes 2d points to lie in a hyperplane H, and
the additional plane Λ to meet the intersection of H and the span of the
remaining 2k− d+ 2 points.
Q. Call this variety X. If the points are chosen generally, we can assume
this variety is smooth.
Further, if the points are chosen generally, we will have some (k− 1)
plane RwithQ ⊂ R ⊂ X, as we now explain. Note, by Proposition 5.2.2, if
dimQ 6= 1, then we will have thatQ is contained in some (k− 1)-plane. If,
instead dimQ = 1, then, at least when k > 2, we know there are at most
two components of the Fano scheme of lines contained in X, and one of
these has dimension k, which is strictly larger than the other component
(if it exists), from Proposition 5.2.2. Therefore, since p1, . . . ,pd+2k+2 and Λ
are chosen generally, we may assume that this lineQ lies in the component
of the Fano scheme of larger dimension. In this case, the lineQ lies in some
(k− 1)-plane, again by Proposition 5.2.2.
Define Y to be the plane spanned by R,p2d+1, . . . ,pd+2k+2. Then, we
obtain then obtain that X ∪ Y corresponds to a point in Hscrolld,k by Proposi-
tion 6.1.3. Note that because we specializedΛ to meetQ, we automatically
obtain that Λmeets X∪ Y.
It remains only to show thatX∪Y is an isolated point. First, by Lemma 7.6.2,
there are only finitely many schemes of degree d− 1 containing p1, . . . ,p2d
and Q. For each such degree d − 1 scroll, X, there will be at most one
plane Y containing p2d+1, . . . ,pd+2k+2 so that Y ∩ X ∼= Pk−1, as follows
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from Proposition 5.2.2. By Lemma 7.6.3, there are also only finitely many
smooth scrolls containing p1, . . . ,pd+2k+2 and meeting Λ. Since there are
only finitely many scrolls inHbrokend,k andH
scroll
d,k,sm containing the points and
meeting the plane, it follows from Corollary 6.2.18 that X∪ Y is an isolated
point of the set of schemes containing the points and meeting Λ, and so it
satisfies interpolation by Theorem 3.1.8.
To complete the proof of Proposition 7.6.1, we only need show Lemma 7.6.2
and Lemma 7.6.3. We first show Lemma 7.6.2.
Lemma 7.6.2. Fix k and suppose k + 1 ≤ d ≤ 2k − 1. Let p1, . . . ,p2d be a
general set of 2d points in Pn−1 and let Λ be a general 2k− d plane in Pn−1.
Then, there are only finitely many schemes in Hscrolld−1,k containing p1, . . . ,p2d,Λ.
We give two proofs using the two techniques from Remark 3.1.11.
Proof using technique-2. The condition that a variety of dimension k meet
a point in Pn is n− k conditions. Next, containing a (2k− d) plane im-
poses dimG(2k− d+ 1,n) − dimG(2k− d+ 1,k) − 1 conditions because
there is a dimG(2k − d + 1,n) dimensional space of 2k − d planes, and
a dimG(2k − d + 1,k) − 1 dimensional space of planes in any given k-
dimensional scroll. Adding these up, the total number of conditions is
(2d)(n− k) + dimG(2k− d+ 1,n) − dimG(2k− d+ 1,k) − 1
= (k+ (d− 1))2 − k2 − 3
= dimHscrolld−1,k
as desired.
Proof using technique-1. Let H(Λ ⊂ X) denote the flag scheme of pairs of
(2k− d)-planes Λ and elements of Hscrolld,k . That is, it is the pullback of the
usual flag Hilbert scheme along the map from the irreducible component
of the Hilbert scheme Hscrolld,k into the Hilbert scheme. Define
Φ := VX ×HX · · · ×HX VX ×HX H(Λ ⊂ X)
To complete the lemma it suffices to show that
dimΦ = dim(Pn−1)2d ×G(2k− d+ 1,n)
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To calculate the dimension ofΦ, we claim
dimVX − dimHscrolld−1,k = k
dimH(Λ ⊂ X) − dimHscrolld−1,k = 1+ (2k− d+ 1)(−k+ d− 1).
The first equality holds by Lemma 3.3.4 while the second holds from Propo-
sition 5.2.2.
Finally, we see
dimΦ = dimHscrolld−1,k + 2d(dimΦ(n−1) − dimH
scroll
d−1,k)
+ (dimΦ(2d−2k) − dimH
scroll
d−1,k)
= ((k+ d− 1)2 − k2 − 3) + 2d(k)
+ (1+ (2k− d+ 1)(−k+ d− 1))
= (k+ d− 2)(2d) + (2k− d+ 1)(2d− k− 2)
= dim(Pn−1)2d ×G(2k− d+ 1,n)
completing the proof.
We now complete the proof of Proposition 7.6.1 by proving Lemma 7.6.3.
Lemma 7.6.3. Let k + 1 ≤ d ≤ 2k and n = d + k − 1. Let p1, . . . ,p2d be
a general set of points in a hyperplane H ⊂ Pn and let q1, . . . ,q2k−d+2 be
general points in Pn. Further, let P be the plane spanned by q1, . . . ,q2k−d+2
and let Q := P ∩ H. Specialize Λ ⊂ Pn to be a 2(d − k)-plane meeting Q.
Then, there are only finitely many elements in Hscrolld,k,sm meeting Λ and containing
p1, . . . ,p2d,q1, . . . ,q2k−d+2.
We give two proofs, one using technique-2, and one using technique-1.
However, since the proof using technique-2 involves a different setup than
those of previous proofs, we gloss over some of the details of this alternate
setup, as they are more than sufficiently addressed in the second proof by
technique-1.
Proof 1, by technique-2. We prove this using technique-2. The proof can
also be done using technique-1, but is much trickier to set up. Follow-
ing the explanation given in Remark 3.1.11 and Example 3.1.12, we count
the number of conditions imposed by the various objects. Recall from
Proposition 5.3.16 that dimHscrolld,k = (d+ k)
2 − k3 − 3. First, each of the
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points q1, . . . ,q2d+2 impose n−k conditions. That is, the subscheme of the
Hilbert scheme Hscrolld,k passing through qi has codimension n− k. There-
fore, in total, these impose (2k− d+ 2)(n− k) conditions. Next, because
each of the points p1, . . . ,p2d+2 lie in H ∼= Pn−1, and any hyperplane sec-
tion of a scroll is k− 1 dimensional, (or, more precisely, one can consider
the universal family restricted to H, which is the fiber product VX ×Pn
HX
(H×Pn HX),) we obtain that passing through a point pi also imposes (n−
1) − (k− 1) = n− k conditions.
Finally, since Λ is a (2d− 2k) plane, it is
((d+ k− 1) − k) − (2d− 2k) = 2k− d− 1
conditions for a k dimensional variety to meet it. Adding up all these
conditions yields
(d− 1)(2d) + (d− 1)(2k− d+ 1) + (2k− d− 1) = (d+ k)2 − k2 − 3,
as desired.
Proof 2, by technique-1. Construct the incidence correspondences
Ψ := {(x,q,X,p1, . . . ,p2d,q1, . . . ,q2k−d+2,P,Q,Λ)
⊂ Pn ×Pn ×Hscrolld,k,sm ×H2d × (Pn)2k−d+2
×G(2k− d+ 2,d+ k)×G(2k− d+ 1,d+ k− 1)
×G(2d− 2k+ 1,d+ k)
: x ∈ X∩Λ,q ∈ P ∩H∩Λ,pi ∈ X,qi ∈ X,
P = q1, . . . ,q2k−d+2,Q = P ∩H} ,
B := {(p1, . . . ,p2d,q1, . . . ,q2k−d+2, t,Λ)
⊂ (Pn)2k−d+2 ×H×G(2d− 2k+ 1,d+ k)
: t ∈ q1, . . . ,q2k−d+2, t ∈ Λ} .
The definition of Ψ above is only intended as a set theoretic description, so
as to introduce notation for the components of Ψ.
We now give a scheme theoretic construction of Ψ. First, take
Ψ1 :=
((
VX ×Pn
HX
HHX
)
×HX · · · ×HX
(
VX ×Pn
HX
HHX
))
×HX
(
VX ×HX · · · ×HX VX
)
Ψ2 := Ψ1 ×HX (VΛ ×Pn VX)
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where there are 2d copies of VX ×Pn
HX
HHX , corresponding to the pi, and
2k − d + 2 copies of VX, corresponding to the qi. Then, define B ′ to be
the irreducible component of the reduced scheme of triples (P,Q,b) with
b = (p1, . . . ,p2d,q1, . . . ,q2k−d+2, t,Λ) ∈ B,P ∈ G(2d− 2k+ 2,d+ k),Q ∈
G(2k − d + 1,d + k − 1) whose general member consists of independent
points q1, . . . ,q2k−d+2 so that P = q1, . . . ,q2k−d+2 and so that P intersects
H transversely with Q = P ∩ H. Finally, define Ψ := Ψ2 ∩ B ′ to be the
scheme theoretic intersection. Now, consider the projection maps
Ψ
Hscrolld,k,sm B.
pi1
pi2
Following technique-1, it suffices to show that dimΦ = dimB.
So, we will now show dimΦ = dimB. First, we compute dimB. Ob-
serve that we have a projection
B
η−→ H2d × (Pn)2k−d+2.
Note further that the fibers of this map η are all isomorphic to a Schubert
cell insideG(2d− 2k+ 1,d+ k) of (2d− 2k)-planes meeting a given 2k−d
plane. This Schubert cell has codimension k− 1 in G(2d− 2k+ 1,d+ k)
by [EH13, Theorem 4.1]. Therefore, the fibers of η are
(2d− 2k+ 1)(2k− d− 1) − (k− 1).
Now, because the target of η is 2d(d + k − 2) + (2k − d + 2)(d + k − 1)-
dimensional, and the fibers are irreducible of the same dimension, Lemma 3.2.1
implies that B is irreducible of dimension
(2d− 2k+ 1)(2k− d− 1) − (k− 1) + 2d(d+ k− 2)
+ (2k− d+ 2)(d+ k− 1).
To complete the proof, it suffices to show that
dimΦ = (2d− 2k+ 1)(2k− d− 1) − (k− 1) + 2d(d+ k− 2)
+ (2k− d+ 2)(d+ k− 1),
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as the latter is equal to dimB. From the definition of Ψ, we have a natural
projection map
Ψ
pi3−→ Ψ1
We claim it suffices to show that the fibers of pi3 are k+(2k−d)+ (2d−
2k− 1)(3k− d− 1) dimensional. To see this, we will show that the sum of
dimension of a general fiber of Ψ, plus the dimension of Ψ of pi3 is equal to
the dimension of B. Now, we can compute the dimension of Ψ1 using the
projection Ψ1 → HX. Observe
dimVX ×Pn
HX
HHX − dimH
scroll
d,k,sm = k− 1
dimΦqi − dimH
scroll
d,k,sm = k.
The first equality holds by Lemma 7.5.3, as all fibers of the projection map
VX ×Pn
HX
HHX → Hscrolld,k,sm
are k− 1 dimensional. Therefore, we obtain that
dimΨ1 = dimHscrolld,k,sm + 2d(dimΦpi − dimH
scroll
d,k,sm)
+ (2k− d+ 2)(dimΦqi − dimH
scroll
d,k,sm)
= (d+ k)2 − k2 − 3+ 2d+ (2k− d+ 2)k
Using this, if we knew the fibers of pi3 are
k+ (2k− d) + (2d− 2k− 1)(3k− d− 1)
dimensional, we would obtain that
dimΨ = dimΨ1 + k+ (2k− d) + (2d− 2k− 1)(3k− d− 1)
= (d+ k)2 − k2 − 3+ 2d+ (2k− d+ 2)k+ k+ (2k− d)
+ (2d− 2k− 1)(3k− d− 1)
= (2d− 2k+ 1)(2k− d− 1) − (k− 1) + 2d(d+ k− 2)
+ (2k− d+ 2)(d+ k− 1)
= dimB.
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So, to complete the proof, we will now show the fibers of pi3 are k+
(2k−d) + (2d− 2k− 1)(3k−d− 1) dimensional. For this, observe that we
can describe the fiber of pi3 over a particular general point
(X,p1, . . . ,p2d,q1, . . . ,q2k−d+2)
as quintets
F := {(Λ,q, x,P,Q) :
P = q1, . . . ,q2k−d+2,Q = P ∩H,q ∈ Q, x ∈ X, x ∈ Λ,q ∈ Λ}
Further, define
Ψ3 = {(q, x,p1, . . . ,p2d,q1, . . . ,q2k−d+2,P,Q)
: p1, . . . ,p2d ∈ H,P = q1, . . . ,q2k−d+2,Q = P ∩H,q ∈ Q, x ∈ X} .
Observe that we have commuting triangle
Ψ Ψ3
Ψ1
pi4
pi3
pi5
Note that the fiber of pi5 over a point of Ψ1 is
G := {(q, x,P,Q) : p1, . . . ,p2d ∈ H,
P = q1, . . . ,q2k−d+2,Q = P ∩H,q ∈ Q, x ∈ X} .
Therefore, the dimension of the fibers of pi3 is the sum of the dimensions
of the fibers of pi4 and pi5. So, to complete the proof, it suffices to show
that the fibers of pi5 are k+ (2k− d) dimensional and the fibers of pi5 are
(2d− 2k− 1)(3k− d− 1) dimensional over a general point in the base Ψ3.
We can first see that the fibers of pi5 are simply isomorphic to the prod-
uct of X and the 2k − d plane Q, and therefore k + 2k − d dimensional.
Next, we see that the fibers of pi4 consist of 2d− 2k planes Λ containing
x,q. In the case that x,q are distinct points, the fiber will simply be 2k− d
planes containing two points, which is isomorphic to the Grassmannian
G(2d− 2k− 1,d+ k− 2). Finally,
dimG(2d− 2k− d,d+ k− 2) = (2d− 2k− 1)(3k− d− 1)
as desired. This completes the proof.
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Figure 7.4: A visualization of the idea of the proof of Proposition 7.7.1,
where one inductively specializes 2d points to lie in a hyperplane.
7.7 Inductively verifying ind-2
In this section, we show ind-2 holds for a given degree d ′, assuming it
holds for degree d ′ − 1. This is accomplished in Proposition 7.7.1.
The proof of the following Proposition 7.7.1 is quite analogous to Propo-
sition 7.5.1, in that we will specialize all but two of the points to a hyper-
plane, and then find a scroll of degree d which is a union of a scroll of
degree d− 1 inside a hyperplane and a Pk, meeting along a Pk−1. We now
prove Proposition 7.7.1 assuming Lemma 7.7.3 and Lemma 7.7.4.
Proposition 7.7.1. Let k ≥ 3. Assuming induction hypothesis ind-2 holds for
varieties of degree d− 1 with k+ 1 ≤ d ≤ 2k− 2, it holds for varieties of degree
d.
Proof assuming Lemma 7.7.3 and Lemma 7.7.4. Start with 2d+2 general points
p1, . . . ,p2d+2 and a general (2k− d− 1)-plane Λ. We would like to show
there is an element of Hscrolld,k containing these points and Λ.
Choose a general hyperplaneH ⊂ Pd+k−1 and specializeΛ and p1, . . . ,p2d
to be contained in this hyperplane. Let P be the (2k−d+ 1)-plane spanned
by Λ,p2d+1 and p2d+2, and let Q := P ∩H. Then, by inductive hypothe-
sis ind-2, there is a scroll of degree d− 1 and dimension k, call it X, con-
taining the 2d points p1, . . . ,p2d and the 2k− d plane Q.
There is a unique k − 1-plane contained in X and containing Q, by
Proposition 5.2.2. Call this plane P. Note that here the special case 1 of
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Proposition 5.2.2 only occurs when X ∼= P1 ×P1 is a quadric surface, and
so we need not consider this case, as we are assuming k ≥ 3.
Take Y to be the span of Λ,p2d+1,p2d+2, and P. The variety X ∪ Y with
reduced scheme structure lies inHbrokend,k ⊂ Hscrolld,k and contains p1, . . . ,p2d+2,
andΛ, as desired. Note that the domain and range of pi2 have the same di-
mension by Lemma 7.6.2. Furthermore, by Lemma 7.7.3, when k > 2, the
incidence correspondence which is the domain of pi2 will have a unique
component of maximal dimension, and possibly one other component of
lower dimension. If the source of pi2 from Lemma 7.7.3 has two compo-
nents, since we are choosing (p1, . . . ,p2d+2,Λ) generally, we may as well
choose this tuple not to lie in the image of the lower dimensional compo-
nent.
Next, there are only finitely many smooth scrolls and finitely many
scrolls in Hbrokend,k containing p1, . . . ,pd+2,Λ, as follows from Lemma 7.7.4.
So, applying Corollary 6.2.18, to the map from the irreducible component
of maximal dimension inside the domain of pi2 to the range of pi2, we see
that the point the point [X ∪ Y] constructed above in the Hilbert scheme is
isolated among all schemes containing p1, . . . ,p2d+2,Λ.
Then, by Lemma 3.3.1, we obtain that pi2 is surjective, meaning that
ind-2 holds for scrolls of degree d and dimension k.
Remark 7.7.2. The restriction that k ≥ 3made in the hypothesis of Propo-
sition 7.7.1 was only introduced to make the proof slightly easier, so that
we would not have to deal with the case of quadric surfaces in P2. Of
course, it is quite easy to deal with the dimension 2 case separately. This
essentially amounts to showing there are only finitely many quadric sur-
faces containing 6 general points and a line. Nevertheless, interpolation
in dimension 2 also follows immediately from Coskun’s thesis [Cos06a,
Example, p. 2]
To complete the proof of Proposition 7.7.1, we prove Lemma 7.7.3 and
Lemma 7.7.4. We start with Lemma 7.7.3.
Lemma 7.7.3. Let X ∈ Hscrolld,k and let F denote the Fano scheme whose k points
are 2k− d− 1 planes contained in X. Define
Φ = VX ×HX · · · ×HX VX ×HX F.
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where there are 2d+ 2 copies of VX. Define
Φ
Hscrolld,k (P
n)2d+2 ×G(2k− d,n+ 1).
pi1
pi2
Then, Φ is irreducible if 2k− d− 1 6= 1. When 2k− d− 1 = 1, it has at
most two components. If it has two components, one is of dimension
dim(Pn)2d+2 ×G(2k− d,n+ 1) = (k+ d− 1)(2d+ 2) + (2k− d)(2d− k)
and the other is of dimension
(k+ d− 1)(2d+ 2) + (2k− d)(2d− k) − 2(k− 2).
Proof. First, the statements regarding irreducibility of Φ follow immedi-
ately from the statements on irreducibility of the Fano scheme F as given
in Proposition 5.2.2, coupled with the assumption that HX and VX are irre-
ducible.
Since Proposition 5.2.2, also gives the dimensions of the one or two ir-
reducible components of F, call them Fi, we have that the dimension of the
ith irreducible component of Φ is (dim Fi − dimHX) + (2d+ 2)(dimVX −
dimHX) + dimHX, as claimed.
Finally, we prove Lemma 7.7.4, which finishes the proof of Proposi-
tion 7.7.1.
Lemma 7.7.4. Let p1 . . . ,p2d+2 be 2d+ 2 points in Pn and let Λ be a (2k−d−
1)-plane so that there is a hyperplane H ⊂ Pn containing p1, . . . ,p2d but the
points and plane are otherwise general. Then, there are only finitely many scrolls
in Hscrolld,k,sm containing p1, . . . ,p2d+2,Λ and there are only finitely many scrolls in
Hbrokend,k containing p1, . . . ,p2d+2,Λ.
Proof. First, let us show there are only finitely many scrolls inHbrokend,k con-
taining p1, . . . ,p2d+2,Λ. Suppose we took such a scroll X ∪ Y with Y ∼=
Pk,X ∈ Hscrolld−1,k. We would necessarily have X ⊂ H, as if X spanned any
other hyperplane, there would not be a k-plane Y so that Y ∪H contains
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p1, . . . ,p2d+2,Λ, and in particular there can be no such scroll X ∪ Y con-
taining p1, . . . ,p2d+2,Λ. So, we conclude that Y contains Λ,p2d+1,p2d+2.
Let P be the plane spanned by Λ,p2d+1,p2d+2. Then, Q := P ∩ H is a
(2k− d)-plane. It now suffices to show there are only finitely many scrolls
X ∈ Hscrolld,k containing Q and planes Y meeting X at Pk−1 ⊂ H and con-
taining Λ,p2d+1,p2d+2. Now, by Lemma 7.6.2, there are finitely many
X ∈ Hscrolld−1,k containing Q,p1, . . . ,p2d. Then, for any such X, there is at
most 1 k-plane containing Q which meets X in a (k − 1)-plane and con-
tains Λ,p2d+1,p2d+2.
To complete the proof, we only need show there are only finitely many
scrolls in Hscrolld,k,sm containing p1, . . . ,p2d+2,Λ. This proof is quite similar to
that of Lemma 7.6.2. For this proof, we will use technique-2. Observe that
it is n− k conditions to contain a point, while it is also (n− 1) − (k− 1) =
n − k conditions to contain a point in a fixed n − 1 dimensional hyper-
plane. Therefore, a point in a fixed hyperplane and a general point im-
pose the same number of conditions. Hence, since the configuration from
Lemma 7.6.2, prior to specializing p1, . . . ,p2d to a hyperplane already im-
posed dimHscrolld,k conditions, the current configuration after specializing
them to a hyperplane still imposes dimHscrolld,k conditions, completing the
proof.
Exercise 7.7.5. Prove that there are only finitely many scrolls in Hscrolld,k,sm
using technique-1, following the proof using technique-1 for Lemma 7.6.2.
7.8 A combinatorial interlude
In this section, we count the number of planes containing a point and
meeting k lines in Lemma 7.8.2. We will only need that this number is
nonzero to show scrolls satisfy interpolation. It is fairly easy to see this
number is nonzero from Schubert calculus. Nevertheless, it is nice to know
that the actual number of scrolls containing these linear spaces. This may
be helpful in finding the number of scrolls through the expected number
of linear spaces, as discussed in Question 9.3.2.
Definition 7.8.1. A Young diagram of size n is a collection of n 1× 1 boxes
which are left and bottom justified. A right-justified Young diagram of
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size n is a collection of n 1 × 1 boxes which are right and top justified.
A Young tableaux (respectively right-justified Young tableaux) of size n
is a Young diagram (respectively right-justified Young diagram), together
with an ordered labeling of the boxes from 1 to n. A Young tableau (re-
spectively right-justified Young tableau) is standard if the entries in each
row are increasing from left to right (respectively left to right) and bottom
to top. Define T(n) := # {Y : Y is a standard Young tableaux }.
Lemma 7.8.2. The number of (k− 1)-planes which are subspaces of P2k−1 con-
taining a point and meeting k lines is T(k− 1). In particular, it is nonzero.
Proof. ConsiderG(k, 2k), the Grassmannian of (k− 1)-planes inP2k−1. Let
A(G(k, 2k)) denote its chow ring. Let σk−1 ∈ A(G(k, 2k)) denote the class
of the Schubert cell in the Grassmannian of (k− 1)-planes meeting a line
and let σk denote the class of the Schubert cell in the Grassmannian of
(k− 1)-planes containing a point, as defined in [EH13]. We are now asking
to compute the product σkσkk−1 ∈ A0(G(k, 2k)) ∼= Z as the value of this
class is the number of (k − 1)-planes which meets k lines and contains
a point. Applying Pieri’s formula [EH13, Proposition 4.9] interpreted in
terms of Young diagrams via [EH13, Section 4.5, page 165], the product
σk · σkk−1 is precisely the number of ways to fill a k× k box by iteratively
placing a set of k boxes, followed by k sets of k − 1 boxes so that after
adding a given set of boxes, the resulting shape is a Young diagram and
we only add at most a single box to each column.
Once we show this, we will finish the proof. This, however, follows
from Lemma 7.8.3, which we now prove.
Lemma 7.8.3. Let S(k) denote the number of ways to fill a k× k box by itera-
tively placing a set of k boxes, followed by k sets of k− 1 boxes so that after adding
a given set of boxes, the resulting shape is a Young diagram and we only add at
most a single box to each column. Then, S(k) = T(k− 1), where T(k− 1) is the
number of standard Young tableaux of size k− 1.
Proof. To compute S(k), note that we must start by placing k boxes on the
bottom row. Therefore, S(k) is equal to the number of ways to place k sets
of k− 1 boxes so that no two boxes from the ith set are in the same column
and after adding the ith set, the resulting set of boxes is a Young diagram.
We now give a bijection between the set of all such configurations and the
set of standard Young tableau of size k− 1, which will complete the proof.
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Note that the datum of adding k− 1 boxes under the above constraints
is the same as choosing a column that has more boxes than the column to
its right. So, given a valid filling of the (k− 1)× k box by k sets of k− 1
boxes, associate to it the Young diagram of size k − 1 whose ith box is
placed on the top of the column in which there is no box from the ith set
of k− 1 boxes. This is a right-justified young diagram because the ith box
must be placed in a column so that the column to it’s right has fewer boxes,
meaning that before inserting the ith box in our standard Young tableaux,
we have already placed some box in our standard Young tableau on the
column to its right.
To show this is a bijection, the inverse map can be given quite simply:
Given a right justified standard Young tableaux, for all i with 1 ≤ i ≤ k−
1, we place the ith set of k−1 boxes in all columns but the column in which
the ith box of the standard Young tableaux lies in. We then place the kth
set of k− 1 boxes in whatever k− 1 boxes are remaining after placing the
first k sets of k− 1 boxes. This then defines a valid filling of the (k− 1)× k
box by k sets of k− 1 boxes.
It is immediate from the construction that these to processes are mutu-
ally inverse, and hence define a bijection.
7.9 Base case: verifying ind-2 for degree k vari-
eties
We have essentially completed our inductive steps. Now comes the heart
of the argument, where we will examine interpolation of varieties of di-
mension k and degree k. Recall that degree k, dimension k varieties are
realized as a Segre embedding P1 ×Pk−1 → P2k−1, by Lemma 5.2.1.
We have two remaining parts of our argument for showing scrolls sat-
isfy interpolation. First, in this section, we complete the base case of the
induction, which is carried out in Proposition 7.9.2. We show that we can
find a variety of degree k and dimension k containing 2k+2 general points
and a general (k− 1)-plane.
Then, in the next section section 7.10, we show that Hscrollk,k satisfies in-
terpolation, meaning that we can find a scroll in Hscrollk,k through 3k + 3
general points.
In order to prove Proposition 7.9.2, we will first need a way of con-
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structing a scroll through a point and 2k+ 2 points. For this, we will need
Lemma 7.9.1, which we now prove.
Lemma 7.9.1. Fix k lines `1, . . . , `k ⊂ P2k−1 and three (k−1)-planesΛ1,Λ2,Λ3 ⊂
P2k−1. Suppose that `i ∩ Λj consists of a single point for all pairs (i, j), and
that no two of these intersection points are the same. Further, suppose the lines
`1, . . . , `k span P2k−1. Then, there is a unique scheme X ⊂ P2k−1 so that
X ∼= P1 ×Pk−1 is the Segre embedding and X contains `1, . . . , `k,Λ1,Λ2,Λ3.
Further, the lines `1, . . . , `k appear as the images of lines of the form P1 ×
{qk} ⊂ P1 ×Pk−1 under the Segre embedding, with qi ∈ Pk−1.
Proof. First, we show some such scheme X exists. Since the lines span all
of Pk−1, we may choose coordinates so that
`i = V(x0, . . . , x2i−3, x2i, x2i+1, . . . , x2k−1).
Denote the standard coordinate point by ei := [0, . . . , 0, 1, 0, . . . , 0], where
there is a 1 in the ith coordinate. Since automorphisms of P1 are triply
transitive, we may assume that
Λ1 ∩ `i = e2i−2
Λ2 ∩ `i = e2i−1
Λ3 ∩ `i = e2i−2 + e2i−1
Now, observe that the variety defined by the minors of the matrix(
x0 x2 · · · x2k−2
x1 x3 · · · x2k−1
)
defines a variety of minimal degree k in P2k−1 by Proposition 4.4.2, and
therefore a Segre variety by Lemma 5.2.1. This variety contains the lin-
ear spaces `1, . . . , `k,Λ1,Λ2,Λ3 by construction, because the minors of the
matrix vanish on all of these linear spaces.
To complete the proof, it suffices to show this variety is unique. How-
ever, since the lines `i meet the (k− 1) planes Λj, they must be type 1, by
Proposition 5.2.2. Then, if we had a scroll through such a configuration,
say pi : X → P1, it would necessarily satisfy pi(`1 ∩Λj) = · · · = pi(`k ∩Λj).
In particular, since the isomorphisms pi|`i : `i → P1 are determined for the
three points `i ∩Λj, they are uniquely determined, as automorphisms of
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Figure 7.5: A visualization of the idea of the proof of Proposition 7.9.2,
where one specializes pairs of points to lie on lines meeting the given (k−
1)-plane.
P1 are triply transitive. Hence, we have specified isomorphisms `i ∼= P1,
and there is then a unique scroll defined by these isomorphisms, as fol-
lows from Proposition 4.4.1. More precisely, this proposition shows that
every smooth scroll can be constructed from only the datum of a collection
of k rational normal curves with specified isomorphisms to P1.
Proposition 7.9.2. There exist finitely many varieties of minimal degree S1k con-
taining 2k+ 2 general points and a general (k− 1)-plane.
Proof. Label the points by p1, . . . ,p2k+2 and the (k − 1)-plane by Λ. De-
fine the k lines `1, . . . , `k, by `i := p2i+1,p2i+2. Start by specializing the
points p1, . . . ,p2k to general points satisfying the condition that the k lines
`1, . . . , `k all meet Λ. We claim that there are only finitely many varieties
S1k which contain such a configuration of points and Λ.
To see this, note that the ideal of a scroll is generated by quadrics, by
Proposition 4.4.2. Note that the variety S1k contains Λ and three points
on each line `i, namely p2i+1,p2i+2 and `i ∩Λ. By Bezout’s theorem, each
quadric containing these three points must contain the line. Since the va-
riety S1k is the intersection of the quadrics containing it, and each quadric
containing it contains `i, it follows that `i ⊂ X.
Hence, it suffices to show there are a finite, nonzero number of smooth
varieties S1k corresponding to a point in H
scroll
k,k that
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1. contain a (k− 1)-plane Λ
2. contain k lines `1, . . . , `k, and
3. contain 2 points p1,p2.
This suffices because the smooth locus of Hscrollk,k is open, and so any such
smooth scheme would then be an isolated point inside Hscrollk,k containing
p1, . . . ,p2k+2,Λ. Now, defineΦ to be{
(X,p1, . . . ,p2k+2,Λ) ⊂ Hscrollk,k × (P2k−1)2k+2 ×G(k, 2k) : pi ∈ X,Λ ⊂ X
}
and define the projection map
Φ
Hscrolld−1,k (P
2k−1)2k ×G(k, 2k).
pi2
The source and target of pi2 have the same dimension by Lemma 7.6.2. So,
by Lemma 3.3.1, pi2 would be dominant if it has a point isolated in its fiber.
So, to complete the proof, it suffices to show there is a finite nonzero
number of smooth scrolls containingΛ, `1, . . . , `k,p1,p2. Next, any smooth
scheme in Hscrollk,k is abstractly isomorphic to P
1 × Pk−1 by Theorem 5.1.4
and Lemma 5.2.1. LetX be some smooth scheme containingΛ, `1, . . . , `k,p1,p2.
By Proposition 5.2.2, when k > 2, (the k = 2 case can easily be handled
separately,) the only (k− 1)-planes contained in X are those which are the
image of planes of the form {p}× Pk−1 under the Segre embedding. Ad-
ditionally, by Proposition 5.2.2, any line contained in X is either image of
{p} × ` or P1 × {q} under the Segre embedding. Since `1, . . . , `k all meet
Λ at precisely 1 point, they must pull back to lines of the form P1 × {q}.
Additionally, the two remaining points p1 and p2 must be contained in
two (k − 1)-planes Λ1,Λ2 with Λi ∩ `j 6= ∅. This is because they pull
back to some pair of points q1,q2, on P1 × Pk−1 which are contained in
some {p}×Pk−1, which intersects the line P1 × {q} at {p}× {q}. According
to Lemma 7.8.2, there are T(k− 1) choices of planes containing q1 which
meet `1, . . . , `k, where T(m) is the number of standard Young diagrams
of size m. Therefore, there are T(k− 1)2 choices of pairs of planes Λ1,Λ2
containing p1,p2 and meeting lines `1, . . . , `k.
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Now, for any such choice of planes Λ1,Λ2, there is a unique smooth
scroll containing `1, . . . , `k,Λ1,Λ2,Λ by Lemma 7.9.1. In particular, this
scroll contains Λ,p1, . . . ,p2k+2, as desired. Hence, in total, there are T(k−
1)2 smooth scrolls containing such a collection of points, which is a finite,
positive number, as claimed.
7.10 Base case: interpolation for degree k vari-
eties
Before piecing our inductive argument for interpolation of scrolls together,
we have to show that varieties of minimal degree k and dimension k sat-
isfy interpolation. Perhaps surprisingly, this will turn out to be the most
subtle case of all, and will be proven in Proposition 7.10.2. To simplify the
clutter a bit, we’ll start by outlining the argument in the case that k = 3.
Example 7.10.1. Before we go through the argument that Hscrollk,k satisfies
interpolation in detail, let’s start with an example in the case k = 3, illus-
trating the idea of this argument. See Figure 7.6 for a pictorial description
of the degeneration in this example. We will omit many of the details, as
they are covered in the proof of Proposition 7.10.2. In this case we want to
show there is a scroll S1,1,1 passing through 12 general points in P5.
Start by specializing the points so that
1. p1,p2, and p3 lie on a line `1,
2. p4,p5, and p6 lie on a line `2, and
3. p7,p8, and p9 lie on a line `3.
By Schubert calculus, there will be two 2-planes which contain a general
point p10 and meet all three lines `1, `2, and `3. Choose one of these two
choices, and call it P1. Similarly, choose a two plane P2 (respectively P3)
containing p11 (respectively p12) and meeting all three lines `1, `2, and `3.
Let the unique intersection point of Pi with `r be denoted qi,r := pi ∩ `r.
Then, recall an automorphism of P1 is uniquely determined by where
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three points are sent. So, we obtain unique isomorphisms `i ∼= P1 sending
q1,r 7→ 0 ∈ P1
q2,r 7→ 1 ∈ P1
q3,r 7→∞ ∈ P1,
This uniquely determines the mapsφr : `r → P1 and hence determines the
scroll X.
One may observe that there will be other scrolls in Hscroll3,3 containing
p1, . . . ,p12. In fact, there will be a 3 dimensional family of such scrolls.
However, we claim that the scroll X is an isolated point, meaning that it
does not lie in the closure of any of the higher dimensional loci of scrolls
containing p1, . . . ,p12. Recall that X is the image of P1 × P2 under the
Segre embedding. Then, the only lines contained in X are those which
are the image of P1 × {p} for p ∈ P2 (i.e., of type 1) and those which are
the image of {q}× ` for q ∈ P1 and ` ⊂ P2 a line (i.e., of type 2). Then,
suppose we had a family of threefolds X. Inside this family, we can follow
our three lines. Since the lines lying in the family 2 cannot degenerate to
those lying in 1, the only possibility is that the lines appeared as lines in 1
for all members of our family X. But, since there are only finitely many X
containing the three lines as lines in 1, [X] must be an isolated point in its
fiber.
Keeping outline given in the case Example 7.10.1 in mind, we now pro-
ceed with the general proof.
Proposition 7.10.2. Let k ≥ 2 and p1, . . . ,p3k+3 be 3k+ 3 general points in
P2k−1. Then, there is some variety of minimal degree S1k containing p1, . . . ,p3k+3.
That is, Hscrollk,k satisfies interpolation.
Proof. To begin with, specialize the points, as follows: Pick k lines `1, . . . , `k
so that `1, . . . , `k spanP2k−1. Now, specialize the points so that p3i+1,p3i+2,p3i+3
are distinct points on `i for 1 ≤ i ≤ k. This leaves us with 3 general points,
which we have labeled as p1,p2,p3.
We will now examine the incidence correspondence
Ψ := VX ×HX · · · ×HX VX
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Figure 7.6: A visualization of the idea of the proof of Proposition 7.10.2,
where one specializes triples of points to lie on lines, and then finds a
scroll containing those points.
where the product is taken of 3k + 3 copies of VX. Set theoretically (but
without specifying a scheme structure) we can describe the closed points
of Ψ as {
(X, r1, . . . , r3k+3) ⊂ Hscrollk,k × (P2k−1)3k+3 : ri ∈ X 6= ∅
}
with projections
Ψ
Hscrollk,k (P
2k−1)3k+3.
η1
η2
We show the fiber over the special configuration of points chosen above
contains an isolated point. This will complete the proof because, by Lemma 3.3.1,
the map η2 will be is dominant, and so this interpolation problem is satis-
fied. Here, we are using Proposition 3.2.2 to say that the incidence corre-
spondence is irreducible and Lemma 3.3.4 to say the source and target of
η2 have the same dimension.
Define X = η−12 (p1, . . . ,p3i+3). First, we shall exhibit a point of X, and
then show it is isolated. By Proposition 4.4.2, if [X] ∈ Hscrollk,k,sm, the ideal of
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X is defined by quadrics, since it is generated by the minors of a matrix
with two rows. Therefore, if a smooth variety of minimal degree contains
three collinear points, it must contain the line through them, by Bezout’s
theorem.
In particular, a smooth variety of minimal degree X corresponds to a
point in X if and only if it contains the lines lines `1, . . . , `k and the points
p1,p2,p3. So, define
Φ :=
(
V`1 ×Pn VX
)×HX · · · ×HX (V`k ×Pn VX)×HX VX ×HX VX ×HX VX
(7.10.1)
with projections
Φ
Hscrollk,k (G(2, 2k))
k × (P2k−1)3
pi1
pi2 (7.10.2)
Set theoretically, we can describe the closed points of Φ (without spec-
ifying a scheme structure) as{
(L1, . . . ,Lk, r1, r2, r3,X) ⊂ (G(2, 2k))j × (P2k−1)3 ×Hscrollk,k : Li ⊂ X, ri ∈ X
}
.
Let Y := pi−12 (`1, . . . , `k,p1,p2,p3).
To complete the proof, it suffices to exhibit an isolated point of Y, be-
cause locus of smooth schemes corresponding to points of Y agrees with
the locus of smooth schemes corresponding to points in X as subschemes
of Hscrollk,k .
Remark 7.10.3. It is worth observing that Φ is reducible, and even has
multiple connected components. However, the set theoretic locus of smooth
schemes which are fibers of Y under pi1 agrees with the set theoretic locus
of smooth schemes which are fibers of X under η1. So, we obtain that a
point of X corresponding to a smooth scheme will be isolated in X if that
point is an isolated point of Y.
Now, by assumption, `1, . . . , `k,p1,p2,p3 are chosen generally. In par-
ticular, the lines span P2k−1. Further, the points were specialized to gen-
eral position so that, by Lemma 7.8.2, there are finitely many (k−1)-planes
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containing pi and meeting all lines `1, . . . , `k. In particular, there are only
finitely many three tuples of (k− 1)-planes (Λ1,Λ2,Λ3) so thatΛi contains
pi and meets all lines. Additionally, since the points were chosen gener-
ally, we may assume that the points of intersection Λi ∩ `j are all pairwise
distinct. Now, by Lemma 7.9.1, there is a unique Segre variety X contain-
ing Λ1,Λ2,Λ3 and `1, . . . , `k.
This corresponds to a point in Y, hence also one in X. To complete the
proof, it remains to show it corresponds to an isolated point in Y. This
follows from Lemma 7.10.4.
Lemma 7.10.4. Consider the incidence correspondenceΦ defined in (7.10.1) with
projection maps pi1 to Hscrollk,k and pi2 to (G(2, 2k))
k × (P2k−1)3, as defined in
(7.10.2). Let `1, . . . , `k be lines in P2k−1 and let p1,p2,p3 ∈ P2k−1 be three
points. Define Y := pi−12 (`1, . . . , `k,p1,p2,p3). Write [X] ∈ Y as X ∼= P1×Pk−1
via Lemma 5.2.1. If the lines `i are all of type 1 Then, [X] is an isolated point of Y.
Proof. We will assume k ≥ 3, as the cases k = 2 holds since S1,1 is a quadric
hypersurface.
First, by Lemma 7.8.2 and Lemma 7.9.1, there are only finitely many
points [Y] ∈ Y so that all `i appear as lines of type 1. To conclude the proof,
it suffices to show that there cannot be a family of scrolls in Y containing X
so that in the general member of the family, there is some `i which appears
as a line of type 2. So, suppose for the sake of contradiction, that such a
family Z→ C, for C ⊂ Y and [X] ∈ C, does exist.
Then, consider the relative Hilbert scheme H := Ht+1(Z/C) of lines
inside Z over C.
Remark 7.10.5. Note, throughout nearly all of the rest of this thesis, we
were considering the Hilbert scheme over a ground field, but this is a case
in which we will need to harness the construction of Hilbert schemes over
arbitrary Noetherian bases.
We claim that H has two connected components one whose lines are
of type 1 and the other whose lines are of type 2. In particular, this will
suffice to show such a family over C cannot exist, as inside this family, we
would have a family of lines moving between the two components of H.
To see that H has the two connected components, we examine the
map H → C. Since the fiber of Z over a closed point of C is a scroll,
we know that the fibers of H over any closed point of C has two smooth
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connected components of different dimensions, using Proposition 5.2.2,
and our standing assumption that k > 2. In particular, there are two ir-
reducible components of each of the closed fibers of H → Y, each smooth
with different Hilbert polynomials. By Proposition 6.2.2, H has two com-
ponents, call them H1 and H2, where the restriction of H1 to any closed
fiber consists of lines of type 1 and the restriction of H2 to the closed fiber
consists of lines of type 2. So, since the two components of H1 and H2
do not intersect on any of the closed fibers, they are in fact two connected
components, completing the proof.
7.11 Spelling out the induction
In this section, we combine the previous results from this section to prove
that smooth scrolls satisfy interpolation. We then conclude that all vari-
eties of minimal degree satisfy interpolation, and hence also strong inter-
polation in characteristic 0.
Theorem 7.11.1. If X is a rational normal scroll of minimal degree then HX
satisfies interpolation.
Proof. First, if X = S1k then this holds by Proposition 7.10.2 with j = 0.
Second, suppose X = S2t,1k−t with 1 ≤ t ≤ k − 1. We will show X
satisfies interpolation. By Proposition 7.9.2, inductive hypothesis ind-2
holds for d = k+ 1. By induction, assume it holds for a given degree d− 1.
Then, By Proposition 7.7.1, it holds for degree d, provided d ≤ 2k − 2.
Finally, we obtain that varieties of degree t + k satisfy interpolation by
Proposition 7.6.1.
To complete the proof, it suffices to show that X satisfies interpolation
when d > 2k − 1. We have shown this when d = 2k − 1. Inductively
assume that inductive hypothesis ind-1 holds for degree d− 1. Then, by
Proposition 7.5.1, it also holds for degree d. Therefore, varieties of degree
d satisfy interpolation.
Remark 7.11.2. The question of interpolation for scrolls can be rephrased
in an interesting alternative fashion as a question of whether curves in the
Grassmannian meet Schubert cycles.
Using Proposition 4.4.10, every scroll in Hscrolld,k can be viewed as a ra-
tional curve in the Grassmannian G(k,d+ k). The condition that the scroll
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(d = 2k+ 1)
(d = 2k)
(d = 2k− 1)
[d = 2k− 2] (d = 2k− 2)
[d = 2k− 3] (d = 2k− 3)
. .
.
. .
.
[d = k+ 1] (d = k+ 1)
Proposition 7.9.2 [d = k] Proposition 7.10.2 (d = k)
Proposition 7.5.1
Proposition 7.5.1
Proposition 7.6.1
Proposition 7.7.1
Proposition 7.6.1
Proposition 7.7.1
Proposition 7.6.1
Proposition 7.7.1
Proposition 7.6.1
Proposition 7.7.1
Proposition 7.6.1
Figure 7.7: This is a schematic diagram for the proof that scrolls satisfy
interpolation. The parenthesized expressions (d = a) indicate that scrolls
of degree a satisfy interpolation, while the bracketed expressions [d = a]
indicate that scrolls of degree a satisfy the hypothesis ind-2. See Theo-
rem 7.11.1 for a written proof. The arrows point from higher degree to
lower degree, and are labeled by the proposition showing that interpola-
tion for the lower degree variety implies interpolation for the higher de-
gree variety.
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meet a point is the same as the condition that the rational curve intersect
a Schubert cell. Therefore, the question of interpolation can be rephrased
as whether there is a smooth rational curve in the Grassmannian meet-
ing an appropriate collection of Schubert cells. Theorem 7.11.1, combined
with the equivalence of interpolation and strong interpolation, implies
that whenever we “expect” to have such a rational curve, we will indeed
have one. That is, if the sum of the codimensions of the Schubert cells is
equal to the dimension of the Hilbert scheme of scrolls, then we will have
a rational curve in the Grassmannian meeting those Schubert cells.
The equivalence between scrolls and rational curves in the Grassman-
nian is described in more detail when k = 2 in [Cos06a, Section 3]. Further,
in the case k = 2, Coskun is able to use his algorithm for computing the
number of surface scrolls with certain incident conditions to calculate the
Gromov-Witten invariants of the Grassmannian [Cos06a, Section 9]. We
ask whether a similar algorithm exists in Question 9.3.2.
We can now prove our main theorem.
Theorem 1.3.1. Smooth varieties of minimal degree satisfy interpolation.
Proof. First, by Theorem 5.1.4, we only need show that quadric surfaces,
scrolls, and the 2-Veronese embedding P2 → P5 satisfy interpolation.
First, quadric surfaces satisfy interpolation by Lemma 3.7.3. Second,
the 2-Veronese embedding satisfies interpolation by Theorem 7.1.3. Fi-
nally, by Theorem 7.11.1 if X is a scroll then HX satisfies interpolation.
Corollary 7.11.3. If k has characteristic 0, then smooth varieties of minimal de-
gree over k satisfy strong interpolation.
Proof. This follows from Theorem 1.3.1 and the equivalence of interpola-
tion and strong interpolation in characteristic 0, as proven in Theorem 3.1.8.
7.12 Interpolation of Hscroll3,3 through lines
In this section, we outline, in a series of exercises, that there is a 1 dimen-
sional family of degree 3, dimension 3 scroll passing through 4 general
lines and one general point. Toward the end of the section, we also pose
some related open questions.
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For the remainder of this section, let L1,L2,L3,L4 be four lines in P5,
and let p,q be two points in P5.
Exercise 7.12.1. Show that given four general lines and two general points,
there are at most finitely many degree 3, dimension 3 scrolls in Hscroll3,3 con-
taining all four lines and both points. Hint: Observe that a general such
scroll contains a three dimensional family of lines (a two dimensional fam-
ily in each plane of the ruling, and a 1 dimensional family of rulings)
while there is a 8 dimensional family of lines in P5. Therefore, contain-
ing a line “imposes 8− 3 = 5 conditions.“ Similarly, show that containing
a point ”imposes 5− 3 = 2 conditions.“ Since there is a dimHscroll3,3 = 24 =
(3 + 3)2 − 32 − 3, and we also have 24 = 4 · 5 + 2 · 2, corresponding to
containing 4 lines and 2 points, conclude, using technique-2 that there are
at most finitely many scrolls in Hscroll3,3 containing all four lines and both
points. In particular, there is at most a two dimensional family of scrolls
containing p,L1, . . . ,L4.
Exercise 7.12.2. Reduce the problem of finding a one dimensional fam-
ily of scrolls in Hscroll3,3 through p,L1, . . . ,L4 to the problem of finding a 1
dimensional family of scrolls containing a two plane P and three general
lines, where the lines appear as type 1 on each scroll in this one dimen-
sional family. Hint: Assume that L4 and p lie in the same ruling plane of
the scroll.
Exercise 7.12.3. Let M1,M2,M3 be three lines, each with three labeled
points pi1,p
i
2,p
i
3 on Mi. Reduce the problem of finding a 1 dimensional
family of scrolls in Hscroll3,3 through p,L1, . . . ,L4 to the problem of finding
a one dimensional family of triples of isomorphisms (φ1,φ2,φ3), with
φi :Mi → P1 so that
φ1(p
1
1) = φ2(p
2
1) = φ3(p
3
1),
φ1(p
1
2) = φ2(p
2
2),
φ1(p
1
3) = φ3(p
3
2),
φ2(p
2
3) = φ3(p
3
3).
Hint: First, use Exercise 7.12.2. Show that there are finitely many lines
meeting a two plane and two other general lines. Take Mi to be a line
meeting the two plane P, containing p,L4, and meeting the two lines Lj
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with j ∈ {1, 2, 3} \ i. Show that any set of three isomorphisms φi :Mi → P1
sending all three points φi(Mi ∩ P) to the same point in P1 and satisfying
φi(Lj ∩Mi) = φi(Lk ∩Mi) for {i, j,k} = {1, 2, 3} uniquely determines a
scroll in Hscroll3,3 containing P,L1,L2,L3.
Exercise 7.12.4. LetM1,M2,M3 be three lines. Show there is a one dimen-
sional family of triples of isomorphisms (φ1,φ2,φ3), with φi : Mi → P1
satisfying the conditions given in Exercise 7.12.3. Hint: Write the maps out
as linear fractional transformations in coordinates. It may help to assume,
without loss of generality, that φ−1(Mi ∩ P) is the point at infinity.
Exercise 7.12.5. Piece together the above exercises to conclude that there
are at least four one dimensional families of scrolls through a point and
four lines. Hint: To get all four, take the plane P spanned by Li and p in
Exercise 7.12.2, as 1 ≤ i ≤ 4.
We have just shown there are at least four one dimensional families
of scrolls in Hscroll3,3 through one general point and four lines. It is natural
to ask whether there will be one through four lines and two points, as is
“expected.” This is an open question.
Question 7.12.6. Is a scroll in Hscroll3,3 containing four general lines and two
general points?
For dimensional reasons, if there is a scroll through 4 general lines and
two general points, these lines must be of type 2. It is reasonable to ask
whether we can interpolate scrolls through four the lines of type 1, but,
through a smaller number of points. While I do not know whether it is
possible to have three be of type 2 and one of type 1, or all four of type 1,
Exercise 7.12.7, addresses the other two cases.
Exercise 7.12.7. Show that there is no scroll inHscroll3,3 that contains L1, . . . ,L4
so that either two or three of L1, . . . ,L4 appear as a line of type 1 on the
scroll. Hint: Assume that L1,L2 are of type 1 while L3 is of type 2. Show
that L1,L2,L3 are necessarily contained in a hyperplane in P5, and so can-
not be general.
But, Exercise 7.12.7 raises the following question, which is still open.
Question 7.12.8. Is there a scroll in Hscroll3,3 containing four general lines
L1, . . . ,L4 so that at least three of them are of type 1?
Chapter 8
Castelnuovo curves
Our main aim in this chapter is to show that a Castelnuovo curve in Pr of
degree at least 2r+ 1 does not satisfy interpolation.
Combined with previous results of interpolation for canonical curves
and nonspecial curves, this yields a nearly complete picture of interpola-
tion for Castelnuovo curves, as described in Theorem 1.5.3. The question
of whether canonical curves satisfy interpolation is open, although they
are known to satisfy weak interpolation in genus not equal to 4 or 6. See
[Ste03, p. 108]. For more on this open question, see Question 9.2.1.
8.1 Background on Castelnuovo curves
We start by recalling the definition of Castelnuovo curves, their basic prop-
erties, and the dimension of the irreducible component of the Hilbert scheme
containing a given smooth Castelnuovo curve.
Definition 8.1.1. Suppose a curve C ⊂ Pr has degree d, which can be
written in the form d = m(r− 1) + ε+ 1, where 0 ≤ ε ≤ r− 2. Define
pi(d, r) :=
(
m
2
)
(r− 1) +mε.
Then, C is a Castelnuovo curve if its arithmetic genus is equal to pi(d, r).
Remark 8.1.2. In fact, if C ⊂ Pr has degree d, then its genus is at most
pi(d, r). In this way, Castelnuovo curves are curves of the biggest possible
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genus, given their degree and ambient projective space, as is shown in
[ACGH85, Section III.2, Castelnuovo’s Bound].
If d = 2r, then C is necessarily a canonical curve, while if d < 2r, C is
projectively normal and nonspecial. In the case that d > 2r, every Castel-
nuovo curve lies on some surface of minimal degree in Pr, by [ACGH85,
Section III.2, Theorem 2.5].
Recall that every rational normal surface scroll X is a Hirzebruch sur-
face. The Picard group of such a surface is generated by the class of the
fiber of the projection pi : X → P1, which we call f, and the class of a hy-
perplane section, which we call h. This description of the Picard group
follows from [Vak, Exercise 20.2.L], since the classes (h, f) are related to
the generators of the Picard group detailed in [Vak, Exercise 20.2.L] by a
change of basis. We can now state the main theorem describing the differ-
ent components of the Hilbert scheme whose general member is a smooth
Castelnuovo curve of degree at least 2r+ 1 in Pr.
Theorem 8.1.3 ([Cil87, Theorem, p. 351, and Theorem 1.4]). Let C ⊂ Pr be
a smooth Castelnuovo curve of degree d and genus g, with d ≥ 2r+ 1. Choose
ε,m so that d = m(r − 1) + ε + 1 and g =
(
m
2
)
(r − 1) +mε. Then, C is a
smooth point of the Hilbert scheme. Further, dimHC is
m(m+ 3) + 10 if r = 3,
27+ a(a+3)2 if C lies on the Veronese surface
or a degeneration of a Veronese
surface in P5 and r = 5,
a := d/2, ε ∈ {1, 3} ,
(r− 1)
((
m+1
2
)
+ r+ 2
)
+ 2m if C is a curve of class
mh− (r− 2− ε)f on a
rational normal surface scroll
and ε = 0, r ≥ 4,
(r− 1)
((
m+1
2
)
+ r+ 2
)
+ 2(m− 1) if C is a curve of classmh+ f
on a rational normal surface
scroll andε = 0, r ≥ 4,
(r− 1)
((
m+1
2
)
+ r+ 2
)
+ (ε+ 2)(m+ 2) − 4 otherwise.
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Warning 8.1.4. Even though Theorem 8.1.3 guarantees that Castelnuovo
curvesC ⊂ Pr are smooth points of the Hilbert scheme, this does not mean
that H1(C,NC/Pr) = 0. In fact, h1(C,NC/Pr) is given in [Cil87, Proposition
2.4] and often takes on nonzero values.
Remark 8.1.5. While proving that smooth Castelnuovo curves are smooth
points of the Hilbert scheme is fairly tricky, the idea for computing the di-
mensions of the components of the Hilbert scheme given in Theorem 8.1.3
is not so bad.
We briefly summarize the idea of how to compute the dimension of
HC, in the last case that ε > 0 and r > 5 in a series of exercises. The other
cases can be computed similarly.
Exercise 8.1.6. Explain why dimHC = h0(C,NC/Pr) Hint: You may as-
sume that C is a smooth point of the Hilbert scheme, by Theorem 8.1.3.
Exercise 8.1.7. Show that the dimension of HC is equal to the sum of the
dimension of scrolls X ⊂ Pr and the dimension of curves on a fixed scroll.
Hint: Invoke the exact sequence
0 NC/X NC/Pr NX/Pr |C 0
Show this is exact on global sections because H1(C,NC/X) = 0 (as is men-
tioned in [Cil87, Lemma 1.5(iii)]). Use this to relate h0(C,NC/Pr) to h0(C,NX/Pr |C)
and h0(C,NC/X).
Exercise 8.1.8. Using that we know the dimension of scrolls in projective
space, by Proposition 5.3.16, reduce the problem to computing h0(C,NC/X).
Exercise 8.1.9. Reduce to the case of computing h0(OC(C)). Hint: Use the
exact sequence
0 OX OX(C) OC(C) 0.
Show this sequence is exact on global sections and then use that h0(X,OX) =
1.
Exercise 8.1.10. Compute h0(C,OC(C)) using that h0(OC(C)) is the self in-
tersection of C with itself on the surface X, as follows from standard in-
tersection theory. Hint: To compute h0(C,OC(C)), use that C has class
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(m + 1)h − (r − 2 − ε)f. It may help to use the genus formula given in
[EH13, Subsection 2.4.1]. For this approach, it may also help to use the
result from [Cos06a, p. 3], that
KFr = −2h+ (r− 1)f.
Exercise 8.1.11. Piece the above exercises together to compute the dimen-
sion of HC.
Exercise 8.1.12. Generalize the method in the above sequence of exercises
to also deal with the cases when ε 6= 0 and the cases when r ≤ 5.
8.2 When Castelnuovo curves satisfy interpola-
tion
In this section, we show that Castelnuovo curves with degree more than
2r in Pr do not satisfy interpolation. Combining this with previous results
yields a nearly complete description of which Castelnuovo curves satisfy
interpolation, as given in Theorem 1.5.3.
Proposition 8.2.1. The Hilbert scheme of Castelnuovo curves C ⊂ Pr do not
satisfy weak interpolation (and hence also do not satisfy interpolation or strong
interpolation) when the degree of C is at least 2r+ 1.
Proof. Using Theorem 8.1.3, if C does not lie on a Veronese surface or de-
generation thereof and r > 3, then the condition that C satisfy interpola-
tion interpolation can be expressed as the conditions that C pass through(
m+1
2
)
+ r + 2 general points, and that C meet some additional general
plane of codimension at least 3. So, if we can show that there are no curves
C passing through general
(
m+1
2
)
+ r + 2 points and meeting a general
plane of codimension 3, such curves will not satisfy interpolation. Since
we are assuming C has degree at least 2r+ 1, it will lie on some variety
of minimal degree, and so it suffices to show there is no variety of mini-
mal degree containing
(
m+1
2
)
+ r+ 2 points and meeting a codimension 3
plane. But now, since we are assuming r > 3, (and also that m > 2, since
d > 2r,) we obtain that
(
m+1
2
)
+ r+ 2 ≥ r+ 5.
However, there are no surfaces of degree r− 1 passing through r+ 5
points and meeting a codimension 3 plane, as follows from Lemma 7.4.1.
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To complete the proof, it suffices to show Castelnuovo curves in P3 or
lying on the Veronese surface in P5 do not satisfy interpolation.
First, if the curve lies on the Veronese surface or degeneration thereof,
its degree must be at least 12. We conclude that it must pass through at
least 27+
12
4 (
12
2 +3)
4 = 12 points. But, there are no Veronese surfaces through
12 or more general points, as there are only four (that is, finitely many)
Veronese surfaces through 9 points, by Theorem 7.1.3.
To conclude, we deal with the case of Castelnuovo curves in P3. In this
case, sincem ≥ 2, we obtain that the dimension of the Hilbert scheme is at
least 20. Therefore, if a Castelnuovo curve satisfied interpolation, it would
need to pass through at least 10 general points. But, it lies on a quadric
surfaces, and there will not be any quadric surface containing 10 general
points.
Theorem 1.5.3. Let k be an algebraically closed field of characteristic 0. Casteln-
uovo curves of degree d and genus g in Prk satisfy weak interpolation if and only
if d ≤ 2r and
(d,g, r) /∈ {(5, 2, 3), (6, 2, 4), (7, 2, 5), (6, 4, 3), (10, 6, 5)} .
Further, a Castelnuovo curve of degree d and genus g in Prk of degree not equal
to 2r satisfies interpolation if and only if d < 2r and
(d,g, r) /∈ {(5, 2, 3), (6, 2, 4), (7, 2, 5)} .
Proof. In the case d ≥ 2r+ 1, this follows from Proposition 8.2.1. For the
case d < 2r, this follows from [ALY15, Theorem 1.3]. as such a curve is
nonspecial. Finally, in the case d = 2r, a Castelnuovo curve is a canonical
curve, and so the statement follows from [Ste03, p. 108].
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Chapter 9
Further questions
Interpolation is a burgeoning field with oodles of open problems. Here,
we state just a few of those not already mentioned.
9.1 Questions on Veronese interpolation
We begin with some questions related to interpolation of Veronese vari-
eties. We have seen the very beginnings of interpolation for Veronese
embeddings. That is, as discussed in 1.5.1, all rational normal curves,
which are the Veronese embeddings of P1, satisfy interpolation. In gen-
eral, interpolation of the r-Veronese embedding of Pn which is the image
of Pn → P(n+rn )−1 is equivalent to the question of whether the Veronese
surface passes through
(
n+r
r
)
+n+ 1 points. Unlike the del Pezzo surfaces
and rational normal scrolls, Veronese embeddings are a class of varieties
for which interpolation only imposes point conditions, and not an addi-
tional linear space condition. Perhaps this coincidence may be helpful in
finding the solution to the following question.
Question 9.1.1. Does the image of the r-Veronese embeddingPn → P(n+rr )−1
satisfy interpolation? That is, is there a Veronese embedding containing(
n+r
r
)
+n+ 1 general points in P(
n+r
r )−1?
If the answer to Question 9.1.1 is affirmative, it would be very interest-
ing to know how many Veronese varieties pass through the correct num-
ber of points. From 1.5.1 we know there is precisely one r-Veronese P1
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through
(
r+1
1
)
+ 1 + 1 = r + 3 points in Pr. Additionally, Theorem 7.1.3
tells us there are 4 2-Veronese surfaces in through 9 general points in P5.
In the appendix, we show that there are at least 630 3-Veronese surfaces
through 13 general points in P9. See Remark 10.6.20.
Question 9.1.2. How many r-Veronese varieties of dimensionn pass through(
n+r
r
)
+n+ 1 general points in P(
n+r
r )−1?
We have also seen in Coble’s work [Cob] that any two 2-Veronese sur-
faces through 9 general points inP5 intersect along a genus 1 curve through
those 9 points. This leads to the question:
Question 9.1.3. Suppose there are at least two r-Veronese varieties of di-
mension n passing through
(
n+r
r
)
+ n+ 1 general points in P(
n+r
r )−1. Do
they have positive dimensional intersection?
9.2 Interpolation of canonical curves
We now engage in a brief discussion of interpolation for canonical curves.
Note that by Theorem 1.5.3 once we understand whether canonical curves
satisfy interpolation, we will have completed the description of which
Castelnuovo curves satisfy interpolation. While [Ste89] showed that canon-
ical curves of genus not equal to 4 or 6 satisfy weak interpolation, whether
they satisfy interpolation is still open. This has particular relevance for the
slope conjecture, as described in section 1.4.
Question 9.2.1. Do those canonical curves which satisfy weak interpola-
tion also satisfy interpolation?
9.3 More on interpolation of scrolls
Next, we move onto some open questions regarding interpolation of higher
dimensional varieties. In Theorem 1.3.1, we proved that smooth varieties
of minimal degree satisfy interpolation. In the case of varieties of minimal
degree of dimension 1, which are all rational normal curves, we know that
there is a unique rational normal curve through n+ 3 points in Pn. Simi-
larly, the number of surface scrolls through the expected number of points
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and one linear subspace of the appropriate dimension is computed to be
(n− 2)(n− 3) in [Cos06a, Example, p. 2].
Question 9.3.1. How many scrolls in Hscrolld,k meet the collections of linear
spaces given in Lemma 7.4.1?
Coskun also gives a highly efficient algorithm for computing how many
surface scrolls meet a collection of linear subspaces of the appropriate
codimensions [Cos06a].
Question 9.3.2. Let Λ1, . . . ,Λm be general planes in Pn. Suppose X is a
scroll of dimension k in Pn and
∑m
i=1(n − k + dimΛi) = dimHX. As-
suming the base field k has characteristic 0, we find there are a nonzero
finite number of scrolls in HX passing through them, by Corollary 7.11.3.
Is there an efficient algorithm, perhaps similar to that in [Cos06a] which
can be used to compute this number?
It seems likely that any recursive formula to answer Question 9.3.2 will
be quite nasty, involving many terms. Further, it appears that even the an-
swer to Question 9.3.1 is likely to be much messier than 1 in the case of
curves and (n− 2)(n− 3) in the case of surfaces. Nevertheless, the answer
in low degree may not be so bad. Although we have almost solely been
considering smooth scrolls, scrolls with degree less than their dimension
do exist as singular varieties which are the locus where a two row matrix
of linear forms has rank 1. It seems very likely that these scrolls satisfy
interpolation, as might be proved using degenerations similar to those
in [Cos06a]. That said, such a proof would likely be rather tedious and
involved to write out, and so we pose it as a question.
Question 9.3.3. Do scrolls of dimension k and degree d, with d < k, satisfy
interpolation?
It is fairly immediate that when d = 2, such scrolls do satisfy interpo-
lation, and we can even count the number, which we now do in Exam-
ple 9.3.4.
Example 9.3.4. The simplest case of Question 9.3.3 is when the degree
d = 2. In this case, all scrolls of dimension k are simply rank 4 quadric hy-
persurfaces. Then, we are asking for the number of such rank 4 quadrics
meeting 4k + 1 general points. Inside the projective space of quadrics
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PH0(Pk+1,OPk+1(2))
∨, the number of such quadrics is the degree of the in-
tersection of the locus of such quadrics with a general codimension 4k+ 1
linear subspace. This is simply the degree of the locus of rank 4 quadrics
in the vector space of all quadrics. In particular, it is positive, implying
quadric scrolls satisfy interpolation. Using [HT84, Proposition 12(b)], the
degree of this variety is
k−3∏
α=0
(
k+1+α
k−3−α
)(
2α+2
α
)
Although it takes some algebraic manipulation, when k > 1, the above
expression simplifies to the fairly clean expression
(2k− 2)!(2k− 1)!
(k− 1)!(k− 1)!k!(k+ 1)!
.
So, Example 9.3.4 shows degree 2 scrolls satisfy interpolation, and even
gives a simple closed form for the number. Of course, this number can
also be computed by Gromov-Witten theory, but this is not a calculation
that can be done by hand. The next case to consider is the number of
degree 3 scrolls meeting points. Note that these scrolls will be singular
if their dimension is more than 2. With careful specialization arguments
as in [Cos06a, Section 5, Example A], it seems that one should be able to
calculate the number of degree 3 scrolls meeting 3k+ 3 points (and there
will be finitely many such scrolls by a dimension count, as passing through
3k+ 3 points is equivalent to interpolation).
Question 9.3.5. Is there a simple form for the number of (usually singular)
degree 3 scrolls of dimension kmeeting 3k+ 3 general points in Pk+2?
9.4 Questions on determinantal varieties
We may also note that all varieties of minimal degree are determinantal.
Determinantal varieties are in many ways a fundamental object of study,
and the fact that varieties of minimal degree satisfy interpolation suggests
the possibility that determinantal varieties may as well.
Question 9.4.1. Do determinantal varieties satisfy interpolation?
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A particularly interesting special case of determinantal varieties is that
of Grassmannians.
Question 9.4.2. Do Grassmannians under the Plu¨cker embedding satisfy
interpolation?
9.5 Questions related to del Pezzo surfaces
We conclude our survey of open questions with some questions related to
the result shown in the appendix Theorem 1.3.3, that del Pezzo surfaces
satisfy weak interpolation.
Since weak interpolation is equivalent to interpolation for del Pezzo
surfaces of degrees 3, 4, 5, and 9, it is immediate from Theorem 1.3.3 that
del Pezzo surfaces of degree 3, 4, 5 and 9 surfaces satisfy interpolation,
while the remaining del Pezzo surfaces satisfy weak interpolation.
Question 9.5.1. Do all del Pezzo surfaces satisfy strong interpolation? If
so, how many del Pezzo surfaces meet a collection of points and a linear
space, as given in Table 10.1?
It was mentioned in the introduction that plane conics constitute all
anticanonically embedded Fano varieties of dimension 1 and del Pezzo
surfaces constitute those of dimension 2. As we have seen these both sat-
isfy weak interpolation. Further, there is a complete classification of Fano
varieties in dimension 3 [IP99]. Unfortunately, it is immediately clear that
not all Fano varieties in dimension more than 3 satisfy interpolation. A
counter example is provided by the complete intersection of a quadric and
cubic hypersurface in P5. This leads to the following question:
Question 9.5.2. Which Fano threefolds, embedded by their anticanonical
sheaf, satisfy weak interpolation? Which Fano threefolds, embedded by
their anticanonical sheaf, satisfy interpolation? Which Fano varieties in
dimension more than 3 satisfy interpolation?
In another direction, we may note that surfaces of minimal degree sat-
isfy interpolation, that is, surfaces of degree d− 1 in Pd satisfy interpola-
tion by Theorem 1.3.1. In the appendix, we show that all smooth surfaces
of one more than minimal degree, which are not projections of surfaces of
degree d from Pd+1 as described in [Cos06b, Theorem 2.5]. satisfy inter-
polation. That is, surfaces of degree d in Pd satisfy interpolation.
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Question 9.5.3. Do all smooth surfaces of degree d in Pd satisfy interpola-
tion? Equivalently, using [Cos06b, Theorem 2.5] Theorem 1.3.3, do projec-
tions of surfaces of minimal degree from a point satisfy interpolation?
While all smooth linearly normal nondegenerate surfaces of degree d
in Pd satisfy weak interpolation, note that not all surfaces of degree d+ 2
in Pd will satisfy interpolation. This is because the complete intersection
of a quadric and cubic hypersurface in P4 does not satisfy interpolation.
So, in some way, surfaces of d + 1 in Pd are the turning point between
surfaces satisfying interpolation and surfaces not satisfying interpolation.
This leads naturally to the following question.
Question 9.5.4. Do surfaces of degree d+ 1 in Pd satisfy interpolation?
From Theorem 1.3.1, we know that varieties of dimension k and degree
d in Pd+k−1 satisfy interpolation. In the appendix we see that varieties of
degree 2 and dimension 2 (which are nondegenerate and not projections
of varieties of minimal degree) in Pd+2−2 = Pd satisfy interpolation. This
too offers an immediate generalization.
Question 9.5.5. Do varieties of dimension k and degree d inPd+k−2 satisfy
interpolation?
9.6 General interpolation questions
In addition to the questions of interpolation for specific varieties, there
are several general questions regarding interpolation, which seem quite
plausible, yet very little is known about them.
It is clear that if a k-dimensional variety lies on a (k+ 1)-dimensional
variety, and one cannot pass the (k+ 1)-dimensional variety through the
required number of linear spaces, then the k-dimensional variety cannot
satisfy interpolation. Indeed, in every instance of interpolation we are
aware of, a k-dimensional variety will only fail to satisfy interpolation if
it lies on such a (k+ 1)-dimensional variety. For example, this is why cer-
tain Castelnuovo curves and non-balanced complete intersections fail to
satisfy interpolation. To this end, we pose the following vague question.
Question 9.6.1. Are there any instances of a parameter space of k-dimensional
varieties failing to satisfy interpolation, so that there is no family of (k+
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1)-dimensional varieties containing all the members of this family of k-
dimensional varieties which causes the failure of interpolation?
Continuing in this vein, we ask several questions about the relation
of k-dimensional varieties satisfying interpolation to (k+ 1)-dimensional
varieties satisfying interpolation. One natural construction sending k-
dimensional varieties to (k+ 1)-dimensional varieties is the construction
taking X to the cone over X.
Warning 9.6.2. When we ask the question about interpolation of cones,
as well as several later questions in this section, we ask whether a cer-
tain closed subscheme of the Hilbert scheme satisfies interpolation, which
is not necessarily an irreducible component. Although, strictly speaking,
we have only defined interpolation for an irreducible component of the
Hilbert scheme, the definition of interpolation makes sense for any closed
subscheme H of the Hilbert scheme. We say H satisfies interpolation if H
parameterizes varieties of dimension k inPn with dimH := q · (n−k)+ r,
for 0 ≤ r < n − k, such that for q general points and a (n − k − r)-
dimensional plane, there is some [X] ∈ H meeting the q points and meet-
ing the plane.
Example 9.6.3. If one starts with r points in Pn−1, the cone over the points
will be a union of r lines in Pn, all meeting at a common vertex. We now
show the locus of the Hilbert scheme corresponding to cones over r points
satisfies interpolation.
To see this, note that satisfying interpolation is equivalent to finding a
one dimensional family of cones passing through r+ 1 points. It is quite
easy to produce such a family. Simply choose two points among the r+ 1
points, and fit a line L through them. Then, we have a one dimensional
family of cones through the r+ 1 points containing L, as we vary the cone
point along L. Once we choose the cone point on L, this will determine the
cone, as the cone must consist of L together with the r− 1 lines joining the
cone point to the remaining r− 1 points.
We now ask if we can generalize the above example, which shows that
cones over 0 dimensional varieties satisfy interpolation, to higher dimen-
sional varieties.
Question 9.6.4. If G is a closed subscheme of the Hilbert scheme satisfying
interpolation and H denotes the closed subscheme of the Hilbert scheme
whose members are cones over G, does H satisfy interpolation?
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A sort of inverse construction to taking a cone is taking a hyperplane
section. Analogously to the case of cones, we pose the following question.
Question 9.6.5. Let H be a closed subscheme of the Hilbert scheme satis-
fying interpolation and let G is the locus in the Hilbert scheme of hyper-
plane sections of H. Suppose further that all members of G have the same
Hilbert polynomial, with each member of G being at least 1 dimensional.
If H satisfies interpolation, does G? If G satisfies interpolation, does H?
Finally, at least in the case of smooth curves, we know that when a
curve is embedded by a very high degree invertible sheaf, the correspond-
ing irreducible component of the Hilbert scheme will satisfy interpolation.
We ask whether this holds for higher dimensional curves as well.
Question 9.6.6. Suppose we have an irreducible component of the Hilbert
scheme H corresponding to varieties [X] ∈ H embedded by line bundles
LX. Does there exist a sufficiently high n so that the locus in the Hilbert
scheme parameterizing the same abstract varieties embedded by L⊗nX sat-
isfies interpolation?
Chapter 10
Appendix: Interpolation of del
Pezzo surfaces, with Anand Patel
10.1 Introduction to the appendix
The main result of this appendix is that del Pezzo surfaces satisfy weak
interpolation, over a field of characteristic 0. For the remainder of this
chapter, we assume our base field k is of characteristic 0. In many ways,
del Pezzo surfaces are a natural next class of varieties to look at.
First, as mentioned earlier, varieties of minimal degree were shown to
satisfy interpolation in Theorem 1.3.1. Del Pezzo surfaces are surfaces of
degree d in Pd, one higher than minimal. Further, all irreducible varieties
of degree d in Pd are either del Pezzo surfaces, projections of surfaces of
minimal degree, or cones over elliptic curves, by [Cos06b, Theorem 2.5].
So, del Pezzo constitute all linearly normal smooth varieties of degree d in
Pd. By analogy, all curves of degree d− 1 in Pd (also one more than mini-
mal degree) have been shown to satisfy interpolation in [ALY15, Theorem
1.3].
Second, del Pezzo surfaces constitute all Fano surfaces. Since the only
Fano curve is P1, which satisfies interpolation, del Pezzo surfaces suggest
themselves as a higher dimensional analog from this point of view.
Recall that a del Pezzo surface, embedded in Pn, is a surface with am-
ple anticanonical bundle, embedded by the complete linear system of its
anticanonical bundle. All del Pezzo surfaces have degree d in Pd, and all
linearly normal smooth surfaces of degree d in Pd are del Pezzo surfaces
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by [Cos06b, Theorem 2.5]. We also know the dimension of the compo-
nent of the Hilbert scheme containing a del Pezzo surface from [Cos06b,
Lemma 2.3], as given in Table 10.1, and that all del Pezzo surfaces have
H1(X,NX/Pn) = 0, by [Cos06b, Lemma 5.7].
Assuming the remainder of the appendix, we now restate and prove
the main result of the appendix.
Theorem 1.3.3. All del Pezzo surfaces over a field of characteristic 0 satisfy weak
interpolation.
Proof. Recall that that there is a unique component of the Hilbert scheme
of del Pezzo surfaces in degrees 3, 4, 5, 6, 7, 9, and there are two in degree
8. One component in degree 8, which we call type 0, has general member
abstractly isomorphic to F0 ∼= P1 × P1. The other component in degree
8, which we call type 1, has general member abstractly isomorphic to F1.
The cases of degree 3 and 4 surfaces hold by Lemma 3.7.3. The case of
degree 5 del Pezzo surfaces is Theorem 10.2.1. The case of degree 6 del
Pezzo surfaces is Theorem 10.3.4. The case of degree 8, type 0 surfaces
is Theorem 10.4.4. Finally, the three remaining cases of del Pezzo surfaces
in degrees 7, 8, 9 are Corollary 10.7.1, Corollary 10.7.3, and Theorem 10.6.1,
respectively.
The remainder of this appendix is structured as follows: In section 10.2,
section 10.3, and section 10.4, we show del Pezzo surfaces of degree 5, 6,
and degree 8, type 0, respectively, satisfy weak interpolation. Our ap-
proach for surfaces of degree 5, 6 and the degree 8, type 0 del Pezzo sur-
faces is to find surfaces through a collection of points by first finding a
curve or threefold containing the points and then a surface containing the
curve or contained in the threefold. In section 10.5, we recall the technique
of association, in preparation for section 10.6, where we use association
to prove weak interpolation of del Pezzo surfaces of degree 7, degree 8,
type 1, and degree 9. The degree 9 del Pezzo surface case is by far the
most technically challenging case in this appendix. We were led to the ap-
proach of association after reading Coble’s remarkable paper “Associated
Sets of Points” [Cob].
10.2 Degree 5 del Pezzos
Theorem 10.2.1. Quintic del Pezzo surfaces satisfy weak interpolation.
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Degree Dimension Number of Points Additional Linear Space Dimension
3 19 19 None
4 26 13 None
5 35 11 1
6 46 11 2
7 59 11 1
8, type 0 74 12 4
8, type 1 74 12 4
9 91 13 None
Table 10.1: Conditions for del Pezzo surfaces to satisfy interpolation. Type
0 refers to the component of the Hilbert scheme whose general member is
a degree 8 del Pezzo surface, isomorphic to F0, (this also includes, in its
closure, del Pezzo surfaces abstractly isomorphic toF2,) while type 1 refers
to those isomorphic to F1. The dimension counts are proven in [Cos06b,
Lemma 2.3].
Proof. By Table 10.1 it suffices to show quintic del Pezzo surfaces pass
through 11 points.
Start by choosing 11 points. Since degree 3, dimension 3 scrolls sat-
isfy interpolation, by Theorem 1.3.1, there is such a scroll through any 12
general points. Equivalently, there is a two dimensional family of scrolls
through 11 points, which sweeps out all of P5. In any scroll in this two
dimensional family, we will show there is a quintic del Pezzo.
First, start with a scroll X containing the 11 points. Since X is projec-
tively normal and it’s ideal is defined by 3 quadrics, h0(X,OX(2)) = 21−
3 = 18. Therefore, if we let P be a ruling two plane ofX, since h0(P,OP(2)) =
6, there will be an 18− 6 = 12 dimensional space of quadrics on X vanish-
ing on P. Therefore, there will be a 12 − 11 = 1 dimensional space of
quadrics vanishing on P and containing the 11 points. However, the in-
tersection of any such quadric with X is the union of P and a quintic del
Pezzo surface. Therefore, we have produced a two dimensional family of
quintic del Pezzo surfaces containing the 11 points.
Remark 10.2.2. Another way to prove weak interpolation of quintic del
Pezzo surfaces uses curves instead of three folds. Specifically, by [Ste89,
Corollary 6], every genus 6 canonical curve passes through 11 general
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points. Then, since there is a quintic del Pezzo surface containing any
genus 6 canonical curve, as proved in, among other places, [AH81, 5.8].
Then, because there is a canonical curve containing these points and a
quintic del Pezzo containing the canonical curve, there is a quintic del
Pezzo containing these points.
10.3 Degree 6 del Pezzos
By Table 10.1, weak interpolation for sextic del Pezzos amounts to showing
that through 11 general points Γ11 ⊂ P6 there passes a sextic del Pezzo.
Lemma 10.3.1. Through 11 general points Γ11 ⊂ P6 there passes a smooth degree
9, genus 3 curve.
Proof. This is a special case of Theorem 1.5.2.
Starting from a curve C ⊂ P6 as in Lemma 10.3.1, we can “build” a
sextic del Pezzo surface containing C.
Lemma 10.3.2. Let D be a general degree 9 divisor class on a genus 3 curve
C. Then there exists a unique degree three effective divisor P +Q+ R such that
D ∼ 3KC − (P+Q+ R).
Proof. In general, if X is a smooth genus g curve, the natural map
J : SymgC→ PicgC
is a birational map.
In our setting, if D is a general degree 9 divisor class, 3KC −D will
be a general degree 3 divisor class, and therefore can be represented by a
unique degree three divisor class P+Q+ R. Of course, by Riemann-Roch,
every degree three divisor class is effective.
Lemma 10.3.3. Let Γ11 ⊂ P6 be general, and let C be general among the degree
9, genus 3 curves containing C. Then there is a smooth sextic del Pezzo surface
containing C.
Proof. EmbedC ⊂ P2 via its canonical series |KC|. The linear system |3KC−
(P +Q + R)| on C is cut out by plane cubics passing through the three
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points P +Q+ R. Under the generality conditions, we can assume P,Q,R
are not collinear in P2.
The linear system of plane cubics through three noncollinear points
maps P2 birationally to a smooth sextic del Pezzo surface in P6.
Theorem 10.3.4. Sextic del Pezzo surfaces satisfy weak interpolation.
Proof. To show a sextic del Pezzo satisfies interpolation, by Table 10.1, it
suffices to show it passes through 11 general points. By Lemma 10.3.1,
there is a degree 9 genus 3 curve through 11 general points in P6. By
Lemma 10.3.3, there is a sextic del Pezzo containing a degree 3 genus 9
curve in P6.
10.4 The degree 8, type 0 del Pezzos
Next we consider P1 ×P1 ⊂ P8 embedded by the linear system of (2, 2)-
curves. To prove weak interpolation, by Table 10.1, we want to show there
is such a surfaces passing through 12 general points Γ12 ⊂ P8. As in the
sextic del Pezzo case, we will again “build” a surface starting from a curve.
Lemma 10.4.1. Through 12 general points Γ12 ⊂ P8 there passes a smooth genus
2 curve of degree 10.
Proof. This is a special case of Theorem 1.5.2.
Lemma 10.4.2. A general degree 5 divisor class D on a smooth genus 2 curve
may be written uniquely as KC +A, where A is a basepoint free degree 3 divisor
class. A general degree 10 divisor class E can be expressed as 2(D) for 24 distinct
degree 5 divisor classes D.
Proof. Similar to Lemma 10.3.2. We leave the details to the reader.
Lemma 10.4.3. The general genus 2, degree 10 curve C ⊂ P8 is contained in a
P1 ×P1 embedded via the linear system of (2, 2) curves.
Proof. Let H denote the degree 10 hyperplane divisor class of C ⊂ P8.
Write H = 2D for some degree five divisor class D, and write D ∼ KC +A
for a unique degree 3 divisor class A. By generality assumptions, A is
basepoint free, and we obtain a map
f : C→ P1 ×P1
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given by the pair of series (|KC|, |A|). This map embeds C as a (2, 3) curve.
The linear system |(2, 2)| on this P1×P1 restricts to the complete linear
system 2D on C, and therefore induces the original embedding C ⊂ P8.
The image of P1 ×P1 under the system |(2, 2)| is therefore the surface we
desire.
Theorem 10.4.4. P1×P1 ⊂ P8 embedded via the linear system of (2, 2) curves
satisfies weak interpolation.
Proof. This follows by combining Lemma 10.4.1 and Lemma 10.4.3.
Remark 10.4.5. An interesting feature of this solution to our interpola-
tion problem is that the surfaces we’ve constructed through the 12 general
points Γ12 are in fact special among the two dimensional family of surfaces
passing through these points. Indeed, the set Γ12 is contained in a (2, 3)
curve on the surfaces we’ve constructed, but a general set of twelve points
on P1 ×P1 does not lie on any (2, 3) curve!
10.5 Interlude: association
This section is meant to provide the reader with basic familiarity with asso-
ciation, also known as the Gale transform. Association will be a recurring
tool in the rest of the appendix. We closely follow the exposition in [EP98].
10.5.1 Preliminaries
Throughout this section, we let Γ be a Gorenstein scheme, finite over k
of length γ = r + s + 2, L an invertible sheaf on Γ , and V ⊂ H0(Γ ,L) a
vector space of dimension r+ 1. In practice, Γ will be given as embedded
in projective space Pr, L will be OΓ (1), and V will be the image of the
restriction map
H0(Pr,OPr(1))→ H0(Γ ,OΓ (1)).
For brevity, we will often refer to the data of the pair (V ,L) as a linear sys-
tem on Γ . For clarity, we will sometimes put subscripts on Γ emphasizing
the number of points.
The Gorenstein hypothesis on Γ says that the dualizing sheaf ωΓ is a
line bundle, and furthermore Serre duality holds: There is a trace map
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t : H0(Γ ,ωΓ )→ k, and for any line bundle L the trace pairing
H0(Γ ,L)⊗H0(Γ ,L∨ ⊗ωΓ )→ k
is nondegenerate.
Therefore if V is a r+ 1 dimensional subspace of H0(Γ ,L), we obtain a
natural s+ 1-dimensional subspace
V⊥ ⊂ H0(Γ ,L∨ ⊗ωΓ ),
namely the orthogonal complement of V under the trace pairing.
Definition 10.5.1. Let Γ be a length γ Gorenstein scheme over k, and let
(V ,L) be a linear system on Γ . Then we say (V⊥,L∨⊗ωΓ ) is the associated
linear system of (V ,L).
Notice that association provides a correspondence between vector spaces
V ↔ V⊥, and not between vector spaces with chosen bases. Geometrically
this means association gives a bijection between the PGLr+1(k)–orbits of
Gorenstein Γ ⊂ Pr and PGLs+1(k)–orbits of Gorenstein Γ ⊂ Ps. Given
this, in the future when we refer to “the associated set,” we really mean
the PGLs–orbit. Moreover, it is known that association provides an iso-
morphism of GIT quotients
(Pr)γ// PGLr+1(k)
∼−→ (Ps)γ// PGLs+1(k),
and therefore takes general subsets to general subsets.
10.5.2 Inducing association from an ambient linear system
Association is a very algebraic construction. Therefore, it is interesting to
find geometric constructions which “induce” association for a set Γ ⊂ Pr.
To see many examples of the geometry underlying association, we refer to
[EP98].
In [Cob, p. 2], Coble asks, in less modern language, whether there exists
a linear system Ws+1 ⊂ H0(Pr,O(d)) whose base locus is disjoint from Γ ,
and which restricts on Γ to the associated linear system.
A linear systemWs+1 ⊂ H0(Pr,O(d)) yields a rational map
φW : P
r 99K Ps.
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Definition 10.5.2. Let Γ ⊂ Pr be a Gorenstein scheme of degree γ = r+
s+ 2. An ambient linear system is any vector space V ⊂ H0(Pr,O(d)). An
ambient linear systemWs+1 ⊂ H0(Pr,O(d)) induces association for Γ if its
base locus is disjoint from Γ and if the image φW(Γ) ⊂ Ps is the associated
set of Γ .
It is important to note, as Coble does, that an ambient system inducing
association won’t be unique in general.
When association is induced from an ambient system, we automati-
cally get a variety φW(Pr) ⊂ Ps containing Γ . Our task is ultimately to
find an ambient linear systemW which induces association for Γ , and such
thatφW(Pr) is a prescribed type of variety, e.g. Veronese images, del Pezzo
surfaces, etc.
10.5.3 Goppa’s Theorem
Goppa’s theorem is frequently useful when looking for ambient systems
inducing association.
Theorem 10.5.3 (Goppa’s Theorem). Let f : B → Pr be a map from a smooth
curve given by a nonspecial, complete linear system |H|. Let Γ ⊂ B be a scheme
of length γ = r+ s+ 2. Then association for Γ is induced by the restriction of the
linear system |KB + Γ −H| to Γ .
In practice, we will typically find a curve B ⊂ Pr passing through Γ ,
and will try to induce association by realizing the linear system |KB + Γ −
H| on B via an ambient system on Pr.
10.6 Degree 9 del Pezzos
This section establishes weak interpolation for degree 9 Del Pezzo sur-
faces, which are 3-Veronese images of P2 in P9. As we will see in sec-
tion 10.7, weak interpolation for degree 8, type 1, and degree 7 Del Pezzo
surfaces immediately follow from the proof for degree 9. We will also see
in section 10.7 that tricanonical genus 3 curves satisfy interpolation.
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10.6.1 Results
The main result of this section is:
Theorem 10.6.1 (Existence). Let Γ ⊂ P9 be thirteen general points. Then there
exists a Veronese 3-Veronese surface containing Γ .
Proof assuming Theorem 10.6.8 and Theorem 10.6.10. By Theorem 10.6.8, for
a general Γ13 ∈ Hilb13P2, there is a bijection between singular triads for
Γ13 and 3-Veronese surfaces containing the associated set A(Γ13) ⊂ P9. By
Theorem 10.6.10, every such Γ13 indeed possesses a singular triad.
The essential tool used in proving Theorem 10.6.1 is association.
Our next result relates the number of Veronese surfaces through 13 gen-
eral points to another, more tractable enumerative problem. Before stating
it, we must make a definition.
Definition 10.6.2. Let Γ ⊂ P2 be a general set of thirteen points in the
plane. A subset T = {x,y, z} ⊂ P2 of three distinct points is a singular triad
for Γ if
h0(P2,OP2(5)⊗ I2TIΓ ) = 2.
Remark 10.6.3. In other words, T = {x,y, z} is a singular triad for Γ if there
exists a pencil of quintic curves through Γ and singular at x,y, and z. A
dimension count shows that we expect finitely many singular triads for a
general set of thirteen points Γ , as is done in Lemma 10.6.13.
Our second result is:
Theorem 10.6.4 (Enumeration). The number of 3-Veronese surfaces through a
general set of thirteen points in P9 is equal to the number of singular triads for a
general set of thirteen points in P2.
Theorem 10.6.4 points to an interesting enumerative problem on the
Hilbert scheme Hilb3(P2) of degree 3, zero dimensional subschemes of the
plane. We discuss this problem at the end of the section, in section 10.8.
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10.6.2 How singular triads arise
For the benefit of the reader, we briefly explain how singular triads arise
in the problem of enumerating 3-Veronese surfaces through a general set
Γ13.
Suppose V3 ⊂ P9 is a 3-Veronese containing Γ13. If we consider V3 as
isomorphic to P2, it is tempting to think that the linear system |3H| on P2
would induce association for Γ13 ⊂ P2. However, this turns out not to be
the case.
In P2, there is a unique pencil of quartic curves Qt ⊂ P2, t ∈ P1,
containing Γ13. Assuming the configuration Γ13 is general, the pencil Qt
will have three remaining, noncollinear basepoints {p,q, r}. Let
α{p,q,r} : P
2 99K P2
be the Cremona transformation centered on the set {p,q, r}, and let T =
{x,y, z} be the exceptional set in the target P2. Then α(Qt) is a pencil of
quintic curves, singular at T and containing α(Γ13) in its base locus. In
other words, T forms a singular triad for α(Γ13). In the next section, we
will show that the ambient system of sextics triple at x,y, and z induces
association for α(Γ13). In other words, the “naive” system of cubics on the
source P2 induces association not for Γ13, but rather for α(Γ13).
10.6.3 Inducing association from a singular triad
Lemma 10.6.5. Assume Γ13 ⊂ P2 is a general set of 13 points, and suppose
T = {x,y, z} is a singular triad for Γ13, i.e. there exists a pencil of quintics Qt
through Γ13 and double at x,y, z. Furthermore, assume that the general element of
the pencil has a smooth genus 3 normalization, and has ordinary nodes at x,y, z.
In particular, this implies T is not contained in a line. Then, the scheme theoretic
base locus of the pencilQt consists of Γ13 and three length four schemes supported
on x,y and z.
Proof. Clear.
Proposition 10.6.6. In the setting of Lemma 10.6.5, the ten dimensional vector
space
W := H0(P2, I3T (6)) ⊂ H0(P2,O(6))
consisting of sextics triple at x,y and z induces association for Γ13.
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Proof. We use Goppa’s theorem, Theorem 10.5.3. Pick a general quintic Q
in the pencil Qt, and let ν : Q˜ → Q denote the smooth genus 3 normal-
ization. Let H denote the hyperplane divisor class on P2. Note that by
degree considerations and Riemann-Roch, the divisor class H is nonspe-
cial on Q˜, and Q˜ is mapped via the complete linear series |H|. We claim
that the linear system |K
Q˜
+ Γ13 −H| from Goppa’s theorem is induced by
sextic curves triple at x,y and z.
Indeed, the canonical series |K
Q˜
| is cut out by the adjoint series consist-
ing of conics passing through the nodes x,y, and z. By Lemma 10.6.5, the
divisor Γ13 is cut out by a quintic double at x,y, z. Putting these together
says that sextics triple at x,y, and z cut out divisors in the linear system
|K
Q˜
+ Γ13 −H| on Q˜.
Finally, notice that there cannot be a sextic triple at x,y and zwhich also
vanishes identically on Q – the residual curve would be a line containing
T , but we are assuming x,y, z are not collinear. Therefore, the system of
sextics triple at x,y, and z cuts out the complete linear system |K
Q˜
+ Γ13 −
H|.
10.6.4 The bijection between singular triads and Veroneses
Let Γ13 ⊂ P9 be thirteen general points, and let A(Γ13) ⊂ P2 denote the
associated set.
We have already seen in subsection 10.6.2 that a Veronese 3-Veronese
V3 containing Γ13 arises from a singular triad T for A(Γ13). Now show that
distinct triads provide distinct Veroneses
Proposition 10.6.7. Maintain the setting above. Distinct triads T and T ′ for
A(Γ13) give rise to distinct Veronese surfaces V3 and V ′3 containing Γ13.
Proof. Let W = H0(P2,OP2(2)⊗ IT ) and W ′ = H0(P2,OP2(2)⊗ IT ′) be the
vector spaces of conics passing through T and T ′ respectively.
Denote by ι : P2 99K P(W) and ι ′ : P2 99K P(W ′) the Cremona maps
associated toW andW ′.
By Proposition 10.6.6, the vector spaces Sym3W and Sym3W ′ both in-
duce association for A(Γ13), so we identify them as the ten dimensional
vector space V giving the original embedding Γ13 ⊂ P9.
Let ν : P(W) ↪→ P9 and ν ′ : P(W ′) ↪→ P9 denote the respective Veronese
maps. (Note that the target P9 for the maps ν and ν ′ are the “same” given
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the previous paragraph.)
The two Veronese surfaces P(W) and P(W ′) would be the same if and
only if there existed an isomorphism α : P(W)→ P(W ′) such that ν ′ ◦ α ◦
ι = ν ′ ◦ ι ′ as rational maps from P2 to P9.
But the indeterminacy locus of a rational map is determined by the
map, and the indeterminacy locus of ν ′ ◦α ◦ ι is T , whereas the indetermi-
nacy locus of ν ′ ◦ ι ′ is T ′. This completes the proof.
Theorem 10.6.8. Let Γ13 ⊂ P9 be a general set of thirteen points. Then the
Veronese 3-Veronese surfaces containing Γ13 are in bijection with the singular
triads for A(Γ13) ⊂ P2.
Proof. This follows immediately from subsection 10.6.2 and Proposition 10.6.7.
10.6.5 Existence of singular triads
Definition 10.6.9. DefineΦ ⊂ Hilb3P2×Hilb13P2 to be the closure of the
set of pairs ({x,y, z}, Γ13) ⊂ Hilb3P2 ×Hilb13P2 for which {x,y, z} is dis-
joint from the support of Γ13, and for which there exists a pencil of quintics
singular at x,y, z whose base locus is precisely {x,y, z} ∪ Γ13. Define the
projections
Φ
Hilb3P2 Hilb13P2.
pi1
pi2
Theorem 10.6.10. There exists a point ({x,y, z},A13) ∈ Φ which is isolated in
its fiber under the second projection pi2 : Φ → Hilb13P2. In particular, pi2 is
dominant, and a general set Γ13 possesses a singular triad.
The rest of the section is devoted to the proof of Theorem 10.6.10. Be-
fore we proceed with the proof in subsection 10.6.6, we set some notation
and outline the idea of the proof in 10.6.5
Definition 10.6.11. Let x0, x1, x2 denote three fixed non-collinear points in
P2 and set li,j := xixj forming the coordinate triangle.
Let X := Bl{x0,x1,x2}P
2, and let Ei denote the exceptional divisor over xi,
i = 1, 2, 3. Set Li,j to be the proper transforms of the lines li,j := xi, xj. We
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let H denote the hyperplane class on P2 and its pullback on X. By a line in
X, we mean an element of the linear system |H| on X.
Idea of Proof of Theorem 10.6.10.
In order to prove Theorem 10.6.10, we will construct a particular set [Γ13] ∈
Hilb13P2 which we will be able to see is isolated in its fiber under the map
pi2. The construction is as follows. Start by choosing a general line M and
a general point p7 not onM. Then, choose points
p1,p2 ∈ `0,1
p3,p4 ∈ `0,2
p5,p6 ∈ `1,2
p8,p9,p10 ∈M
all general with respect to the above conditions. We will then see that there
is an element ((x0,y0, z0) , Γ13) ∈ Φ so that p1 ∪ · · · ∪ p10 ⊂ Γ13, and further
that the remaining degree three scheme of Γ13 is supported on M. The
hard part of the proof will be seeing that this configuration lies in Φ. This
is done in Corollary 10.6.19. Once we know this configuration does lie in
Φ, it is not difficult to see it is isolated. Since Γ13 intersects M with degree
6, every quintic containing Γ13 must contain M. We are then looking for
a pencil of quartics with base locus containing p1, . . . ,p6,p7 and having
three additional singular nodes. If the three singular nodes do not lie on
M, then this can only happen if the pencil of quartics contains curves in
its base locus. A case by case analysis shows that if the three nodes are not
collinear, the only possibility, up to permutation of the points, is that the
base locus of this pencil of quartics is `0,1 ∪ `0,2 ∪ `1,2 ∪ p7 and the moving
part of this pencil is the pencil of lines containing p7. This will be isolated
in its fiber. Then, this means pi2 is dominant because both varieties are
irreducible and dimΦ = 26 = dim Hilb13P2, as shown in Lemma 10.6.13.
Lemma 10.6.12. Let Γ10 ⊂ X be ten general points. Then there is a unique pencil
in the linear system |5H − 2E1 − 2E2 − 2E3| containing Γ10 in its base locus.
Furthermore, the base locus of this pencil consists of the union of Γ10, and three
residual points {a,b, c} ⊂ S disjoint from Γ10.
Proof. Clear.
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Lemma 10.6.13. Φ is 26-dimensional.
Proof. First select three general points {x,y, z} in P2, giving 6 dimensions.
Using Lemma 10.6.12, a general pencil of quintics singular at {x,y, z} is
determined by choosing ten general points to be in its base locus. The re-
maining three points of the base locus are determined by the initial choice
of 10, by Lemma 10.6.12. In total, we have that Φ is 26 = 6+ 2 · 10 dimen-
sional.
Let Γ10(t) = {p1(t),p2(t), ...,p10(t)} ⊂ X× ∆ be a family of ten points,
parameterized by∆ := Spec k[[t]], general among those with the following
properties:
1. Over the generic point η ∈ ∆, the points pi(η) are general in the sense
of Lemma 10.6.12.
2. Over the special point t = 0, the ten points pi(0) are situated as fol-
lows:
(a) p1(0),p2(0) are general in L0,1.
(b) p3(0),p4(0) are general in L0,2.
(c) p5(0),p6(0) are general in L1,2.
(d) p7(0) is general in X.
(e) p8(0),p9(0),p10(0) are general on a general lineM ⊂ X.
By Lemma 10.6.12, there are three residual points {a(η),b(η), c(η)} de-
fined by the ten points {pi(η)}i=1,...,10. We let {a(t),b(t), c(t)} denote the
closures of these points. (Note: a base change may be required to say the
three residual basepoints {pi(η)}i=1,...,10 are defined over Spec k((t)). Per-
forming such a base change does not affect the rest of the arguments.)
Now let X be the threefold which is the blow up of X×∆ at the union
of the three curves Li,j ⊂ X× {0}, and let b : X → X× ∆ be the blow up
map. Let f : X → ∆ denote the composition of b with the projection onto
the second factor of X× ∆. Let Xη and X0 denote the general and special
fibers of f. Note that Xη = Xη.
There are three exceptional divisors Fi,j lying over the corresponding
curves Li,j ⊂ X× {0}. The map f is a flat family of surfaces, with generic
fiber Xη = Xη and with special fiber X0 a simple normal crossing union
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Fi,j X := BlLi,j×{0} (X×∆) p ′i(t)
Li,j × {0} X×∆ pi(t)
b
Figure 10.1: A pictorial summary of relevant schemes
of four surfaces: the exceptional divisors Fi,j, and X. Their incidence is as
follows: The surfaces Fi,j are pairwise disjoint and Fi,j ∩ X = Li,j.
Each exceptional divisor Fi,j is isomorphic to the Hirzebruch surface
F1. This is because each rational curve Li,j ⊂ X0 has self-intersection (−1),
and therefore has normal bundle NLi,j/X×∆ ∼= O(−1)⊕O.
On F1, we let S denote the divisor class of a codirectrix, a section class
having self-intersection +1. We denote by R the ruling line class. We let
Si,j and Ri,j denote the corresponding divisor classes on Fi,j.
LetL be the line bundle b∗(OX×∆(5H−2E1−2E2−2E3)), and let p ′i(t) ⊂
X denote the lifts of pi(t) to X. In other words, {p ′i(t)}i=1,...10 are the clo-
sures of the points {pi(η)} ∈ Xη = Xη in X.
By the generality assumptions on the 1-parameter family of points {pi(t)}i=1,...,10
in X×∆, we may assume the following about the central configuration of
points p ′i(0) in X0:
1. The points p ′1(0),p
′
2(0) are general in F0,1.
2. The points p ′3(0),p
′
4(0) are general in F0,2.
3. The points p ′5(0),p
′
6(0) are general in F1,2.
4. The pointsmi,j :=M∩ Li,j are general in Fi,j with respect to the other
two points mentioned in each part above.
Set
L ′ := L(−F0,1 − F0,2 − F1,2).
Lemma 10.6.14. The line bundle L ′ restricts to OFi,j(Si,j + Ri,j) on the excep-
tional divisors Fi,j ⊂ X0 and restricts to OX(2H) on X ⊂ X0.
Proof. Straightforward.
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Remark 10.6.15. For the benefit of the reader, we give an alternate descrip-
tion of the linear system |S+R| on F1 appearing in the above lemma. If we
view F1 as the blow up of P2 at a point q ∈ P2, then the linear system
|S+ R| is the system of conics through the point q.
In particular, if three more general points are chosen on F1, there will
be a unique pencil of curves in |S+ R| containing them.
Now consider the sheaf F := I{p ′i(t)}i=1,...,10 ⊗L ′ .
Lemma 10.6.16. The k[[t]]-module H0(X,F) is free of rank 2. Furthermore, the
restriction map
H0(X,F)→ H0(X0,F|X0)
is surjective.
Proof. SinceF is a torsion free sheaf,H0(X,F) is a torsion free k[[t]]-module,
i.e. it is free. Lemma 10.6.12 tells us that the rank must be 2.
By Grauert’s theorem, it suffices to show
h0(X0,F|X0) = 2.
A section s of F|X0 is a section of L
′|X0 vanishing at the ten points p
′
i(0).
We will now analyze what the zero locus of s must be on each of the four
components of X0, beginning with X.
The restriction s|X vanishes on a conic containing p ′7(0),p
′
8(0),p
′
9(0),
and p ′10(0). Since the latter three points are collinear lying on the line M,
such a conic is degenerate, of the form M ∪N, where N is any line con-
taining p ′7(0).
The restriction s|F0,1 vanishes on a divisor of class |S0,1+R0,1| containing
the pair of points p ′1(0),p
′
2(0). Similar descriptions hold for the remaining
two components.
A section s of F|X0 consists of sections on each component which agree
on the intersection curves Li,j. We claim that such a global section is de-
termined, up to scaling, by its restriction to the component X. Indeed, by
choosing a conic of the form M ∪N, we determine two points mi,j,ni,j on
each line Li,j, namely the intersectionsM∩ Li,j, N∩ Li,j.
From the generality assumptions we have imposed, we get that there is
a unique curve in the class |S0,1+R0,1| containing the four points p ′1(0),p
′
2(0),m0,1,
and n0,1. Similarly for the other components Fi,j. It follows that any global
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section of F is determined, up to scaling, by its restriction to X. But the re-
striction to X is a degenerate conic of the form M ∪N as described above,
and therefore h0(X0,F|X0) = 2, as we claimed.
Lemma 10.6.17. The common zero locus of all sections of F|X0 is the scheme
M∪ {p ′1(0), ...,p ′6(0),p ′7(0)}.
Proof. This follows from the description of the zero loci of sections of F|X0
found in the proof of Lemma 10.6.16.
Let 〈f1, f2〉 be a k[[t]]-basis for H0(X,F). In particular, 〈f1, f2〉 restricts
to a basis of H0(X|X,F|X0) by Lemma 10.6.16.
Lemma 10.6.18. Maintain the notation above, and let Y ⊂ X defined by f1 =
f2 = 0 be the common zero scheme. Then, as schemes, Y∩X0 =M∪ {p ′1(0), ...,p ′6(0),p ′7(0)}
and Y∩Xη = {p1(η), ...,p10(η),a(η),b(η), c(η)}.
Proof. The generality assumptions on the original family of points pi(t)
and Lemma 10.6.12 ensure the statement regarding Y∩Xη. Then, Y∩X0 =
M∪ {p ′1(0), ...,p ′6(0),p ′7(0)} follows from Lemma 10.6.17.
Now let {a ′(t),b ′(t), c ′(t)} denote the closures of {a(η),b(η), c(η)} in X.
Corollary 10.6.19. The scheme {p ′8(t),p
′
9(t),p
′
10(t),a
′(t),b ′(t), c ′(t)} ∩ X0 is
contained in the lineM ⊂ X ⊂ X0.
Proof. This follows from Lemma 10.6.18. Indeed,
{p ′8(t),p
′
9(t),p
′
10(t),a
′(t),b ′(t), c ′(t)}∩X0
must be a subscheme of Y ∩ X0 = M ∪ {p ′1(0), ...,p ′6(0),p ′7(0)}. The sec-
tions {a ′(t),b ′(t), c ′(t)} cannot limit to any of the seven isolated points
{p ′1, ...,p
′
7}, since these seven points occur with multiplicity one in the scheme
Y∩X0. Therefore, the points {a ′(0),b ′(0), c ′(0)} must limit toM.
10.6.6 Proof of Theorem 10.6.10.
Proof. A one parameter family of thirteen points
{p1(t), ...,p10(t),a(t),b(t), c(t)}
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discussed above limits, at t = 0, to a configuration which we call Γ13 ⊂ P2.
(Technically, Γ13 is a set in X, but we view it as a set in P2, since Γ13 avoids
the exceptional divisors in X.)
Now we argue that the pair ({x0,y0, z0}, Γ13) is isolated in its fiber under
the projection pi2 : Φ→ Hilb13P2.
It suffices to show that there are only finitely many noncollinear tri-
ads T ⊂ P2 disjoint from Γ13 for which there is a pencil of quintics Ct all
singular at T and containing Γ13.
Any pencil of quintics containing Γ13 must contain the lineM in its base
locus, since 6 of the points of Γ13, {p8(0),p9(0),p10(0),a(0),b(0), c(0)} lie on
this line (Corollary 10.6.19). Therefore, the residual quartic curves of the
pencil, denoted C ′t, form a pencil of curves singular at T , and containing
{p1(0), ...,p6(0),p7(0)} in its base locus. Note that the set {p1(0), ...,p6(0),p7(0)}
is a general set of seven points in the plane.
By degree considerations, a pencil of quartics C ′t singular at T and hav-
ing 7 remaining points in its base locus is forced to have an entire curve B
in its base locus. The curve Bmust have degree 1, 2, or 3.
A straightforward combinatorial check shows that if the three points
of T are not collinear, the curve B must be the union of three lines joined
by three pairs of points among the set {p1(0), ...,p6(0),p7(0)}, and the triad
T is the vertices of the triangle B. All told, there are only finitely many
possibilities for T , which in turn implies that ({x0,y0, z0}, Γ13) is isolated in
its fiber under projection pi2 : Φ→ Hilb13P2.
Remark 10.6.20. The method of proof for Theorem 10.6.10 actually shows
that there are at least 630 3-Veronese surfaces through thirteen general
points in P9. The reason for this is that we made several choices in con-
structing an isolated point of the incidence correspondence. We choose
one of the points p1, . . . ,p6,p10 to not lie in the triangle containing the
nodal base locus, and we then chose a division of the remaining six points
into three pairs of two points. In total there are 7 · 6!2!·2!·2! = 630 such
choices, and hence at least 630 isolated points. Then it follows that there
are at least 630 3-Veronese surfaces through a general set of 13 points by
[Sha13, II.6.3, Theorem 3].
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10.7 The remaining del Pezzo surfaces and tri-
canonical genus 3 curves
10.7.1 Degree 8.
Weak interpolation for degree 8, type 1 del Pezzo surfaces asks whether
such surfaces pass through 12 general points Γ12 ⊂ P8, by Table 10.1. In
fact, weak interpolation for degree 8, type 1 del Pezzo surfaces follows
almost immediately from our knowledge of interpolation for degree 9 del
Pezzos.
Corollary 10.7.1. Degree 8 del Pezzos isomorphic to the Hirzebruch surface F1
satisfy weak interpolation.
Proof. Indeed, Let A(Γ12) ⊂ P2 be the associated set. Now append a gen-
eral thirteenth point p ∈ P2 and let B13 ⊂ P2 be the union.
As follows from Proposition 10.6.6, association for B13 is induced by
the linear system of sextics triple at a singular triad for B13. Now we take
the subsystem of such sextics with further basepoint at the chosen point
p. The resulting subsystem induces association for A(Γ12), and maps P2
birationally to a degree 8 del Pezzo containing Γ12, abstractly isomorphic
to the Hirzebruch surface F1.
Remark 10.7.2. The parameter count suggests that there will be a two di-
mensional family of del Pezzo 8’s through a general Γ12. The argument
above also has two dimensions of freedom in the choice of auxiliary point
p.
10.7.2 Degree 7 del Pezzo surfaces
Corollary 10.7.3. Degree 7 del Pezzo surfaces satisfy weak interpolation.
Proof. The parameter count says that weak interpolation for such surfaces
is equivalent to asking them to pass through 11 general points Γ11 ⊂ P7.
We now proceed analogously to the previous case: We now append two
general auxiliary points p,q ∈ P2 to the associated set A(Γ11) ⊂ P2.
Remark 10.7.4. Paralleling the degree 8 case, the dimension of del Pezzo
7’s through eleven general points is four dimensional, as is the dimension
of the space of auxiliary pairs p,q ∈ P2.
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Remark 10.7.5. The reason why this method fails for degree 6 del Pezzos
is that the number of points required by weak interpolation is not 10, as
the current pattern would suggest. Rather, the required number of points
is eleven, and therefore we needed a separate argument.
10.7.3 Genus 3 tricanonical curves
As a bonus, we show that the closed locus of the Hilbert scheme of de-
gree 12 genus 3 curves in P9 which are tricanonically embedded satisfy
interpolation.
Corollary 10.7.6. The closed locus of the Hilbert scheme of degree 12 genus 3
curves in P9 which are tricanonically embedded satisfy interpolation.
Proof. First, note that there is a 105 = 99+ 6 dimensional space of tricanon-
ically embedded curve, where 99 = dim PGL10 and 6 = dimM3. In this
case, by (10), we have to show that there is a 1 dimensional family of such
curves through 13 points, sweeping out a surface. But, since we know a 3-
Veronese surface passes through these 13 points, we have a 1 dimensional
family of tricanonical genus 3 curves sweeping out this Veronese surface
passing through 13 points, as desired.
10.8 Enumerating singular triads: observations
and obstacles
We now discuss the obstacle we face in the computation of the number
of singular triads for a general set Γ13 ⊂ P2. Set S = BlΓ13 P2, and let
L = OS(5H− E1 − ...− E13).
We should set up the problem on a compact, smooth space. A natu-
ral choice is the Hilbert scheme Hilb3 S parameterizing length three sub-
schemes of S.
The universal scheme Z ⊂ Hilb3 S × S has two obvious projections
pi1 : Z→ Hilb3 S and pi2 : Z→ S. Next, we consider the sheaf
F = pi1∗(pi∗2L/(I
2
Z ⊗ pi∗2L)).
Unfortunately, the sheaf F, which has generic rank 9, fails to be locally
free precisely along the locus F ⊂ Hilb3 S parameterizing degree 3 schemes
of the form Spec k[x,y]/(x2, xy,y2), also known as the “fat points”.
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There is a natural restriction map
ρ : O⊕8Hilb3 S → F.
If F were locally free of rank 9, we could attempt to use Porteous’ formula
to find the locus where the rank of ρ drops to 6. Since F is not locally free,
this approach fails from the outset.
One fix would be to work on a blow up of Hilb3 S along the locus F, but
then it’s unclear what should replace the sheaf F. What’s more, we would
need to identify the Chern classes of the replacement sheaf in the Chow
ring of BlF(Hilb3 S), which is challenging in its own right. See [ELB89].
Another potential fix would be to work in the nested Hilbert scheme
Hilb2,3 S parameterizing, X2 ⊂ X3 ⊂ S, pairs of length 2 subschemes con-
tained in length 3 subschemes. It is known that Hilb2,3 S is smooth, and
it has a generically finite, degree 3 map to Hilb3 S given by forgetting
X2, which has one dimensional fibers (isomorphic to P1) precisely over
F ⊂ Hilb3 S. This space Hilb2,3 S might be better suited for replacing the
problematic sheaf F above. Finding a solution to these issues is the subject
of ongoing work. As further references for enumerative geometry in the
Hilbert scheme of three points, see [Rus03], [Rus04], and [HP95].
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