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ВІДСЛІДКОВУВАННЯ РУХОМИХ ОБ’ЄКТІВ  
У ВІДЕОПОТОКАХ РЕАЛЬНОГО ЧАСУ 
 
Описано новий метод відслідковування рухомих об’єктів в полі зору декількох камер 
відеоспостереження. Основною особливістю розробленого методу є можливість роботи в 
режимі реального часу завдяки значному зменшенню процедурної складності. На основі роз-
робленого методу створено систему багатокамерної ідентифікації та супроводу руху транс-
портних засобів. Результати практичних експериментів щодо роботи системи показують ви-
соку точність ідентифікації рухомих об’єктів, побудову точної траєкторії їх руху та можли-
вість їх супроводу. Численні практичні експерименти підтвердили ефективність використан-
ня розробленого методу у системах відеоспостереження, що містять до 8 камер. 
Ключові слова – трекінґ рухомих об’єктів, розподілена система відслідковування ру-
хомих об’єктів, відео ряд, поле зору, об’єкт уваги, ідентифікація руху, визначення траєкторій 
руху,  ознаки подібності. 
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ОТСЛЕЖИВАНИЕ ДВИЖУЩИХСЯ ОБЪЕКТОВ  
В ВИДЕОПОТОКАХ РЕАЛЬНОГО ВРЕМЕНИ 
 
Описан новый метод отслеживания движущихся объектов в поле зрения нескольких 
камер видеонаблюдения. Основной особенностью разработанного метода является возмож-
ность работы в режиме реального времени за счет значительного уменьшения процедурной 
сложности. На основе разработанного метода создана система многокамерной идентифика-
ции и сопровождения движения транспортных средств. Результаты практических экспери-
ментов по работе системы показывают высокую точность идентификации движущихся объе-
ктов, построение точной траектории их движения и возможность их сопровождения. Много-
численные практические эксперименты подтвердили эффективность использования разрабо-
танного метода в системах видеонаблюдения, содержащих до 8 камер. 
Ключевые слова: трекинг движущихся объектов, распределенная система отслежива-
ния движущихся объектов, видео ряд, поле зрения, объект внимания, идентификация движе-
ния, определение траекторий движения, признаки сходства. 
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MOVING OBJECTS TRACKING IN REAL TIME VIDEOSTREAMS 
 
This article describes a new method for tracking moving objects in the field of multiple 
cameras. The main feature of the proposed method is the ability to work in real time by significantly 
reducing procedural complexity. Based on this method, authors developed system to identify and 
support transport traffic. The results of practical experiments on the system show high accuracy of 
identification of moving objects, building the exact trajectory of their movement and possibility of 
them accompanied. Numerous practical experiments confirmed the efficiency of the proposed 
method in video surveillance systems with up to 8 cameras.   
Key words: tracking moving objects, distributed tracking system moving objects, video row 
field of vision, the object of attention, motion identification, determination of trajectories, signs of 
similarity. 
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Вступ 
Із сучасним рівнем технологічного розвитку суспільства, технології багатокамерного 
супроводу стали затребуваними у найрізноманітніших областях діяльності людини. Напри-
клад у таких, як транспорт, реклама, маркетинг, охорона, безпека, управління і ін. 
Визначальною властивістю сучасних систем відеоспостереження є автоматичне ви-
значення траєкторії руху об’єктів уваги в інтегральному полі зору, яке визначається множи-
ною цифрових пристроїв реєстрації, зазвичай відеокамер. Найбільшу практичну цінність 
становить трекінґ об’єктів у режимі реального часу.  
Фізичне розміщення системи камер породжує необхідність враховувати топології ро-
зміщення самих камер та геометрію простору (зони уваги, зони спостереження).  
Зазначимо, що існують й інші додаткові фактори, які суттєво ускладнюють задачу 
трекінґу у розподілених системах відеоспостереження. Серед них типовими є такі: 
– кількість об’єктів уваги; 
– інваріантність характеристичних ознак при переходах між камерами; 
– ракурси камер системи, з яких формується інтегральна зона спостереження; 
– різні умови реєстрації об’єктів уваги; 
– різна якість камер.   
Усе це в сукупності суттєво збільшує навантаження на обчислювальні ресурси про-
грамно-апаратної системи у порівнянні із випадком трекінґу при однокамерному супроводі 
рухомих об’єктів.  
Викладена вище констатація проблем багатокамерного супроводу не означає, що усі 
проблеми однокамерного трекінґу є вирішеними. Наприклад, проблеми густини об’єктів ува-
ги у потоці, динамічні зміни їх відображень, слабка сепарація та сліпі зони залишаються од-
ними із найскладніших і невирішених на сьогодні проблем однокамерного трекінгу в реаль-
ному часі. 
У багатьох випадках зростання необхідної обчислювальної потужності унеможливлює 
використання типових підходів (методів, алгоритмів), які використовуються при одно-
камерному трекінґу. Наприклад,  відокремлена обробка потоку кадрів по кожному каналу за-
звичай є неможливою.  
Тому сучасний багатокамерний трекінґ базується на двох гіпотезах (припущеннях): 
1. Існує найбільш імовірна траєкторія руху об’єкта при виході із поля зору будь-якої 
камери системи відоспостереження. 
2. Обробка потоків кадрів повинна бути інтегральною – тобто по усіх каналах. 
Існуючі на сьогодні стратегії та методи підвищення ефективності розподіленого тре-
кінґу наведені у табл.1.  
Таблиця 1 
Напрями вдосконалення систем розподіленого трекінґу 
№ Стратегія Спосіб 
1 2 3 
1 Підвищення якості кадрів відеопотоків Використання апаратних засобів з покраще-
ними характеристиками; алгоритми поперед-
нього опрацювання зображень 
2 Вдосконалення методів ідентифікації 
та супроводу у випадку однокамерного 
трекінгу 
Методи інтелектуального аналізу просторової 
та частотної областей та їх  комбінації; часова 
інкапсуляція даних 
3 Вдосконалення методів ідентифікації 
та супроводу у випадку багато-
камерного трекінгу 
Виділення стійких до шуму та інваріантних 
до зміни відеопотоку характеристичних 
ознак;  
імовірнісні методи побудови траєкторії в 
складних умовах; методи з елементами адап-
тивного керування апаратним забезпеченням 
системи відеоспостереження 
Вісник ЛДУ БЖД №13, 2016 
 
15
Продовження таблиці 1 
1 2 3 
4 Вдосконалення архітектур систем 
відеоспостереження 
Вбудовані алгоритми попереднього опрацю-
вання, компресії та декомпресії: методи  
управління трафіком та оптимізації топології 
розміщення камер для мінімізації негативного 
впливу проблем сепарованості, сліпих зон та 
ракурсів  
5 Збільшення об’єму потоків даних для 
підвищення точності ідентифікації та 
супроводу 
Управління кількістю камер та їх роботою; 
критеріальне керування трафіком даних;   
 
Найбільш популярні сучасні методи супроводу рухомих об’єктів в online режимі мо-
жна розбити на три групи: 
 Методи на основі виділення їх контурів. Методи цієї групи є найбільш стійкими до 
флуктуацій яскравості та наявності шумів у вхідному кадрі. Широко розповсюдженими є ме-
тоди що використовують активну модель контурів - замкнену гладку криву, що задається на-
бором точок який апроксимує контур.  Найбільш відомими є методи [1, 7, 8, 13, 21, 23] тощо. 
 Методи на основі виділення їх областей інтересу. Методи цієї групи є стійкими до 
таких явищ, як раптові зупинки і взаємний перетин двох або більше рухомих об’єктів. Область 
інтересу рухомого об’єкта це умовний прямокутник довкола нього, координати якого відомі у 
будь-який момент часу. Найбільш відомими методами групи є методи [3, 5, 14] тощо.  
 Методи на основі виділення наборів опорних точок. В основі методів цієї групи є 
визначення точок кадру відеопослідовності за критеріальною ознакою, наприклад, локаль-
ним екстремумом функції інтенсивності. Найбільш відомими методами групи є детектори 
Харісa [11], KLT 20, Кітчена-Розенфільда [12], метод SIFT [15] та методи стеження за точка-
ми [24, 18, 19, 22] і ін. 
Постановка задачі 
Основним завданням роботи є розробка методу трекінґу об’єктів у відеопотоках роз-
поділених систем відеоспостереження, що функціонують в online режимі чи режимі реально-
го часу, який би забезпечував високу точність ідентифікації руху і побудови траєкторій при 
середній густині суб’єктів руху.  
Метод трекінґу у зонах стеження камер розподілених систем відеоспостереження.  
Визначення характеристичних ознак 
Нехай у мережі камер відеоспостереження Сk, k = 1, ..., n поля зору камер Сi та Сj пе-
ретинаються. Для цієї пари камер, на основі методу, наведеного в [10], можна визначити їх 
просторове співвідношення шляхом побудови ліній перетину їх полів зору (рис.1).  
Після знаходження відповідності між двома полями зору камер, за методом [17] мож-
на визначити проекційне перетворення координат зображення. Введемо коефіцієнт видимос-
ті перетину полів зору  ,jiV u v , який набуває значення одиниці у випадку, коли точка (x, y) 
поля зору камери Сi(x, y) видима у полі зору камери Сj(x, y). В іншому випадку – значення 0. 
Якщо деякий об’єкт інтересу B з координатами центроїда (u, v) що перебуває у полі зору ка-
мери Сi(x, y), також видимий у полі зору камери Сj(x, y), то підмножину поля зору камери, що 
містить об’єкт інтересу, можна задати таким виразом: 
    , 1,ji j iC B C V u v j i   .      (1) 
Якщо об’єкт інтересу перебуває лише у полі зору камери Сi(x, y), то множина  Сi(B) є 
порожньою. Для пошуку та ідентифікації об’єкта у зоні перетину полів зору камер необхідно 
виділити такі ознаки подібності, як близькість до лінії перетину, колір та контур об’єкта. 
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Ознака близькості до лінії перетину полів зору. Обчислення відстані до лінії пере-
тину дає змогу виділити об’єкт інтересу з-посеред інших об’єктів  Сj  Сi(B) [6]. Для поля 
зору камери Сj сформуємо множину виду: 
  , 1 , ,i s k k is kj j j j d j jCS B d B l T B C   ,    (2) 
де  1 ,k isj jd B l – мінімальна відстань між точкою центроїда k-го об’єкта у полі зору камери Cj і 
лінією перетину полів зору камери Ci, яка видима у полі зору камери Cj; Td – наперед задане 
порогове значення, що залежить від розташування полів зору камер. Застосування виразу (2) 
дає змогу усунути об’єкти, які рухаються у напрямі зони перетину полів зору.  
Ознака кольору. Колірна гістограма є стійкою ознакою при пошуку об’єкта інтересу 
з-посеред множини об’єктів-претендентів ,i sjCS , проте навіть той же об’єкт може відобража-
тись по-різному у зв’язку з наявністю флуктуацій яскравості. Зміну кольору можна змоделю-
вати використовуючи функцію перетворення яскравості [2, 16]. Застосування цієї функції 
компенсує різницю кольору між камерами перед обчисленням відстані між гістограмами ко-
льорів у двох полях зору. Щоб обчислити функцію перетворення яскравості для кожної пари 
камер, поля зору яких перетинаються, необхідно використати кумулятивні гістограми зобра-
жень області перетину: 
  : d dBrf R R ,   (3) 
де d – інтервал гістограми.  
Для кожного об’єкта kjB  у множині об’єктів-претендентів необхідно оцінити відстань 
  2 ,k nj Br id h f h  між гістограмами ,k n dj ih h R . Тут  nBr if h  – гістограма n-го об’єкта у камері 
Ci після застосування функції перетворення яскравості  fBr. 
Ознака контура. Контури об’єкта інтересу, що перебуває у зоні перетину камер, мо-
жуть також змінюватись, тому необхідно застосувати перетворення напряму контурів. Поз-
начимо через (xi, yi) та (xj, yj) – координати деякої точки у полі зору камер Ci та Cj, тоді прое-
кційне перетворення за напрямом лінії перетину полів зору можна записати у вигляді: 
1 1
j i
j i
kx xa b c
ky d e f y
g hk
    
        
        
.    (4) 
Вираз (4) можна записати у розгорнутому вигляді: 
1i ik gx hy   ;    (5) 
1
i i i i
j
i i
ax by c ax by cx
k gx hy
   
 
 
;     (6) 
1
i i i i
j
i i
dx ey f dx ey fy
k gx hy
   
 
 
     (7) 
Продиференціювавши вирази (6) та (7) по xi, отримаємо: 
 
 
 
 2 2
1
;
1 1
i i
i i i i
j i i
i i i i i
y ya b gx hy ax by c g h
x x x
x gx hy gx hy
    
              
    
       (8) 
 
 
 
 2 2
1
.
1 1
i i
i i i i
j i i
i i i i i
y yd e gx hy dx ey f g h
y x x
x gx hy gx hy
    
              
    
       (9) 
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Поділивши (8) на (9) отримаємо: 
i i
j
j i i
j i i
j
i i
y yd e y g h
y x x
x y ya b x g h
x x
    
          
     
         
.           (10) 
Позначимо через mi та mj значення дотичних i
i
y
x


 та j
j
y
x


, тоді вираз (10) набере вигляду: 
   
   
i j i
j
i j i
d em y g hm
m
a bm x g hm
  

  
.       (11) 
Вираз (10) є функцією перетворення дотичних, оскільки він дає можливість встанови-
ти відповідність між дотичними у полях зору двох камер. Значення дотичної у точці можна 
отримати з вектора градієнтів оператора Собеля, враховуючи те, що напрям дотичної завжди 
перпендикулярний до напряму градієнта. 
 
 
а)      б)      в) 
Рисунок 1 – Приклад розташування камер із взаємним перетином полів зору: а) схема розта 
шування камер; б) відеокадр, отриманий з камери 1; в) відеокадр, отриманий з камери 2 
 
Для точки (xi, yi) у полі зору камери Ci і значення дотичної mi у цій точці застосуємо 
(11) для знаходження значення дотичної mj. Застосуємо гістограму напрямлених дотичних 
для отримання напряму контура. Таким чином, можна отримати значення дотичної у кожній 
точці об’єкта після переміщення його у поле зору іншої камери. Порівняння гістограм нап-
рямлених дотичних можна здійснити обчисливши відстань між ними:  3 , nk ijd t t , де k rjt R  – 
гістограма об’єкта  kjB , 
n
it  – гістограма n-го об’єкта у камері Ci після застосування функції 
перетворення дотичних, r – розмір гістограми. 
Формулювання екстремальної задачі 
Після застосування функції перетворення яскравості та функції перетворення дотич-
них до гістограм зображень об’єкта у полях зору камер, для обчислення відстані між гістог-
рамами необхідно застосувати алгоритм пошуку землезсувної відстані (EMD) [9]. Викорис-
товуючи обчислені відстані між гістограмами:  1 ,k isj jd B l ,    2 ,k nj Br id h f h  та  3 , nk ijd t t  мож-
на записати вираз для обчислення функції подібності об’єкта: 
      
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Збірник наукових праць  
 
18
де 1, 2, 3 – параметри, що вибираються емпірично. Для відеокадрів, наведених на рис. 2, 
ці параметри набувають значень:  1 = 12,  2 = 3,  3 = 4. 
Результати практичного моделювання і висновки 
На рис. 2а та 2б наведено відеокадри з роздільною здатністю 704576 пікселів, що 
отримані з камер 1 та 2 (рис. 1а). Для рухомого об’єкта, що перебуває у зоні перетину полів 
зору камер, побудовані гістограми яскравості (рис. 2в) та гістограми контурів (рис. 2г). На 
рис. 2в наведені такі гістограми яскравості: h1 – для об’єкта в полі зору камери 2, h2 – для 
об’єкта в полі зору камери 1 перед застосуванням функції перетворення яскравості [2], h3 – 
для об’єкта в полі зору камери 1 після застосування функції перетворення яскравості  [2].  
Для пар гістограм яскравості (h1, h2) та (h1, h3) обчислені землезсувні відстані EMD1 
та EMD2 за методом [9]. На рис. 2г побудовані такі гістограми контурів об’єкта: h1 – для 
об’єкта в полі зору камери 2, h2 – для об’єкта в полі зору камери 1 перед застосуванням фун-
кції перетворення дотичних (11), h3 – для об’єкта в полі зору камери 1 після застосування 
функції перетворення дотичних (11). Аналогічно, до гістограм яскравості обчислені відстані 
між парами гістограм контурів. Як видно з рис. 2в та 2г, використання функції перетворення 
яскравості та функції перетворення дотичних зменшує відстань між гістограмами, тому мо-
жна зробити висновок, що об’єкти у полі зору камер 1 та 2 збігаються. 
 
 
Рисунок 2 – Результат супроводу рухомих об’єктів у зоні перетину полів зору  
камер відеоспостереження 
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На рис.3 наведено результат супроводу об’єктів у зоні перетину полів зору камер 1 та 
2 (рис. 1а). Для ідентифікації кожного з об’єктів під час супроводу їм присвоюється мітка у 
вигляді порядкового номера і, і відображається у правому верхньому куті прямокутним, який 
містить цей об’єкт. Залежно від напряму руху прямокутники довкола об’єктів  та їхні траєк-
торії виділяються різними кольорами.  
У загальному випадку оцінка ефективності роботи багатокамерної трекінгової систе-
ми забезпечується цілим комплексом спеціалізованих програмно-апаратних засобів, які за-
безпечують отримання інтегрального значення в автоматичному режимі з використанням 
стандартної бібліотеки відеопослідовностей. Така оцінка є витратною, тому на практиці ви-
користовують спрощені оцінки. 
Ефективність методу супроводу у зоні перетину полів зору камер визначимо з виразу: 
100%L
T
NQ
N
 ,   (13) 
де NL – кількість об’єктів, яким була присвоєна мітка у зоні перетину полів зору, NT – загаль-
на кількість об’єктів, що рухались у зоні перетину полів зору з моменту часу початку відеос-
постереження. 
 
 
Рисунок 3 – Результат супроводу рухомих об’єктів у зоні перетину полів зору камер 
відеоспостереження 
 
Використовуючи вираз (11) отримано результати порівняння методу супроводу з вико-
ристанням різних ознак та функцій перетворення яскравості і дотичних (табл. 2). У табл.2 
використано такі позначення: 
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#1 –  Використання лише ознаки близькості до лінії перетину полів зору. 
#2 – Використання ознаки близькості та ознака кольору. 
#3 – Використання сукупності ознак близькості, кольору та контура. 
$1 –  Без використання функцій перетворення. 
$2 – Використання лише функції перетворення яскравості. 
$3 – Використання лише функції перетворення дотичних.  
$4 – Використання обох функцій перетворення. 
 
Таблиця 2  
 Порівняння ефективності методу супроводу з використанням ознак  
та функцій перетворення 
 $1 $2 $3 $4 
#1 62% - - - 
#2 64% 75% - - 
#3 65% 90% 81% 92% 
 
З даних, які наведено у табл. 2, видно, що результати супроводу з використанням ли-
ше ознак і без використання функцій перетворення яскравості та дотичних є практично од-
накові, а при застосуванні цих функцій ефективність зростає в середньому на 27%. 
Практичні експерименти підтвердили можливість використання розробленого методу у 
системах до 8 камер роздільної здатності 704576 пікселів за умови  збереження вказаної 
ефективності.  
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