Abstract. In the work we discuss the problem of recovering the coefficients of a polynomial in spectral problems with nonseparated boundary conditions by one multiple zero eigenvalue and nonzero eigenvalues. A uniqueness theorem is proved.
Introduction
In solving applied problems of mathematical physics, there appear spectral problem involving polynomially a spectral parameter in boundary conditions [1] - [4] , as well as problems with an operator in boundary conditions [5] . In the associated inverse problems, by known spectra one has to recover the unknown coefficients in equations and boundary conditions [6] - [13] . In [14] , a polynomial is separated boundary conditions was recovered by a finite set of different eigenvalues. In [15] , a polynomial of degree in nonseparated boundary conditions was recovered by + 1 different eigenvalues. However, the information on multiplicities of the eigenvalues was not employed in [15] . In the present paper we make use a multiplicity of zero eigenvalue. To recover the polynomial in this case we employ less number of eigenvalues (< ).
Formulation of the problem
We consider the following spectral problem:
where is a spectral parameter; = 1, 2; In the present paper we solve an inverse problem. Suppose that one of the functions 2 ( ) ( = 1, 2, 3, 4), which we denote by 2 ( ), is a polynomial:
We know + 1 eigenvalues 0 , 1 , . . . , of problem (1), (2) . One of them 0 = 0 has the multiplicity 0 , at that, = + 0 − 1 is the degree of polynomial 2 ( ). We need to recover polynomial 2 ( ).
Uniqueness theorem
We denote by 1 ( , ) and 2 ( , ) linearly independent solutions to differential equation (1) satisfying the conditions
Eigenvalues are roots of the characteristic determinant [16] 
where 
Substituting the known eigenvalues into (4), we obtain a system of algebraic equations for unknown coefficients 2 :
where = 0, 1, . . . , .
System of linear algebraic equations (7) has + 1 unknowns and + 1 = ( − 0 + 2) equations. It is impossible to identify uniquely the coefficients of the polynomial since the amount of unknowns in this system is greater than the number of equations. However, by the assumption, 0 = 0 has multiplicity 0 .
The multiplicity of the root follows that
. . .
By (5) and (8) we obtain
Employing (9) and eigenvalue 0 = 0, we find the first 0 coefficients of polynomial 2 ( ) by means of the recurrent relations
where = 0, 1, . . . , 0 − 1. Therefore, the desired polynomial reads as
where 2 0 ,. . . , 2 0 −1 are determined by means of recurrent relations (10), while other coefficients 2 0 , ,. . . , 2 are unknown. Let us find them by other = ( − 0 + 1) known mutually different eigenvalues 1 , . . . , of problem (1), (2) . We denote the known part of polynomial 2 ( ) as
Then system of equations (7) becomes
where 2 ( ) ̸ = 0, and = 1, 2, . . . , − 0 + 1. By the assumption, eigenvalues 1 , 2 , . . . , − 0 +1 are mutually different and are non-zero. Then we divide all the equations in system (11) by 0 , = 1, − 0 + 1, to obtain
The determinant of system (12) w.r.t. unknowns 2 , = 0 , . . . , , is the Vandermonde determinant
Hence, system of equations (12) has the unique solution determined, for example, by Cramer's formulae:
where the determinants ∆ ( = 1, . . . , ) are obtained from determinant ∆ by replacing th column by the column of the right hand sides in system of equations (12) . The proof for the case 2 ( ) ̸ = 0 is complete. The solution to the inverse problem is given by means of formulae (10) and (13) . If polynomial 2 ( ) vanishes at points = , it follows from representation (5) that the identity ∆( ) = 0 is possible for each 2 ( ). This is in the case 2 ( ) = 0 polynomial 2 ( ) is recovered non-uniquely. The proof is complete. 
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