We associate to any (strict) multiple category C three homology theories : the first one is called the globular homology and it contains the oriented loops of C ; both other ones are called corner homology, the negative one and the positive one, which contain the corners included in C. We show up the link between this homology theories and the homotopy of paths in multiple category. At the end of the paper, we explain the reason why this theories are interesting for some geometric problems coming from computer science.
Introduction
Sequential machines (i.e. without concurrency) consist of a set of states (also called 0transitions) and a set of 1-transitions (from a given state to another one). Concurrent machines as previous one consist of a set of states and a set of 1-transitions but have also the ability of carrying out several 1-transitions at the same time. Topological properties of execution paths in concurrent machines are more complicated than topological ones in sequential automata. The purpose of this paper is to build several homology theories which are strongly related with the geometric properties of this paths.
Concurrent machines can be formalized using cubical complexes (definition (3.1.1)) : the main idea is that a n-cube represents the simultaneous execution of n 1-transitions [Pra91] . For example, take the following automaton :
If we work in cartesian coordinates in such a way that A = [0, 1] × [0, 1] with α = (0, 0) and δ = (1, 1), the set of continuous maps (c 1 , c 2 ) from [0, 1] to A such that c 1 (0) = c 2 (0) = 0, c 1 (1) = c 2 (1) = 1 and t ≤ t ′ implies c 1 (t) ≤ c 1 (t ′ ) and c 2 (t) ≤ c 2 (t ′ ) represents all the simultaneous possible executions of u and v. Coordinates represent the evolution of u and v, that means the local time taken to execute u or v. If (c 1 , c 2 )(]0, 1[) is entirely included in the interior of A, it is a "true parallelism". If (c 1 , c 2 )(]0, 1[) is entirely included in the edge of the square, that means that u and v are sequentially carried out by the automaton. We will call A an homotopy between the two 1-paths uv ′ and vu ′ . We will call 2-path an homotopy between two 1-paths and by induction on n ≥ 2, we will call n-path an homotopy between two (n−1)-paths. This notion of homotopy is different from the classical one in the sense that only the 1-paths uv ′ and vu ′ are homotopic. For example, u is homotopic neither with u ′ nor with v or v ′ . An approach of homotopy of oriented paths is already provided in [Gou95] using bicomplexes and in [LF] using partially ordered topological spaces.
This formalization of concurrency using cubical complexes already met some success in computer science, for example in [HR94] , [HS94] , [vG91] ou [Gou95] (this list is certainly not complete). More details are given at the end of this paper.
The aim of this work is to provide another setup for the homotopy of paths in concurrent machines using multiple categories (definition (3.1.2)). This new setup allows us to build three homology theories which are strongly related with the geometric properties of this paths.
Thus we are going to associate to any multiple category a globular homology H gl * (C) (definition (5.1.2)), arising from the idea of oriented loops, and two corner homologies (a negative one and a positive one) H ± * (C, Z), arising from the horizontal and vertical homologies of a bicomplexes, as they appear in [Gou95] . We will see that this corner homology theories contain in a certain manner the corners of the multiple categories, hence the chosen terminology. More precisely, we will prove the following properties :
Let f and g be two (n + 1)-functors from C to D. If f and g are homotopic then for any j between 0 and n, H gl j (f ) = H gl j (g), H − j (f ) = H − j (g) and H + j (f ) = H + j (g). Indeed this property is non trivial only for j = n, but we will see at the end of the paper that this homology theories are interesting in any dimension.
Here is now the organization of the paper. In the following section, we recall the necessary background concerning theory of multiple categories and this allows us to fix some notations. In the next section, we then define the notion of homotopic (n+1)-functors (definition (4.0.3)) and give several examples coming from other works about concurrency. Thus we define the globular homology of a multiple category and we show up its link with the homotopy of functors (theorem (5.3.1)). After we introduce the two corner homology theories of a multiple category (definition (6.1.1)). After the construction of a combinatorial structure on the cubical nerve of a multiple category, we show up its link with the homotopy of functor (theorem (6.3.3)). In the last section, we talk about some open mathematical questions and about the possible relations between this homology theories and some major problems in computer science.
Cubical complex and multiple category
Definition 3.1.1. A cubical complex consists of a family of sets (K n ) n≥0 , of a family of face maps ∂ α i : K n −−−→ K n−1 for α ∈ {−, +} and of a family of degeneracy maps ǫ i : K n−1 −−−→ K n with 1 ≤ i ≤ n which verify the following relations ∂ α i ∂ β j = ∂ β j−1 ∂ α i for all i < j ≤ n and α, β ∈ {−, +} ǫ i ǫ j = ǫ j+1 ǫ i for all i ≤ j ≤ n ∂ α i ǫ j = ǫ j−1 ∂ α i for i < j ≤ n and α ∈ {−, +} ∂ α i ǫ j = ǫ j ∂ α i−1 for i > j ≤ n and α ∈ {−, +}
The corresponding category of cubical complexes (with an obvious definition of its morphisms) is isomorphic to the category of presheaves over a small category , this latter being defined in this way : the object of are the sets n = {1, ..., n} where n is a natural number more than or equal to 1 and an arrow f from n to m is a function f * from m to
We are now going to introduce the notion of multiple category and we use notations from [Ste] and [Str87] .
Definition 3.1.2. An ω-category is a set A together with two families of maps (s n ) n≥0 and (t n ) n≥0 from A to A (we will sometimes use the notations d − n := s n and d + n = t n ) and with a family of partially defined 2-ary operations ( * n ) n≥0 where for any n ≥ 0, * n is a map from {(a, b) ∈ A × A, t n (a) = s n (b)} to A ((a, b) being carried over a * n b) which verifies the following axioms (α and β belonging to {−, +}) :
• if x * n y is well-defined then s n (x * n y) = s n x, t n (x * n y) = t n y and for m = n, d α m (x * n y) = d α m x * n d α m y
• as soon as the two members of the following equality exist then (x * n y) * n z = x * n (y * n z)
• if m = n and if the two members of the equality make sense, then (x * n y) * m (z * n w) = (x * m z) * n (y * m w)
• for any x in A, there exists a natural number n such that s n x = t n x = x (the smallest of this numbers is called the dimension of x and is denoted by dim(x))
We call s n (x) the n-source of x and t n (x) the n-target of x. The category of all ω-categories (with obvious morphisms) is denoted by ωCat. If all the cells of an ω-category C are at most of dimension n, then we will call it a n-category and the category of n-categories (with obvious morphisms) will be denoted by n − Cat. The term multiple category designates a ncategory for some n. The corresponding morphisms are called multiple functor, n-functor, ω-functor.
Pasting scheme
We are now going to recall the notion of pasting scheme, which will allow us to construct ω-categories. Intuitively, a pasting scheme is a pasting of faces of several dimensions together [Joh89] . For Kapranov and Voedvosky (who have their own formalization using some particular abelian groups complexes in [MK91] ), "they are n-categorical analogues of algebraic expressions". We please the reader not familiar with this subject to refer to one of the cited papers for getting further information about the philosophy behind this definition.
If x is an element of the pasting scheme (A, E, B), we denote by R(x) the smallest pasting scheme of (A, E, B) containing x.
In a pasting scheme (A, E, B),
and if A is of dimension n, E(X) = E n (X) and B(X) = B n (X).
If X is a graded subset of A, we set dom(X) = X\E(X) and codom(X) = X\B(X). If X is a sub-pasting scheme of dimension k of (A, E, B), we set s n (X) = X si n ≥ k dom k−n (X) si n < k , t n (X) = X si n ≥ k codom k−n (X) si n < k In a pasting scheme (A, E, B), if a and b are two elements of A k , we denote by a ⊳ b whenever there exists a sequence a = a 0 , a 1 , ..., a h = b of A with j > 0 such that for any • for any well-formed sub-pasting scheme B of A of dimension j and for any x ∈ A with
and dually
The following and fondamental theorem then holds :
Let S be a loop-free pasting scheme. If X and Y are two wellformed sub-pasting scheme of S, and if t n (X) = s n (Y ) for some natural number n, then X ∪ Y is a well-formed sub-pasting scheme of S and we then set X * n Y := X ∪ Y . The collection Cat(S) of well-formed sub-pasting schemes of S together with the operations s i , t i and * i has a structure of ω-category. The map Cat induces a functor from the category of well-formed pasting schemes to the category of ω-categories.
A key point in the pasting scheme theory is the freeness of the ω-category generated by a loop-free one with respect to R({x}) where x runs over the underlying set of the pasting scheme. More precisely, if (A, E, B) is a loop-free pasting scheme, let us call a realization (A, f i ) of (A, E, B) in an ω-category C a family of maps f i from A i to C i (the set of morphisms of C of dimension less than or equal to i). Denote by Cat(A) n the ncategory obtained by only keeping cells of Cat(A) of dimension less than or equal to n. The realization (A, f i ) is called n-extendable if there exists only one functor f from Cat(A) n to C such that for any k ≤ n, we have the commutative diagram 
The pasting scheme of the n-cube
Set n = {1, ..., n} and let I n be the set of maps from n to {−, 0, +}. We say an element x of I n is of dimension p if x −1 (0) is a set of p elements. We can identify elements of I n with words of length n in the alphabet {−, 0, +}. The set I n is supposed to be graded by the dimension of its elements. The set I 0 is the set of maps from empty set to {−, 0, +} so is a singleton.
Let be y ∈ I i . Let r y be the map from (I n ) i to (I n ) dim(y) defined as follows (with x ∈ (I n ) i ) : for k ∈ n, x(k) = 0 implies r y (x)(k) = x(k) and if x(k) is the l-th zero of the sequence x(1), ..., x(n), then r y (x)(k) = y(l). If for any l between 1 and i, y(l) = 0 implies y(l) = (−) l , then we set b y (x) := r y (x) and if for any l between 1 and i, y(l) = 0 implies y(l) = (−) l+1 , then we set e y (x) := r y (x). We then introduce the following binary relations : the set B i j of couples (x, z) in (I n ) i × (I n ) j such that there exists y such that z = b y (x) and the set E i j of couples (x, z) in (I n ) i × (I n ) j such that there exists y such that z = e y (x). Then I n is a loop-free well-formed pasting scheme [Cra95] .
By abuse of notation, we will denote in the same way the pasting scheme I n and the generated ω-category. The operations s i and t i are those above defined and the composition is the union of sets.
The ω-category generated by a 2-cube can be drawn as follows :
The ω-category generated by a 3-cube can be drawn as follows (the interior of I 3 , which corresponds to the word 000 does not appear in the picture) : 
Path functor and cubical nerve of a multiple category
Every cubical complex K is in a canonical way the direct limit of elementary n-cubes : this is due to the fact that any functor from a small category to the category Set of sets is a canonical direct limit of representable functors (the set of those functors being dense in the set of all set-valued functors). More precisely, we have [Lan71]
If we associate to every n-cube (−, n) the previous ω-category I n and we paste in the same way, we get the ω-category Π(K) = n∈ K n .I n of paths of K. The set Π(K) 1 of 1-morphisms of Π(K) is the set of paths generated by the graph of edges of K. If K comes from a concurrent automaton, Π(K) n (the set of n-dimensional morphisms of Π(K)) is the set of n-paths of K. Π induces a functor from the category of cubical complexes to the one of ω-categories. Indeed this is the left Kan extension of the functor from to ωCat which maps n to I n .
We can easily verify that the map which sends every ω-category C to the cubical complex N (C) * = ωCat(I * , C) induces a functor from ωCat to the category of cubical complexes. If x is an element of ωCat(I n , C), ǫ i (x) is the ω-functor from I n+1 to C defined by ǫ i (x)(k 1 ...k n+1 ) = x(k 1 ... k i ...k n+1 ) for all i between 1 and n + 1 and ∂ α i (x) is the ω-functor
for all i between 1 and n. We call this functor the cubical nerve of C and we can verify that it is the right adjoint to Π.
The arrow ∂ α i induces a natural transformation from ωCat(I n , −) to ωCat(I n−1 , −) and so by Yoneda corresponds to an ω-functor δ α i from I n−1 to I n . This functor is defined on
.] i means that the term inside the brackets are in i-th place).
Homotopy and multiple category
Thus we will identify in a given ω-category the couples (x, y) of n-morphisms which arise from a (n + 1)-morphisms u, i.e. when s n (u) = x and t n (u) = y (or s n (u) = y and t n (u) = x). Hence the following definitions.
Definition 4.0.1. Let C be a multiple category. Let us denote by x ∼ y when x and y are of same dimension n and when there exists a (n + 1)-morphism u such that s n (u) = x and t n (u) = y. We say two strictly positive dimensional morphisms x and y are homotopic if (x, y) belongs to the symmetric and transitive closure of ∼. We still denote this fact by x ∼ y. By convention, two 0-morphisms of C are homotopic if and only if they are equal.
Let us consider the following cubical complex K (this is a very simple example of distributed database : see [LF98] for a complete treatment).
are homotopic because there exists a 2-morphism of Π(K) between γ 1 and γ 3 and another one between γ 2 and γ 3 . On the other hand no of the previous three 1-paths is homotopic to γ 4 = e * 0 f * 0 g * 0 h * 0 i * 0 d because of the oriented hole in the middle.
Definition 4.0.3. Let f and g be two non contracting (n + 1)-functors from C to D where n is a natural number more than or equal to 1. We say f and g are homotopic (that will be denoted by f ∼ g or by f ∼ n g in case of risk of confusion) if the following conditions hold : 1) for any x in C of dimension less than n, f (x) = g(x) ; 2) for any n-dimensional x, f (x) and g(x) are two n-dimensional morphisms which are homotopic.
Proposition 4.0.1. With the notation above, if f ∼ n g and if C n (D n resp.) designates the set of n-dimensional morphisms of C (D resp.), then f and g induce the same map from C n / ∼ to D n / ∼.
Proof. Since f and g are ω-functors, x ∼ y implies f (x) ∼ f (y) and g(x) ∼ g(y). Both maps are then well-defined on the quotient set. Moreover
as soon as x and y are n-dimensional.
Definition 4.0.4. Let C and D be two (n + 1)-categories. We say they are homotopy equivalent if and only if there exists a non contracting functor f from C to D and a non contracting functor g from D to C such that f • g ∼ n Id D and g • f ∼ n Id C . We say that f and g are homotopy equivalences between the two (n+1)-categories C and D. The homotopy equivalence is an equivalence relation on the collection of (n + 1)-categories.
Example 1 : Let us consider the free 2-category G 1 [A, B] generated by two 1-morphisms A and B which are not homotopic
the localization of the 2-category Π(K) in (s 0 (u), t 0 (z)) (i.e. we only keep morphisms
The homotopy equivalence is as follows : there is only one functor f from Π(K)(s 0 (u), t 0 (z)) to G 1 [A, B] which maps any 1-path homotopic to γ 1 to A and any 1-path homotopic to γ 4 to B ; and there is only one functor g from G 1 [A, B] to Π(K)(s 0 (u), t 0 (z)) which maps A to (for example) γ 1 and B to γ 4 . Then we have f •g ∼ 1 Id and g • f ∼ 1 Id. Example 2 : Let us now consider the 2-cube
The corresponding 2-category is homotopic to the following one :
We will denote this quotient by
Exemple 3 : Let us have a look at the complement of the "Swiss flag" now (it is again an example of cubical complex appearing in the theory of distributed databases as explained in [LF98] ) : This picture represents a cubical complex with a 3-dimensional cubical hole. Take two non homotopic 1-paths γ 1 and γ 2 from α to β. Then the localization of the above 3category in (γ 1 , γ 2 ) is homotopy equivalent to G 2 [A, B], the 2-category generated by two non homotopic 2-morphisms A and B.
The aim of this paper is to exhibit some invariants for the homotopy equivalence of multiple category and to study some of their properties.
Globular homology of multiple category 5.1 Definition
The starting point is the small category I defined as follows : objects are all natural numbers and arrows are generated by s and t in I(m, m − 1) for any m > 0 and quotiented by the relations ss = st, ts = tt. We can depict I like this :
If C is a multiple category, we denote by C n the set of n-dimensional morphisms of C with n ≥ 0. We can associate to any multiple category C a globular group Gl(C) by setting Gl(C) n = ZC n with n ≥ 0 and by setting Gl(s)(x) = s n (x) and Gl(t)(x) = t n (x) for s, t ∈ I(n + 1, n). We get a functor Gl from ωCat or n − Cat to [I, Ab].
If M is a globular group, let H(M ) be the cokernel of the linear map from
). H induces a right exact functor from [I, Ab] to Ab. Because [I, Ab] has enough projectives, we can deal with the left derived functors L n (H) of H.
Definition 5.1.2. The globular homology of a multiple category C is by definition the homology theory H gl * (C) := L * (H)(Gl(C)).
Projective globular group
In this part, we are going to solve exercice (2.3.13) of [Wei94] because we need in the sequel a precise description of a family of projective globular groups which allows to resolve any globular group. Let ev k be the functor from [I, Ab] to Ab such that ev k (M ) = M (k), k being a natural number. This functor is exact and using the special adjoint functor theorem has a left adjoint denoted by k ! . We need to explicit k ! for the sequel.
Then k ! is a globular group and this is the left adjoint of ev k .
Proof. Let N be a globular group. We introduce the map
commutes. We have now to verify that F and G are inverse from each other. Indeed,
We set now
And we can state the proposition Proposition 5.2.2. All elements of F are projective globular groups. Any globular group can be resolved by elements of F.
Proof. Let X be a globular group. For any k ∈ N, let L k be a free abelian group and L k ։ X(k) an epi of abelian groups. Then the epi
Left adjoint functors and coproduct preserve projective objects [Bor94] . Hence the conclusion.
Globular homology and homotopy of paths
We are in position to state the following theorem :
Theorem 5.3.1. Let f and g be two non contracting (n+1)-functors from C to D. Suppose that f and g are homotopic. Then for all p ≤ n, f and g induce linear maps f p (g p resp.) from H gl p (C) to H gl p (D) and moreover H gl
Proof. If M is a globular group, we introduce the complex of abelian groups (C * (M ), ∂) defined as follows : C 0 (M ) = M 0 × M 0 and for n ≥ 1,
It is straightforward to check that ∂ is a differential map. Moreover, every element like (x, x) is a boundary because ∂(x, 0) = (x, x). We have H 0 (C * (M ), ∂) = H(M ). Let k be a natural number and let L be a free abelian group. If p > 0, let us prove that H p (C * (k ! (L))) = 0. Let
so for j between 1 and p − 2, x j = y j and moreover
Since any element of the form (x, x) is a boundary, we can suppose without loss of generality that y p−1 = y p = 0. By construction of k ! (L), there exists then elements x s p−1 , x t p−1 , x s p and x t p of L such that
, 0) so in any case, X is a boundary.
We now deduce from proposition (5.2.2) that for any projective globular group P , H p (C * (P ), ∂) = 0 for all p > 0. It is then easy to check that for any natural number p, H p (C * (M ), ∂) = L p (H)(M ) holds. Indeed, the case p = 0 is trivial and the commutative diagram
with P projective allow to do the induction. Take two homotopic (n + 1)-functors now. Let
be a n-cycle of the globular homology. We have to prove that f n (X) − g n (X) is a boundary. We saw above that we can always suppose that X = (x n−1 , 0) ⊕ (x n , 0) without loss of generality and so we have to prove that Y = (f n−1 (x n−1 ) − g n−1 (x n−1 ), 0) + (f n (x n ) − g n (x n ), 0) is a boundary. By hypothesis, f n−1 (x n−1 ) = g n−1 (x n−1 ) therefore we have just to prove that Y = (f n (x n ) − g n (x n ), 0) is a boundary. It is then sufficient to prove that any n-cycle of the form (u − v, 0) where u and v are two homotopic n-morphisms is a boundary. Let u = u 0 , u 1 , ..., u h = v be a sequence of n-morphisms such that for any j < h, there exists a (n + 1)-morphism z j with either s n (z j ) = u j and t n (z j ) = u j+1 , or t n (z j ) = u j and s n (z j ) = u j+1 . Since
it is sufficient to prove that a n-cycle of the form (u j − u j+1 , 0) is a boundary. But ∂(z j , 0) is equal to (u j , u j+1 ) or (u j+1 , u j ).
6 Positive and negative corner homology of multiple category
Definition
The graded set ωCat(I * , C) has a structure of cubical complex. The main idea for building the positive and negative corner homology of a multiple category C is to separate the two differential maps ∂ − = i (−1) i+1 ∂ − i and ∂ + = i (−1) i+1 ∂ + i and to separately consider the group complexes (ZωCat(I * , C), ∂ ± ) (a bit as in [Gou95] where the author separates the horizontal and vertical differentials of a bicomplexes). But the following proposition holds : Proof. It is sufficient to observe that
The previous proposition entails the following definition : Definition 6.1.1. Let C be a multiple category and α ∈ {−, +}. We denote by ωCat(I n , C) α the subset of elements x of ωCat(I n , C) verifying the following conditions : 1) x is a non degenerate element of the cubical nerve ; 2) any element of the form ∂ α i 1 ...∂ α ip (x) are non degenerate in the cubical nerve. Then ∂ α (ωCat(I * +1 , C) α ) ⊂ ωCat(I * , C) α by construction. We then set H α * (C, Z) = H * (ZωCat(I * , C) α , ∂ α ) and we call these homology theories the negative (or the positive according to α) corner homology of C.
The second part of the definition is essential. Indeed if a is a 1-dimensional morphism of C then the following element of ωCat(I 2 , C) is non degenerate although its image by ∂ − 1 and ∂ − 2 are degenerate elements of Cat(I 1 , C) :
The following proposition characterizes the elements of ωCat(I * , C) α Proof. If x is in ωCat(I n , C) α then all ∂ α i 1 ...∂ α ip (x) are non degenerate in the cubical nerve. But y ∈ ωCat(I 1 , C) is non degenerate if and only if y(R(0)) is 1-dimensional. Hence the necessity of the condition. Conversely assume that x is degenerate. Then there exists i between 1 and n such that x = ǫ i (z) with z ∈ ωCat(I n−1 , C). Then
Hence the sufficiency of the condition.
Combinatorial structure on the cubical nerve of a multiple category
Following the example of [Bro81] for the cubical nerve of a topological space, we are going to equip the cubical nerve of a multiple category with a combinatorial structure. First of all some "connections" and in a second part operations + j .
Let us start with a definition.
Definition 6.2.1. An oriented cubical complex consists of a cubical complex
together with two additional families of degeneracy maps
with α ∈ {−, +}, n ≥ 1 and 1 ≤ i ≤ n and verifying the following axioms :
By keeping in an oriented cubical complex only the morphisms Γ − i , or by exchanging the rôle of the face maps ∂ + i and ∂ − i and by keeping only the morphisms Γ + i , we exactly obtain a cubical complex with connections in the sense of Brown-Higgins. We are now ready to announce the first structure theorem of this paper concerning the cubical nerve of a multiple category. Theorem 6.2.1. Let C be a multiple category and n be a natural number more than or equal to 1. For any x in ωCat(I n , C) and for any i between 1 and n, we introduce two realizations Γ − i (x) and Γ + i (x) from I n+1 to C by setting
where the set {−, 0, +} is ordered by − < 0 < +. Then Γ − i (x) and Γ + i (x) yield ω-functors from I n+1 to C, meaning two elements of ωCat(I n+1 , C). Moreover the cubical nerve of C is in this way equipped with a structure of oriented cubical complex.
Proof. The construction of Γ ± i is exactly the same as the one of connections on the cubical nerve of a topological space. Thus there is nothing to verify in the axioms of oriented cubical complex except the relations mixing the two families of degeneracies Γ + i and Γ − i : all other axioms are already verified in [Bro81] . So it remains to verify that Γ
, that can be done quickly. The only remainding point we have to verify is that all realizations Γ ± i (x) yield ω-functors. If x is an element of ωCat(I 1 , C), then we can depict Γ − 1 (x) and Γ + 1 (x) as follows : first Γ − 1 (x) x(+)
We see immediatly that Γ − 1 (x) and Γ + 1 (x) yield two elements of ωCat(I 2 , C). Given a natural number N more than or equal to 2, let us suppose to be proved that for any n < N and any i between 1 and n, and for all x ∈ ωCat(I n , C), the realization Γ ± i (x) of I n+1 in C induces one and only one element of ωCat(I n+1 , C). We fix j between 1 and N . We are going to prove by induction on p that Γ ± j (x) from I N +1 to C is p-appropriated and so p-extendable. We know that all realizations are 0-appropriated and 0-extendable. Choose p ≥ 0 and assume that the realization Γ ± j (x) is p-appropriated. We have to prove that Γ
We take care only of the first equality. It is sufficient to prove it for an element k 1 ...k N +1 of dimension strictly less than N + 1. Then there exists h such that k h ∈ {−, +}. In a first time, we suppose that h < j. Then
But s p R(k 1 ... k h ...k N +1 ) = Φ(R(X 1 ), ..., R(X s )) where Φ consists only of compositions of I N . By hypothesis of induction, we have
). For any l between 1 and s, we have
All the δ k h h (X l ) are of dimension less than or equal to p and Γ ± j−1 (∂ k h h (x)) being p-appropriated, we get
The other cases can be treated in the same way so in any case Γ ± j (x) is (p + 1)-appropriated and then (p + 1)-extendable.
We are now going to define operations + j on ωCat(I n , C) for any n ≥ 1 and any j between 1 and n, by following the same underlying geometric idea as [Bro81] . Let us set
is representable. We will denoted by I p + j I p the ω-category (unique up to isomorphism) which represents the functor.
Proof. The ω-category I p + j I p will be obtained by taking the free ω-category generated by a loop-free pasting scheme which will be denoted in the same way. Set
where ≡ is the equivalence relation induced by the binary relation We are now going to verify that I p + j I p is a loop-free well-formed pasting scheme. Assume 
Lemma 6.2.4. Let u, v and u ′ be three elements of
Proof. It is sufficient to prove that if v and u ′ are two j-dimensional elements of Z with Then v ∈ {−} × I p and since Z ∩ ({−} × I p ) is a well-formed sub-pasting scheme of ({−} × I p ), this latter being loop-free then v ∈ s j (R(x)). We can verify in the same manner the dual axioms of definition (3.2.5). Then I p + j I p is a loop-free pasting scheme.
The pasting scheme I p + j I p is p-dimensional by construction and it contains exactly two p-dimensional cells, that is (−, 0 p ) and (+, 0 p ). Since
then if x belongs to the intersection,
then i 1 = i 2 = j is at the same time odd and even. Therefore
and with an argument of the same kind, we obtain E p−1 ((−, 0 p )) ∩ E p−1 ((+, 0 p )) = ∅. Thus I p + j I p is a compatible sub-pasting scheme.
We have dom(I p + j I p ) = (I p + j I p )\({(±, e y (0 p )), y ∈ I dim(x) } then s p−1 (I p + j I p ) ∩ {α} × I p = {α} × s p−1 (I p ). By an obvious induction, we deduce that for all k < p, s k (I p + j I p ) ∩ {α} × I p = {α} × s k (I p ) and in the same way that t k (I p + j I p ) ∩ {α} × I p = {α}×t k (I p ). Fix k < p and let x and y be two distinct k-dimensional elements of s k (I p + j I p ). Then B k−1 (x) ∩ B k−1 (y) ∩ {α} × I p = ∅ since I p is a well-formed pasting scheme. Therefore I p + j I p is itself a well-formed pasting scheme.
The map φ α (x) = (α, x) from I p to I p + j I p induces a morphism of pasting schemes for α = −, + and then a natural map
so the image of (φ − , φ + ) is included in ωCat(I p , C) × j ωCat(I p , C). We are going to see that (φ − , φ + ) is indeed surjective, that will complete the proof of the proposition. Let (x, y) be an element of ωCat(I p , C) × j ωCat(I p , C). We define a realization (f i ) of I p + j I p in C by setting f i ((−, u)) = x(u) et f i ((+, u)) = y(u) where u is an i-dimensional element of I p . We are going to show by induction on k that the realization (f i ) is k-appropriated and so k-extendable in a unique ω-functor φ such that φ((−, u)) = x(u) and φ((+, u)) = y(u). Every realization is 0-appropriated by convention and necessarily 0-extendable. Suppose we have proved that (f i ) is k-appropriated and k-extendable for any k < n with n ≤ p. If u is a n-dimensional element of I p + j I p then we can suppose without loss of generality that R(u) is included for example in {−} × I p . In this case, we get s n−1 f n (u) = s n−1 (x(u)) by definition of f n = x(s n−1 (R(u))) since x is an ω-functor = φ(s n−1 R(u)) with the hypothesis of induction We can show in the same way that t n−1 f n (u) = φ(t n−1 R(u)) then (f i ) is n-appropriated and n-extendable. By construction, φ is the antecedent of (x, y). Proposition 6.2.5. For any strictly positive natural number n and any j between 1 and n, there exists one and only one natural map + j from the set of couples (x, y) of ωCat(I n , C)× ωCat(I n , C) verifying ∂ + j (x) = ∂ − j (x) to the set ωCat(I n , C) which verifies the following properties :
Proof. Using Yoneda, for constructing a functor
it is equivalent to construct an ω-functor ψ n,j from I n to I n + j I n .
If i < j and if (x, y) ∈ ωCat(I n , C) × j ωCat(I n , C), then
. Therefore the natural transformation of functors (∂ α i , ∂ α i ) yields in this case an ω-functor (which will be abusively denoted by (δ α i , δ α i )) from I n−1 + j−1 I n−1 to I n + j I n . It is easy to see that this ω-functor provides from the morphism of pasting scheme which associates to (β, k 1 ...k n−1 ) ∈ I n−1 + j−1 I n−1 (β, k 1 ...[α] i ...k n−1 ) ∈ I n + j I n with β ∈ {−, +}.
If i > j now then (x, y) ∈ ωCat(I n , C) × j ωCat(I n , C),
i , ∂ α i )(ωCat(I n , C) × j ωCat(I n , C)) ⊂ ωCat(I n−1 , C) × j ωCat(I n−1 , C). So in this case the natural transformation of functors (∂ α i , ∂ α i ) yields an ω-functor (which will be abusively denoted (δ α i , δ α i )) from I n−1 + j I n−1 to I n + j I n . It is easy to see that this ω-functor provides from the morphism of pasting scheme which associates to (β, k 1 ...k n−1 ) ∈
The properties which are demanded to the operations + j entail the following relations for the ψ n,j
We are going to show by induction on n the following property P (n) : "for any j between 1 and n, there exists one and only one ω-functor ψ n,j from I n to I n + j I n verifying conditions (4) (5) (6) ; moreover ψ n,j (R(0 n )) = R({(−, 0 n ), (+, 0 n )}".
If n = 1, we have to construct an ω-functor from I 1 to I 1 + 1 I 1 . The hypotheses lead us to set ψ 1,1 (R(−)) = R((−, −)) and ψ 1,1 (R(+)) = R ((+, +) ). There exists then one and only one suitable ω-functor ψ 1,1 and this is the unique one which verifies ψ 1,1 (R(0)) = R((−, 0)) * 0 R((+, 0)) = R({(−, 0), (+, 0)}).
So P (1) is true. Suppose we have proved P (k) for k < n where n is a natural number more than 2. We have to construct an ω-functor ψ n,j for any j between 1 and n from I n to I n + j I n . The hypothesis of induction and conditions (4) (5)(6) entail the value of ψ n,j on all faces of I n of dimension at most n − 1. It remains to prove that ψ n,j (R(0 n )) = R({(−, 0 n ), (+, 0 n )}) is one and the only solution. But s n−1 ψ n,j (R(0 n )) = ψ n,j (s n−1 R(0 n )) since ψ n,j is an ω-functor = ψ n,j (B n−1 (0 n )) since I n is loop-free and well-formed 
Lemma 6.2.6. Consider the pasting scheme I n + j I n .
Proof. It is sufficient to show the first equality, the second one being provable in the same way. By definition we have
.
..k n−1 ) and then (α, w) ∈ E n (R({(±, 0 n )})). Therefore
Conversely, if (α, w) ∈ E n (R({(−, 0 n ), (+, 0 n )})) = {(±, e y (0 n ))}, then by definition of the structure of pasting scheme, if (α, w) = (β, k 1 ...k n ) then there exists necessarily some h
and finally we have proved that
We deduce that s n−1 R({(−, 0 n ), (+, 0 n )}) ⊂ s n−1 ψ n,j (R(0 n )) and so that s n−1 R({(−, 0 n ), (+, 0 n )}) = s n−1 ψ n,j (R(0 n )).
In an analogous way, we can prove that t n−1 R({(−, 0 n ), (+, 0 n )}) = t n−1 ψ n,j (R(0 n )).
that completes the proof of P (n).
Proposition 6.2.7. The operations + j verify the following properties (every time both members of the equalities make sense) :
• (x + i y) + j (z + i t) = (x + j z) + i (y + j t). We will denoted both members of this equality by
Proof. We can immediatly check this relations by considering the corresponding ones using the Yoneda lemma.
In [AA89] , oriented cubical complexes with operations + j as above are called cubical ω-categories with connections. An interesting (and still open) conjecture says that the category of cubical ω-categories with connections is equivalent to the category of globular (meaning in the sense of definition (3.1.2)) ω-categories.
The other operations introduced in [Bro81] on the cubical nerve of a topological space do not yield any ω-functors in your framework but only realizations of elementary hypercubes which are neither appropriated nor extendable. 
Corner homology and homotopy of paths
then we obtain this way a simplicial complex
called the negative (or positive according to α) corner simplicial nerve of C. The non normalized complex associated to it gives exactly the corner homology of C.
Proof. The axioms of simplicial complex are immediat consequences of axioms of oriented cubical complex.
Proposition 6.3.2. Let n ≥ 0 be a natural number and let C be an ω-category. Let x and y be two elements of ωCat(I n+1 , C) − . We suppose that for any p-face u of I n+1 of dimension strictly less than n + 1, x(R(u)) = y(R(u)). We suppose also that x(R(0 n+1 )) and y(R(0 n+1 )) are homotopic (n + 1)-morphisms of C.
Proof. The homology of the non normalized complex associated to a simplicial group is equal to its homotopy (theorem (8.3.8) of [Wei94] ). Then it is sufficient to find an homotopy between x and y in the negative corner simplicial nerve. We can assume without loss of generality that there exists a (n + 2)-morphism u of C such that s n+1 (u) = x(0 n+1 ) and t n+1 (u) = y(0 n+1 ). Moreover suppose that n is odd (the case n even can be treated in the same way).
To every (n + 1)-faces δ ± i (0 n+1 ) of I n+2 we associate a realization h ± i as follows : for i between 1 and n, h
First we prove that all this realizations are coherent between one another, meaning they label the common faces in the same way. It is sufficient to prove that for any i and any j between 1 and n + 2, and any α, β ∈ {−, +}, ∂ α i h β j = ∂ β j−1 h α i holds as soon as 1 ≤ i < j ≤ n + 2.
Treat first the case i < j ≤ n. We have
Treat now the case i < j = n + 1. We have
We have also
Treat now the case i < j = n + 2 and i < n + 1. We have then
Treat finally the case i = n + 1 and j = n + 2. We have
Therefore the realizations h ± i of the (n + 1)-faces δ ± i (0 n+1 ) of I n+2 yield together a realization h of I n+2 by setting : h(0 n+2 ) = u and h(δ ± i (k 1 ...k n+1 )) = h ± i (k 1 ...k n+1 ) for all words k 1 ...k n+1 of {−, 0, +}. We are now going to show that h is appropriated and extendable in any dimension, that will complete the proof of the proposition.
We already know that all realizations h ± i •δ ± i of I n+1 are appropriated and extendable in all dimension. By definition h is 0-appropriated and is necessarily 0-extendable. Suppose we have proved that h is N -appropriated and so N -extendable for any N < p where 1 ≤ p ≤ N + 1. Let us then prove that h is p-appropriated. We have to show that h(s p−1 (R(k 1 ...k n+2 )) = s p−1 (h(k 1 ...k n+2 )) and that h(t p−1 (R(k 1 ...k n+2 )) = t p−1 (h(k 1 ...k n+2 )) for any face k 1 ...k n+2 of I n+2 of dimension less than or equal to N + 1. Let us only prove the first equality. Since k 1 ...k n+2 is of dimension at most N + 1, there exists i between 1 and n + 2 such that k i ∈ {−, +}. Then k 1 ...k n+2 = δ k i i (k 1 ... k i ...k n+2 ). We have
then h is p-appropriated for all p ≤ n + 1.
It only remains to prove that h is (n + 2)-appropriated in order to complete the proof of the proposition. We have to prove that h(s n+1 (R(k 1 ...k n+2 ))) = s n+1 (h(k 1 ...k n+2 )) and that h(t n+1 (R(k 1 ...k n+2 ))) = t n+1 (h(k 1 ...k n+2 )). Let us care only of the first equality. If k 1 ...k n+2 is of dimension less than or equal to n + 1, then h(s n+1 (R(k 1 ...k n+2 ))) = h(R(k 1 ...k n+2 ))) = s n+1 (h(k 1 ...k n+2 )). It remains to prove that h(s n+1 (R(0 n+2 ))) = s n+1 (h(R(0 n+2 ))).
Since I n+2 is a loop-free pasting scheme and using proposition (7) of [Joh89], we get
We know that the multiple category I n+2 is the free multiple category generated by the R(x) where x runs over the set of faces of I n+2 . Then
where Y 1 , ..., Y h are morphisms of I n+2 of dimension less than or equal to n and where Φ is a function which only uses compositions (we can in fact find an explicit expression of Φ in [Ait86] ). Because of h being an ω-functor, we have h(s n+1 (R(0 n+2 ))) = Φ(h(δ
There is only one argument of dimension n + 1, the other ones being of dimension strictly less than n + 1. So Proof. This is an immediat corollary of above.
7 Mathematical open questions and link with computer science
Mathematical open questions
We construted in this paper three homology theories which are deeply related to the homotopy of paths in multiple categories. More precisely we showed that if f and g are two homotopic (n + 1)-functors then H gl
. This assomptions are also true by replacing n by p strictly less than n but this latter assomptions are trivial because of the choice we made for the notion of homotopic (n + 1)functors. Thus the first question we could investigate is the question of finding out the optimal definition of homotopic functors. Hence the following proposition of definition (to be compared with definition (4.0.3)) :
Definition 7.1.1. Let f and g be two non contracting (n + 1)-functors from C to D. We say that f and g are weakly homotopic if the following conditions hold :
• if x is 0-dimensional, then f (x) = g(x).
• with p = dim(x) ≤ n, f (x) and g(x) are two homotopic p-dimensional morphisms.
The question is then the following one : if f and g are weakly homotopic ω-functors, is it still true that H gl p (f ) = H gl p (g), H − p (f ) = H − p (g) and H + p (f ) = H + p (g) for any natural number p ≤ n ?
For the globular homology, the answer is yes. It is sufficient to look back on the proof of theorem (5.3.1) at the step where given a n-cycle X = (x n−1 , 0) ⊕ (x n , 0) we try to prove that Y = (f n−1 (x n−1 ) − g n−1 (x n−1 ), 0) + (f n (x n ) − g n (x n ), 0) is a boundary. Since 0 = ∂(Y ) = (f n−1 (x n−1 ) − g n−1 (x n−1 ), f n−1 (x n−1 ) − g n−1 (x n−1 )) and since s n−1 (f (x n )) = s n−1 (g(x n )) and t n−1 (f (x n )) = t n−1 (g(x n )) then f n−1 (x n−1 ) = g n−1 (x n−1 ) and we complete the proof in the same way. For the two corner homology theories, we did not find yet the answer. More precisely, we believe that Conjecture : if f and g are two weakly homotopic (n + 1)-functors from C to D then for any natural number p ≤ n, H ± p (f ) = H ± p (g). We can notice that in all useful cases (meaning when we construct homotopy equivalences of (n + 1)-categories by taking two (n + 1)-functors f and g such that f • g ∼ Id and g • f ∼ Id), it is homotopy in the sense of definition (4.0.3).
Here are now some other problems. We have no way to compute this group homologies at the present. We conjecture for example that for all n ≥ 1, H ± * (I n ) = 0 for * > 0 and more generally : if C is a multiple category then the multiple functor from C to I 1 ⊗ C which maps u to R(+) ⊗ u yield an isomorphism from H ± * (C) to H ± * (I 1 ⊗ C). Let C be a multiple category. The projection on the first (second) component of ZC 0 × ZC 0 induces a morphism h − 0 (h + 0 ) from H gl 0 (C) to H − 0 (C) (H + 0 (C)). Indeed every element of ZC 0 of the form s 0 (x) (t 0 (x)) where x ∈ ZC 1 equals 0 in H − 0 (C) (H + 0 (C)). It should exist for any p ≥ 1 a morphism h ± p from H gl p (C) to H ± p (C) which the geometric interpretation would be (in dimension 1 as in dimension strictly more than 1) to associate the two "corners" of an oriented loop. In dimension 1, that would give for the 1-loop γ A B h − 1 (γ) = x − y where x is the unique morphism from I 1 to C such that x(R(0)) = A and y the unique morphism from I 1 to C such that y(R(0)) = B. The morphism h ± * would be a kind of Hurewicz theorem. The key problem which stands as an obstacle is to prove the following conjecture : Let G n [A, B] (G as "globe") be the multiple category generated by two non homotopic n-dimensional morphisms with n ≥ 1. Then H ± p (G n [A, B]) = Z if p ∈ {0, n} and H ± p (G n [A, B]) = 0 otherwise. In fact, it is only necessary to prove that H ± n (G n [A, B]) = Z.
Relations with computer science
The study of the cokernel of the negative Hurewicz morphism would allow us to detect the deadlock in concurrent machines. In the example of the "Swiss flag", the state which is the 0-target of both 1-transitions 16 and 17 is a deadlock. We observe that its existence implies that the corners (15, 16) and (17, 18) are not in the image of h − 1 . Conversely, for the 2-category homotopic to G 1 [A, B], the morphism h − 1 from H gl 1 (G 1 [A, B]) to H − 1 (G 1 [A, B] ) is surjective, that proves the non-existence of deadlock.
In an analogous way the cokernel of the positive Hurewicz morphism would allow us to detect the unreachable states in a concurrent machine. This is useful for detecting the "dead codes" in a concurrent machines [A.V86] and because sometimes, this can be also useful for analyzing the safety properties of a machine ([GW91])
We exhibited in the beginning of the paper (see the "Swiss flag" example) an 1-category homotopy equivalent to a 2-category (as 2-category). The obtained 1-category suggests some relations with the graph of oriented connected components introduced in [LF] .
We think also that some problems of confidentiality in computer science involve the construction of a relative corner homology. The problem stands as follows : take a concur-rent machine with a flow of inputs and a flow of outputs, every input and output having a confidentiality level ; such a machine is confidential if the flow of inputs of confidentiality level less than l determines the flow of outputs of confidentiality level l (elsewise an observer could deduce from observations of outputs of confidentiality levels l some information about inputs of confidentiality level more than l). It is interesting to notice that a connexion of two confidential machines does not necessarily yield a confidential machine because a connexion is like a direct limit in ωCat : it "creates" new execution paths. For understanding this fact, have a look at the forgetful functor from ωCat to Set which associates to every ω-category its underlying set of morphisms and observe that in general the underlying set of a direct limit of ω-categories is bigger than the direct limit of the underlying sets. For 1-dimensional automata (meaning when inputs and outputs occur sequentially), we already found out a relation between confidentiality and the vertical and horizontal H 1 of a bicomplexe and we suspect that in higher dimensions this problem is related in some way with a notion of relative corner homology theory.
