To provide decision makers with the best available evidence, the Agency for Healthcare Research and Quality established a network of Evidence-based Practice Centers across North America. The centers perform systematic reviews on important questions posed by partner organizations about clinical, organizational, and policy interventions in health care. The Agency works closely with partners and other decision makers to help translate that evidence into practice or policy. In this paper, we review important lessons we have learned over the past 7 years about how to increase the efficiency and impact of systematic reviews. Lessons concern selecting the right topics and scope, working effectively with partners, and balancing consistency and flexibility in methods. We examine continuing evolutions of the program and the impact of planned work on comparative effectiveness performed as part of the Medicare Modernization Act of 2003.
I
n 1989, the U.S. Congress established the Agency for Health Care Policy and Research (now the Agency for Healthcare Research and Quality [AHRQ] ) with the ambitious mission "to improve the quality, safety, efficiency, and effectiveness of health care for all Americans" (www .ahrq.gov/about/budgtix.htm). Motivated by research showing that practice varied widely across the United States, lawmakers hoped that AHRQ could improve quality and efficiency by clarifying the evidence about what works and what doesn't work in health care (1, 2) . Improving quality and reducing costs have proven to be formidable challenges, reflecting systemic problems in the health care system that will not be solved by evidence alone. Nonetheless, a 2001 Institute of Medicine report on how to address this "quality chasm" identified evidence-based decision making as one of the core components of delivering safe, effective, efficient, and patient-centered care (3, 4) . Recent examples of high-dose chemotherapy for breast cancer, postmenopausal hormone therapy, and cyclooxygenase-2 inhibitors have starkly illustrated the dangers to patients and the system at large when health care decisions are driven by advocacy and marketing rather than a balanced examination of the evidence.
The Agency for Healthcare Research and Quality has pursued its commitment to evidence-based practice through research and programs that have produced important new information about the benefits, risks, costs, and cost-effectiveness of specific treatments and technologies for common and costly conditions such as back pain, prostate disease, and pneumonia (5) (6) (7) . Perhaps the most visible commitment to evidence-based practice was AHRQ's support of a clinical practice guideline program that produced 19 guidelines from 1990 to 1996 (www.ahrq.gov/ clinic/cpgonline.htm) on important conditions such as heart failure and otitis media (8) . A program initially requested by Congress, the guidelines proved popular with many stakeholders, and their explicit methods helped elevate the standards for evidence-based guidelines. At the same time, they also revealed limitations of centrally developed, government-sponsored guidelines. The process of convening individual panels, commissioning background reports, and developing guidelines was slow and expensive. Although panel members were all independent nongovernment experts, critics assumed that the primary purpose of the guidelines was to help the government save money by discouraging expensive procedures. Bringing primary care clinicians, specialists, nurses, and methodologists together was an important advance but increased the perceived threat to some specialists. More important, no single guideline could anticipate all the considerations that influence clinical practice recommendations. Organizations that implemented AHRQ guidelines often modified them to address local issues and facilitate adoption by their physicians (9) . The greatest challenge to AHRQ's guideline program occurred when several guidelines became lightning rods amidst a larger movement to shrink government's role in clinical policy.
Although AHRQ narrowly escaped an attempt in 1995 to eliminate its funding (10) , it was already redesigning its guideline program to address the barriers to getting evidence into practice. In 1997, the Agency began preparations for the National Guideline Clearinghouse, launched the first of a series of research programs on how to translate research into practice, and announced that it would cease producing guidelines while increasing the production of evidence through a new Evidence-based Practice Center (EPC) program.
ESTABLISHING THE EPCS
The EPC program was designed to provide the best available evidence to decision makers while increasing the roles for a wide variety of stakeholders. The Agency selected 12 centers across North America to develop systematic reviews of the evidence on important health care questions. Questions to be addressed would be nominated by professional societies, health plans, insurers, federal and state agencies, and other private and public groups, who would now assume the responsibility of using the evidence to improve practice-through guidelines, quality initiatives, coverage decisions, research programs, advocacy, and other activities.
The initial EPCs were chosen on the basis of their broad expertise in research methods and systematic reviews. They consisted of academic centers, including the 4 North American Cochrane Centers at that time, and private nonprofit research organizations. In June 2002, AHRQ awarded new 5-year contracts to 13 centers, including renewed contracts for 10 of the original EPCs (Table 1).
EPCS-PROCESS
The systematic reviews produced by the EPCs are intended to inform a wide range of health care decisions. Of the current 13 EPCs, 3 conduct technology assessments for the Centers for Medicare & Medicaid Services to inform coverage decisions for new technologies. Another center is dedicated to supporting the work of the U.S. Preventive Services Task Force, and the remaining 9 "generalist" EPCs conduct reviews on a more diverse range of topics nominated by outside partners. In addition, various federal agencies fund systematic reviews through the 13 EPCs to support consensus conferences, research planning, policy initiatives, and other programs. Nominating organizations describe why the issue is important, what preliminary questions should be addressed, and how they plan to implement the findings of an evidence report. The Agency prioritizes nominated topics according to clinical and economic burden of the condition; controversy over existing evidence; relevance to AHRQ priority populations and federal health care programs; and the potential for the review to change practice, including the partner's plan for using and evaluating the impact of the report. An EPC Coordinating Center (run by the Lewin Group, a health care and human services consulting firm) conducts an abbreviated literature search to ensure that evidence for a systematic review is sufficient; surveys existing guidelines and reviews and consults with experts to determine which key questions are worth addressing; assesses areas of controversy or practice variation; and scans for important ongoing studies that may justify deferring a review.
Once a topic's key questions are developed and the work is assigned, the EPC convenes a panel of 5 to 8 content experts nominated by the EPC, AHRQ, and the partner or partners. The panel helps refine and prioritize questions, provides advice on which types of studies to include or exclude, and suggests other analyses that may be useful. The EPCs conduct a comprehensive, structured search of MEDLINE, EMBASE, and additional databases as appropriate to the topic. Articles are selected according to the predefined inclusion and exclusion criteria, the reviewers rate the quality of individual studies, and results are summarized by using quantitative (that is, meta-analytic) or qualitative methods as deemed appropriate. Draft reviews are circulated widely for peer review to content experts, representatives of relevant specialty organizations, federal agencies, and AHRQ scientific staff. A report detailing the disposition of reviewers' comments is submitted to AHRQ with the final report. The timelines for EPC reports are challenging. We usually request final reports within 12 months from the time of topic assignment. Reports are released on the AHRQ Web site and are made available in print by request.
THE ROLE OF THE EPC PROGRAM IN EVIDENCE-BASED MEDICINE
The EPC program exists within a growing international array of programs that develop evidence-based information to help guide policy and practice. Many EPC researchers are active in the Cochrane Collaboration (www .cochrane.org), and EPCs regularly search the Cochrane Controlled Trials Register to identify relevant trials. Where Cochrane or other high-quality reviews have addressed a question of interest, reports will incorporate or update that information and focus on areas where the research has not been synthesized. Several EPC reports have involved formal collaborations with Cochrane and the Health Technology Assessment program of the United Kingdom National Health Service (11) . The Agency is an active member of INAHTA, the International Network of Agencies for Health Technology Assessment (www.inahta.org), and reports draw on work of other INAHTA organizations where appropriate. In addition to being available through the National Library of Medicine Bookshelf, AHRQ EPC reports are included in University of York's Centre for Reviews and Dissemination databases (www .york.ac.uk/inst/crd).
Despite similarities, the AHRQ EPC program differs in important ways from these programs. Although supported by government, many of our partners are private organizations. As the primary funder, AHRQ exerts more centralized control to ensure that reports address the needs of users, in contrast to a more decentralized "bottom-up" approach in the Cochrane Collaboration. The EPC reports summarize the evidence but do not translate the findings into specific clinical recommendations or guidance, as done by the United Kingdom National Institute for Health and Clinical Excellence. The range of evidence considered by EPC reports is also unique, necessitated by the diversity of clinical and policy questions they have been asked to address, from bioterrorism training to health literacy (12) .
METHODS RESEARCH
An important goal of the EPC program is to advance the methods for conducting and reporting systematic reviews. In response to a request from Congress, the Research Triangle Institute/University of North Carolina EPC produced a report on systems for classifying the strength of scientific evidence. This report examined both empirically derived and consensus-derived criteria for rating the quality of individual studies and for characterizing the overall strength of a body of evidence (13) . Both AHRQ staff and EPC members have also participated in the Grades of Recommendation Assessment, Development and Evaluation (GRADE) initiative, which recently released recommendations on grading quality of evidence (14) , and they continue to refine approaches for assessing the quality of individual studies and for characterizing the strength of a body of evidence.
As reviewed in another paper in this supplement (15), the frequent inclusion of nonrandomized studies has stimulated a variety of approaches to evaluating quality of observational studies and other study designs (15, 16) . To evaluate safety of ephedra, the RAND EPC developed a system for grading the validity of adverse event reports (17) . For a report on carotid endarterectomy, the Oregon Health & Science University EPC developed an instrument to rate the quality of surgical case series (18) . This EPC is now examining whether scores calculated by using this instrument are associated with reported adverse event rates in other surgical and nonsurgical case series.
Priorities for future research also include examining more efficient review strategies. The marginal value of increasingly intensive efforts to locate all potentially eligible studies is an important but largely unresolved question. The EPC reviews have generally used somewhat narrower search strategies than Cochrane reviews. Whether locating smaller studies, unpublished studies, and studies without English abstracts substantially reduces bias or alters conclusions of reviews is a question we are exploring, along with other factors that may contribute to discordant conclusions of systematic reviews on the same topic.
TRANSLATION OF FINDINGS
Systematic reviews do little to improve health care unless their findings are incorporated into practice or policy. Unfortunately, the link between describing a body of evidence and translating that evidence into practice or policy
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Better Information for Better Health Care www.annals.orghas been tenuous (19) . Our experience confirms that the impact of a review is not necessarily a function of its comprehensiveness or rigor. Reviews must also produce knowledge that is relevant to specific clinical and policy decisions and present this information in a concise and easily understood format. Tools to facilitate using that evidence at the point of care often need to be developed-for example, incorporating findings into guidelines, quality measures, computerized reminders, or patient education materials.
Planning (20) .
Given the systemic roots of the quality gap in health care, targeting evidence only to clinicians or any single party is unlikely to substantially improve practice. We will need to do a better job at distilling relevant messages from EPC reports for the multiple decision makers who influence practice: clinicians, health plan administrators, purchasers, patients, and those making public policy. The audience for the full evidence reports, technical documents that often run over 100 pages, will probably remain limited to those who need to understand the detailed evidence in order to create guidelines or coverage decisions. Patients and policymakers need much more concise information, framed in the appropriate perspective. The Agency produces fact sheets (www.ahrq.gov/news/factix.htm) on selected evidence reports and has recently begun to develop tools for patients and providers based on EPC reports, such as "Managing Obesity: A Clinician's Aid" (www.ahrq.gov/ clinic/obesaid.htm). Organizational and system change may be the most critical factor in promoting implementation of evidence, however. The Stanford/University of California, San Francisco, EPC has completed the first 3 of a series of planned reports on "Closing the Quality Gap" that examine the most effective interventions to improve quality of care in high-priority conditions (21) .
Measuring the ultimate impact of EPC reports remains a continuing challenge. Through the Coordinating Center, AHRQ monitors the use of EPC reports through follow-up with partners and tracking of products such as publications, guidelines, and implementation efforts. There is anecdotal evidence of situations in which reports led to important policy changes (withdrawal of ephedra, coverage of specific new technologies) or contributed to successful initiatives to change practice (improving antibiotic use for acute otitis), but more comprehensive assessment of areas where reports have contributed to changing practice is difficult. Our impact and ability to measure change are greatest when AHRQ and the EPCs can serve as the science partner to larger collaborative efforts to improve care, as was done with reports on coronary heart disease in women (22) .
Perhaps the greatest challenge of all is creating a demand for evidence-based information while shaping realistic expectations about what it can and cannot do. Clinicians and policymakers are dismayed at how frequently reports conclude that there is insufficient evidence to answer critical questions, but evidence is never the only element in clinical and policy decisions. Reports need to do a better job clarifying the implications of what we know and don't know for different types of decisions.
LESSONS LEARNED
Both AHRQ and the EPCs have learned many useful lessons concerning the support and conduct of systematic reviews in the first 7 years of this program.
Identifying the Right Targets for Evidence
Choosing the right topics is probably the most important yet most difficult part of the process. Systematic reviews are a tool but must be matched to the right problem. Uncertainty about the evidence is only one of many factors that may contribute to the frequent gaps between typical practice and the best evidence (23) . Evidence reports are less useful when the primary barriers to evidence-based practice are problems such as limited access, misaligned financial incentives, or organizational barriers. The impact of a systematic review can be further undermined by a lack of sufficient good-quality evidence; imminent results of a major, ongoing study; lack of involvement of a critical clinical partner; or lack of a well-thought-out plan to change practice.
Defining Questions and Scope of a Review
Defining the appropriate scope of a review early in the process is critical. There is a continual tension between the desire to be exhaustive and rigorous and the aim of producing reports that meet the needs of partners at a reasonable cost. It is essential to identify the particular added value of each EPC report and to understand the precise context within which the partners need information. The benefit of a new review may be concentrated in only a few questions where the evidence has changed or is confusing, but addressing a comprehensive set of questions may be of greatest value when the intention is to create a guideline. A new analytic approach, such as a cost-effectiveness analysis, decision analysis, or careful assessment of benefits and harms, may fill an important gap. For example, a review of new technologies for cervical cancer screening used modeling to illustrate that new technologies would be cost-effective only if they were used to lengthen the customary interval between Papanicolaou tests (24) .
Working with Partners
Working with partners can also involve a delicate balancing act. Partners often come in with exaggerated hopes that the evidence will support clear and definitive recommendations or support the practices of their constituents. Reports need to address the needs of partners without excessively tailoring their scope to the narrow interest of a single organization. Matching the questions to the nature of the literature and the needs of the partner has required close working relationships among the EPC, AHRQ staff, and partner representatives.
The Agency tries to leverage its investment by facilitating collaboration among multiple partners. The most successful efforts are those that have brought together different constituencies with a common interest. For example, the American Academy of Family Physicians and the American Academy of Pediatrics used an EPC report for jointly developing a guideline on diagnosing and managing acute otitis media (25) . A report on perinatal depression involved collaboration of 10 organizations within the U.S. Department of Health and Human Services working on the Safe Motherhood Initiative (26) . Reports have had a smaller impact when we were unable to get the early buy-in of a major stakeholder.
Balancing Consistency and Flexibility in Methods
Over the first 5 years of the EPC program, AHRQ did not attempt to impose uniform methods on the centers. Empirical evidence to define the best way to rate studies or bodies of research was limited, and the breadth of topics addressed by the EPC program required flexibility. The primary criteria used to evaluate specific study designs have been relatively consistent across reports, however. For example, randomization, blinding, and dropout rate are consistently assessed for randomized trials. The Agency and other users have nonetheless recognized the value of a more consistent approach to describing the strength of a body of evidence. Working with federal partners, we have identified common elements within the criteria used to describe overall strength of evidence by groups such as the U.S. Preventive Services Task Force, the GRADE initiative, the Physicians Data Query program of the National Cancer Institute, the report by the Research Triangle Institute, and the Strength of Recommendation Taxonomy (SORT) from family medicine journals (27) : study design, quality of individual studies (internal validity), strength of association, consistency of findings, directness of the evidence, and applicability (external validity) of findings to the population or intervention of interest.
Choosing Inclusion and Exclusion Criteria
The most common criticism of EPC reports has been that they exclude too many studies, including some that reviewers feel are informative. Many reports have restricted evidence to randomized, controlled trials when addressing effectiveness questions in order to protect against sources of bias in other study designs. When there are few well-done trials, however, users are usually dissatisfied if reports conclude the evidence is insufficient without considering other study designs, especially since these may be the very studies that are influencing current policy debates. We have encouraged EPCs to take a "best-evidence" approach that expands inclusion criteria where higher-quality studies are lacking. As illustrated in the papers in this supplement, EPCs have recognized the value of alternative study designs for capturing information important to clinicians, such as the rate of adverse effects of specific treatments, the proportion of patients having a good outcome after surgery, or the outcomes of diagnostic tests. In other cases, the primary value of reviewing nonrandomized studies may be to clearly describe their limitations and to recommend the types of studies that would provide better evidence.
Involving Specialized Experts
The Agency elected to emphasize broad, general expertise among the EPCs rather than establishing centers specializing in a single content area, such as cardiology. Generalist centers give the program more flexibility and can better serve the interests of a broad group of stakeholders. They may also be less likely to be perceived as having a bias than a specialized center that regularly works with a dominant partner. Knowledgeable content experts, however, need to be involved in all stages of the review. Reports will not be credible with the community they seek to influence if they do not include substantial input from experts. The challenge is to involve experts who understand the nuances of the research but are open-minded enough to critically reexamine some of the accepted conclusions in their field.
FUTURE DIRECTIONS
The landscape for health care information has changed substantially since 1997, when the EPC program was initiated. Information on different treatments and tests is increasingly available through the Internet and in traditional media. Patients, providers, and purchasers all want more direct access to the evidence but need the assistance of a credible and objective synthesis as a starting point for their decisions (28) . Moreover, changes in the health care market and in clinical practice will require patients to become active participants in a widening array of health care decisions: whether to enroll in a consumer-driven health plan, which pharmacy benefit plan to select, or whether to undergo surgery for their prostate cancer. The EPC program will need to pay increasing attention to patients and the public as important customers for the evidence produced.
These changes are also reflected in the Medicare Mod-ernization Act of 2003, which ushers in a variety of significant changes to the Medicare program, including a new outpatient drug benefit. Recognizing that critical clinical questions (for example, What is the best treatment for gastroesophageal reflux? Should hospitals establish specialized stroke centers?) often can't be answered by the types of studies required for approval of a new drug or device, the Act directs new attention to questions of comparative effectiveness of health care services and strategies for improving how services are organized and delivered (www.medicare .gov/medicarereform). The Act requires that AHRQ 1) develop a process to identify the highest-priority topics to address, 2) establish a timetable for completing initial systematic reviews of the evidence in priority areas, and 3) continually consult with relevant stakeholders. In fiscal year 2005, $15 million was appropriated for this work.
The systematic reviews performed under section 1013 of the Act will not only highlight what is known but will identify knowledge gaps for which new research is most critical for making informed decisions. The Act also makes clear that the evaluations generated by this process must be appropriate for various decision makers, from patients to managers of pharmacy benefits. These goals will force the EPC program to shape reports and develop new products to make their key findings accessible to varied audiences. The lessons we learn under the activity of the Act will benefit our efforts at implementation of all EPC reports. The ultimate verdict on the value of the EPC program will come from the clinicians, policymakers, and patients who are seeking the best evidence to help them make difficult health care decisions. The success of future reports is not likely to hinge on further methodologic innovations but will depend on the ability of EPC reports to address specific clinical or policy questions in a timely manner and communicate clearly to these distinct audiences. The goal remains the same-better health outcomes through betterinformed decisions-but getting there will require that we continually adapt our process and products to the individual needs of our partners.
