Abstract. We consider a simple communication network model and focus on a single source-destination pair to exploit the interconnection between Source Coding and Parallel Routing. We consider a Distortion Measure that combines signal reconstruction fidelity with network delay and we pose the problem of minimizing this Measure by jointly choosing the Encoder Parameters and the Routing Parameters. We look at single-description coding as well as multiple-description coding and we perform numerical optimization that yields interesting design trade-offs that are insightful and can be exploited in more realistic environments.
Introduction
It is recognized that in Communication Networks the inherent coupling and dependence among the layers of traditional architectures provides opportunities for significant performance improvement by exploiting these interactions selectively.
In this paper we demonstrate this principle by focusing on the interaction between Source Coding (traditionally a layer 6 issue with physical layer connections) and Routing (a layer 3 issue). In particular we observe that in networks, often, packets are duplicated and routed over separate paths to their common destination to increase the chance of timely delivery and to provide protection against packet loss and long delays. This practice is called parallel routing and obviously results in increasing the offered load to the network.
At the same time we know that compression techniques can reduce packet length. So a natural question is how to choose the source encoding parameters in conjunction with the routing parameters so as to minimize a suitable distortion measure that incorporates both the quality of the signal reconstruction as well as its delay.
In particular if multiple description coding is used the possibility arises naturally that each description follows a different path to the destination, thereby combining the idea of protection through redundancy with the need to reduce the traffic load.
Finally choosing the packet length itself (or, more accurately, the source encoding rate or "symbol"-length) along with designing the multiple description coding and choosing the routing parameters goes even further in exploiting the observed interrelationships.
In this paper we study precisely this problem in the simplest of settings and identify and analyze the underlying trade-offs. More complicated and realistic models can be naturally studied along similar lines in the future. Consider the simple diagram shown in Figure 1 that consists of a sourcedestination pair, a source encoding-decoding module and a communication network that delivers packets from the source to the destination. If the source is delay-sensitive (e.g. real time voice or video), then any delay incurred by packets transiting the network could decrease the perceived quality at the receiver.
A distortion function is a mathematical performance measure that indicates the amount of degradation in the quality of the decoded information. The delay budget that each packet can afford is determined by the application. For example for Voice over IP (VoIP), a network delay of more than 50msec creates unacceptable quality or equivalently high distortion.
Normally, each source symbol is compressed and appropriately transformed to a single codeword by the encoder before entering the network. This coding scheme is referred to as Single Description Coding (SDC). The coded symbols (i.e. packets) usually follow a single path determined by the network to reach to the destination. A path usually consists of several segments or communication links that connect nodes in a network. Since each node could experience congestion, there is a chance that a particular packet will be excessively delayed or even be dropped from the transmission queue.
As mentioned before, parallel transmission reduces the chance of packet loss when congestion occurs in a network; however, the excess bit rate introduced by the extra copies creates additional traffic that in effect contributes to congestion and thus increases the probability of packet loss.
A Multiple Description Coder (MDC) also transforms the sequence of source symbols into several parallel data streams; however, no excess bit rate over a single description coder is used. Therefore, the source traffic can potentially adjust itself to the state of the network without being a contributing factor to congestion [A] .
Achievable rate-distortion region for a Double Description Coder (DDC) and a Gaussian source has been studied in [O] , [E] . In [A] , it was shown that for a simple network that consists of two parallel communication links, using an optimized DDC amounts to significant reduction in distortion compared to SDC. In this paper, we include multiple routing into the optimization process and consider the effects of this cross-layer interaction into the average end-to-end distortion.
The general modeling and assumptions are described next. Then, in Section 3, we provide analytical and numerical results for the SDC case. Section 4 considers a simplified double description coding system and provides the numerical results for the behavior of the end-to-end average distortion. Section 5 compares the results obtained for SDC and DDC systems. Finally, conclusions and suggestions for future works are provided in Section 6. To better focus on the interrelationships of the source coding and routing parameters, we consider the simple setting shown in Figure 2 along with the following simplifying assumptions.
General Modeling and Assumptions
(1) The source is memoryless, loss-tolerant, and delay-sensitive (the symbols can tolerate a delay of up to ∆ seconds) (2) The source generates i.i.d., zero mean, unit variance, Gaussian symbols. (3) Two classes of encoding-decoding schemes (i.e., SDC and DDC) are considered. (4) The length of the output codewords (i.e. packets) of each encoder follows an exponential distribution. This assumption greatly simplifies the analysis of the problem. (5) The decoding module drops the packets that have experienced a delay exceeding ∆ seconds and replaces them with "null" symbols. (6) The output of the encoding module is added to the traffic coming from other similar (i.e., with the same packet length distribution) independent sources. These traffic streams are coming from different paths in the network. According to the Palm-Khintchin theorem [R] this type of aggregate traffic converges to a Poisson point process. Moreover, the packets of this aggregate traffic will follow an exponential distribution similar to that of the encoder outputs. (7) The switching module will determine how the aggregate traffic is distributed among different paths. It should be noted that since we will be dealing with the rate distortion function in this paper, the most practical choice for the packet length distributions would be one that complies with the codewords of the encoders that can achieve the ratedistortion function. To approach the rate-distortion limits, one needs to employ a vector quantizer with a sufficiently large block length (encode n symbols at a time). If n is large enough the block lengths will approach a constant in the limit according to AEP (Asymptotic Equipartition Property). The case of constant packet lengths was studied in [A] where it is shown that the general behavior observed under exponential packet length distribution is similar to that of a deterministic distribution. This justifies the use of assumption (4).
It should also be noted that large block lengths will result in long delays. Since delay is a crucial component of the distortion function we will choose, we need to implicitly assume that the transmission rates are sufficiently fast so that "long" packets in number of bits are not "long" with respect to time.
Details regarding the operation of the system with SDC or DDC are considered next in sections 3 and 4.
System with Single Description Coding
In this case (SDC), the source symbols are encoded with an average rate of R bits/symbol. The codewords generated by the encoder are added to the traffic coming from other similar and independent sources in the network. The aggregate traffic forms a Poisson process with rate λ packets/sec and an exponential packet length distribution with average length R bits/packet. This traffic is routed to the first queue with probability q 1 = q and to the second queue with probability q 2 = 1 − q. Figure 3 represents the system model that will be analyzed in the rest of this section. Figure 3 . SDC System Model 3.1. Average End-to-End Distortion for SDC. Let T be a random variable indicating the total delay that a packet experiences before reaching its destination. If D represents the achieved mean square error (MSE) distortion for an i.i.d. zero mean, unit variance Gaussian source, based on [C] and on our concept of delay-based distortion, we have
if T > ∆ The end-to-end average distortion, therefore, can be written as
In order to easily compute the probabilities for packet delay, it is assumed that the length of the transmitted codewords follow an exponential distribution and so the service time for each queue (i.e. 'τ i ' i = 1, 2) is an exponential random variable. Packet arrival and service rates for each single queue are
Therefore, the loading factor for each queue is given by
The distribution of the system delay for an M/M/1 queue is known to be [W] given by
where 'T i ', i = 1, 2 is a random variable indicating the total delay of a typical packet that is routed to queue 'i' i = 1, 2 and u(t) is the unit step function. If T is a random variable indicating the total delay of a typical packet, then we have
Minimizing the average distortion in this case is equivalent to minimizing the delay probability expression of Eq 3.2 3.2. Jointly Optimal SDC with Fixed Average Encoding Rate. If the average encoding rate (R) is fixed, then the average end-to-end distortion is only a function of the multiplexing ratio (q). Define q * to be the optimal multiplexing ratio, in other words
Figure 4 demonstrates the achieved end-to-end distortion (i.e. D(q)) for q = 0.5 and q = q * for a given set of parameters (R = 6 bits/symbol, ∆ = 50 msec, C 1 = C 2 = 1000 bits/sec). The variations in q * , ρ * 1 and ρ * 2 for various arrival rates λ have been displayed in Figure 5 . For λ ≤ 316, the value of q * is indeed 0.5 and the curve for
is clearly less than D(0.5). To illustrate this phenomenon, it is instructive to consider the behaviors of q * , ρ * 1 and ρ * 2 for various arrival rate values. At λ = 316 + , ρ * 2 = 1 and ρ * 1 jumps to 0.76. This means that the second queue is severely back-logged and all arrivals to this queue will be increasingly delayed. In the mean time q * is adjusting itself so that ρ * 1 is kept at 0.76; and therefore, the first queue is operating under a stable condition. In effect, what is happening is that the router is sacrificing a portion of the traffic in order to enable the remaining packets to maintain an acceptable delay. In other words, at some arrival rate (λ), instead of having two equally congested queues, the multiplexer reduces the amount of distortion by avoiding congestion in one queue and dumping the excess traffic into the second queue. The point that this event occurs (i.e., λ = 316) is clearly a function of the parameters R, ∆ and C. This phenomenon has been analytically explained in Appendix A. Under this unbalanced set of capacity values, using q * yields considerable gain in the achieved distortion compared to the case of q = 0.5. By observing the variation of q * in Figure 7 , one can identify three regions for the system behavior. Region 1 suggests that up to a certain load, all packets should be routed to the faster link (e.g. C 1 ). In region 2, both links are used for packet transmission and q * is gradually decreased until λ ≈ 300, at which point we enter region 3 where q * decreases further so that ρ * 1 is maintained around 0.8 and ρ * 2 = 1. This situation is similar to that observed for the case where C 1 = C 2 . Figure 6 . Average End-to-End Distortion for SDC, C 1 = 1400 bits/sec, C 2 = 600 bits/sec, R = 6 bits, ∆ = 50 msec 3.3. Jointly Optimal SDC with Optimal Average Encoding Rate. So far, we have performed the optimization over the multiplexing ratio q. Another parameter that can affect both the coding segment as well as the network segment is R. From the coding point of view, R determines the average codeword length; therefore, higher R results in higher resolution for the codewords and thus, less distortion is expected at the decoder. On the other hand, R is the average packet length which means that higher R results in longer packets or equivalently longer delay; and therefore, higher distortion for a delay sensitive source.
This tradeoff points to the possibility of the existence of an optimal R that minimizes the average end-to-end distortion for such delay sensitive sources. In this section, we reformulate our problem to find this optimal average rate (i.e. R * ) for any given network load. In other words, we have
The expected distortion and delay probability are calculated as in Eq 3.1 and Eq 3.2 respectively. The average end-to-end distortion and the value of R * that minimizes the distortion are demonstrated in Figures 8 and 9 for C 1 = C 2 = 1000 bits/sec and ∆ = 50 msec. The optimal value for q turns out to be q * = 0.5. Note that for λ ≈ 0 value of R * is 6.006. For small values of λ, q * = 1; therefore, all packets are routed to the link with the higher capacity. When λ increases, the multiplexing ratio starts to decrease to allow packets to utilize both links. At the same time R is decreasing to compensate for the occurring queueing delay.
Also as seen in Figure 12 , asymptotic behavior of q * points to a system with balanced load. At high values of the arrival rate ρ 1 = ρ 2 or equivalently 
Note that both queues are stable for all values of λ. This asymptotic behavior was not observed when we considered a fixed value for R. In that case, at high arrival rates, one queue would become severely congested (i.e. unstable) and smaller description of the source would use the second queue to reach the destination.
Systems with Double Description Coding
In this case (DDC), the source information is encoded by two side-encoders (i = 1, 2) (Hereafter, referred to as simply encoders) as shown in Figure 13 . The codeword length generated by encoder i follows an exponential distribution with average of R i bits such that R 1 + R 2 = R. It is assumed that the traffic generated by other sources having the same distribution are added to the traffic generated by encoder i. The aggregate traffic is also assumed to be a Poisson process with rate λ. In this system, the output of encoder i goes to queue i with probability q. However, the two descriptions of the same sample are not routed to the same path. This last assumption suggests a dependance between the traffic in the two queues. However, considering the large traffic from "other sources" that is added to the output of the two encoders, we can assume that the arrival processes to the two queues are independent from each other. This means that the traffic entering queue i is a Poisson process with rate λ i = λ (i = 1, 2).
4.1. Average End-to-End Distortion for DDC. Let T i (i = 1, 2) be the total delay experienced by the output packets of encoder 'i'. If D DDC represents the achieved MSE distortion, then for an i.i.d., zero mean, unit variance Gaussian source, based on [O] and on our concept of delay-based distortion, we have
Here, δ i (i = 1, 2) signifies the amount of redundancy in each side-encoder. Low values of δ i (i.e. δ i ≈ 0) indicate good individual descriptions that jointly contribute little extra information beyond one alone. On the other hand, high values of δ i (i.e. δ i ≈ 1) indicate independent descriptions that are not individually good; however, jointly they can achieve the same amount of distortion as in the case of SDC.
The end-to-end average distortion can be written as
As observed in Figure 13 , all variables that can affect the average end-to-end distortion have been classified into two groups. Group 1 consists of parameters that are basically coding related while group 2 consists of those specified by the network. The quantity δ i (i = 1, 2) signifies the amount of redundancy in the encoder i, α = R 1 /(R 1 + R 2 ) is the rate ratio, q is the multiplexing ratio, and γ = C 1 /(C 1 + C 2 ) is the capacity ratio of the two links that are carrying traffic. The average end-to-end distortion is affected by the coding parameters as well as by the network related parameters.
In [A] , the significance of using DDC in reducing the average end-to-end distortion with optimal values for coding parameters has been investigated. It is interesting to point out that further gain can be achieved by considering the network parameters in the optimization process. Figure 13 . DDC System Model Suppose C 1 + C 2 = 2C, q 1 = q, q 2 = 1 − q, and note that R 1 + R 2 = R and λ 1 = λ 2 = λ. If µ j i (i, j = 1, 2) represents the service rate of queue i for output packets of encoder j, then we have
If µ i (i = 1, 2) is the average service rate for queue i, then
For the exponential packet length assumption, if τ i (i = 1, 2) is the average service time for queue i, then
Taking the Laplace-Stieltjes transform of the above we obtain
Using the Pollaczek-Khinchin formula, the Laplace-Stieltjes transform of the distribution of average packet waiting time in queue i (i.e.F Wi (s)) becomes
If T j i (i, j = 1, 2) represents the random variable denoting the time it takes for the output packet of encoder j to reach the destination through queue i, we have
where τ j i is a r.v. indicating the service time of packets of encoder j in queue i, and
Replacing Eq 4.2 and 4.4 in Eq 4.3 and simplifying, we finally get
The delay probability P [T j i > ∆] for i, j = 1, 2 can be derived from the above equation. For the total delay that the output packets of encoder j experience before reaching the destination we have
Having the above probabilities, the average end-to-end distortion for the multiple description coding system can be easily obtained.
Jointly Optimal DDC with Fixed Average Encoding Rate.
If the average encoding rate (R) is fixed, the average end-to-end distortion is a function of rate ratio (α), the encoder redundancies (δ 1 , δ 2 ) and the multiplexing ratio (q). Define the optimal parameters (α
The curves D(α * , δ * 1 , δ * 2 , 0.5) and D(α * , δ * 1 , δ * 2 , q * ) for the case when γ = 0.5, C = 1000 bits/sec, R = 6 bits/symbol, and ∆ = 50 msec have been displayed in Figure  14 . To differentiate between the two, hereafter we refer to the case where (α = α * , δ 1 = δ * 1 , δ 2 = δ * 2 , q = 0.5) as simply optimal DDC and the case where (α = α * , δ 1 = δ * 1 , δ 2 = δ * 2 , q = q * ) as jointly optimal DDC. This reflects the fact that in optimal DDC only coding parameters have been optimized to yield the best distortion while in the jointly optimal DDC all system parameters (i.e. coding as well as network) have been appropriately optimized. As seen in Figure 14 , up until the point λ ≈ 300, the two curves overlap, after which using q * makes a considerable contribution towards lowering the distortion. Figures 15 and 16 display the variation of network parameters (i.e. q * , ρ * 1 , ρ * 2 ) and coding parameters (i.e. α * , δ * 1 , δ * 2 ), respectively. We observe that for λ < 300, the optimal value of rate ratio (α * ) is 0.5. Since the packet lengths for both encoders have the same distribution (Exponential), the optimal solution is independent of the multiplexing ratio (q). So, without loss of generality, for λ < 300, we choose q * = 0. For λ > 300, q * is indeed zero; forcing packets of encoder 'i' to be routed to queue i (i = 1, 2). Therefore, as observed in Figure 15 , we can take q * = 0 regardless of the value of λ. We use this observation in the next section to simplify our optimization process. For λ > 300, many packets in the optimal DDC system will reach the deadline ∆ while still waiting in the queue and few packets in their entirety will reach the destination. However, in the jointly optimal DDC system, the rate ratio (i.e. α * ) is reduced to compensate for the occurring traffic congestion. Since q * = 0, all descriptions that are generated by encoder 1 are routed to one queue and will most likely meet the deadline. While almost all codewords in the other queue will most likely expire before reaching to the destination. In essence, this situation points to the following fact. For the distortion function we have chosen, it is better to Figure 16 . C 1 = C 2 = C = 1000 bits/sec, R = 6 bits, ∆ = 50 msec have a small portion of information about each individual symbol (as in the jointly optimal DDC system) than to have the whole information for a small portion of the packet stream (as in the case of a simple optimal DDC).
Jointly Optimal DDC with Optimal Average Encoding Rate.
Another parameter that can affect distortion is R. Similar to the SDC, a tradeoff between delay and distortion also exists in this case. This tradeoff points to the possibility of the existence of an optimal R that minimizes the average end-to-end distortion for such delay sensitive sources.
An interesting observation in the previous section was the value of q * for the optimal DDC system (i.e. q * = 0). This means that packets from the encoder i are routed directly to path i (i = 1, 2). We will use this observation and take q = 0 in order to simplify our optimization process in this section. For C 1 = C 2 = C and λ 1 = λ 2 = λ, the network consists of two identical queues with identical and independent arrival processes. Due to this symmetry, we expect R * 1 = R * 2 = R * /2 and δ * 1 = δ * 2 = δ * . Therefore, the optimization problem in this case is
The optimal average end-to-end distortion is demonstrated in Figure 17 for C 1 = C 2 = 1000 bits/sec, and ∆ = 50 msec. As shown in this figure, R * contributes in lowering the overall distortion for all values of λ. The optimal encoding rate R * is shown in Figure 18 , where similar to the SDC case, we can see that R * is finite at λ = 0, and that it decreases with λ.
Note that there is a discontinuity in R * as is depicted in Figure 18 . To explain this behavior more clearly, let's define the parameter δ 0 to be the value of δ that minimizes d 0 . In other words
Note that δ 0 is a function of R. Since d 1 and d 2 are monotonically increasing with δ and d 0 is minimized at δ 0 , the optimal value of distortion happens at δ * ≤ δ 0 . The value of δ 0 at the optimal rate R * can be calculated as follows [A] Figure  19 shows the value of δ * as well as δ 0 . As we can see in this figure, for small λ's, where we expect to have smaller delay probabilities, the value of δ * is significantly lower than δ 0 , which seems counterintuitive. To explain this behavior, we take a look at the optimal delay probability ( Figure 20 .
Note that the discontinuity occurs for R * , δ * , and P [T > ∆] at λ ≈ 90. For λ < 90 the optimization process chooses to increase the encoding rate as much as possible at a cost of getting a higher delay probability, which in turn decreases the chance of receiving both descriptions on time and thus relies mostly on receiving only one description and thus chooses a small value for δ * to get better values for d 1 and d 2 . When λ > 90, the optimal solution would be one that decreases R * to an extent that results in a small delay probability and thus increases the chance of both descriptions' on-time arrival at the destination. Therefore as can be seen in Figure 19 , the value of δ * is very close to the value of δ 0 . Assume that C 1 = C 2 = 1000 bits/sec, and ∆ = 50 msec. Figure 21 displays the performance of both systems (SDC and DDC) with and without optimal encoding rate. As observed, the DDC system with optimal rate outperforms all other systems. Similarly, the SDC system with non-optimal rate has the highest distortion. In comparing the SDC system with optimal rate to the DDC system with non-optimal rate, it is interesting to note that there exists a λ (i.e. λ ≈ 270) beyond which the SDC system with optimal rate outperforms the DDC with non-optimal rate. This is because in a system with optimal encoding rate, the chance for packets to miss their deadlines is much smaller compared to a system without optimal encoding rate.
Knowing the results in Figure 21 , and given the cost and complexity of implementing a particular approach, better decisions can be made to design a system. For example, if the maximum acceptable average distortion for an application is −20 dB, then the arrival rate in an SDC system with fixed (i.e. non-optimal) rate is limited to 150 packets/sec. However, in the DDC system with fixed rate, the arrival rate can be increased up to 280 packets/sec for the same amount of distortion. The effect of optimal routing appears at λ > 320 for SDC and at λ > 300 for DDC. The optimal routing reduces the sensitivity of the average distortion to network load. Similarly, in order to keep the distortion below −20dB, the arrival rate of the SDC system with optimal rate should be less than 330 packets/sec, and for a DDC system with optimal encoding rate, the arrival rate can go up to 450 packets/sec.
It was shown in [A] that the DDC system achieves a better performance than the SDC system (without optimizing q and R). As it can be seen in Figure 21 a similar result holds in this paper. More specifically, with optimal routing and fixed encoding rate, the DDC system is still superior to the SDC system. Similarly, with optimal encoding rate, the DDC system outperforms the SDC system.
Conclusion and Future Work
We have presented a joint optimization problem that considers the effects of both coding and network parameters in minimizing the achieved distortion. In essence, we have provided an illustration of a cross-layer interaction that vividly Figure 21 . Comparison of SDC and DDC with fixed R, C 1 = C 2 = 1000 bits/sec, ∆ = 50 msec contributes to the bridging between Networks and Information Theory. Our analysis shows that a smart encoding scheme (such as Multiple Description Coding) along with a smart routing protocol can significantly contribute to lower the achieved distortion. Additional improvement can be expected if the switching module is intelligent enough to drop packets that have passed their deadline.
We have outlined a trade-off between packet delay and average distortion. The average distortion is a decreasing function of the encoding rate; however, the encoding rate, which translates to packet length, in turn, determines the delay experienced by a packet. Higher encoding rates results in larger packet delays. In this paper, we have shown that there exists an optimal value for the encoding rate that significantly impacts the achieved distortion.
To obtain our results, we have assumed the source to be memory-less and Guassian; and we used the rate-distortion bounds obtained by Ozarow [O] . For a general memory-less source, explicit inner and outer bounds for the multiple description rate-distortion region have been found in [Z] . These bounds maintain the form provided by Ozarow; therefore, our analysis is also applicable for any memory-less source.
Further studies need to be done to find the applicability of the results obtained in this paper in more realistic and complex networks (e.g., multi-hop). Moreover, we only studied the case of double description coding. The problem addressed in this paper can be generalized for more than two encoders (i.e. Multiple Description Coding). The achievable rate-distortion bounds for such encoders have been found in [V] . For ρ 1 , ρ 2 < 1 and q * = 0.5, we obtain
For the case where ρ 1 < 1 and ρ 2 = 1, to minimize P [T > ∆], the following equation needs to be solved. By solving the above equation, we obtain a fixed value for ρ 1 irrespective of the arrival rate (λ). This behavior was observed in Figure 4 . For C = 1000bits/sec, R = 6 bits/symbol and ∆ = 50msec, we obtain ρ * 1 = q * λR C ≈ 0.76, and q * ≈ 0.76C Rλ = 126.7 λ Also, we can derive the following statement for g(q * ).
g(q * ) = q * e −µ∆ e q * ρµ∆ + (1 − q * ) = 1 − q * q * λ∆ 1 + q * λ∆ ≈ 1 − 109.4 λ The transition point happens at the λ where f (q * ) = g(q * ), i.e., 
