Introduction {#Sec1}
============

Black holes in four and higher dimensions {#Sec2}
-----------------------------------------

The study of four-dimensional black holes has begun long time ago. Their detailed characteristics were obtained in the 1960s and 1970s, also known as the "golden age" of the general relativity. A summary of the obtained results can be found, for example, in the books by Misner et al. ([@CR296]), Wald ([@CR383]), Hawking and Ellis ([@CR188]), Chandrasekhar ([@CR67]), Frolov and Novikov ([@CR148]), Frolov and Zelnikov ([@CR152]). According to the proven theorems, assuming the weak energy condition for the matter, the black hole horizon has to have spherical topology. The most general stationary vacuum black hole solution of the Einstein equations is axially symmetric and can be described by the *Kerr metric*.

The interest in four-dimensional black holes is connected with the important role these objects play in modern astrophysics. Namely, there exist strong evidences that the stellar mass black holes manifest themselves in several *X*-ray binaries. Supermassive black holes were discovered in the centers of many galaxies, including our own Milky Way. Great discovery made by LIGO on September 14, 2015 gives first direct confirmation that strong gravitational waves have been emitted in the process of the coalescence of two black holes with masses around 30 solar mass (Abbott et al. [@CR2]). Three month later LIGO registered gravitational waves from another merging black hole binary. These events marked the beginning of the gravitational waves astronomy. In all previous observations the information concerning astrophysical black holes was obtained by registering the electromagnetic waves emitted by the matter in the black hole vicinity. Such matter usually forms an accretion disc whose temperature and size are determined by the mass and angular momentum of the black hole. Before reaching a distant observer, the emitted radiation propagates in a strong gravitational field of the black hole; to extract the information contained in astrophysical observations one needs to solve the equations for particle and wave propagation in the Kerr spacetime. Fortunately, the remarkable properties of this geometry, namely the complete integrability of geodesics and the separability of wave equations, greatly simplify the required calculations. Based on these results there were developed powerful tools for studying physical effects in the black hole vicinity and their observational manifestation. Similar tools were also used for the study of quantum evaporation of mini-black holes.

In this review we mainly concentrate on black holes in dimensions greater than four, with a particular focus on their recently discovered remarkable geometric properties. Black holes in higher dimensions, see e.g., Emparan and Reall ([@CR124]), Horowitz ([@CR193]) for extended reviews, have attracted much attention for several reasons. A first reason is connected with the development of string theory and the demand for the corresponding black hole solutions. In order to make this theory consistent one needs to assume that besides usual four dimensions there exist (at least six) additional spatial dimensions.

A second reason stems from the (in past 20 years very popular) brane-world models (Maartens and Koyama [@CR280]; Pavsic [@CR325]; Raychaudhuri and Sridhar [@CR337]). In these models the usual matter and the non-gravitational fields are confined to a four-dimensional brane, representing our world. This brane is embedded in higher-dimensional bulk spacetime where only gravity can propagate. Higher-dimensional black holes play a very special role in the brane-world models. Being just a clot of gravity, they can 'live' both on and outside the brane. Mini-black-holes whose size is smaller than the size of extra dimensions thus play a role of probes of extra dimensions. One of the intriguing features of the brane-world models that is intensively discussed in the literature is a possibility of mini-black-hole formation in the collision of high energy particles in modern TeV colliders (see e.g., Landsberg [@CR268]; Aad et al. [@CR1] and references therein). Numerous discussions of this effect generated a great interest in the study of properties of higher-dimensional black holes.

A third main reason to study higher-dimensional black holes comes from the desire to better understand the nature of gravitational theory and in particular to identify which properties of gravitational fields are specific to four dimensions and which of them are valid more generally irrespective of the spacetime dimension (Emparan and Reall [@CR124]).

Remarkable properties of the Kerr black hole {#Sec3}
--------------------------------------------

The Kerr metric has the following remarkable properties: the equations of motion for a free particle in this geometry are completely integrable and the physically interesting field equations allow for the separation of variables. What stands behind these properties?

In a simpler case, when a black hole does not rotate, the answer is well known. The corresponding Schwarzschild solution is static and spherically symmetric. As a result of this symmetry, the energy of the particle and the three components of its angular momentum are conserved. One can thus construct four integrals of geodesic motion that are functionally independent and mutually Poisson commute, choosing, for example, the (trivial) normalization of the four-velocity, the particle's energy, the square of its total angular momentum, and a projection of the angular momentum to an arbitrary 'axis. According to the Liouville's theorem, the existence of such quantities makes the geodesic motion in the spherically symmetric black hole case completely integrable.

For rotating black holes the situation is more complicated since the total angular momentum is no longer conserved. Surprisingly, even in this case there exists another integral of motion, nowadays known as the *Carter's constant*. Obtained in 1968 by Carter by a method of separation of variables in the Hamilton--Jacobi equation (Carter [@CR57], [@CR58]), this additional integral of motion is quadratic in momentum, and, as shown later by Walker and Penrose ([@CR384]), it is in one-to-one correspondence with the rank 2 Killing tensor of the Kerr geometry. A rank 2 Killing tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$k^{ab}$$\end{document}$ is a symmetric tensor whose symmetrized covariant derivative vanishes, $\documentclass[12pt]{minimal}
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                \begin{document}$$\nabla ^{(c}k^{ab)}=0$$\end{document}$. It was demonstrated by Carter in the same papers (Carter [@CR57], [@CR58]) that not only the Hamilton--Jacobi equation but also the Klein--Gordon equation allows for a complete separation of variables in the Kerr spacetime.

### Remark {#FPar1}

This fact may not be as surprising as it looks at first sight. In fact, the following 3 problems: complete integrability of geodesic equations, separability of the Hamilton--Jacobi equation, and separability of the Klein--Gordon equation are closely related. Namely, looking for a quasi-classical solution $\documentclass[12pt]{minimal}
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                \begin{document}$$(g^{ab}\nabla _a\nabla _b -m^2)\varPhi =0$$\end{document}$, one obtains the Hamilton--Jacobi equation $\documentclass[12pt]{minimal}
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Following Carter's success a boom of discoveries regarding the remarkable properties of the Kerr geometry has taken place. Teukolsky ([@CR370], [@CR371]) decoupled the equations for the electromagnetic and gravitational perturbations and separated variables in the obtained master equations. Equations for massless neutrinos were separated Unruh ([@CR376]) and Teukolsky ([@CR371]), and the equations for the massive Dirac field were separated by Chandrasekhar ([@CR66]) and Page ([@CR318]).

Penrose ([@CR328]) and Floyd ([@CR138]) demonstrated that in the Kerr geometry there exists a new fundamental object, the so called Killing--Yano tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{ab}$$\end{document}$, which behaves as a 'square root' of the Killing tensor. This object is a 2-form that obeys the following equation: $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{ab}$$\end{document}$ is non-degenerate, the integrability conditions for this equation imply that the spacetime is algebraically special, of Petrov type D (Collinson [@CR90]). Hughston and Sommers ([@CR205]) showed that the existence of such Killing--Yano tensor necessarily implies that the corresponding spacetime admits also two commuting Killing vectors, generating time translation and rotation.

It is interesting to note that some of the above described properties extend beyond the case of the vacuum Kerr geometry. Namely, in 1968 Carter obtained a 6-parametric solution of the Einstein--Maxwell equations with a cosmological constant $\documentclass[12pt]{minimal}
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                \begin{document}$$\varLambda $$\end{document}$ that shares with the Kerr geometry many of the remarkable properties (Carter [@CR58], [@CR59]). Besides the cosmological constant $\documentclass[12pt]{minimal}
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                \begin{document}$$\varLambda $$\end{document}$, the mass *M* and the angular momentum *J*, this solution contains also an electric charge *Q*, a magnetic monopole *P*, and the NUT parameter *N*. The whole class of Carter's metrics admits the Killing--Yano tensor (Demianski and Francaviglia [@CR104]; Carter [@CR61]).

Carter's solution is now called the charged *Kerr--NUT--(A)dS metric*. In the absence of the NUT parameter it is the most general regular solution describing a stationary isolated black hole in the four-dimensional asymptotically flat ($\documentclass[12pt]{minimal}
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                \begin{document}$$\varLambda \ne 0$$\end{document}$) space. The hidden symmetries of the four-dimensional Kerr--NUT--(A)dS metric and its generalization by Plebański and Demiański ([@CR331]) will be discussed in detail in Chap. [3](#Sec41){ref-type="sec"}.

Higher-dimensional black objects {#Sec4}
--------------------------------

With the advent of interest in higher-dimensional black holes at the beginning of this century the following questions arose: (i) How far can the results on the four-dimensional black holes be generalized to higher dimensions? (ii) What is the most general solution describing a stationary black hole in asymptotically flat and/or asymptotically (anti) de Sitter space? iii) What can one say about particle motion and field propagation in the gravitational field of such black holes? By now partial answers to some of these questions have been obtained.

The 'zoo' of higher-dimensional black holes is vast: there exist extended objects such as as black strings and branes, and the topology of the horizon of an isolated stationary higher-dimensional black hole needs not to be spherical, see e.g. Emparan and Reall ([@CR122]), Elvang and Figueras ([@CR120]), Kunduri and Lucietti ([@CR264]). In particular, in 2002 Emparan and Reall obtained an exact solution of 5-dimensional vacuum Einstein equation which describes a stationary rotating black hole with toroidal horizon (Emparan and Reall [@CR123]). Later many new exact 5-dimensional vacuum stationary black hole solutions with a more complicated structure of the horizon were found. There are strong arguments that similar solutions do also exist in more than five dimensions, though the stability of all these objects is in question, e.g., Santos and Way ([@CR346]). Many useful references on this subject can be found in the remarkable review by Emparan and Reall ([@CR124]), see also Emparan et al. ([@CR126]), Kunz ([@CR266]), Kleihaus and Kunz ([@CR231]).

The problem of uniqueness and stability of the higher dimensional black holes is far from its solution---see e.g. a review Hollands and Ishibashi ([@CR192]) and references therein.

Higher-dimensional Kerr--NUT--(A)dS black holes {#Sec5}
-----------------------------------------------

Within this 'zoo' of higher dimensional black objects there exists a large important family of black hole solutions which are natural generalizations of the four-dimensional Kerr--NUT--(A)dS solution. Called *higher-dimensional Kerr--NUT--(A)dS metrics*, these solutions will be in the main focus of this review. They have the spherical topology of the horizon, and in the absence of the NUT parameters, describe isolated rotating black holes in either asymptotically flat or asymptotically (A)dS spacetime.

### Remark {#FPar2}

Let us emphasize, that even if the stationary black hole maintains the spherical horizon topology, its horizon may be 'distorted'---the sizes of symmetric cycles on the horizon may vary non-monotonically with the polar angle. Such 'bumpy' black holes were conjectured to exist in Emparan and Myers ([@CR121]) and later found numerically in Emparan et al. ([@CR127]). These black holes do not belong to the Kerr--NUT--(A)dS family and are not studied in this review. However, it might be an interesting problem for future studies to see whether some of the integrability results presented here for 'smooth' Kerr--NUT--(A)dS black holes could be extended to bumpy black holes or other black holes as well. $\documentclass[12pt]{minimal}
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Let us briefly recapitulate a history of study of the Kerr--NUT--(A)dS family of black hole solutions. Denote by $\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon =0$$\end{document}$ in even dimensions and $\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon =1$$\end{document}$ in odd dimensions. A higher-dimensional generalization of the Schwarzschild black hole solution was readily obtained by Tangherlini ([@CR367]). The Tangherlini solution is static and spherically symmetric, it admits $\documentclass[12pt]{minimal}
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                \begin{document}$$SO(D-1)$$\end{document}$ group of rotational symmetries, and contains exactly one arbitrary parameter which can be identified with the gravitational radius and is related to the black hole mass. A task of finding a higher-dimensional generalization of the Kerr geometry is much harder and was achieved by Myers and Perry ([@CR304]). The general solution contains, besides the mass *M*, up to $\documentclass[12pt]{minimal}
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                \begin{document}$$(n-1+\varepsilon )$$\end{document}$ independent rotation parameters.

In 'our three-dimensional world' we are used to think about rotations as operations about a given axis and identify the angular momentum with a 3-vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$J^a$$\end{document}$. In a general case, however, the angular momentum is described by a rank 2 antisymmetric tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$\epsilon ^{abc}$$\end{document}$ is the totally antisymmetric tensor, and the usual description is recovered. In higher dimensions such relation no longer exists. Nevertheless, one can always write $\documentclass[12pt]{minimal}
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                \begin{document}$$J_{ab}$$\end{document}$ in a *canonical form* by finding a set of mutually orthogonal 2-planes such that the components of $\documentclass[12pt]{minimal}
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                \begin{document}$$J_{ab}$$\end{document}$ vanish unless the two indices 'belong' to the same 2-plane. Since the number of spatial dimensions is $\documentclass[12pt]{minimal}
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                \begin{document}$$D-1$$\end{document}$, the largest possible number of mutually orthogonal 2-planes (and hence the number of independent components of the angular momentum tensor) is $\documentclass[12pt]{minimal}
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                \begin{document}$$(n-1+\varepsilon )$$\end{document}$. This is also the number of independent components of the angular momentum of the black hole which enters the general Myers--Perry solution.

It took another 20 years to find a generalization of the Myers--Perry metric which includes the cosmological constant. Hawking et al. ([@CR189]) found singly-spinning Kerr--(A)dS metrics in all dimensions. These metrics were then generalized by Gibbons et al. ([@CR172]) and Gibbons et al. ([@CR171]) to the case of a general multiple spin. After several attempts to include NUT parameters (e.g., Chong et al. [@CR78]; Chen et al. [@CR71]), Chen et al. ([@CR69]) finally found the most general higher-dimensional Kerr--NUT--(A)dS metric, generalizing the higher-dimensional Carter-like ansatz studied previously in Klemm ([@CR232]). It is the purpose of this review to study the most general Kerr--NUT--(A)dS metric (Chen et al. [@CR69]) and its remarkable symmetries.

Explicit and hidden symmetries {#Sec6}
------------------------------

Despite of being significantly more complicated, the most general Kerr--NUT--(A)dS metrics in all dimensions have very similar properties to their four-dimensional 'cousin', the Kerr metric. A discussion of this similarity and its origin is the subject of the present review. Namely, we shall describe a fundamental geometric structure which is responsible for the remarkable properties of the Kerr--NUT--(A)dS metrics. These properties stem from the existence a complete set ('tower') of explicit and hidden symmetries that are 'miraculously' present in these spacetimes. Moreover, the existence of such a Killing tower of symmetries is also a characteristic property of the Kerr--NUT--(A)dS spacetimes. It is possible that some of the hidden symmetries may also exist in other higher-dimensional black object spacetimes and their study is an open interesting problem. But we concentrate on the case when the metric possesses the complete tower of hidden symmetries.

What do we mean by a hidden symmetry? We say, that a spacetime possesses a symmetry if there exists a transformation which preserves its geometry. This means that the metric, as well as all other quantities constructed from it (for example curvature), remain unchanged by such a transformation. Continuous symmetry transformations are generated by Killing vector fields; we call the corresponding symmetries *explicit*. By famous Noether's theorem they generate conserved charges. Let us demonstrate this on an example of particle motion.

The motion of a free particle in a curved spacetime can be described using the Hamiltonian formalism. A state of the particle is characterized by a point $\documentclass[12pt]{minimal}
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                \begin{document}$$(x^a,p_a)$$\end{document}$ in the phase space. Its motion is defined by the Hamiltonian, which is quadratic in momenta. The explicit symmetry generated by the Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$$p_a \xi ^a$$\end{document}$ remains constant along the particle's worldline, it is an integral of motion. Integrals of motion are phase space observables that Poisson commute with the Hamiltonian.

An important property of integrals of motion generated by spacetime symmetries is that they are linear in momentum. However, this does not exhaust all possibilities. There may exist integrals of motion that are higher-order polynomials in particle momenta. The existence of such integrals implies that the spacetime admits a special geometric structure, known as a Killing tensor. Killing tensors are in one-to-one correspondence with constants of geodesic motion that are homogeneous in particle momenta, namely, a rank *r* Killing tensor gives rise to a homogeneous constant of motion of degree *r* in momentum. Inhomogeneous polynomial integrals of geodesic motion can be decomposed into their homogeneous parts and are associated with Killing tensors of various ranks.

Perhaps the best known example of a Killing tensor is the spacetime metric itself. The corresponding conserved quantity is the Hamiltonian for the relativistic particle and its value is proportional to the square of particle's mass. Familiar Killing vectors, associated with the explicit spacetime symmetry, are Killing tensors of rank 1. To distinguish from this case, we call the geometric structure of the spacetime encoded in Killing tensors of rank 2 and higher a *hidden symmetry*.

Complete integrability of geodesic motion {#Sec7}
-----------------------------------------

The existence of integrals of motion simplifies the study of dynamical systems. There exits a very special case, when the number of independent commuting integrals of motion of a dynamical system with *N* degrees of freedom, described by a 2*N*-dimensional phase space, is equal to *N*. Such a system is called *completely integrable* and its solution can be written in terms of integrals, a result known as the Liouville theorem (Liouville [@CR273]). Specifically, the equation of motion for a free relativistic particle in a *D*-dimensional spacetime can be explicitly solved if there exist *D* independent Killing vectors and Killing tensors, including the metric, which are 'in involution'.

### Remark {#FPar3}

For Killing tensor fields there exists an operation, a generalization of the Lie bracket, which allows one to construct from two Killing tensors a new one. This operation, called the Schouten--Nijenhuis commutator, will be defined in Sect. [2.1](#Sec11){ref-type="sec"}. 'In involution' then means that the Schouten--Nijenhuis commutator of the corresponding tensor fields mutually vanishes. On the level of the phase-space observables this is equivalent to the statement that the corresponding conserved quantities mutually Poisson-commute. $\documentclass[12pt]{minimal}
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Consider, for example, a five-dimensional Myers--Perry metric with two independent rotation parameters. This metric has three Killing vectors: one generates translations in time, and the other two correspond to rotations in the two independent 2-planes of rotation. Together with the normalization of the 5-velocity this gives 4 integrals of geodesic motion. For complete integrability, an additional integral corresponding to a Killing tensor is needed. This tensor can be found by Carter's method, that is by separating the variables in the Hamilton--Jacobi equation written in the standard Boyer--Lindquist coordinates (Frolov and Stojković [@CR150], [@CR151]), making the geodesic motion completely integrable in this case. Interestingly, in more than five dimensions and for general multiply-spinning black holes the Boyer--Lindquist type coordinates are not 'nice' anymore and Carter's method no longer works. This mislead people to believe that the geodesic motion in these spacetimes is no longer integrable and black holes of smaller generality were studied.

Principal tensor and its Killing tower {#Sec8}
--------------------------------------

It turns out that the restriction on rotation parameters is not necessary and even for the most general multiply-spinning Kerr--NUT--(A)dS black holes one can find special coordinates in which the Hamilton--Jacobi equation separates, proving the geodesic motion completely integrable. A breakthrough in solving this problem occurred in 2007, when it was demonstrated that the Myers--Perry metric as well as the most general Kerr--NUT--(A)dS spacetime in any number of dimensions both admit a *non-degenerate closed conformal Killing--Yano 2-form* (Frolov and Kubizňák [@CR146]; Kubizňák and Frolov [@CR257]). The claim is that the very existence of this single object implies complete integrability of geodesic motion in all dimensions. Let us explain why this is the case.

Starting with the four-dimensional Kerr metric, we already know that the integrability is guaranteed by the existence of a Killing tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}=*{\varvec{f}}$$\end{document}$ is again a 2-form which obeys the following equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{c}h_{ab}=g_{ca}\xi _b -g_{cb}\xi _a,\qquad \xi _a=\frac{1}{D-1}\nabla _{b}h^b{}_a. \end{aligned}$$\end{document}$$The object that satisfies such an equation is called a closed conformal Killing--Yano 2-form. Closed conformal Killing--Yano tensors of higher ranks obey a similar type of equation and they are Hodge dual to Killing--Yano tensors. A remarkable property of closed conformal Killing--Yano tensors is that their wedge product is again a closed conformal Killing--Yano tensor (Krtouš et al. [@CR248]; Frolov [@CR143]; Frolov and Kubizňák [@CR147]). In particular, given a single closed conformal Killing--Yano 2-form in (2$\documentclass[12pt]{minimal}
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                \begin{document}$$n+\varepsilon $$\end{document}$) dimensions, one can construct up to *n* non-trivial closed conformal Killing--Yano tensors of increasing rank by taking its wedge powers.

In four dimensions this does not help much. Already at the first step of this procedure, one obtains a 4-form that is proportional to the totally antisymmetric tensor. In higher dimensions, however, the story is quite different: there is enough room to 'accommodate' non-trivial higher-rank closed conformal Killing--Yano tensors. It is evident, that the smaller is the tensor-rank of the original form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ the larger number of its non-trivial higher-rank "successors" one can obtain. This makes the case of a 2-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ a special one. One can also assume that the matrix rank of this 2-form is the largest possible, that is, the 2-form is non-degenerate. In $\documentclass[12pt]{minimal}
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                \begin{document}$$(2n+\varepsilon )$$\end{document}$-dimensional spacetime the maximal matrix rank is 2*n*. By 'squaring' the Killing--Yano tensors obtained as Hodge duals of the so constructed 'successors' of $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$, one obtains the whole *Killing tower* of *n* independent Killing tensors (Krtouš et al. [@CR248]). Supplemented by the $\documentclass[12pt]{minimal}
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                \begin{document}$$(n+\varepsilon )$$\end{document}$ integrals of motion corresponding to explicit symmetries (as we shall see later such symmetries can also be generated from $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$), one obtains a set of $\documentclass[12pt]{minimal}
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                \begin{document}$$D=2n+\varepsilon $$\end{document}$ (generically independent) mutually Poisson commuting constants of geodesic motion, making such a motion completely integrable. In the following chapters we discuss these results in very details, and give the corresponding references.

Since the expression "non-degenerate closed conformal Killing--Yano 2-form" is quite long, and since this object is a 'main hero' of our review we shall simply call it a *principal tensor*. It happens that the existence of the principal tensor has consequences extending far beyond the above described property of complete integrability of geodesic motion. Being a maximal rank 2-form, the principal tensor can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{h}}=\sum _{\mu =1}^n x_{\mu }{\varvec{e}}^{\mu }\wedge \hat{{\varvec{e}}}^{\mu }, \end{aligned}$$\end{document}$$where 1-forms $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}^{\mu }$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{{\varvec{e}}}^{\mu }$$\end{document}$ form an orthonormal basis. Let us include in the definition of the principal tensor one additional requirement. Namely, that all the eigenvalues $\documentclass[12pt]{minimal}
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                \begin{document}$$x_{\mu }$$\end{document}$ are independent and different, and that this is valid not only at a point, but in some spacetime domain. In other words, $\documentclass[12pt]{minimal}
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                \begin{document}$$x_{\mu }$$\end{document}$ are functionally independent scalar functions in this domain and they can be used as coordinates. We shall demonstrate that the other $\documentclass[12pt]{minimal}
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                \begin{document}$$n+\varepsilon $$\end{document}$ coordinates $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\psi _k$$\end{document}$ can be chosen so that the Killing vectors, corresponding to explicit symmetries, take the form $\documentclass[12pt]{minimal}
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                \begin{document}$$\partial _{\psi _k}$$\end{document}$. The coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(x_\mu ,\psi _k)$$\end{document}$ are called the *canonical coordinates*.

Using canonical coordinates, internally connected with and determined by the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$, greatly simplifies the study of properties of a spacetime which admits such an object. Namely, we demonstrate that the corresponding spacetime necessarily possesses the following remarkable properties (Houri et al. [@CR195]; Krtouš et al. [@CR250]; Houri et al. [@CR197]): (i) When the Einstein equations are imposed one obtains the most general Kerr--NUT--(A)dS metric. (ii) The geodesic motion in such a space is completely integrable, and the Hamilton--Jacobi, Klein--Gordon, and Dirac equations allow for complete separation of variables. The separation of variables occurs in the canonical coordinates determined by the principal tensor.

'Hitchhikers guide' to the review {#Sec9}
---------------------------------

The review is organized as follows. In Chap. [2](#Sec10){ref-type="sec"} we introduce the Killing vectors, Killing tensors, and the family of Killing--Yano objects and discuss their basic properties. In particular, the principal tensor is defined and its most important properties are overviewed. Chapter [3](#Sec41){ref-type="sec"} contains a summary of the symmetry properties of the four-dimensional Kerr metric and its Kerr--NUT--(A)dS and Plebański--Demiański generalizations. We demonstrate how the explicit and hidden symmetries of the Kerr spacetime arise from the principal tensor. Chapter [4](#Sec74){ref-type="sec"} gives a comprehensive description of the higher-dimensional Kerr--NUT--(A)dS metrics. In Chap. [5](#Sec92){ref-type="sec"}, starting from the principal tensor which exists in a general higher-dimensional Kerr--NUT--(A)dS spacetime, we construct a tower of Killing and Killing--Yano objects, responsible for the explicit and hidden symmetries of this metric. In Chap. [6](#Sec105){ref-type="sec"} we discuss a free particle motion in the higher-dimensional Kerr--NUT--(A)dS spacetime and show how the existence of the principal tensor in these metrics leads to a complete integrability of geodesic equations. We also demonstrate the separability of the Hamilton--Jacobi, Klein--Gordon and Dirac equations in these spacetimes. Chapter [7](#Sec125){ref-type="sec"} contains additional material and discusses further possible generalizations of the theory of hidden symmetries presented in this review.

To help the reader with various concepts used in the review, we included some complementary material in appendices. Appendix [A](#Sec150){ref-type="sec"} summarizes our notation and conventions on exterior calculus; Appendix [B](#Sec153){ref-type="sec"} reviews the symplectic geometry, the concept of complete integrability, and the requirements for separability of the Hamilton--Jacobi equation. Appendix [F](#Sec192){ref-type="sec"} covers basic notions of a theory of spinors in a curved spacetime, discusses symmetry operators of the Dirac operator, as well as introduces Killing spinors and reviews their relationship to special Killing--Yano forms. Integrability conditions for the Killing--Yano objects are summarized in Appendix [C](#Sec172){ref-type="sec"}. Appendix [E](#Sec183){ref-type="sec"} discusses the Myers--Perry solutions in its original and Kerr--Schild forms and supplements thus material in Sect. [4.4](#Sec87){ref-type="sec"}. Finally, various identities and quantities related to the Kerr--NUT--(A)dS metric are displayed in Appendix [D](#Sec180){ref-type="sec"}.

Before we begin our exploration, let us mention several other review papers devoted to hidden symmetries and black holes that might be of interest to the reader (Frolov and Kubizňák [@CR147]; Kubizňák [@CR253], [@CR254]; Yasui and Houri [@CR394]; Cariglia et al. [@CR51]; Frolov [@CR144]; Cariglia [@CR46]; Chervonyi and Lunin [@CR73]).

Hidden symmetries and Killing objects {#Sec10}
=====================================

In this chapter we discuss Killing vectors and Killig tensors, which are responsible for explicit and hidden symmetries of spacetime. We also introduce the Killing--Yano tensors which are generators of hidden symmetries and discuss their basic properties. Named after Yano ([@CR391]), these new symmetries are in some sense 'more fundamental' than the Killing tensors. A special attention is devoted to a subclass of closed conformal Killing--Yano tensors and in particular to the *principal tensor* which plays a central role for the theory of higher-dimensional black holes.

Particle in a curved spacetime {#Sec11}
------------------------------

Geometrical properties of a curved spacetime and its various symmetries can be studied through investigation of geodesic motion. For this reason we start with a short overview of the description of relativistic particle in a curved spacetime, formulated both from a spacetime perspective and in terms of the phase space language.

### Phase space description {#Sec12}

Let us consider a *D*-dimensional spacetime (*configuration space*) *M* and a point-like particle moving in it. In the Hamilton approach the motion is described by a trajectory in the 2*D*-dimensional *phase space*. A point in the phase space represents a position *x* and a momentum $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{p}}$$\end{document}$ of the system. The momenta $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{p}}$$\end{document}$ are naturally represented as covectors (1-forms) on the configuration space, the phase space $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varGamma }$$\end{document}$ thus corresponds to a cotangent bundle over the configuration space.

The cotangent bundle has a natural symplectic structure $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\varOmega }}}$$\end{document}$. Namely, let $\documentclass[12pt]{minimal}
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                \begin{document}$$x^a$$\end{document}$ be coordinates on the configuration space *M*, then the components $\documentclass[12pt]{minimal}
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                \begin{document}$$p_a$$\end{document}$ of the momentum $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{p}}=p_a {{\varvec{d}}}x^a$$\end{document}$ with respect to the co-frame $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{d}}}x^a$$\end{document}$ serve as remaining coordinates on the phase space, $\documentclass[12pt]{minimal}
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                \begin{document}$$(x^a,p_a)$$\end{document}$. The natural symplectic structure takes the form[1](#Fn1){ref-type="fn"}:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{\varOmega }} = {{\varvec{d}}}x^a \wedge {{\varvec{d}}}p_a, \end{aligned}$$\end{document}$$so $\documentclass[12pt]{minimal}
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                \begin{document}$$(x^a,p_a)$$\end{document}$ are in fact *canonical coordinates* on the phase space. Although we used a particular choice of the spacetime coordinates, the symplectic structure $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\varOmega }}$$\end{document}$ is independent of such a choice.

Using the symplectic structure we can introduce the standard machinery of the symplectic geometry: we can define symplectic potential $\documentclass[12pt]{minimal}
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                \begin{document}$$\{\ ,\ \}$$\end{document}$, or the Hamiltonian vector field $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{X}}_{F}$$\end{document}$ associated with an observable *F*. The overview of the symplectic geometry and the convention used in this review can be found in Sect. [B.1](#Sec154){ref-type="sec"} of the appendix, cf. also standard books Arnol'd ([@CR19]), Goldstein et al. ([@CR174]).

### Nijenhuis--Schouten bracket {#Sec13}

An observable *A* is a function on the phase space. In what follows let us concentrate on observables that are *monomial* in momenta, also called the *tensorial powers* of momenta, that is observables of the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} A = a^{a_1\dots a_r}(x)\, p_{a_1}\dots p_{a_s}, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$a^{a_1\dots a_s} = a^{(a_1\dots a_s)}$$\end{document}$ are components of a symmetric tensor field of rank *s* on the configuration space.

It is straightforward to check that given two such observables *A* and *B*, of orders *r* and *s*, respectively, their Poisson bracket $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C=\{A,B\}$$\end{document}$ is again a tensorial power of order $\documentclass[12pt]{minimal}
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                \begin{document}$$r+s-1$$\end{document}$ with the tensorial coefficient $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{c}}$$\end{document}$. The Poisson brackets of monomial observables thus define an operation $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{c}}=[{\varvec{a}},{\varvec{b}}]_{\scriptscriptstyle \mathrm {NS}}$$\end{document}$ on symmetric tensor fields, called the *Nijenhuis--Schouten bracket*,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} C = \{A,B\} \quad \Leftrightarrow \quad {\varvec{c}} = [{\varvec{a}},{\varvec{b}}]_{\scriptscriptstyle \mathrm {NS}}. \end{aligned}$$\end{document}$$It is explicitly given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} c^{{a}_1\ldots {a}_{r-1}c{b}_1\ldots {b}_{s-1}}= r\,a^{e({a}_1\ldots {a}_{r-1}}\, \nabla _{e} b^{c{b}_1\ldots {b}_{s-1})} -s\,b^{e({b}_1\ldots {b}_{s-1}}\, \nabla _{e} a^{c{a}_1\ldots {a}_{r-1})}. \end{aligned}$$\end{document}$$If one of the tensors, say $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{a}}}$$\end{document}$, is of rank one, i.e., a vector field, the Nijenhuis--Schouten bracket reduces to the Lie derivative along $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{a}}}$$\end{document}$,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}{}[{\varvec{a}},{\varvec{k}}]_{\scriptscriptstyle \mathrm {NS}}= \pounds _{{\varvec{a}}}{\varvec{k}}. \end{aligned}$$\end{document}$$In particular, for two vectors it reduces to the Lie bracket,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}{}[{\varvec{a}},{\varvec{b}}]_{\scriptscriptstyle \mathrm {NS}}= [{\varvec{a}},{\varvec{b}}]. \end{aligned}$$\end{document}$$

### Time evolution and conserved quantities {#Sec14}

The time evolution in the phase space is determined by the Hamiltonian *H*. Namely, the time derivative of an observable *F* is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{F} = \{F,H\}. \end{aligned}$$\end{document}$$In particular, for canonical coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(x^a,p_a)$$\end{document}$ one gets the Hamilton canonical equations$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{x}^a = \frac{\partial H}{\partial p_a},\quad \dot{p}_a = - \frac{\partial H}{\partial x^a}, \end{aligned}$$\end{document}$$which fully determine dynamical trajectories in phase space.

An observable *K*, which remains constant along the dynamical trajectories, is called a *conserved quantity* or an *integral/constant of motion*. Thanks to ([2.7](#Equ9){ref-type=""}), it must commute with the Hamiltonian *H*,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{K,H\}=0. \end{aligned}$$\end{document}$$

### Relativistic particle and propagation of light {#Sec15}

The motion of a free relativistic particle in a curved spacetime is given by the following simple Hamiltonian:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H = \frac{1}{2} g^{ab} p_a p_b. \end{aligned}$$\end{document}$$The Hamilton canonical equations read$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{x}^a = g^{ab} p_b,\quad \dot{p}_a = - \frac{1}{2}\, g^{bc}{}_{,a}\, p_b p_c, \end{aligned}$$\end{document}$$and lead to the *geodesic equation* $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p^b\nabla _{b}p^a = 0, \end{aligned}$$\end{document}$$with the covariant derivative determined by the metric.

The value of the Hamiltonian ([2.10](#Equ12){ref-type=""}) remains constant, $\documentclass[12pt]{minimal}
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                \begin{document}$$H = - \frac{1}{2}m^2$$\end{document}$, and determines the mass *m* of the particle. It gives the normalization of the momenta as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} g^{ab} p_a p_b = - m^2. \end{aligned}$$\end{document}$$With this normalization, the affine time parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma $$\end{document}$ entering these equation is related to the proper time $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau $$\end{document}$ of the particle as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \tau = m \sigma . \end{aligned}$$\end{document}$$With minor modifications, the above formalism can also describe the propagation of light, understood as a motion of massless particles. The only difference is that one has to consider solutions for which the value of the Hamiltonian ([2.10](#Equ12){ref-type=""}) vanishes. Denoting by $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}}$$\end{document}$ the momentum in the massless case, we thus have$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} g^{ab}l_al_b=0. \end{aligned}$$\end{document}$$The corresponding Hamilton equations lead to the null geodesic equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} l^a\nabla _a l^b=0. \end{aligned}$$\end{document}$$

#### Remark {#FPar4}

The normalization ([2.13](#Equ15){ref-type=""}) fixes the norm of the momentum. The momentum thus has $\documentclass[12pt]{minimal}
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                \begin{document}$${D-1}$$\end{document}$ independent components. For a massive particle one can identify these with the spatial velocities, while the energy (the time component of the momentum) is computable from the normalization. In the massless case, one cannot chose an arbitrary magnitude of velocity, only a direction of the ray. At the same time, there exists an ambiguity in the choice of the affine parameter along the ray. Its rescaling results in the transformation $\documentclass[12pt]{minimal}
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                \begin{document}$$l^a \rightarrow \tilde{l}^a=\alpha l^a$$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha $$\end{document}$ is constant. Although two such null particles differ just by a scale of their momenta and they follow geometrically the same path in the spacetime, they correspond to two physically different photons: they differ by their energy, or, intuitively, by their 'color'. Instead of a freedom of choosing an arbitrary magnitude of velocity for massive particles, in the case of null particles we have thus a freedom choosing an arbitrary energy, i.e., an arbitrary 'color'. $\documentclass[12pt]{minimal}
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In the description of the relativistic particle above the configuration space is the whole *D*-dimensional spacetime, suggesting thus *D* degrees of freedom. However, the correct counting of the physical degrees of freedom is $\documentclass[12pt]{minimal}
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                \begin{document}$${D-1}$$\end{document}$. The difference is related to the existence of the constraint $\documentclass[12pt]{minimal}
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                \begin{document}$$H=\text {const}$$\end{document}$ and the remaining time-reparametrization freedom $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma \rightarrow \sigma +\text {const}$$\end{document}$. For more details on the time-reparametrization symmetry and related constraints see, e.g., Frolov and Zelnikov ([@CR152]), Sundermeyer ([@CR362]), Thirring ([@CR373]), Rohrlich ([@CR341]).

A charged relativistic particle under the influence of electromagnetic force can be described in a similar way, starting from the Hamiltonian$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H = \frac{1}{2}\, g^{ab}\, (p_a- q A_a) (p_b - q A_b). \end{aligned}$$\end{document}$$Combining the Hamilton canonical equations yields the equation of motion:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \dot{x}^b\nabla _{b}\dot{x}^a = q F^{a}{}_b\dot{x}^b, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${F_{ab}=A_{b,a}-A_{a,b}}$$\end{document}$ is the Maxwell's tensor.

Explicit and hidden symmetries {#Sec16}
------------------------------

If the spacetime has some symmetries they can be always 'lifted up' to the phase space symmetries. The corresponding integrals of motion are observables in the phase space which are linear in momenta. However, the contrary is not true: not every phase space symmetry can be easily reduced to the configuration space. Symmetries which have the direct counterpart on the configuration space will be called the *explicit symmetries*, those which cannot be reduced to the configuration space transformation are called the *hidden symmetries*.

### Killing vectors {#Sec17}

We start with the description of explicit continuous symmetries of the spacetime geometry. These are described by Killing vectors. A curved spacetime with metric $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{g}}$$\end{document}$ admits a *continuous symmetry* (*isometry*) if there exists its continuous transformation into itself preserving the metric. Simply speaking, any measurement of the local spacetime properties (such as curvature) gives the same result before and after the symmetry transformation. Such a transformation is generated by the corresponding *Killing vector* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\xi }}$$\end{document}$ and the isometry condition can be written in the following form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \pounds _{{\varvec{\xi }}}{\varvec{g}}=0, \end{aligned}$$\end{document}$$which is equivalent to the so called *Killing vector equation* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \nabla _{(a}\,\xi _{b)}=0. \end{aligned}$$\end{document}$$Two isometries can be composed together, giving again an isometry; the symmetries of the metric form a Lie group called the *isometry group*. Generators of the symmetries, the Killing vectors, form the corresponding Lie algebra, i.e., a linear space with antisymmetric operation given by the Lie bracket. Indeed, any linear (with constant coefficients) combination of Killing vectors is again a Killing vector, and for two Killing vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\zeta }}$$\end{document}$ their commutator $\documentclass[12pt]{minimal}
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                \begin{document}$$[{\varvec{\xi }},{\varvec{\zeta }}]$$\end{document}$ is also a Killing vector.

The dynamics of a free relativistic particle is completely determined by the spacetime geometry, cf. Hamiltonian ([2.10](#Equ12){ref-type=""}). According to Noether's theorem the continuous symmetry implies the existence of an integral of motion, which can be written in terms of the Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${I={\varvec{\xi }}\cdot {\varvec{p}}=\xi ^{a}p_a}$$\end{document}$. The corresponding Hamiltonian vector field reads$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{X}}_{I}=\xi ^a\,{{\varvec{\partial }}}_{x^a}-\xi ^b{}_{,a}p_b\,{{\varvec{\partial }}}_{p_a}. \end{aligned}$$\end{document}$$Upon a canonical projection to the spacetime manifold it reduces back to the Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\xi }}}$$\end{document}$:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \pi ^* {\varvec{X}}_{I} = \xi ^a\,{{\varvec{\partial }}}_{x^a} = {\varvec{\xi }}. \end{aligned}$$\end{document}$$When the canonical projection of a phase space symmetry to the spacetime reduces to a well defined spacetime transformation, which is a symmetry of the spacetime geometry, we say that the symmetry is *explicit*. Killing vectors thus generate explicit symmetries.

The well-definiteness of the projection requires that it is a quantity solely dependent on the spacetime variables, i.e., independent of the momentum. Clearly it means that the $\documentclass[12pt]{minimal}
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                \begin{document}$${{{\varvec{\partial }}}_{x^a}}$$\end{document}$-term in the Hamiltonian vector field $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{X}}_{I}}$$\end{document}$ must not depend on the momentum, which requires that the observable *I* is linear in momentum. The integrals of particle motion in curved space that correspond to *explicit* symmetries are thus *linear* in particle's momentum.

#### Remark {#FPar5}

The applicability of Killing vectors extends also to the infinite-dimensional dynamical systems, for example, those describing various fields. Namely, given a Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ and a conserved energy momentum tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$T^{ab}$$\end{document}$, we have the following *conserved current*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} J^a=T^{ab}\xi _b, \end{aligned}$$\end{document}$$which in its turn implies the existence of the corresponding conserved charge. Indeed, upon using the Killing equation ([2.20](#Equ22){ref-type=""}) and the fact that $\documentclass[12pt]{minimal}
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                \begin{document}$$T^{ab}$$\end{document}$ is symmetric, we have$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _aJ^a=\nabla _a(T^{ab}\xi _b)=\xi _b\nabla _aT^{ab}+T^{ab}\nabla _a\xi _b=T^{ab}\nabla _{(a}\xi _{b)}=0. \end{aligned}$$\end{document}$$ $\documentclass[12pt]{minimal}
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### Killing tensors {#Sec18}

Besides the conserved quantities which are linear in momentum, there might also exist more complicated conserved quantities that indicate the existence of deeper and less evident symmetries. For the motion of relativistic particles these hidden symmetries are encoded in Killing tensors. Namely, the Killing tensors are in one-to-one correspondence with the integrals of geodesic motion that are monomial in momenta.

Let us assume that the system has an integral of motion *K* of the monomial form ([2.2](#Equ4){ref-type=""}), $\documentclass[12pt]{minimal}
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                \begin{document}$$K=k^{{a}_1\ldots {a}_s}(x)\,p_{{a}_1}\ldots p_{{a}_s}$$\end{document}$, where the tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}$$\end{document}$ is completely symmetric, $\documentclass[12pt]{minimal}
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                \begin{document}$${k^{{a}_1\ldots {a}_s}=k^{({a}_1\ldots {a}_s)}}$$\end{document}$. Calculating the Poisson bracket$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left\{ K,H\right\} = \frac{\partial {K}}{\partial x^{{c}}} \frac{\partial {H}}{\partial p_{{c}}}- \frac{\partial {H}}{\partial x^{{c}}} \frac{\partial {K}}{\partial p_{{c}}}, \end{aligned}$$\end{document}$$with the Hamiltonian ([2.10](#Equ12){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left\{ K,H\right\} =k^{{a}_1\ldots {a}_s}{}_{,{c}}\,g^{ca}p_{{a}}p_{{a}_1}\ldots p_{{a}_s} -s\,\frac{1}{2} g^{{k}{l}}{}_{,{a_1}}\, k^{{a}_1\ldots {a}_s}p_{{a}_2}\ldots p_{{a}_{s}}p_{{k}}p_{{l}}. \end{aligned}$$\end{document}$$Introducing the covariant derivative $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{{\varvec{\nabla }}}}$$\end{document}$ corresponding to the metric $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{g}}$$\end{document}$, the last expression can be rewritten in a covariant form$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left\{ K,H\right\} =(\nabla ^{a_0}k^{{a}_1\ldots {a}_s})\, p_{{a}_0}p_{{a}_1}\ldots p_{{a}_s}. \end{aligned}$$\end{document}$$Requiring that *K* is the integral of motion, the condition $\documentclass[12pt]{minimal}
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                \begin{document}$$\left\{ K,H\right\} =0$$\end{document}$ must hold for an arbitrary choice of $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{{a}}$$\end{document}$, which gives that the tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}$$\end{document}$ has to obey$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla ^{(a_0}k^{{a}_1\ldots {a}_s)}=0. \end{aligned}$$\end{document}$$This relation is called the *Killing tensor equation* and the symmetric tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}$$\end{document}$ that solves it is a *Killing tensor* of rank *s* (Stackel [@CR358]). A (trivial) example of a Killing tensor, which is present in every spacetime, is the metric itself. The Killing tensor of rank $\documentclass[12pt]{minimal}
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                \begin{document}$${s=1}$$\end{document}$ reduces to the Killing vector discussed above.
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                \begin{document}$$\left\{ K,H\right\} =0$$\end{document}$ can be also written in terms of the Nijenhuis--Schouten bracket$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}{}[{\varvec{k}},{\varvec{g}}]_{\scriptscriptstyle \mathrm {NS}}= 0, \end{aligned}$$\end{document}$$which can be regarded as an alternative form of the Killing tensor equation.

The conserved quantity *K* corresponds to a symmetry of the phase space which is generated by the Hamiltonian vector field:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{X}}_{K}=s\, k^{ac_2\dots c_s}p_{c_2}\dots p_{c_s}\,{{\varvec{\partial }}}_{x^a}-k^{c_1\dots c_s}{}_{,a}\,p_{c_1}\dots p_{c_s}\,{{\varvec{\partial }}}_{p_a}. \end{aligned}$$\end{document}$$Its point-by-point projection into spacetime gives$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \pi ^*{\varvec{X}}_{K}=s\,k^{ac_2\dots c_s}p_{c_2}\dots p_{c_s}\,{{\varvec{\partial }}}_{x^a}, \end{aligned}$$\end{document}$$which for $\documentclass[12pt]{minimal}
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                \begin{document}$${s\ge 2}$$\end{document}$ explicitly depends on particle's momenta and cannot thus be regarded as a pure spacetime quantity. This means that the phase space symmetry generated by *K* does not have a simple description in the spacetime. We call such symmetries the *hidden symmetries*.

In other words, Killing tensors of order $\documentclass[12pt]{minimal}
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                \begin{document}$${s\ge 2}$$\end{document}$ represent symmetries that do not generate a spacetime diffeomorphism and in that sense they are not 'encoded' in the spacetime manifold. Their presence, however, can be 'discovered' by studying the particle dynamics in the spacetime. This is to be compared to the action of Killing vectors, $\documentclass[12pt]{minimal}
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                \begin{document}$$s=1$$\end{document}$, for which the projection defines a spacetime isometry and the symmetry is explicit, cf. ([2.22](#Equ24){ref-type=""}).

Given two constants of geodesic motion $\documentclass[12pt]{minimal}
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                \begin{document}$${K_{(2)}}$$\end{document}$ of the type ([2.2](#Equ4){ref-type=""}), their Poisson bracket $\documentclass[12pt]{minimal}
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                \begin{document}$${\{K_{(1)},K_{(2)}\}}$$\end{document}$ is also an integral of motion of the same type. This immediately implies that provided $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}_{(2)}$$\end{document}$ are two Killing tensors, so is their Nijenhuis--Schouten bracket $\documentclass[12pt]{minimal}
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                \begin{document}$$[{\varvec{k}}_{(1)},{\varvec{k}}_{(2)}]_{\scriptscriptstyle \mathrm {NS}}$$\end{document}$. Slightly more generally, an integral of motion that is polynomial in the momentum corresponds to an inhomogeneous Killing tensor, defined as a formal sum of Killing tensors of different ranks. Such objects together form the Lie algebra under the Nijenhuis--Schouten bracket.

Similarly, given two monomial integrals of geodesic motion $\documentclass[12pt]{minimal}
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                \begin{document}$$s_2$$\end{document}$, respectively, their product $\documentclass[12pt]{minimal}
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                \begin{document}$$K=K_{(1)}K_{(2)}$$\end{document}$ is also a monomial constant of geodesic motion of order $\documentclass[12pt]{minimal}
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                \begin{document}$$s=s_1+s_2$$\end{document}$. This means that *K* corresponds to a Killing tensor $\documentclass[12pt]{minimal}
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This hints on the following definition. A Killing tensor is called *reducible*, if it can be decomposed in terms of the symmetrized products of other Killing tensors and Killing vectors. Otherwise it is *irreducible*.

#### Remark {#FPar6}
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### Conformal Killing vectors and Killing tensors {#Sec19}

So far we have discussed monomial integrals of relativistic particle motion (of order *s* in momentum) and have shown that they correspond to Killing vectors ($\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0$$\end{document}$ we recover a Killing vector. Given a conformal Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$, we can construct the observable *I* conserved along null geodesics: $\documentclass[12pt]{minimal}
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#### Remark {#FPar7}

Similarly to Killing vectors, conformal Killing vectors provide conserved quantities for any matter and fields whose energy momentum tensors $\documentclass[12pt]{minimal}
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Considering next a monomial observable *K* of rank *s*, ([2.2](#Equ4){ref-type=""}), we find that it is an integral of null geodesic motion if the symmetric tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}$$\end{document}$ satisfies the *conformal Killing tensor equation* (Walker and Penrose [@CR384]; Hughston et al. [@CR206]):$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \nabla ^{(a_0}k^{{a}_1\dots {a}_s)}=g^{(a_0a_1}\alpha ^{a_2\dots a_s)}, \end{aligned}$$\end{document}$$with $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\alpha }}}$$\end{document}$ being some (symmetric) tensor of rank $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\alpha }}=0$$\end{document}$ we recover Killing tensors.

It is obvious that symmetries generated by conformal Killing tensors (for $\documentclass[12pt]{minimal}
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                \begin{document}$$s\ge 2$$\end{document}$) are again *hidden*. Moreover, by the same arguments as in the case of Killing tensors, it can be shown that the Nijenhuis--Schouten bracket of two conformal Killing tensors is again a conformal Killing tensor. Similarly, a symmetrized product of two conformal Killing tensors is again a conformal Killing tensor.

Separability structures {#Sec20}
-----------------------

The geodesic motion in any number of spacetime dimensions can be also studied using the Hamilton--Jacobi equation. This approach is reviewed in Sect. [B.3](#Sec166){ref-type="sec"} of the appendix. In this approach, the family of trajectories can be integrated as orbits of the momentum field, which is determined as the gradient of the *Hamilton's characteristic function* *S*. This function is the solution of the (time-independent) *Hamilton--Jacobi equation* $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H\Bigl ({q},\frac{\partial {S}}{\partial {q}}({q})\Bigr ) = E. \end{aligned}$$\end{document}$$The important case of interest is when this equation can be solved by a separation of variables. As explained in Appendix [B](#Sec153){ref-type="sec"}, this is closely related to the integrability of the given dynamical system. For a motion of free relativistic particle there exists a beautiful *intrinsic geometric characterization* for separability of the corresponding Hamilton--Jacobi equation. It is described by the theory of *separability structures* (Benenti and Francaviglia [@CR27], [@CR28]; Demianski and Francaviglia [@CR104]; Kalnins and Miller [@CR214]).

Separability structures are classes of separable charts for which the Hamilton--Jacobi equation allows an additive separation of variables. For each separability structure there exists such a family of separable coordinates which admits a maximal number of, let us say *r*, ignorable coordinates. Each system in this family is called a *normal separable system* of coordinates. We call the corresponding structure the *r*-separability structure. Its existence is governed by the following theorem:

### Theorem {#FPar8}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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It is evident, that the existence of a separability structure implies the complete integrability of geodesic motion. Indeed, the requirement of independence means that *r* linear in momenta constants of motion $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}_{(\alpha )}$$\end{document}$ are functionally independent. Moreover, equations ([2.36](#Equ38){ref-type=""}) and the discussion in the Appendix [B](#Sec153){ref-type="sec"} imply that all such constants are in involution, that is obey conditions ([B.19](#Equ680){ref-type=""}). Hence the geodesic motion is completely integrable.

Let us mention yet another theorem which relates the (additive) separability of the Hamilton--Jacobi equation with the (multiplicative) separability of the Klein--Gordon equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\Box = g^{ab}\nabla _{a}\nabla _{b}$$\end{document}$. Following Benenti and Francaviglia ([@CR27]) we have the following:

### Theorem {#FPar9}

The Klein--Gordon equation allows a multiplicative separation of variables if and only if the manifold possesses a separability structure in which the vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{m}}_{(\alpha )}$$\end{document}$ are eigenvectors of the Ricci tensor. In particular, if the manifold is an Einstein space, the Hamilton--Jacobi equation is separable if and only if the same holds for the wave equation.

The existence of a separable structure has strong consequences for the geometry: it restricts significantly a form of the metric in the normal separable coordinates. Namely, let $\documentclass[12pt]{minimal}
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                \begin{document}$$\psi _i$$\end{document}$ the ignorable coordinates associated with the Killing vectors $\documentclass[12pt]{minimal}
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                \begin{document}$$(D-r)\times (D-r)$$\end{document}$ *Stäckel matrix*, that is a non-degenerate matrix whose each $\documentclass[12pt]{minimal}
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We will see a particular realization of this structure in Chap. [5](#Sec92){ref-type="sec"} where we write down the metric consistent with a special example of separable structure, namely the off-shell Kerr--NUT--(A)dS metric. The separable structure of the Kerr--NUT--(A)dS spacetimes justifies the complete integrability of geodesic motion, as well as the fact that the Hamilton--Jacobi equation and the wave equations allow for a separation of variables, see Chap. [6](#Sec105){ref-type="sec"}.

Defining the Killing--Yano family {#Sec21}
---------------------------------

### Motivation: parallel transport {#Sec22}

In the previous section we have discussed observables $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{p}}}$$\end{document}$, which are conserved along geodesics. Namely, we have seen that the monomials in momenta, ([2.2](#Equ4){ref-type=""}), are in one-to-one correspondence with Killing tensors ([2.27](#Equ29){ref-type=""}). Interestingly, this construction can be generalized to tensorial quantities. Let us consider a rank-*s* tensorial quantity$$\documentclass[12pt]{minimal}
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### Decomposition of the covariant derivative {#Sec23}

One can arrive at the definition of the Killing--Yano tensor, ([2.42](#Equ44){ref-type=""}), also by studying a general decomposition of the covariant derivative of an antisymmetric form into its irreducible parts, e.g., Semmelmann ([@CR354]). Such a covariant derivative belongs to the space $\documentclass[12pt]{minimal}
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Using these projectors, the covariant derivative of an antisymmetric form $\documentclass[12pt]{minimal}
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#### Remark {#FPar10}

Note that we have defined here the twistor operator as an operator acting on the space of antisymmetric forms. Perhaps better known is the twistor operator defined on Dirac spinors which naturally complements the Dirac operator. Both twistor operators are closely related, but not identical. In particular, any *p*-form constructed from a twistor spinor (by sandwiching gamma matrices) belongs to the kernel of the above *p*-form twistor operator, see Appendix [F](#Sec192){ref-type="sec"}. $\documentclass[12pt]{minimal}
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Differential forms with vanishing exterior derivative are called *closed forms*, forms with vanishing divergence are called *divergence-free* or *co-closed*. Such forms play important role for example in the Hodge decomposition or in the de Rham cohomology. Here we are mostly interested in forms for which the twistor operator vanishes. These forms are called *conformal Killing--Yano forms* (Kashiwada [@CR222]; Tachibana [@CR364]), see also Benn et al. ([@CR33]), Benn and Charlton ([@CR30]), Kress ([@CR244]), Jezierski ([@CR212]), Cariglia ([@CR44]), or *twistor forms* e.g. Semmelmann ([@CR354]), Moroianu and Semmelmann ([@CR298]), Leitner ([@CR272]). They satisfy the condition$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{f}}}$$\end{document}$ is called a *Killing--Yano* form (Yano [@CR391]; Yano and Bochner [@CR392]) if its covariant derivative is just given by the antisymmetric part. It obeys the condition:$$\documentclass[12pt]{minimal}
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The form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{h}}}$$\end{document}$ is called a *closed conformal Killing--Yano* form (Krtouš et al. [@CR248]; Carter [@CR61]; Semmelmann [@CR354]; Moroianu and Semmelmann [@CR298]; Leitner [@CR272]) if its covariant derivative is given just by the divergence part. It obeys the following equation:$$\documentclass[12pt]{minimal}
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Finally, we could identify forms for which the covariant derivative is given by the twistor operator. Since for such objects both the exterior derivative and coderivative vanish, they are called *harmonic* forms. A special subcase of all types of forms introduced above are *covariantly constant* forms. All these definitions are summarized in the following table: Decomposition of the covariant derivative of a form $\documentclass[12pt]{minimal}
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### Alternative definitions {#Sec24}

The definition of conformal Killing--Yano forms ([2.50](#Equ52){ref-type=""}) can be reformulated in a slightly modified form:

#### Theorem {#FPar11}
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Indeed, by antisymmetrizing ([2.53](#Equ55){ref-type=""}) one obtains the first relation ([2.54](#Equ56){ref-type=""}). Similarly, contracting the first two indices in ([2.53](#Equ55){ref-type=""}) leads to the second relation ([2.54](#Equ56){ref-type=""}). Substituting these two relations back to ([2.53](#Equ55){ref-type=""}) one recovers the definition ([2.50](#Equ52){ref-type=""}).
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Alternatively, the symmetrization of ([2.53](#Equ55){ref-type=""}) in first two indices leads to$$\documentclass[12pt]{minimal}
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### Killing--Yano objects in a differential form notation {#Sec25}

Contracting ([2.53](#Equ55){ref-type=""}) with a vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{X}}}$$\end{document}$ we see that the *p*-form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\omega }}}$$\end{document}$ is a conformal Killing--Yano form if and only if its covariant derivative can be written as (see Appendix [A](#Sec150){ref-type="sec"} for notations on differential forms)$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {{\varvec{\nabla }}}_{\!{\varvec{X}}} {\varvec{\omega }} = {\varvec{X}}\cdot {\varvec{\kappa }} + {\varvec{X}}\wedge {\varvec{\xi }}, \end{aligned}$$\end{document}$$for 'some' $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(p+1)$$\end{document}$-form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\kappa }}$$\end{document}$ and 'some' $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(p-1)$$\end{document}$-form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\xi }}$$\end{document}$. These forms are then given by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{\kappa }}=\frac{1}{p+1}\,{{\varvec{\nabla }}}\wedge {\varvec{\omega }},\qquad {\varvec{\xi }}=\frac{1}{D-p+1}\,{{\varvec{\nabla }}}\cdot {\varvec{\omega }}, \end{aligned}$$\end{document}$$cf. ([2.54](#Equ56){ref-type=""}), giving the following explicit definition, see ([2.50](#Equ52){ref-type=""}):$$\documentclass[12pt]{minimal}
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Basic properties of conformal Killing--Yano forms {#Sec26}
-------------------------------------------------

### Conformal Killing--Yano forms {#Sec27}

The conformal Killing--Yano tensors have a nice behavior under the Hodge duality. Namely, using the relations ([A.8](#Equ653){ref-type=""}), ([A.10](#Equ655){ref-type=""}), it is easy to show that equation ([2.61](#Equ63){ref-type=""}) implies$$\documentclass[12pt]{minimal}
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The existence of conformal Killing--Yano tensors implies the existence of a conformal Killing tensor and hence also a conserved quantity for null geodesics. Namely, having two conformal Killing--Yano *p*-forms $\documentclass[12pt]{minimal}
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The conservation of ([2.68](#Equ70){ref-type=""}) along null geodesics is related to the conservation of another tensorial quantity$$\documentclass[12pt]{minimal}
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                \begin{document}$$k_{ab}$$\end{document}$ must be a conformal Killing tensor.

Contrary to conformal Killing tensors, conformal Killing--Yano tensors do not form in general a graded Lie algebra, though they do in constant curvature spacetimes (Kastor et al. [@CR225]). See Cariglia et al. ([@CR49]), Ertem and Acik ([@CR132]), Ertem ([@CR131]) for attempts to generalize this property using the suitably modified Schouten--Nijenhuis brackets.

#### Remark {#FPar12}

It is well known that skew-symmetric tensors form a (graded) Lie algebra with respect to the skew-symmetric Schouten--Nijenhuis (SSN) bracket (Schouten [@CR347], [@CR348]; Nijenhuis [@CR310]), defined as$$\documentclass[12pt]{minimal}
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Let us finally mention that conformal Killing--Yano tensors are closely related to twistor spinors, and play a crucial role for finding symmetries of the massless Dirac operator. At the same time the subfamilies of Killing--Yano and closed conformal Killing--Yano tensors are responsible for symmetries of the massive Dirac equation (Carter and McLenaghan [@CR63]; Benn and Charlton [@CR30]; Cariglia [@CR44]; Cariglia et al. [@CR49]), see the discussion in Sect. [6.4](#Sec113){ref-type="sec"} and Appendix [F](#Sec192){ref-type="sec"}.

### Killing--Yano forms {#Sec28}

An important property of Killing--Yano tensors is that they 'square' to Killing tensors. Namely, having two Killing--Yano *p*-forms $\documentclass[12pt]{minimal}
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It is obvious that this property can be immediately generalized to other cases. For example, let $\documentclass[12pt]{minimal}
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#### Remark {#FPar13}

Similar to Killing vectors, Killing--Yano tensors provide conserved charges for the fields. For simplicity, let us consider a Killing--Yano 2-form $\documentclass[12pt]{minimal}
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### Closed conformal Killing--Yano forms {#Sec29}

Closed conformal Killing--Yano tensors are conformal Killing--Yano tensors that are in addition closed with respect to the exterior derivative. This additional property implies the following two important results.

Consider a (non-null) geodesic with a momentum $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ be a rank-*s* closed conformal Killing--Yano tensor. It allows us to define a new *s*-form$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ is a closed conformal Killing--Yano form.

The second property of closed conformal Killing--Yano forms which plays a key role in the construction of hidden symmetries in higher-dimensional black hole spacetimes is the following statement (Krtouš et al. [@CR248]; Frolov [@CR143]):

#### Theorem {#FPar14}
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This property can be considered as an 'antisymmetric analogue' of the statement that a symmetrized product of (conformal) Killing tensors is again a (conformal) Killing tensor. In order to prove this theorem, we take the covariant derivative of $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{h}}}$$\end{document}$ also satisfies the condition ([2.63](#Equ65){ref-type=""}) for closed conformal Killing--Yano forms.

Integrability conditions and method of prolongation {#Sec30}
---------------------------------------------------

The conformal Killing--Yano equation ([2.61](#Equ63){ref-type=""}) represents an *over-determined system* of partial differential equations (Dunajski [@CR113]) and significantly restricts a class of geometries for which nontrivial solutions may exist. For this reason it is very useful to formulate and study integrability conditions for these objects. For example, it was shown in Mason and Taghavi-Chabert ([@CR289]) that the integrability condition for a non-degenerate conformal Killing--Yano 2-form implies that the spacetime is necessary of type D of higher-dimensional algebraic classification (Coley et al. [@CR89]; Milson et al. [@CR295]). We refer to Appendix [C](#Sec172){ref-type="sec"} for detailed derivation of integrability conditions for (closed conformal) Killing--Yano tensors.

Taking into account that (closed conformal) Killing--Yano conditions impose severe restrictions on the spacetime geometry, it is natural to ask the following questions: (i) What is the maximum possible number of independent Killing--Yano symmetries that may in principle exist? (ii) Given a spacetime, is there an algorithmic procedure to determine how many Killing--Yano symmetries are present? Fortunately, the answers to both of these questions are known. Given a geometry, there is an effective method, called the *method of prolongation*, that provides an algorithmic tool for determining how many at most solutions of an over-determined system of Killing--Yano equations may exist (Houri and Yasui [@CR194]). See also Houri et al. ([@CR203]) for a recent study of the prolongation of the Killing tensor equation.

### Prolongation of the Killing vector equation {#Sec31}

Let us first consider the case of Killing vectors. For a Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}\nabla _{\!b}\,\xi _c = -R_{bca}{}^e \xi _e, \end{aligned}$$\end{document}$$see ([C.15](#Equ724){ref-type=""}) for a more general formula and its proof. We can thus rewrite the Killing equation ([2.20](#Equ22){ref-type=""}) and its integrability condition as a system of first-order partial differential equations for the 1-form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} N_{{\scriptscriptstyle \mathrm {KV}}}(D) =D+\frac{1}{2}D(D-1)=\frac{1}{2}D(D+1). \end{aligned}$$\end{document}$$As can be expected, the maximum number of Killing vectors exists in maximally symmetric spacetimes, see below.

Let us now explain the algorithm for finding the number of independent Killing vectors in a given spacetime. In the first step we take a derivative of the second equation ([2.90](#Equ92){ref-type=""}), employ the Ricci identity and the first equation ([2.90](#Equ92){ref-type=""}), to obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$L_{ab}$$\end{document}$ at any point. Although some of these equations may be trivially satisfied, some will reduce the number of possible independent Killing vector solutions. In the second step we differentiate this equation further, and employing the Ricci identity and equations ([2.90](#Equ92){ref-type=""}) again, obtain another set of algebraic equations, and so on. After a finite number of steps the algorithm terminates. This procedure determines the actual number of Killing vectors in our spacetime.

### Maximum number of (closed conformal) Killing--Yano forms {#Sec32}

The method of prolongation has been readily extended to (closed conformal) Killing--Yano tensors, in which case one can use an elegant description in terms of the so called Killing connection. We refer to the work by Houri and Yasui ([@CR194]) for details and state only the formulae for the maximum number of (closed conformal) Killing--Yano tensors, e.g. Kastor and Traschen ([@CR223]).

Using the Killing--Yano equation ([2.55](#Equ57){ref-type=""}) for a Killing--Yano *p*-form $\documentclass[12pt]{minimal}
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We refer the reader to a recent paper by Batista ([@CR26]), where the integrability conditions are studied for a general conformal Killing--Yano tensor and to Appendix [C](#Sec172){ref-type="sec"} for the overview and derivations of the integrability conditions for Killing--Yano and closed conformal Killing--Yano forms.

Killing--Yano tensors in maximally symmetric spaces {#Sec33}
---------------------------------------------------

The maximally symmetric spaces possess the maximum number of Killing--Yano and closed conformal Killing--Yano tensors. Their special properties have been studied in Batista ([@CR26]). In what follows let us write explicitly a basis for these tensors in the simple case of a *D*-dimensional flat space, using the Cartesian coordinates.
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A basis in the space of closed conformal Killing--Yano *p*-forms can be constructed as the Hodge dual of the basis in the space of Killing--Yano $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{h}}^{\mathcal {A}}={{\varvec{d}}}{\varvec{\hat{f}}}{}^{\mathcal {A}}. \end{aligned}$$\end{document}$$Hence, in flat space, the rotational Killing--Yano forms are potentials for the translational closed conformal Killing--Yano forms.

Similarly, we can define the *rotational closed conformal Killing--Yano* *p*-forms as Hodge duals of the rotational Killing--Yano $\documentclass[12pt]{minimal}
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Principal tensor {#Sec34}
----------------

There exists a very deep geometrical reason why the properties of higher-dimensional rotating black holes are very similar to the properties of their four-dimensional 'cousins'. In both cases, the spacetimes admit a special geometric object which we call the *principal tensor*. As we shall see, this tensor generates a complete set of explicit and hidden symmetries and uniquely determines the geometry, given by the off-shell Kerr--NUT--(A)dS metric. The purpose of this section is to introduce the principal tensor, a 'superhero' of higher-dimensional black hole physics, and discuss its basic properties.

### Definition {#Sec35}
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### Darboux and null frames {#Sec36}

In order to explain the imposed condition of non-degeneracy in more details and to exploit the algebraic structure of the principal tensor we shall now introduce the *Darboux frame*. Consider a $\documentclass[12pt]{minimal}
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The condition that the principal tensor is non-degenerate requires that there are exactly $\documentclass[12pt]{minimal}
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                \begin{document}$${{{n}}}$$\end{document}$ functionally independent (non-constant and with linearly independent gradients) functions.

The Darboux frame is closely related to eigenvectors of the principal tensor. Let us denote by $\documentclass[12pt]{minimal}
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                \begin{document}$$({{{}^{\sharp \!}{h}}})^a{}_b=g^{ac}h_{cb}$$\end{document}$. This is a real linear operator on the tangent space which is antisymmetric with respect to the transposition given by the metric. As such, it has complex eigenvectors coming in complex conjugate pairs $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {{}^{\sharp \!}{\varvec{h}}}\cdot {\varvec{m}}_\mu = -i x_\mu \, {\varvec{m}}_\mu ,\quad {{}^{\sharp \!}{\varvec{h}}}\cdot \bar{{\varvec{m}}}_\mu = i x_\mu \, \bar{{\varvec{m}}}_\mu , \end{aligned}$$\end{document}$$and a subspace of real eigenvectors with the vanishing eigenvalue. The maximal possible rank guarantees that in even dimensions there is no eigenvector with the vanishing eigenvalue and in odd dimensions there is exactly one eigenvector $\documentclass[12pt]{minimal}
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                \begin{document}$${{\hat{{\varvec{e}}}_{0}}}$$\end{document}$ in odd dimensions, form an orthonormal basis and satisfy$$\documentclass[12pt]{minimal}
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                \begin{document}$${({{\varvec{e}}^{\mu }},\,{\hat{{\varvec{e}}}^{\mu }},\,{\hat{{\varvec{e}}}^{0}})}$$\end{document}$ is exactly the Darboux frame in which the principal tensor takes the form ([2.110](#Equ112){ref-type=""}). At the same time, the null-orthonormality conditions ([2.114](#Equ116){ref-type=""}) for the basis eigenvectors $\documentclass[12pt]{minimal}
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                \begin{document}$$({{\varvec{e}}^{\mu }}, {\hat{{\varvec{e}}}^{\mu }},{\hat{{\varvec{e}}}^{0}})$$\end{document}$.

The Darboux basis can also be understood in terms of the eigenvectors of tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{Q}}}$$\end{document}$ is a conformal Killing tensor. Since it can clearly be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{Q}} = \sum _\mu x_\mu ^2 \bigl ( {{\varvec{e}}^{\mu }}{{\varvec{e}}^{\mu }} + {\hat{{\varvec{e}}}^{\mu }}{\hat{{\varvec{e}}}^{\mu }}\bigr ), \end{aligned}$$\end{document}$$one gets the following eigenvector equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{Q}}\cdot {{\varvec{e}}_{\mu }}= x_\mu ^2\,{{\varvec{e}}_{\mu }},\quad {\varvec{Q}}\cdot {\hat{{\varvec{e}}}_{\mu }}= x_\mu ^2\,{\hat{{\varvec{e}}}_{\mu }},\quad {\varvec{Q}}\cdot {\hat{{\varvec{e}}}_{0}}= 0. \end{aligned}$$\end{document}$$To summarize, the 2-form algebraic structure of the principal tensor splits the tangent space into orthogonal 2-planes, each of which is spanned on the pair of vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${({{\varvec{e}}_{\mu }},\,{\hat{{\varvec{e}}}_{\mu }})}$$\end{document}$, in odd dimensions supplemented by an additional one-dimensional subspace spanned on $\documentclass[12pt]{minimal}
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### Metric signature {#Sec37}

All the formulae so far were adjusted to the Euclidean signature. For other signatures of the metric, most of the formulae can be written in the same way, only the reality of various quantities is different. In particular, for the Lorentzian signature one of the 1-forms in the Darboux frame is imaginary and two of the null eigenvectors are real (and not complex conjugate anymore). One can also perform a suitable 'Wick rotation' and define real and properly normalized canonical frames. This will be done, for example, in the next chapter when discussing the canonical Darboux basis for the Kerr spacetime in four dimensions. In higher dimension, on other hand, we will use mostly the formal Euclidean definitions even in the case of Lorentzian signature (Chap. [5](#Sec92){ref-type="sec"}) and we will perform the Wick rotation only for the coordinate form of the metric, see Sect. [4.4](#Sec87){ref-type="sec"}.

However, the non-Euclidean signatures allow also other possibilities. The Darboux frame can take an exceptional 'null form' when some of the vectors in ([2.110](#Equ112){ref-type=""}) are null, cf. Milson ([@CR294]). It can also happen that some of the eigenvalues $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{d}}}x_\mu $$\end{document}$ which complicates the choice of the special Darboux frame discussed below, see ([2.122](#Equ124){ref-type=""}). We do not consider such exceptional cases in our review. We assume that the principal tensor allows the choice of the Darboux frame in the form ([2.122](#Equ124){ref-type=""}) and that eigenvalues $\documentclass[12pt]{minimal}
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                \begin{document}$$x_\mu $$\end{document}$ are not globally null (although they can become null on special surfaces as, for example, at the horizon). A study and the classification of the exceptional null cases is an interesting open problem.

### Special Darboux frame {#Sec38}

In order to write down the Darboux frame above, we just exploited the algebraic properties of the principal tensor: that it is a maximally non-degenerate 2-form in the space with metric. Such a frame is not fixed uniquely. We still have a freedom which allows us to independently rotate each 2-plane spanned on $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned} {{\varvec{e}}_{\mu }}&\rightarrow \cos \alpha \,{{\varvec{e}}_{\mu }}- \sin \alpha \,{\hat{{\varvec{e}}}_{\mu }},\quad&{\varvec{m}}_\mu&\rightarrow \exp (-i\alpha )\,{\varvec{m}}_\mu ,\\ {\hat{{\varvec{e}}}_{\mu }}&\rightarrow \sin \alpha \,{{\varvec{e}}_{\mu }}+ \cos \alpha \,{\hat{{\varvec{e}}}_{\mu }},\quad&\bar{{\varvec{m}}}_\mu&\rightarrow \;\;\,\exp (i\alpha )\,\bar{{\varvec{m}}}_\mu .\\ \end{aligned} \end{aligned}$$\end{document}$$This freedom allows one to further simplify the key objects related to the principal tensor, for example, to obtain a nice expression ([2.131](#Equ133){ref-type=""}) below for the 1-form $\documentclass[12pt]{minimal}
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Namely, by using the property that the principal tensor is a closed conformal Killing--Yano form, one can require Krtouš et al. ([@CR250]) that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\hat{{\varvec{e}}}_{\mu }}\cdot {{\varvec{d}}}x_\nu = 0 \end{aligned}$$\end{document}$$for any $\documentclass[12pt]{minimal}
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                \begin{document}$${\nu }$$\end{document}$. Moreover, with this condition the dual frame 1-forms $\documentclass[12pt]{minimal}
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                \begin{document}$${Q_\mu =g^{\mu \mu }}$$\end{document}$. We call such a frame the *special Darboux basis*. We will see that the special Darboux frame is used when the metric is specified, see Chap. [3](#Sec41){ref-type="sec"} for the case of four dimensions and Chap. [4](#Sec74){ref-type="sec"} for a general higher-dimensional case.

To justify that conditions ([2.122](#Equ124){ref-type=""}) and ([2.123](#Equ125){ref-type=""}) can be enforced, we take the covariant derivative of the eigenvector equation ([2.112](#Equ114){ref-type=""}) along the direction $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{m}}_\nu }$$\end{document}$. After employing the closed conformal Killing--Yano condition ([2.107](#Equ109){ref-type=""}), one obtains$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} ({{}^{\sharp \!}{\varvec{h}}}+ix_\mu {\varvec{I}})\cdot {{\varvec{\nabla }}}_{{\varvec{m}}_\nu }{\varvec{m}}_\mu + ({\varvec{m}}_\mu \cdot {\varvec{\xi }}){\varvec{m}}_\nu + i ({\varvec{m}}_\nu \cdot {{\varvec{d}}}x_\mu ){\varvec{m}}_\mu =0. \end{aligned}$$\end{document}$$Taking component in $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{m}}_\mu }$$\end{document}$ direction and using the eigenvector condition ([2.112](#Equ114){ref-type=""}) again, one finds$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{m}}_\nu \cdot {{\varvec{d}}}x_\mu =0\qquad \text {for }\,{\mu \ne \nu }, \end{aligned}$$\end{document}$$and$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{m}}_\mu \cdot {{\varvec{d}}}x_\mu = i{\varvec{m}}_\mu \cdot {\varvec{\xi }} \end{aligned}$$\end{document}$$when $\documentclass[12pt]{minimal}
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                \begin{document}$${\mu =\nu }$$\end{document}$. In odd dimensions, by a similar argument, one gets also$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\hat{{\varvec{e}}}_{0}}\cdot {{\varvec{d}}}x_\mu =0. \end{aligned}$$\end{document}$$With the help of ([2.117](#Equ119){ref-type=""}), ([2.125](#Equ127){ref-type=""}), and ([2.127](#Equ129){ref-type=""}), the function $\documentclass[12pt]{minimal}
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                \begin{document}$${Q_\mu \equiv g^{\mu \mu }}={{\varvec{d}}}x_\mu \cdot {\varvec{g}}^{-1}\cdot {{\varvec{d}}}x_\mu $$\end{document}$ can be written as $\documentclass[12pt]{minimal}
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                \begin{document}$${Q_\mu = 2 \left| {\varvec{m}}_\mu \cdot {{\varvec{d}}}x_\mu \right| ^2}$$\end{document}$. It means that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{m}}_\mu \cdot {{\varvec{d}}}x_\mu = \frac{i}{\sqrt{2}}\sqrt{Q_\mu } \exp (i\alpha ) \end{aligned}$$\end{document}$$for some phase $\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha }$$\end{document}$. Now we can take an advantage of the freedom ([2.121](#Equ123){ref-type=""}) and fix the phase so that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{m}}_\mu \cdot {{\varvec{d}}}x_\mu = \frac{i}{\sqrt{2}}\sqrt{Q_\mu }. \end{aligned}$$\end{document}$$Relations ([2.115](#Equ117){ref-type=""}) then immediately imply$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {{\varvec{e}}_{\mu }}\cdot {{\varvec{d}}}x_\mu = \sqrt{Q_\mu },\quad {{\varvec{e}}_{\nu }}\cdot {{\varvec{d}}}x_\mu = 0\quad \text {for }\,{\nu \ne \mu },\quad {\hat{{\varvec{e}}}_{\kappa }}\cdot {{\varvec{d}}}x_\mu = 0,\quad {\hat{{\varvec{e}}}_{0}}\cdot {{\varvec{d}}}x_\mu = 0,\quad \end{aligned}$$\end{document}$$which proves all the assertions given above.

As a bonus, the equation ([2.126](#Equ128){ref-type=""}) now yields$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{\xi }} = \sum _\mu \sqrt{Q_\mu }\,{\hat{{\varvec{e}}}_{\mu }}+ \sqrt{Q_0}\,{\hat{{\varvec{e}}}_{0}}, \end{aligned}$$\end{document}$$with yet unspecified function $\documentclass[12pt]{minimal}
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                \begin{document}$${Q_0}$$\end{document}$. Upon contracting with the principal tensor ([2.110](#Equ112){ref-type=""}) and using ([2.123](#Equ125){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{\xi }}\cdot {\varvec{h}} = - \sum _\mu x_\mu \sqrt{Q_\mu }\,{{\varvec{e}}^{\mu }}=-{{\varvec{d}}}\Bigl (\frac{1}{2}\sum _\mu \, x_\mu ^2\Bigr ). \end{aligned}$$\end{document}$$Employing further the Cartan identity and the closeness of $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \pounds _{{\varvec{\xi }}}{\varvec{h}} = {\varvec{\xi }}\cdot {{\varvec{d}}}{\varvec{h}}+{{\varvec{d}}}({\varvec{\xi }}\cdot {\varvec{h}}) =0. \end{aligned}$$\end{document}$$Note that although we used the special Darboux frame to prove this relation, it is of course valid universally: the principal tensor is conserved along the flow generated by $\documentclass[12pt]{minimal}
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Importantly, by further studying the integrability conditions for the principal tensor, it can be shown that Krtouš et al. ([@CR250]), Houri et al. ([@CR198]), Yasui and Houri ([@CR394]), Krtouš ([@CR245])$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ is thus a Killing vector which we call the *primary Killing vector*.

The two properties ([2.133](#Equ135){ref-type=""}) and ([2.134](#Equ136){ref-type=""}) play a crucial role in the construction of the canonical metric admitting the principal tensor, see the discussion in Chap. [5](#Sec92){ref-type="sec"} and original papers Houri et al. ([@CR195]), Krtouš et al. ([@CR250]), Houri et al. ([@CR198]).

### Killing tower {#Sec39}

The special Darboux frame is only the first consequence of the existence of the principal tensor. One of the keystone properties of the principal tensor is that it can be used to generate a rich symmetry structure which we call the *Killing tower*. It is a sequence of various symmetry objects which, in turn, guarantee many important properties of the physical systems in spacetimes with the principal tensor. Here we only shortly sketch how the Killing tower is build to get an impression of this symmetry structure. We return to the Killing tower in Chap. [5](#Sec92){ref-type="sec"}, where we explore its definitions and properties in much more detail, and in Chap. [6](#Sec105){ref-type="sec"}, where we review its main physical consequences.
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#### Remark {#FPar15}
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The objects in the Killing tower encode symmetry properties of the geometry. Killing vectors characterize its explicit symmetries, while Killing tensors describe the hidden symmetries. Together they generate a sufficient set of conserved quantities for a free particle motion, yielding such a motion completely integrable. They also define symmetry operators for the wave operator. The objects in the Killing--Yano tower enable one to separate the Dirac equation. We will discuss all these consequences in Chap. [6](#Sec105){ref-type="sec"}.

### Geometry admitting the principal tensor {#Sec40}

As can be expected, the existence of the principal tensor imposes very restrictive conditions on the geometry. In fact, it determines the geometry: *the most general geometry consistent with the existence of the principal tensor is the off-shell Kerr--NUT--(A)dS geometry.* This geometry is the main object of our study in the following sections. Since it contains, as a special subcase, the metric for a general multiply-spinning black hole, it represents a generalization of the Kerr solution to an arbitrary dimension. For this reason, we start in the next section with a review of the properties of the four-dimensional Kerr solution.

In Chap. [4](#Sec74){ref-type="sec"} we introduce the general higher dimensional off-shell Kerr--NUT--(A)dS geometry. We define canonical coordinates in which the metric acquires a manageable form. With this machinery we shall return back to the discussion of the principal tensor in Chap. [5](#Sec92){ref-type="sec"}.

The Killing tower can be build directly from the principal tensor, without referring to a particular form of the metric. This construction, sketched above, is discussed in detail in Chap. [5](#Sec92){ref-type="sec"}. However, it is also useful to present these objects in an explicit coordinate form. This is the reason why we are postponing the further discussion of the Killing tower till Chap. [5](#Sec92){ref-type="sec"}, only after we introduce the metric itself. Since the metric is determined by the existence of the principal tensor, the utilization of the metric in the discussion of the principal tensor does not mean a loss of generality.

Kerr metric and its hidden symmetries {#Sec41}
=====================================

The main goal of this review is to describe properties of Kerr--NUT--(A)dS family of higher-dimensional black holes related to hidden symmetries. As we shall see many of these properties are similar to those of the Kerr metric. A deep reason for this is the existence of the principal tensor. In order to prepare a reader for 'a travel' to higher dimensions, where all the formulas and relations look more complicated and the calculations are more technically involved, we summarize the results concerning the properties of the Kerr metric and its four-dimensional generalization described by the Kerr--NUT--(A)dS spacetime in this chapter. We also briefly discuss a related family of Plebański--Demiański spacetimes which share with the Kerr metric some of its hidden symmetries.

Kerr metric {#Sec42}
-----------

The *Kerr metric* describes a rotating black hole. Found by Kerr ([@CR228]), it is the most general stationary vacuum solution of Einstein's equations in an asymptotically flat spacetime with a regular event horizon. The general properties of the Kerr metric are well known and can be found in many textbooks, see, e.g., Misner et al. ([@CR296]), Hawking and Ellis ([@CR188]), Wald ([@CR383]), Chandrasekhar ([@CR67]), Frolov and Novikov ([@CR148]), Frolov and Zelnikov ([@CR152]). In this section, we discuss the Kerr solution from a perspective of its *hidden symmetries*. As we shall demonstrate later, many of the remarkable properties of the Kerr geometry, that stem from these symmetries, are naturally generalized to black holes of higher-dimensional gravity.
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Carter's canonical metric {#Sec43}
-------------------------

The Boyer--Lindquist coordinates naturally generalize the Schwarzschild coordinates to the case of a rotating black hole. We now present yet another form of the Kerr metric in which its hidden symmetry is more evident. Let us perform the following coordinate transformation:$$\documentclass[12pt]{minimal}
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### Off-shell canonical metric {#Sec44}

In the new form of the metric ([3.7](#Equ149){ref-type=""}) the parameters of the solution, mass *M* and rotation parameter *a*, enter only through functions $\documentclass[12pt]{minimal}
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It turns out that many calculations and results become more transparent and simpler when performed without specifying a concrete form of functions $\documentclass[12pt]{minimal}
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### Going on-shell: Kerr--NUT--(A)dS metric {#Sec45}

If one requires that the off-shell metric satisfies the Einstein equations, the functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\varDelta _y(y)$$\end{document}$ an *on-shell metric*.

For example, the on-shell metric with functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varDelta _r(r)$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\varDelta _y$$\end{document}$. Such a generalization of the Kerr metric is known as the *Kerr--NUT solution*, and the parameter *N* is called the NUT (Newmann--Tamburino--Unti) parameter (Newman et al. [@CR307]).

#### Remark {#FPar16}

There are many publications which discuss the physical meaning and interpretation of the NUT parameter. In the presence of NUT parameters the spacetime is not regular and possesses a bad causal behavior, see, e.g., Griffiths et al. ([@CR182]), Griffiths and Podolský ([@CR178]), Griffiths and Podolský ([@CR179]), Griffiths and Podolský ([@CR180]), see also Clément et al. ([@CR86]) for more recent developments. $\documentclass[12pt]{minimal}
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As we shall now demonstrate, the form ([3.9](#Equ151){ref-type=""}) of the metric is very convenient for generalizing the Kerr--NUT geometry to the case of a non-vanishing cosmological constant: the functions $\documentclass[12pt]{minimal}
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                \begin{document}$$N=0$$\end{document}$ this metric coincides with the Kerr metric, *M* and *a* being the mass and the rotation parameter, respectively. In addition to these two parameters, a general solution ([3.17](#Equ159){ref-type=""}) contains the cosmological constant $\documentclass[12pt]{minimal}
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                \begin{document}$$\varLambda =0$$\end{document}$) spacetime. A similar solution containing the NUT parameter *N* is known as the *Kerr--NUT--(A)dS metric*.

#### Remark {#FPar17}

The general form of the Kerr--NUT--(A)dS metric in four dimensions was first obtained by Carter ([@CR58]), and independently re-discovered by Frolov ([@CR140]) by using the Boyer--Lindquist-type coordinates. The charged generalization of the Kerr--NUT--(A)dS metric, which still takes the canonical form ([3.9](#Equ151){ref-type=""}), was studied in Carter ([@CR59]), Plebański ([@CR330]). In 1976 Plebanski and Demianski considered a metric that is conformal to the Kerr--NUT--(A)dS one and demonstrated that such a class of metrics includes also the accelerating solutions, known as the *C*-metrics (Plebański and Demiański [@CR331]) (see Sect. [3.9](#Sec70){ref-type="sec"}). $\documentclass[12pt]{minimal}
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The metric for the Kerr--NUT--(A)dS spacetime can be written in a more symmetric form by writing $\documentclass[12pt]{minimal}
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                \begin{document}$$x\leftrightarrow y$$\end{document}$. It is this form of the Kerr--NUT--(A)dS metric, which will be generalized to higher dimensions.

### Hidden symmetries {#Sec46}

The off-shell metric ([3.9](#Equ151){ref-type=""}) possesses the following property:

#### Theorem {#FPar18}

The (off-shell) canonical metric ([3.9](#Equ151){ref-type=""}) admits a principal tensor$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$ is a principal tensor. We may therefore apply the results of Sect. [2.8](#Sec34){ref-type="sec"} and in particular construct the Killing tower associated with $\documentclass[12pt]{minimal}
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### Darboux basis and canonical coordinates {#Sec47}
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### Principal tensor: immediate consequences {#Sec48}

Let us now summarize the properties of the off-shell metric ([3.9](#Equ151){ref-type=""}) that are immediately related to the existence of the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$(\tau ,r,y,\psi )$$\end{document}$. Such geometrically defined coordinates are convenient for separating the Hamilton--Jacobi and the wave equation, while the Darboux frame is the one where the Dirac equation separates, see Sect. [3.5](#Sec55){ref-type="sec"}.The canonical metric ([3.9](#Equ151){ref-type=""}) is the most general spacetime admitting the principal tensor, see also Sect. [3.3](#Sec49){ref-type="sec"}.

Uniqueness of the Kerr metric {#Sec49}
-----------------------------

The Kerr metric was originally obtained by Kerr ([@CR228]) as 'one of many' special algebraic type solutions (see Teukolsky [@CR372] for a historical account). A few years later the solution was rediscovered by Carter ([@CR58]) by imposing a special metric ansatz (assuming two commuting Killing vectors) and by requiring that both the Hamilton--Jacobi and wave equations should be solvable by a method of separation of variables (see also Debever [@CR101]). This not only allowed Carter to rederive the Kerr metric but to generalize it and to include the cosmological constant and the NUT parameter.

### Remark {#FPar19}

Carter's derivation actually fits into the context of the theory of separability structures discussed in Sect. [2.3](#Sec20){ref-type="sec"}. Considering the $\documentclass[12pt]{minimal}
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It is well known that any stationary and asymptotically flat black hole solution of the Einstein--Maxwell equations (with non-degenerate horizon) is the Kerr--Newman metric. The extended discussion of this uniqueness theorem and references can be found, e.g., in Mazur ([@CR290]), Hollands and Ishibashi ([@CR192]). It is interesting that another version of the uniqueness theorem can be formulated:

### Theorem {#FPar20}
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                \begin{document}$$\varLambda $$\end{document}$ solution of the Einstein equations that admits a principal tensor is the Kerr--NUT--(A)dS geometry.

It is a special case of the higher-dimensional uniqueness theorem (Houri et al. [@CR195]; Krtouš et al. [@CR250]), which will be discussed in Chap. [5](#Sec92){ref-type="sec"}. See Dietz and Rudiger ([@CR111]), Taxiarchis ([@CR369]) for earlier studies of this issue in four dimensions, where also exceptional metrics corresponding to the null forms of the principal tensor are discussed.

The proof of this statement proceeds in two steps. First, it can be shown that the most general off-shell metric that admits the principal tensor has to admit two commuting Killing vectors and takes the form ([3.9](#Equ151){ref-type=""}). Second, by imposing the Einstein equations, the remaining metric functions are uniquely determined and depend on 5 independent constants related to the mass, angular momentum, NUT charge, and the cosmological constant, yielding the Kerr--NUT--(A)dS spacetime. Note that if in addition we require regularity outside the horizon and in particular the absence of cosmic strings (see Sect. [3.8](#Sec64){ref-type="sec"}), the NUT charge has to vanish, and the Kerr--(A)dS geometry is recovered.

We have yet another observation. Employing solely the principal tensor one can construct the principal electromagnetic field, given by Frolov et al. ([@CR159])$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{F}}=e\bigl ({\varvec{d\xi }}+\frac{2}{3}\varLambda {\varvec{h}}\bigr ),\quad {\varvec{\xi }}=\frac{1}{3}{{\varvec{\nabla }}}\cdot {\varvec{h}}, \end{aligned}$$\end{document}$$which solves the test Maxwell equations for the metric ([3.9](#Equ151){ref-type=""}) obeying ([3.12](#Equ154){ref-type=""}). In four dimensions, this field can be backreacted on the geometry, provided a suitable choice of the metric functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\varDelta _y$$\end{document}$ is done in ([3.9](#Equ151){ref-type=""}), to yield an electrically charged Kerr--NUT--(A)dS geometry. Moreover, if instead of ([3.39](#Equ181){ref-type=""}) one considers the sourceless 'aligned with $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$' electromagnetic field studied by Krtouš ([@CR246]), we recover the Kerr--NUT--(A)dS solution which is both electrically and magnetically charged. In this sense, the four-dimensional charged Kerr--NUT--(A)dS solution is uniquely defined by the principal tensor.

Geodesics {#Sec50}
---------

### Integrals of motion {#Sec51}

Since the off-shell metric ([3.9](#Equ151){ref-type=""}) besides two Killing vectors $\documentclass[12pt]{minimal}
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                \begin{document}$$p_a$$\end{document}$ is the four-momentum of the particle of mass *m*, and *E* and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$L_{\phi }$$\end{document}$ are its energy and angular momentum, respectively. The last conserved quantity, *K*, is the analogue of the Carter constant for the off-shell metric. The existence of 4 independent commuting integrals of motion makes the geodesic motion completely integrable.

The last two relations of the system ([3.40](#Equ182){ref-type=""}) can be used to express $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{X}_y=0$$\end{document}$, respectively.

### First-order form of geodesic equations {#Sec52}

As a consequence of complete integrability, the geodesic equations can be written in a *first-order form*, that is, as a set of the first-order differential equations. Let us denote by the "dot" a derivative with respect to the affine parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_a=g_{ab}\dot{x}^b, \end{aligned}$$\end{document}$$we rewrite equations ([3.40](#Equ182){ref-type=""}) in the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{x}^a=(\dot{\tau },\dot{r},\dot{y},\dot{\psi })$$\end{document}$ can be solved to obtain the following set of the first order ordinary differential equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\varSigma =r^2+y^2$$\end{document}$. As earlier, signs ± in the equations ([3.46](#Equ188){ref-type=""}) and ([3.47](#Equ189){ref-type=""}) are independent. The change of the signs in these equations occurs at turning points, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{X}_y$$\end{document}$) and hence can be used for *massless particles* as well.[6](#Fn6){ref-type="fn"}
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                \begin{document}$$\sigma $$\end{document}$, one can use another parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{d{\sigma }}{d\tilde{\sigma }}=\varSigma . \end{aligned}$$\end{document}$$For such a parametrization, the left hand side of the system of equations ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}) contains a derivative $\documentclass[12pt]{minimal}
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                \begin{document}$$dx^a/d\tilde{\sigma }$$\end{document}$. This effectively decouples the first two equations ([3.46](#Equ188){ref-type=""}) and ([3.47](#Equ189){ref-type=""}), which can now be solved by integration. The result is then plugged to the last two equations ([3.49](#Equ191){ref-type=""}) and ([3.48](#Equ190){ref-type=""}) which yield integrals for $\documentclass[12pt]{minimal}
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To translate ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}) to the Boyer--Lindquist coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(t,r,\theta , \phi )$$\end{document}$, one should use the following relations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} t=\tau +a^2 \psi ,\quad \phi =a \psi ,\quad y=a\cos \theta ,\quad L_{\psi }=a L_{\phi } -a^2 E. \end{aligned}$$\end{document}$$Taking into account these remarks, it is easy to check that the equations ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}) re-written in the Boyer--Lindquist coordinates take the standard form, which can be found, e.g. in Carter ([@CR57]), Bardeen ([@CR23]), Misner et al. ([@CR296]). Detailed discussion of particle and light motion in the four-dimensional Kerr--NUT--(A)dS spacetime can be found in Hackmann and Lämmerzahl ([@CR184]), Grenzebach et al. ([@CR177]).

### Action-angle variables {#Sec53}

Instead of studying the details of particle's orbits, one might be interested in such 'global' characteristics as, for example, the motion frequencies. A useful tool for this is provided by an *action-angle formalism*. This formalism is also useful for studying the adiabatic invariants and for the development of the perturbation theory when a system slightly differs from a completely integrable one. For the comprehensive discussion of this subject, we refer the reader to the remarkable books by Goldstein et al. ([@CR174]) and Arnol'd ([@CR19]). Here we just briefly discuss a construction of the action-angle variables for a free particle moving in the metric ([3.9](#Equ151){ref-type=""}). See Appendix [B](#Sec153){ref-type="sec"} for a general introduction to this subject.

For our dynamical system the coordinate $\documentclass[12pt]{minimal}
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                \begin{document}$$(r,y,\phi )$$\end{document}$ sector is a compact three-dimensional Lagrangian submanifold which, according to the general theorem, is a three-dimensional torus. One can choose three independent cycles on this torus as follows. Let us fix *y* and $\documentclass[12pt]{minimal}
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                \begin{document}$$\phi $$\end{document}$-motion.

This allows us to introduce the following *action variables*, $\documentclass[12pt]{minimal}
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Since the Hamiltonian is a function of integrals of motion, c.f. ([B.20](#Equ681){ref-type=""}), it can also be written in terms of the action variables as$$\documentclass[12pt]{minimal}
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We will return to the discussion of the action-angle variables in more details later, when discussing geodesics in the higher-dimensional Kerr--NUT--(A)dS spacetimes.

### Parallel transport {#Sec54}

There are many problems with interesting astrophysical applications that require solving the parallel transport equations in the Kerr metric. One of them is a study of a star disruption during its close encounter with a massive black hole, see, e.g., Frolov et al. ([@CR154]) and references therein.
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The principal tensor also allows one to solve an equation for a propagation of polarization of electromagnetic waves in the spacetime with the metric ([3.9](#Equ151){ref-type=""}). In the leading order of the geometric optics approximation the Maxwell equations reduce to the equations for null geodesics. A vector of a linear polarization $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{q}}\cdot {\varvec{z}}\cdot {\varvec{l}}\, \end{aligned}$$\end{document}$$is constant along the null ray (Walker and Penrose [@CR384]). This result allows one to easily find a polarization of a photon after its scattering by a rotating black hole and determine the angle of the corresponding Faraday rotation (Connors and Stark [@CR93]; Connors et al. [@CR94]; Ishihara et al. [@CR210]).

Separation of variables in the canonical metric {#Sec55}
-----------------------------------------------

In this section we show that the fundamental physical equations do separate in the (off-shell) canonical spacetime ([3.9](#Equ151){ref-type=""}). We also discuss the intrinsic characterization of such separability, linked to the existence of the principal tensor. In particular, we concentrate on the Hamilton--Jacobi, Klein--Gordon, and Dirac equations, and do not discuss the electromagnetic and gravitational perturbations. Whereas for the Maxwell equations the link between separability and the principal tensor still can be found, e.g. Benn et al. ([@CR33]), Araneda ([@CR18]), this is not obvious for the gravitational perturbations.

### Hamilton--Jacobi equation {#Sec56}

Equations ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}) allow one to find trajectories of massive particles in the Kerr spacetime. This problem can be alternatively studied by using the Hamilton--Jacobi equation, following Carter's original paper (Carter [@CR57]).
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                \begin{document}$$S(x^a)$$\end{document}$, see Sect. [B.3](#Sec166){ref-type="sec"} for more details. A solution of this equation, which contains 4 independent constants, is a complete integral.

Let us now study the Hamilton--Jacobi equation ([3.61](#Equ203){ref-type=""}) in the canonical spacetime ([3.9](#Equ151){ref-type=""}). Since the coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$P_a=(m^2,K,E,L_{\psi })$$\end{document}$, it is a *complete integral*. As discussed in Sect. [B.3](#Sec166){ref-type="sec"}, its existence implies complete integrability of geodesic motion in canonical spacetimes.

#### Remark {#FPar21}

The separability of the Hamilton--Jacobi equation ([3.61](#Equ203){ref-type=""}) is intrinsically characterized by the existence of the *separability structure*, see Sect. [2.3](#Sec20){ref-type="sec"}. Namely, the Killing tensors $\documentclass[12pt]{minimal}
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It turns out that in four dimensions the Hamilton--Jacobi equation separates also in the standard Boyer--Lindquist coordinates, giving a complete integral in the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$S(x^a,P_a)$$\end{document}$ is a generating function of the canonical transformation $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_a=\frac{\partial S}{\partial x^a},\qquad Q^a=\frac{\partial S}{\partial P_a}. \end{aligned}$$\end{document}$$The new coordinates are of the form$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$(m^2,K,E,L_{\psi })$$\end{document}$ denote values of the integrals of motion $\documentclass[12pt]{minimal}
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                \begin{document}$$P_a$$\end{document}$ on the phase space. A four-dimensional subspace of the phase space, determined by the fixed values of these parameters, is a Lagrangian submanifold (see Sect. [B.2](#Sec161){ref-type="sec"}). The coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{dQ^a}{d\sigma }=\frac{\partial H}{\partial P_a}. \end{aligned}$$\end{document}$$Thus the equation of motion in the new coordinates are$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {Q^1=\frac{1}{2}\sigma +\text{ const }},\quad Q^2=\text{ const },\quad Q^3=\text{ const },\quad Q^4=\text{ const }. \end{aligned}$$\end{document}$$Let us notice, that these equations can also be written in the form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\partial {\bar{S}}/\partial P_a=\text {const}$$\end{document}$.

### Separability of the Klein--Gordon equation {#Sec57}

Let us next concentrate on the massive Klein--Gordon equation in the spacetime ([3.9](#Equ151){ref-type=""}). Denote by $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \Box =g^{ab}\nabla _a\nabla _b. \end{aligned}$$\end{document}$$Then the massive Klein--Gordon equation (which is essentially an eigenfunction equation for the wave operator) reads$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (\Box -m^2)\varPhi =\frac{1}{\sqrt{-g}}\partial _a\bigl (\sqrt{-g}g^{ab}\partial _b\varPhi \bigr )-m^2\varPhi =0, \end{aligned}$$\end{document}$$where the latter expression for $\documentclass[12pt]{minimal}
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                \begin{document}$$\Box $$\end{document}$ is a well known identity. Using the expression ([3.10](#Equ152){ref-type=""}) for the determinant of the canonical metric, and the formula ([3.11](#Equ153){ref-type=""}) for the inverse metric, we write this equation in the following form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned}&\sqrt{-g}(\Box -m^2)\varPhi =\partial _r(\varDelta _r\partial _r\varPhi )+\partial _y(\varDelta _y\partial _y\varPhi )\\&-\frac{1}{\varDelta _r}(r^2\partial _\tau +\partial _{\psi })^2\varPhi + \frac{1}{\varDelta _y}(y^2\partial _\tau -\partial _{\psi })^2\varPhi -m^2(r^2+y^2)\varPhi =0.\quad \end{aligned} \end{aligned}$$\end{document}$$This equation allows the multiplicative separation of variables$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varPhi =e^{-i E \tau } e^{i L_{\psi } \psi } R(r)Y(y), \end{aligned}$$\end{document}$$giving the following ordinary differential equations for functions *R*(*r*) and *Y*(*y*):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \partial _r(\varDelta _r\partial _r R)+\frac{\mathcal{X}_r}{\varDelta _r} R=0,\quad \partial _y(\varDelta _y\partial _y Y)+\frac{\mathcal{X}_y}{\varDelta _y}Y=0. \end{aligned}$$\end{document}$$Here, functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{X}_y$$\end{document}$ are the same as in equations ([3.43](#Equ185){ref-type=""}). They contain all the parameters $\documentclass[12pt]{minimal}
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                \begin{document}$$(m^2,K,E,L)$$\end{document}$, with parameter *K* playing the role of a separation constant.

Both equations ([3.75](#Equ217){ref-type=""}) have a similar form---they can be written as the second-order ordinary differential equations with polynomial coefficients. However, there is an essential difference between them. The coordinate *y* is restricted to the interval $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$y=\pm a$$\end{document}$, are singular points of the *y*-equation. Regularity of *Y* at these points cannot be satisfied for an arbitrary value of the parameter *K*, therefore, for regular solutions *K* has a discrete spectrum. In other words, one needs to solve the Sturm--Liouville boundary value problem. The solutions of this problem for the scalar field are called *spheroidal wave functions*. They were studied in detail by Flammer ([@CR137]). Similar spherical harmonics for fields of higher spin are called *spin-weighted spheroidal harmonics*, see, e.g. Fackerell and Crossman ([@CR133]).

The separability of the Klein--Gordon equation ([3.72](#Equ214){ref-type=""}) can be intrinsically characterized by the existence of the following complete set of mutually commuting operators: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{\Box , \mathcal {K}, \mathcal {L}_{\tau }, \mathcal {L}_\psi \}$$\end{document}$, where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \Box =\nabla _{a} g^{ab}\nabla _{\!b},\quad \mathcal {K}=\nabla _{a}k^{ab}\nabla _{\!b},\quad \mathcal {L}_\tau ={i}\xi ^a_{(\tau )}\nabla _{a},\quad \mathcal {L}_\psi ={i}\xi ^a_{(\psi )}\nabla _{a}. \end{aligned}$$\end{document}$$The separated solution ([3.74](#Equ216){ref-type=""}) is simply the 'common eigenfunction' of these operators. Let us note that whereas the operators constructed from Killing vectors always commute with the box operator, those constructed from a Killing tensor result in a general case in 'anomalies' obstructing this commutation. General conditions under which the anomalies vanish were studied by Carter ([@CR60]) (see also Kolář and Krtouš [@CR239] for a recent study in a general dimension). In particular, it turns out that when the Killing tensor is constructed as a square of a Killing--Yano tensor (as in our case) the anomalies vanish and the commutation is guaranteed. We finally mention that since the canonical metric ([3.9](#Equ151){ref-type=""}) admits a separability structure with common eigenevectors of the Killing and Ricci tensors, the theorem discussed in Sect. [2.3](#Sec20){ref-type="sec"} applies and the separability of the Klein--Gordon equation is guaranteed.

### Separability of the Dirac equation {#Sec58}

As we already mentioned the equations for massless fields with non-zero spin in the Kerr metric allow complete separation of variables. This was discovered by Teukolsky ([@CR370], [@CR371]). Namely, he demonstrated that these equations can be decoupled and reduced to one scalar (master) equation, which in its turn allows a complete separation of variables. Later Wald showed that the solution of the master equation allows one to re-construct a solution of the original many-component equation (Wald [@CR382]).

To separate variables in the *massive Dirac equation* in the Kerr metric, Chandrasekhar ([@CR66], [@CR67]) used another approach. Namely, he used a special ansatz for the spinor solution, and demonstrated that this allows one to obtain the separated equations for the functions which enter this ansatz. It turns out that the separability of the massive Dirac equation in the Kerr spacetime is also connected with its hidden symmetry, and, as a result, it also takes place in the canonical metric ([3.9](#Equ151){ref-type=""}) for an arbitrary choice of the metric functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\varDelta _y(y)$$\end{document}$. Let us now demonstrate this result.

The Dirac equation in curved spacetime writes as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \bigl (\gamma ^a\nabla _a+m\bigr )\psi =0. \end{aligned}$$\end{document}$$Here $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma ^a$$\end{document}$ are gamma matrices, $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma ^a=(\gamma ^0,\gamma ^1,\gamma ^2,\gamma ^3)$$\end{document}$, obeying $\documentclass[12pt]{minimal}
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                \begin{document}$$\nabla _a$$\end{document}$ stands for the spinorial covariant derivative, defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _a=\partial _a+\frac{1}{4}{\omega }_{abc}\gamma ^b\gamma ^c. \end{aligned}$$\end{document}$$We denoted by $\documentclass[12pt]{minimal}
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                \begin{document}$$\partial _{a}={\varvec{e}}_a\cdot \partial $$\end{document}$ a derivative in the direction of $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega _{abc}$$\end{document}$ are the standard spin coeficients with respect to frame $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}^a$$\end{document}$. The 1-forms of the curvature, $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\omega }}^b{}_{c}={\varvec{e}}^a\omega _{a}{}^{b}{}_{c}$$\end{document}$, obey the Cartan equations $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{de}}^a+{\varvec{\omega }}^a_{\ b}\wedge {\varvec{e}}^b=0$$\end{document}$.

To study the Dirac equation ([3.77](#Equ219){ref-type=""}) in the canonical spacetime ([3.9](#Equ151){ref-type=""}), let us chose the basis of 1-forms as $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}^a=(\hat{{\varvec{\nu }}}, {\varvec{\nu }}, \hat{{\varvec{\epsilon }}}, {\varvec{\epsilon }})$$\end{document}$, ([3.33](#Equ175){ref-type=""}), and the dual basis of vectors as $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}_a=(\hat{{\varvec{n}}}, {\varvec{n}}, \hat{{\varvec{e}}}, {\varvec{e}})$$\end{document}$, ([3.32](#Equ174){ref-type=""}). The spin connection is then obtained from the Cartan's equation and is given as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned} {\varvec{\omega }}_{\hat{\nu }\nu }&=-A\hat{{\varvec{\nu }}}-B\hat{{\varvec{\epsilon }}},\quad {\varvec{\omega }}_{\hat{\nu }\hat{\epsilon }}=-B{\varvec{\nu }}+C{\varvec{\epsilon }},\quad {\varvec{\omega }}_{\hat{\nu }\epsilon }=-D\hat{{\varvec{\nu }}}-C\hat{{\varvec{\epsilon }}},\\ {\varvec{\omega }}_{\nu \hat{\epsilon }}&=B\hat{{\varvec{\nu }}} -E \hat{{\varvec{\epsilon }}},\quad {\varvec{\omega }}_{\nu {\epsilon }}=D{\varvec{\nu }}-E{\varvec{\epsilon }},\quad {\varvec{\omega }}_{\hat{\epsilon }{\epsilon }}=-C\hat{{\varvec{\nu }}}-F\hat{{\varvec{\epsilon }}}, \end{aligned} \end{aligned}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned} A&=\frac{d}{dr}\left( \sqrt{\frac{\varDelta _r}{\varSigma }}\right) ,\quad B=\frac{r}{\varSigma }\sqrt{\frac{\varDelta _y}{\varSigma }}, \quad C=-\frac{y}{\varSigma }\sqrt{\frac{\varDelta _r}{\varSigma }},\\ D&=\frac{y}{\varSigma }\sqrt{\frac{\varDelta _y}{\varSigma }},\quad E=\frac{r}{\varSigma }\sqrt{\frac{\varDelta _r}{\varSigma }},\quad F=-\frac{d}{dy}\left( \sqrt{\frac{\varDelta _y}{\varSigma }}\right) . \end{aligned} \end{aligned}$$\end{document}$$Using the connection ([3.79](#Equ221){ref-type=""}) and the inverse basis ([3.32](#Equ174){ref-type=""}), we thus find the following explicit form of the Dirac equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned}&\left[ \frac{\gamma ^0}{\varSigma }\sqrt{\frac{\varSigma }{\varDelta _r}}\Bigl (\partial _\psi +r^2\partial _\tau \Bigr )+ \gamma ^1\left( \frac{A}{2}+E+\sqrt{\frac{\varDelta _r}{\varSigma }}\partial _r\right) + \frac{\gamma ^2}{\varSigma }\sqrt{\frac{\varSigma }{\varDelta _y}}\, \left( -\partial _\psi +y^2\partial _\tau \right) \right. \\&\left. \qquad \qquad \quad + \gamma ^3\left( D-\frac{F}{2}+\sqrt{\frac{\varDelta _y}{\varSigma }}\partial _y\right) + \frac{B}{2}\gamma ^{0}\gamma ^1\gamma ^2+\frac{C}{2}\gamma ^0\gamma ^2\gamma ^3+m\right] \psi =0. \end{aligned} \end{aligned}$$\end{document}$$To proceed further, we use the following representation of gamma matrices:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \gamma ^0=\left( \begin{array}{cc} 0 &{} -I\\ I&{} 0 \end{array} \right) ,\quad \gamma ^1=\left( \begin{array}{cc} \ 0 &{} \ I\\ \ I&{} \ 0 \end{array} \right) , \quad \gamma ^2=\left( \begin{array}{cc} \sigma ^2 &{} 0\\ 0&{} -\sigma ^2 \end{array} \right) ,\quad \gamma ^3=\left( \begin{array}{cc} \sigma ^1 &{} 0\\ 0&{} -\sigma ^1 \end{array} \right) , \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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#### Remark {#FPar22}

Similar to the Klein--Gordon case, the separability of the Dirac equation can be intrinsically characterized by the existence of the corresponding set of mutually commuting operators whose common eigenfunction is the separated solution. The set consists of $\documentclass[12pt]{minimal}
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Special limits of the Kerr metric {#Sec59}
---------------------------------
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Let us discuss now special limiting cases of the Kerr geometry. In the absence of mass, that is when $\documentclass[12pt]{minimal}
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Let us find an expression for the potential $\documentclass[12pt]{minimal}
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Using the following notations for flat space Killing vectors, generators of the Poincare group:$$\documentclass[12pt]{minimal}
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                \begin{document}$$L^2$$\end{document}$ is the square of the total angular momentum.

Let us finally note that the primary Killing vector is $\documentclass[12pt]{minimal}
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We start by noticing that in the extremal limit the function $\documentclass[12pt]{minimal}
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                \begin{document}$$\varDelta _r=(r-M)^2$$\end{document}$. As a result *r* becomes a 'bad coordinate' in the vicinity of the horizon. To obtain a regular metric near the extremal horizon we first make the following coordinate transformation:$$\documentclass[12pt]{minimal}
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In the same limit, the potential $\documentclass[12pt]{minimal}
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The last limiting case of the Kerr metric which we are going to consider here is that of a non-rotating black hole. The limit $\documentclass[12pt]{minimal}
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The best way to study the fate of hidden symmetries in the limit $\documentclass[12pt]{minimal}
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Kerr--Schild form of the Kerr metric {#Sec63}
------------------------------------

It is a remarkable property of the Kerr metric that it can be written in the Kerr--Schild form, that is, as a linear in *M* deformation of flat spacetime (Kerr and Schild [@CR229]; Debney et al. [@CR102]). This property is intrinsically related to the special algebraic type of the Weyl tensor and the existence of hidden symmetries.

Starting from the canonical form of the metric ([3.7](#Equ149){ref-type=""}) we may write$$\documentclass[12pt]{minimal}
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The principal tensor can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{l}}$$\end{document}$ is an eigenvector of the principal tensor. At the same time it is a principal null direction of the metric, and a vector that plays a special role for the Kerr--Schild structure ([3.119](#Equ261){ref-type=""}). This nicely illustrates how all such properties: hidden symmetries, special algebraic type of the Weyl tensor, and the Kerr--Schild form, are interconnected. As we shall see, this remains true also for higher-dimensional Kerr--NUT--(A)dS spacetimes.

Remarks on the choice of angle variable {#Sec64}
---------------------------------------

In the next chapter, we shall discuss higher-dimensional metrics that generalize the four-dimensional Kerr metric ([3.1](#Equ143){ref-type=""}). We shall see that there exists a natural canonical form for such metrics, where the coordinates are determined by the principal tensor. Part of these coordinates are Killing parameters associated with the corresponding primary and secondary Killing vectors. These angle coordinates are similar to the angle $\documentclass[12pt]{minimal}
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### Axis of rotational symmetry {#Sec65}

In a general case, one says that a *D*-dimensional manifold is *cyclicly symmetric* (or just *cyclic*) if it is invariant under an action of the one-parametric cyclic group *SO*(2). It requires that the Killing vector generating this symmetry has closed orbits.

Fixed points of a Killing vector field are points where the Killing vector vanishes. These points intuitively correspond to an axis of symmetry. In general, the manifold does not have to be smooth at these points or the metric does not have to be regular (a well known example is a conical singularity). In such cases we speak about a generalized axis of symmetry.Fig. 1Killing vectors with closed and open orbits. Left figure shows the action of the symmetry with non-closed orbits. The corresponding Killing vector does not have fixed points. The right figure illustrates the action of the cyclic group with closed orbits. The corresponding Killing vector has fixed points which form the axis of symmetry $\documentclass[12pt]{minimal}
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### Twisting construction {#Sec66}

In principle, one could modify the flat spacetime by making the orbits of the Killing vector $\documentclass[12pt]{minimal}
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In this spacetime the Killing vector $\documentclass[12pt]{minimal}
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### Rotating string and conical singularity {#Sec67}

Similar 'twisting' construction can be done with time-like Killing vector $\documentclass[12pt]{minimal}
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Because of the time-like nature of the Killing vector $\documentclass[12pt]{minimal}
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There is yet another aspect related to the identification of the axis of the symmetry and its regularity. Let us consider an axisymmetric spacetime with coordinate $\documentclass[12pt]{minimal}
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### Kerr geometry {#Sec68}

For the canonical metric ([3.9](#Equ151){ref-type=""}) of the rotating black hole spacetime, the coordinates $\documentclass[12pt]{minimal}
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We can then ask if one can find the correct axisymmetric coordinate. For that we need to find a Killing vector which has fixed points. Let us consider a vector $\documentclass[12pt]{minimal}
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### Effect of NUT charges {#Sec69}

Let us briefly comment on a more complicated metric with non-trivial NUT parameters for which the metric functions $\documentclass[12pt]{minimal}
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Hidden symmetries of the Plebański--Demiański metric {#Sec70}
----------------------------------------------------

The Plebański--Demiański metric (Plebański and Demiański [@CR331]) is the most general four-dimensional electrovacuum solution of Einstein's equations that is stationary, axisymmetric, and whose Weyl tensor is of the special algebraic type D. It describes a wide family of spacetimes that generalize the Kerr--NUT--(A)dS family described in previous sections. Besides the cosmological constant, mass, rotation, and NUT parameter it also admits electric and magnetic charges and the acceleration parameter. As we shall discuss now, the Plebański--Demiański metric admits a 'weaker' (conformal) form of hidden symmetries of the Kerr geometry.

### Solution {#Sec71}

Generalizing the canonical form of the Kerr--NUT--(A)dS spacetime ([3.9](#Equ151){ref-type=""}), the Plebański--Demiański solution reads$$\documentclass[12pt]{minimal}
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                \begin{document}$$k, m, \epsilon , n$$\end{document}$ are free parameters that are related to mass, rotation, NUT parameter, and acceleration. The Kerr--NUT--(A)dS geometry belongs to this class, but it can be identified only after a proper redefinition of coordinates and parameters. We refer to Griffiths and Podolský ([@CR179]) for details and for a discussion and the interpretation of special cases of the Plebański--Demiański metric. For a recent progress on understanding the thermodynamics of accelerating black holes see Appels et al. ([@CR17]); Astorino ([@CR20]).

### Hidden symmetries {#Sec72}

The Plebański--Demiański metric admits a hidden symmetry of a non-degenerate rank-2 conformal Killing--Yano 2-form:[8](#Fn8){ref-type="fn"} $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varOmega ^2\varSigma \,\dot{r}&=\pm \sqrt{\mathcal{X}_r}, \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \varOmega ^2\varSigma \,\dot{y}&=\pm \sqrt{\mathcal{X}_y},\end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$m^2=0)$$\end{document}$ in Kerr--NUT--(A)dS spacetimes, ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}). Similar to the discussion therein, the equations for $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{y}$$\end{document}$ can be decoupled by introducing the convenient geodesic parameter.

For a discussion of the integrability of a charged particle motion in the Plebański--Demiański metric see Duval and Valent ([@CR117]). As a consequence of the existence of the conformal Killing--Yano 2-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$, also the massless Hamilton--Jacobi, Klein--Gordon, and Dirac equations separate in the Plebański--Demiański backgrounds. We do not review here the corresponding calculations. The first two are easy to perform and we refer to the original papers (Kamran and McLenaghan [@CR215], [@CR216]) for the separability of massless Dirac equation; see also Torres del Castillo ([@CR374]), Silva-Ortigoza ([@CR357]) for a discussion of electromagnetic and Rarita--Swinger perturbations.

### Higher-dimensional generalizations {#Sec73}

As we shall see in the next chapter, the four-dimensional Kerr--NUT--(A)dS metrics can be generalized to higher dimensions. However, similar attempts for the Plebański--Demiański metric have failed so far. In particular, people have tried to obtain a higher-dimensional generalization of an accelerated black hole described by the so called C-metric, which is a special case of the Plebański--Demiański class.

#### Remark {#FPar23}

The C-metric typically describes a pair of black holes moving in the opposite direction with constant acceleration caused either by a cosmic string of negative energy density between them or by two positive-energy strings pulling the black holes from infinity. As the string is present, the corresponding solution does not represent, strictly speaking, a regular isolated black hole. $\documentclass[12pt]{minimal}
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A straightforward method of multiplying the higher-dimensional Kerr--NUT--(A)dS spacetime ([4.1](#Equ283){ref-type=""}) with a properly chosen conformal factor $\documentclass[12pt]{minimal}
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                \begin{document}$$\varOmega $$\end{document}$, accompanied by a proper adjustment of metric functions $\documentclass[12pt]{minimal}
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                \begin{document}$$X_\mu $$\end{document}$, turned out to be very naive and does not work, e.g., Kubizňák and Krtouš ([@CR259]). However, a partial success has been achieved in five dimensions, where two different factors, rescaling various parts of the Kerr--NUT--(A)dS spacetime, have been used to construct a new metric whose limits lead to the black holes of spherical horizon topology on one side and to the black rings with toroidal horizon topology on the other side (Lü et al. [@CR275], [@CR276]; Lü and Vázquez-Poritz [@CR274]).

Higher-dimensional Kerr--NUT--(A)dS metrics {#Sec74}
===========================================

Higher-dimensional Kerr--NUT--(A)dS metrics (Chen et al. [@CR69]) describe a large family of geometries of various types and signatures that solve the vacuum Einstein equations with and without the cosmological constant. Parameterized by a set of free parameters that can be related to mass, rotations, and NUT parameters, they directly generalize the four-dimensional Carter's canonical metric ([3.9](#Equ151){ref-type=""}) studied in the previous chapter. The general rotating black holes of Myers and Perry ([E.7](#Equ770){ref-type=""}) (Myers and Perry [@CR304]), their cosmological constant generalizations due to Gibbons et al. ([@CR171], [@CR172]), the higher-dimensional Taub-NUT spaces (Mann and Stelea [@CR283], [@CR284]; Clarkson and Mann [@CR85]; Chen et al. [@CR71]), or the recently constructed deformed and twisted black holes (Krtouš et al. [@CR251]), all emerge as certain limits or subcases of the Kerr--NUT--(A)dS spacetimes. All such geometries inherit hidden symmetries of the Kerr--NUT--(A)dS metrics.

In this chapter, we perform a basic analysis of the Kerr--NUT--(A)dS metrics, discussing their signature, coordinate ranges, scaling properties, and meaning of free metric parameters. We also identify their several special subcases, namely, the sphere, the Euclidean instanton, and various black hole solutions. The discussion of hidden symmetries is postponed to the next chapter.

Canonical form of the metric {#Sec75}
----------------------------

### Metric {#Sec76}

The canonical metric describing the *Kerr--NUT--(A)dS geometry* in $\documentclass[12pt]{minimal}
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#### Remark {#FPar24}
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The metric ([4.1](#Equ283){ref-type=""}) is written in the most symmetric form adjusted to the Euclidean signature and is very convenient for the analysis of explicit and hidden symmetries. This most symmetric form is naturally broken when one describes the black hole case: in order to guarantee the Lorentzian signature, one needs to assume that some of the coordinates and parameters take imaginary values. In what follows we shall call this procedure a *'Wick rotation'*. We should also mention that coordinates $\documentclass[12pt]{minimal}
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The inverse metric takes the following form:$$\documentclass[12pt]{minimal}
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### Special Darboux frame {#Sec77}

The metric and its inverse can be obtained by employing the natural orthonormal frame of 1-forms $\documentclass[12pt]{minimal}
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                \begin{document}$${U_\mu }$$\end{document}$ listed in Appendix [D.1](#Sec181){ref-type="sec"} (see ([D.13](#Equ751){ref-type=""})--([D.15](#Equ753){ref-type=""})). In this frame the metric and its inverse take the trivial diagonal forms:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{g}} = \sum _{\mu =1}^{{n}}\,\bigl (\,{{\varvec{e}}^{\mu }}{{\varvec{e}}^{\mu }}\,+\, {\hat{{\varvec{e}}}^{\mu }}{\hat{{\varvec{e}}}^{\mu }}\,\bigr )\; +\varepsilon \,{\hat{{\varvec{e}}}^{0}}{\hat{{\varvec{e}}}^{0}},\qquad {\varvec{g}}^{-1} = \sum _{\mu =1}^{{n}}\,\bigl (\,{{\varvec{e}}_{\mu }}{{\varvec{e}}_{\mu }}\,+\, {\hat{{\varvec{e}}}_{\mu }}{\hat{{\varvec{e}}}_{\mu }}\,\bigr )\; +\varepsilon \,{\hat{{\varvec{e}}}_{0}}{\hat{{\varvec{e}}}_{0}}.\quad \end{aligned}$$\end{document}$$It is explicitly seen here that we use a Euclidean normalization of the frame and we do so even in the Lorentzian case, in which case some of the frame vectors become imaginary. We shall provide a detailed discussion of the signature and suitable choices of coordinates and signs of the metric functions in the next section.

In this frame the principal tensor takes the following simple form:$$\documentclass[12pt]{minimal}
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### Curvature {#Sec78}

The curvature of the metric ([4.1](#Equ283){ref-type=""}) has been calculated in Houri et al. ([@CR195]). The important property of the Ricci tensor is that it is diagonal in the frame ([4.7](#Equ289){ref-type=""}), a property that complements a rich symmetry structure of the geometry. It reads$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} R = -\sum _{\nu =1}^{{n}}\; \frac{\bar{X}_\nu ''}{U_\nu } - 2\,\varepsilon \sum _{\nu =1}^{{n}}\; \frac{1}{x_\nu }\frac{\bar{X}_\nu '}{U_\nu }. \end{aligned}$$\end{document}$$In the above expressions, the prime denotes a differentiation with respect to the (single) argument of the metric function, e.g., $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${X_\mu '=X_{\mu ,\mu }}$$\end{document}$.

### On-shell metric {#Sec79}

Imposing the vacuum Einstein equations, $\documentclass[12pt]{minimal}
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#### Remark {#FPar25}

It is interesting to note that, similar to four dimensions, a single equation corresponding to the trace of the Einstein equations, $\documentclass[12pt]{minimal}
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Parameters and alternative form of the metric {#Sec80}
---------------------------------------------

Before we proceed to discussing various special cases of the on-shell Kerr--NUT--(A)dS spacetimes, let us comment on a different, more convenient for its interpretation, form of the metric, and the parameters of the solution. For simplicity, in the rest of this section we restrict our discussion to even dimensions $\documentclass[12pt]{minimal}
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### Parametrization of metric functions {#Sec81}

In even dimensions, the metric ([4.1](#Equ283){ref-type=""}) simplifies to[9](#Fn9){ref-type="fn"} $$\documentclass[12pt]{minimal}
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### Parameters of the solution {#Sec83}
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Taking into account this freedom, we find that for a fixed cosmological constant the on-shell Kerr--NUT--(A)dS metric in $\documentclass[12pt]{minimal}
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Similar counting would proceed in odd dimensions, where the analogous scaling freedom reduces the number of independent free parameters in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$D=2n+1$$\end{document}$ dimensions to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2{{n}}-1$$\end{document}$, giving mass, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{n}}$$\end{document}$ rotations parameters, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$({{n}}-2)$$\end{document}$ NUT parameters for the black hole case, see Chen et al. ([@CR69]).

Euclidean signature: instantons {#Sec84}
-------------------------------

The Kerr--NUT--(A)dS metric can describe various geometries. Depending on a choice of coordinate ranges and values of parameters it can have both Euclidean and Lorentzian signatures. We will see in the next chapter that common feature of the solution independent of a particular interpretation of the geometry is the presence of a rich symmetry structure. If one is interested mainly in the symmetries of the Kerr--NUT--(A)dS geometry and its integrability and separability properties, the general form of the metric presented above is sufficient to proceed directly to Chaps. [5](#Sec92){ref-type="sec"} and [6](#Sec105){ref-type="sec"}.

In the rest of this chapter we make a short overview of several important special cases of the Kerr--NUT--(A)dS metric. In this section we explain appropriate coordinate ranges for Euclidean version of the geometry, in the next section we discuss the Wick rotations of coordinates appropriate for the Lorentzian signature.

### Sphere {#Sec85}

Let us begin with a 'trivial' example of a *D* dimensional sphere. This homogeneous and isotropic metric is a very special case of Kerr--NUT--(A)dS geometry. The corresponding metric is obtained by setting the NUT and mass parameters equal to zero, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$b_\mu =0$$\end{document}$, while keeping the parameters $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a_\mu $$\end{document}$ arbitrary, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lambda >0$$\end{document}$. The on-shell metric functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X_\mu $$\end{document}$ then simplify and take the form of a common polynomial $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lambda \mathcal {J}(x^2)$$\end{document}$ in the corresponding variable:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} X_\mu =\lambda \mathcal {J}(x_\mu ^2). \end{aligned}$$\end{document}$$The roots of this polynomial are exactly the parameters $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a_\mu ^2$$\end{document}$ whose interpretation is discussed below. With this choice we can employ the orthogonality relations ([D.24](#Equ762){ref-type=""}) in the angular part of the metric ([4.22](#Equ304){ref-type=""}) and transform it to the following form:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{g}} = \sum _\mu \Bigg [\,\frac{U_\mu }{\lambda \mathcal {J}(x_\mu ^2)}\,{{\varvec{d}}}x_\mu ^2 -\frac{J(a_\mu ^2)}{\mathcal {U}_\mu }\frac{1}{\lambda a_\mu ^2}{{\varvec{d}}}\phi _\mu ^2\,\Biggr ]. \end{aligned}$$\end{document}$$Here $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${J(a^2)=\prod _{\nu }(x_\nu ^2-a^2)}$$\end{document}$ is given by definition ([D.1](#Equ739){ref-type=""}) analogous to ([4.20](#Equ302){ref-type=""}) above.
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Let us finally note that the metric ([4.32](#Equ314){ref-type=""}) or the corresponding Kerr--NUT--(A)dS form ([4.22](#Equ304){ref-type=""}) can also describe a pseudo-sphere of various signatures, obtainable by a suitable Wick rotation of coordinates. We will discuss this below after we introduce the black hole solutions.

### Euclidean instantons {#Sec86}

Let us now describe the choice of coordinate ranges and parameters for which the Kerr--NUT--(A)dS metric describes a non-trivial geometry of the Euclidean signature.

#### Remark {#FPar27}

For briefness we call such metrics *Euclidean instantons* or simply *instantons*. In fact, in order to be a 'proper instanton', the space must be regular and the corresponding gravitational action finite. These properties can impose additional restrictions on the parameters of the solution, which we do not study here and refer the interested reader to a vast literature on the subject of gravitational instantons, e.g. Hawking ([@CR187]), Page ([@CR319]), Page ([@CR320]), Gibbons and Hawking ([@CR167]), Eguchi et al. ([@CR118]), Hunter ([@CR207]), Mann ([@CR282]), Chamblin et al. ([@CR65]), Mann and Stelea ([@CR283]), Mann and Stelea ([@CR284]), Clarkson and Mann ([@CR85]), Chen et al. ([@CR71]), Yasui and Houri ([@CR394]). $\documentclass[12pt]{minimal}
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For such a choice the metric ([4.18](#Equ300){ref-type=""}) represents the *Euclidean instanton* of signature $\documentclass[12pt]{minimal}
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The global definition and regularity of the geometry described by metrics ([4.18](#Equ300){ref-type=""}) or ([4.22](#Equ304){ref-type=""}) has to be established by specifying which Killing angles should be cyclic and what are the periods of these cyclic angles. In the maximally symmetric case, which we discussed above, there was a natural choice of cyclic coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\psi _k$$\end{document}$ are typically *not* those which should be periodic. Since Killing coordinates are non-trivially coupled in the metric (the metric is not diagonal in these directions), a particular choice of the periodicity of Killing coordinates can introduce a non-trivial twisting of the geometry, as well as possible irregularities on the axes. We will not discuss these characteristics in more detail as this is still an open problem awaiting its complete solution. For our purposes it is sufficient to simply remember that the Euclidean instanton describes a deformed and twisted spherical-like geometry. Other examples of compact Riemannian manifolds that can be obtained as special limits of the Kerr--NUT--(A)dS metrics include the most general explicitly known Einstein--Kähler and Einstein--Sasaki metrics, see e.g. Yasui and Houri ([@CR394]) and references therein.

Lorentzian signature: black holes {#Sec87}
---------------------------------

Let us now discuss the Kerr--NUT--(A)dS metrics with the Lorentzian signature. For vanishing NUT parameters such metrics describe an isolated rotating higher-dimensional black hole in either asymptotically flat or asymptotically (anti-)de Sitter spacetime. We start our discussion with the case of non-vanishing NUT parameters and proceed to the Kerr-(A)dS and Myers--Perry black holes in the the next step.

### General multiply-spinning black holes with NUTs {#Sec88}

The Lorentzian signature can be achieved by a suitable Wick rotation of coordinates and parameters. Different choices can lead to physically different spacetimes. We concentrate on the case where the coordinate $\documentclass[12pt]{minimal}
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Using this notation and after the Wick rotation the Kerr--NUT--(A)dS metric ([4.22](#Equ304){ref-type=""}) takes the following form:$$\documentclass[12pt]{minimal}
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Alternatively, it is useful to write the Lorentzian metric in the Carter-like form. To do this, we split the set of Killing coordinates $\documentclass[12pt]{minimal}
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Let us now discuss the suitable ranges of coordinates. We assume ordering of the parameters $\documentclass[12pt]{minimal}
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### Vacuum rotating black holes with NUTs {#Sec89}

For the vanishing cosmological constant, $\documentclass[12pt]{minimal}
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The metric ([4.47](#Equ329){ref-type=""}) does not change its form for the vanishing cosmological constant, apart from the simplification of the metric functions ([4.54](#Equ336){ref-type=""}). Note also that the relations ([4.45](#Equ327){ref-type=""}) and ([4.46](#Equ328){ref-type=""}) between temporal coordinates and angles partially decouple:$$\documentclass[12pt]{minimal}
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### Kerr--(A)dS, Myers--Perry, and Tangherlini metrics {#Sec90}

Let us now focus on the physically interesting case of black hole geometries for which all the NUT parameters $\documentclass[12pt]{minimal}
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To write down the metric in Myers--Perry coordinates, we next employ the *Jacobi transformation*, to transform $\documentclass[12pt]{minimal}
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Multi-Kerr--Schild form {#Sec91}
-----------------------

In Sect. [4.5](#Sec91){ref-type="sec"}, we have seen that the Myers--Perry metric can be cast as a linear in mass deformation of the flat space, that is in the Kerr--Schild form ([E.29](#Equ792){ref-type=""}). The same remains true for the higher-dimensional Kerr-(A)dS solutions ([4.62](#Equ344){ref-type=""}) of Gibbons et al. ([@CR171], [@CR172]), replacing the flat space with the corresponding maximally symmetric geometry. Remarkably, in the presence of NUT charges, the on-shell metric ([4.1](#Equ283){ref-type=""}) can be written in the *multi-Kerr--Schild form* (Chen and Lu [@CR68]), that is as a multi-linear deformation of the maximally symmetric space, with deformation terms proportional to generalized masses, see ([4.82](#Equ364){ref-type=""}) below. The modified construction goes as follows.
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                \begin{document}$$\begin{aligned} {\varvec{m}}_\nu = \frac{1}{\sqrt{2}}\sqrt{\frac{X_\nu }{U_\nu }}\,{\varvec{\mu }}^\nu ,\qquad {\hat{{\varvec{e}}}_{0}}= \sqrt{\frac{c}{A^{({{n}})}}}\,\hat{{\varvec{\epsilon }}}^0. \end{aligned}$$\end{document}$$They correspond to principal null directions of the Weyl tensor (WANDs) (Hamamoto et al. [@CR186]; Krtouš et al. [@CR250]; Mason and Taghavi-Chabert [@CR289]; Kubizňák [@CR253]). The expressions ([4.82](#Equ364){ref-type=""}) and ([4.84](#Equ366){ref-type=""}) nicely demonstrate the connection between the existence of the principal tensor and the form of the corresponding Kerr--Schild structure. See also Ortaggio et al. ([@CR316]) for a more general discussion on higher-dimensional Kerr--Schild spacetimes, and Monteiro et al. ([@CR297]), Luna et al. ([@CR278]) for a recent new twist on applications of the Kerr--Schild form.

Hidden symmetries of Kerr--NUT--(A)dS spacetimes {#Sec92}
================================================

In the previous chapter the Kerr--NUT--(A)dS metric and its interpretation were discussed. Let us consider now the symmetries of this geometry in more detail. Namely, we shall show that, similar to its four-dimensional counterpart, this metric admits the *principal tensor*. The latter generates the whole tower of explicit and hidden symmetries. In fact, the geometry itself is uniquely determined by the principal tensor. Let us begin exploring this remarkable geometric construction.

Principal tensor {#Sec93}
----------------

It was shown in Frolov and Kubizňák ([@CR146]), Kubizňák and Frolov ([@CR257]) that the Kerr--NUT--(A)dS geometry ([4.1](#Equ283){ref-type=""}) in any number of dimensions admits the *principal tensor*. According to the definition given in Chap. [2](#Sec10){ref-type="sec"}, this is a non-degenerate closed conformal Killing--Yano 2-form $\documentclass[12pt]{minimal}
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Killing tower {#Sec94}
-------------

As we have already revealed in Chap. [2](#Sec10){ref-type="sec"}, from the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ one can generate the whole tower of explicit and hidden symmetries of the Kerr--NUT--(A)dS geometry. We call this set a *Killing tower*. In what follows we shall review two methods for generating such a tower: a *direct method* of construction (based on theorems of Chap. [2](#Sec10){ref-type="sec"}) and the method of a *generating function*.

### Direct method of construction {#Sec95}

The construction of the Killing tower goes as follows (Krtouš et al. [@CR248]; Frolov [@CR143]; Frolov and Kubizňák [@CR147]):(i)By employing the theorem ([2.86](#Equ88){ref-type=""}) of Chap. [2](#Sec10){ref-type="sec"}, one can construct a tower of closed conformal Killing--Yano tensors by taking various wedge products of the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{f}}^{({{n}})}=\frac{1}{\sqrt{c}}{{\varvec{\partial }}}_{\psi _{{n}}}. \end{aligned}$$\end{document}$$(iii)Partial contractions of squares of Killing--Yano forms $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{f}}^{(j)}}$$\end{document}$ define the following rank-2 Killing tensors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{k}}_{(j)}}$$\end{document}$, cf. ([2.76](#Equ78){ref-type=""}), $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} k_{(j)}^{ab} = \frac{1}{(D{-}2j{-}1)!}\, f^{(j)}{}^{a}{}_{c_1\dots c_{D{-}2j{-}1}}\,f^{(j)}{}^{bc_1\dots c_{D{-}2j{-}1}}. \end{aligned}$$\end{document}$$For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${j=0}$$\end{document}$, the Killing tensor reduces to the metric $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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#### Remark {#FPar28}
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Some properties of the above constructed Killing tower are simpler to prove than others. Namely, by theorems of Chap. [2](#Sec10){ref-type="sec"} we know that $\documentclass[12pt]{minimal}
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### Method of generating functions {#Sec96}

There exists another (more compact) way for constructing the Killing tower (Krtouš [@CR245]). Namely, it is possible to define a $\documentclass[12pt]{minimal}
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### Killing tower in a Darboux frame {#Sec97}

The link between definitions ([5.26](#Equ393){ref-type=""})--([5.29](#Equ396){ref-type=""}) and expansions ([5.30](#Equ397){ref-type=""})--([5.32](#Equ399){ref-type=""}) can be established by writing down all the quantities in the Darboux frame determined by the principal tensor $\documentclass[12pt]{minimal}
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As discussed in Sect. [2.8](#Sec34){ref-type="sec"}, the canonical Darboux frame is determined by the following two equations:$$\documentclass[12pt]{minimal}
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Using the equations ([5.40](#Equ407){ref-type=""}) and ([5.41](#Equ408){ref-type=""}) we can now establish the following results. First, the definition ([5.6](#Equ373){ref-type=""}) yields the explicit form for the closed conformal Killing--Yano tower:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$ defined through the contraction ([5.16](#Equ383){ref-type=""}) of the Killing tensors with the primary Killing vector.

Let us conclude this section by writing explicitly down the $\documentclass[12pt]{minimal}
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Uniqueness theorem {#Sec98}
------------------

It is obvious from the above construction of the Killing tower that the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ determines uniquely a set of canonical coordinates. Namely, the set of *n* functionally independent eigenvalues $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$. It is then no such a wonder that the principal tensor uniquely defines the corresponding geometry.[16](#Fn16){ref-type="fn"} This geometry has a local form of the off-shell Kerr--NUT--(A)dS metric and is determined up to $\documentclass[12pt]{minimal}
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                \begin{document}$${{n}}$$\end{document}$ arbitrary metric functions of a single variable, $\documentclass[12pt]{minimal}
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                \begin{document}$$X_\mu =X_\mu (x_\mu )$$\end{document}$. It also possess a number of remarkable geometric properties. Namely the following central theorem has been formulated in Krtouš et al. ([@CR250]), culminating the previous results from Houri et al. ([@CR195]):

### Uniqueness theorem {#FPar29}

The most general geometry which admits a principal tensor can be locally written in the off-shell Kerr--NUT--(A)dS form ([4.1](#Equ283){ref-type=""}). When the Einstein equations are imposed, the geometry is given by the on-shell Kerr--NUT--(A)dS metric described by the metric functions ([4.16](#Equ298){ref-type=""}).

Moreover, this metric possesses the following properties:

### Theorem {#FPar30}

The off-shell Kerr--NUT--(A)dS metric is of the special type D of higher-dimensional algebraic classification. The geodesic motion in this spacetime is completely integrable, and the Hamilton--Jacobi, Klein--Gordon, and Dirac equations allow a separation of variables.

We refer to the literature (Houri et al. [@CR196], [@CR195]; Krtouš et al. [@CR250]; Yasui [@CR393]; Houri et al. [@CR198]; Yasui and Houri [@CR394]; Krtouš [@CR245]) for various versions of the proof of the uniqueness theorem. The fact that the metric is of the type D (Hamamoto et al. [@CR186]) of higher-dimensional algebraic classification (Coley et al. [@CR89]; Ortaggio et al. [@CR317]; Pravda et al. [@CR334]) follows directly from studying the integrability conditions of a non-degenerate conformal Killing--Yano 2-form (Mason and Taghavi-Chabert [@CR289]). The separability and integrability properties of the Kerr--NUT--(A)dS geometry will be demonstrated in the next chapter.

### Remark {#FPar31}

Perhaps the 'shortest route' to the uniqueness theorem and the Kerr--NUT--(A)dS metric is through the separability structure theory for the Hamilton--Jacobi and Klein--Gordon equations, see Sect. [2.3](#Sec20){ref-type="sec"}. Namely, the existence of the principal tensor implies the existence of a Killing tower of symmetries, which in its turn implies the separability of the Hamilton--Jacobi and Klein--Gordon equations. It then follows that one can use the canonical metric constructed in Benenti and Francaviglia ([@CR27]) admitting such separability structure. In the spirit of Carter's derivation of the four-dimensional Kerr--NUT--(A)dS metric (Carter [@CR58]), this then directly leads to the higher-dimensional Kerr--NUT--(A)dS geometry (Houri et al. [@CR196], [@CR195]; Yasui and Houri [@CR394]), see also Kolář and Krtouš ([@CR240]). $\documentclass[12pt]{minimal}
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Since the existence of a principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ uniquely determines the off-shell Kerr--NUT--(A)dS geometry, when discussing the Killing tower one does not need to strictly distinguish among the properties that follow from general considerations with Killing--Yano tensors, the properties that follow from the existence of a (general) Darboux basis, and the properties that use the explicit form of the Darboux basis of the Kerr--NUT--(A)dS geometry. However, all the properties of the Killing tower can be derived directly from the properties of the principal tensor, without referring to the explicit form of the metric.

Let us finally note that when the non-degeneracy condition on the principal tensor is relaxed, one obtains a broader class of geometries that has been named the *generalized Kerr--NUT--(A)dS geometry* (Houri et al. [@CR197], [@CR198]; Oota and Yasui [@CR312]). This class will be briefly reviewed in Sect. [7.4](#Sec138){ref-type="sec"}.

Proof of commutation relations {#Sec99}
------------------------------

By now we have established most of the properties of objects in the Killing tower. However, we have not yet proved the commutation relations ([5.22](#Equ389){ref-type=""}) or ([5.33](#Equ400){ref-type=""}). Since $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{k}}_{(0)}={\varvec{g}}}$$\end{document}$, these relations in particular imply that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{k}}_{(j)}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$ are Killing tensors and Killing vectors, respectively. The fact that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{k}}_{(j)}}$$\end{document}$ are Killing tensors follows directly from their construction. However, that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$ are Killing vectors we observed only using the identity ([5.5](#Equ372){ref-type=""}) and its consequences ([5.57](#Equ424){ref-type=""}). In other words, we have used the explicit form ([4.1](#Equ283){ref-type=""}) of the Kerr--NUT--(A)dS metric. However, as mentioned above, it is possible to demonstrate the commutativity ([5.33](#Equ400){ref-type=""}) directly from the existence of the principal tensor and without any reference to canonical coordinates, proving in particular that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$ are Killing vectors. We give here a brief overview of such a procedure, for details see Krtouš ([@CR245]).

### Commutation relations {#Sec100}

Using the fundamental property ([5.1](#Equ368){ref-type=""}) of the principal tensor and definitions ([5.26](#Equ393){ref-type=""}), ([5.27](#Equ394){ref-type=""}), and ([5.28](#Equ395){ref-type=""}), one can express covariant derivatives of the conformal Killing tensor $\documentclass[12pt]{minimal}
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To summarize, the proof of the Nijenhuis--Schouten commutativity ([5.22](#Equ389){ref-type=""}) reduces to proving the properties ([5.73](#Equ440){ref-type=""}) and ([5.74](#Equ441){ref-type=""}) for the primary Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\xi }}}$$\end{document}$. It turns out, that both these conditions follow in a complicated way from the integrability conditions for the principal tensor. We discus this in more details in the next section.

### Structure of the curvature {#Sec101}

To complete the proof of the commutativity ([5.22](#Equ389){ref-type=""}) we need first to discuss the integrability conditions for the principal tensor and establish their implications for the structure of the curvature tensor.

Applying the integrability relation ([C.27](#Equ736){ref-type=""}) to the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\xi }}}$$\end{document}$ is a primary Killing vector. This is trivial if the spacetime satisfies the vacuum Einstein equations with a cosmological constant, since the Ricci tensor is then proportional to the metric. More generally we have the following construction.

Writing down the integrability condition ([C.29](#Equ738){ref-type=""}) for the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (D{-}2)R^{ab}{}_{e[c}\, h^{e}{}_{d]} - h_{ef} R^{ef[a}{}_{[c}\,\delta ^{b]}_{d]} - 2 R^{[a}{}_{e}\,\delta ^{b]}_{[c}\, h^{e}{}_{d]}=0. \end{aligned}$$\end{document}$$This condition puts rather strong restrictions on the curvature. In order to express them in a compact way, let as introduce shortcuts for tensors obtained by various combinations of the principal tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{h}}}$$\end{document}$, the Riemann tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{R}}}$$\end{document}$ and the Ricci tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathbf {Ric}}}$$\end{document}$.
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Rather non-trivial calculations (Krtouš [@CR245]) show that the integrability condition ([5.77](#Equ444){ref-type=""}) implies that all contractions of the Riemann tensor with an arbitrary power of $\documentclass[12pt]{minimal}
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In particular, the commutativity ([5.81](#Equ448){ref-type=""}) tells us that $\documentclass[12pt]{minimal}
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Taking a commutator of ([5.75](#Equ442){ref-type=""}) with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{h}}}$$\end{document}$, one obtains$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} (D{-}2)\bigl [{{\varvec{\nabla }}}{\varvec{\xi }},{\varvec{h}}\bigr ]= \bigl [{\varvec{h}},{\mathbf {Ric}}\bigr ]\cdot {\varvec{h}}+\frac{1}{2}\bigl [\mathbf {Rh}^{(1)},{\varvec{h}}\bigr ]. \end{aligned}$$\end{document}$$Employing the commutativity ([5.81](#Equ448){ref-type=""}), we find that the covariant derivative $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bigl [{{\varvec{\nabla }}}{\varvec{\xi }},{\varvec{k}}(\beta )\bigr ]=0, \end{aligned}$$\end{document}$$which proves the condition ([5.73](#Equ440){ref-type=""}).

Both conditions ([5.73](#Equ440){ref-type=""}) and ([5.74](#Equ441){ref-type=""}) thus follow from the integrability condition ([5.77](#Equ444){ref-type=""}) for the principal tensor. That concludes the proof of the Nijenhuis--Schouten commutativity ([5.33](#Equ400){ref-type=""}), respectively ([5.22](#Equ389){ref-type=""}).

In Sect. [6.6](#Sec119){ref-type="sec"} we will see that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\xi }}}$$\end{document}$ can be used as a vector potential for a special electromagnetic field which leads to an integrable motion of charged particles. The result ([5.83](#Equ450){ref-type=""}) thus shows, that its Maxwell tensor $\documentclass[12pt]{minimal}
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Principal tensor as a symplectic structure {#Sec102}
------------------------------------------

### Motivation {#Sec103}

In the construction of the Killing tower from the principal tensor we have defined the Killing vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}={{\varvec{\partial }}}_{\psi _j}}$$\end{document}$. However, we also mentioned that this last equality is not obvious and appears only after one reconstructs the full form of the metric, employing the uniqueness theorem in Sect. [5.3](#Sec98){ref-type="sec"}.

Indeed, immediately after the definition ([5.16](#Equ383){ref-type=""}), it is not clear that one can introduce the common Killing coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}\cdot {{\varvec{d}}}\psi _j=1}$$\end{document}$. For that, it is sufficient to show that the Killing vectors Lie commute,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bigl [{\varvec{l}}_{(i)},{\varvec{l}}_{(j)}\bigr ]=0, \end{aligned}$$\end{document}$$and that the Killing vectors leave coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}\cdot {{\varvec{d}}}x_\mu =0}$$\end{document}$.

The Lie commutativity ([5.85](#Equ452){ref-type=""}) has been shown (in the terms of Nijenhuis--Schouten brackets) in the previous section. However, this result can also be established by a slightly different argument which possesses a beauty on its own and to this argument we devote this section.

### Symplectic structure on the spacetime {#Sec104}

The principal tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$ is a closed non-degenerate 2-form on the configuration space *M*. As such it defines a symplectic structure on this space for *M* even-dimensional, and a contact structure on *M* in the case of odd dimensions. To explore this idea, and since we have not introduced *contact manifolds*, let us restrict to the case of even number of dimensions. (The discussion in odd dimensions would proceed analogously.)

In even dimensions the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{h}}}$$\end{document}$ thus plays a role of the symplectic structure on the space *M* in the sense of the theory described in Sect. [B.1](#Sec154){ref-type="sec"}. We can define its inverse $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{\varXi }}_{f} = {\varvec{h}}^{-1}\cdot {{\varvec{d}}}f. \end{aligned}$$\end{document}$$Note that we denoted this vector field in the *D*-dimensional spacetime *M* by $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\varXi }}_{}$$\end{document}$ in order to distinguish it from a similar Hamiltonian vector field $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{X}}$$\end{document}$ on a 2*D* phase space. We introduce the Poisson bracket of two functions *f* and *g* as follows$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{f,g\}_{\scriptscriptstyle \mathrm {PT}}= {{\varvec{d}}}f \cdot {\varvec{h}}^{-1}\cdot {{\varvec{d}}}g, \end{aligned}$$\end{document}$$where "PT" stands for the *principal tensor* generated Poisson bracket.

#### Remark {#FPar32}

Let us stress that these operations are not related to analogous operations on the relativistic particle phase space, which is realized as the cotangent space $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf {T}^*M}$$\end{document}$, see Sect. [B.4](#Sec171){ref-type="sec"}. The Hamiltonian vector $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\varXi }}_{f}}$$\end{document}$ is an ordinary vector field on *M*. The bracket ([5.88](#Equ455){ref-type=""}) expects as arguments ordinary functions depending just on the position in *M*. The dynamics of a relativistic particle is governed by the Hamiltonian on the phase space $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf {T}^*M}$$\end{document}$ and cannot be translated in a straightforward way to the language of the symplectic geometry generated by the principal tensor $\documentclass[12pt]{minimal}
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Let us state a couple of observations. First, from the discussion of the special Darboux frame ([2.122](#Equ124){ref-type=""}) in Sect. [2.8](#Sec34){ref-type="sec"} it follows that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\hat{{\varvec{e}}}_{\mu }}\cdot {{\varvec{d}}}x_\nu =0}$$\end{document}$, and therefore$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{x_\mu ,x_\nu \}_{\scriptscriptstyle \mathrm {PT}}=0. \end{aligned}$$\end{document}$$As a consequence we see that the principal tensor Poisson bracket of any two functions, which depend just on $\documentclass[12pt]{minimal}
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                \begin{document}$${x_\mu }$$\end{document}$ coordinates, vanishes.

Next, the relations[17](#Fn17){ref-type="fn"} ([5.20](#Equ387){ref-type=""}) actually mean that $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)} = - {\varvec{\varXi }}_{\frac{1}{2}A^{(j{+}1)}}}$$\end{document}$. It motivates us to introduce functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \alpha ^j = \frac{1}{2}A^{(j+1)},\qquad j=0,\,1,\dots ,{{n}}-1, \end{aligned}$$\end{document}$$which can serve as coordinates instead of functions $\documentclass[12pt]{minimal}
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                \begin{document}$${x_\mu }$$\end{document}$. We thus have$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{\alpha ^i,\alpha ^j\}_{\scriptscriptstyle \mathrm {PT}}=0, \end{aligned}$$\end{document}$$and$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{l}}_{(j)} = - {\varvec{\varXi }}_{\alpha ^j}. \end{aligned}$$\end{document}$$As an immediate consequence we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{l}}_{(i)}\cdot {{\varvec{d}}}\alpha ^j=\{\alpha ^i,\alpha ^j\}_{\scriptscriptstyle \mathrm {PT}}=0, \end{aligned}$$\end{document}$$cf. ([B.6](#Equ667){ref-type=""}). Hence, the Killing vectors leave coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha ^j}$$\end{document}$, as well as $\documentclass[12pt]{minimal}
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                \begin{document}$${x_\mu }$$\end{document}$, constant. Similarly, using ([B.8](#Equ669){ref-type=""}) we get$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bigl [{\varvec{l}}_{(\alpha ^i)},{\varvec{l}}_{(\alpha ^j)}\bigr ]=-{\varvec{\varXi }}_{\{\alpha ^i,\alpha ^j\}_{\scriptscriptstyle \mathrm {PT}}}=0, \end{aligned}$$\end{document}$$which proves that the Killing vectors Lie commute.

One can thus expect that it is possible to introduce associated coordinates $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\psi _j}$$\end{document}$. This is actually provided by the Liouville's procedure described in Sect. [B.2](#Sec161){ref-type="sec"}. The coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha ^j}$$\end{document}$ commute with each other, ([5.91](#Equ458){ref-type=""}), and the Liouville's procedure teaches us that they can thus be complemented into a canonical set of coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${(\alpha ^0,\dots ,\alpha ^{{{n}}{-}1},\psi _{0},\dots ,\psi _{{{n}}{-}1})}$$\end{document}$ in which the symplectic form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{h}} = \sum _j {{\varvec{d}}}\alpha ^j\wedge {{\varvec{d}}}\psi _j. \end{aligned}$$\end{document}$$With the help of ([B.12](#Equ673){ref-type=""}), it implies$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{l}}_{(j)}=-{\varvec{\varXi }}_{\alpha ^j}={{\varvec{\partial }}}_{\psi _j},\qquad {\varvec{\varXi }}_{\psi _j} = {{\varvec{\partial }}}_{\alpha ^j}. \end{aligned}$$\end{document}$$Killing vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{l}}_{(j)}}$$\end{document}$ thus indeed define Killing coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${\psi _j}$$\end{document}$. As we already discussed in Sect. [5.3](#Sec98){ref-type="sec"}, this observation is an important piece of the uniqueness theorem. We established that the principal tensor defines canonical coordinates. The uniqueness theorem additionally provides the explicit form of the metric in these coordinates.

Let us conclude this section with some related observations. The symplectic potential ([5.4](#Equ371){ref-type=""}) for the principal tensor can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{b}} = \sum _j \alpha ^j {{\varvec{d}}}\psi _j. \end{aligned}$$\end{document}$$Using the coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha ^j}$$\end{document}$, see ([5.90](#Equ457){ref-type=""}), one can rewrite the principal tensor in the following form ([5.3](#Equ370){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{h}} = \sum _\mu x_\mu {{\varvec{d}}}x_\mu \wedge \left( \sum _jA^{(j)}_\mu {{\varvec{d}}}\psi _j\right) . \end{aligned}$$\end{document}$$We see that $\documentclass[12pt]{minimal}
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                \begin{document}$${\psi _j}$$\end{document}$ are not canonically conjugate in the sense of the principal tensor symplectic geometry. However, since $\documentclass[12pt]{minimal}
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                \begin{document}$${\alpha }$$\end{document}$'s are functions of only *x*'s, the coordinate vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${{{\varvec{\partial }}}_{\psi _j}}$$\end{document}$ introduced in ([5.96](#Equ463){ref-type=""}) coincide with coordinate vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${{{\varvec{\partial }}}_{\psi ^j}}$$\end{document}$ of the coordinate set $\documentclass[12pt]{minimal}
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                \begin{document}$${(x_\mu ,\psi _j)}$$\end{document}$.

We could ask what are the coordinates canonically conjugate to $\documentclass[12pt]{minimal}
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                \begin{document}$${x^\mu \equiv x_\mu }$$\end{document}$. It is easy to check that in terms of coordinates$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \pi _\mu = x^\mu \sum _jA^{(j)}_\mu \psi _j, \end{aligned}$$\end{document}$$a 1-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{{\varvec{b}}}}$$\end{document}$ defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \tilde{{\varvec{b}}} = - \sum _\mu \pi _\mu {{\varvec{d}}}x^\mu = - \sum _j \psi _j {{\varvec{d}}}\alpha ^j, \end{aligned}$$\end{document}$$is also the symplectic potential for the principal tensor, $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{h}}={{\varvec{d}}}\tilde{{\varvec{b}}}}$$\end{document}$. It implies that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{h}} = \sum _\mu {{\varvec{d}}}x^\mu \wedge {{\varvec{d}}}\pi _\mu , \end{aligned}$$\end{document}$$and $\documentclass[12pt]{minimal}
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                \begin{document}$${(x^1,\dots ,x^{{n}},\pi _1,\dots ,\pi _{{n}})}$$\end{document}$ are canonical coordinates in the sense of the principal tensor symplectic geometry.

Particles and fields: Integrability and separability {#Sec105}
====================================================

In this chapter, we study particles and fields in the vicinity of higher-dimensional rotating black holes. As can be expected their behavior reflects the rich structure of hidden symmetries discussed in the previous chapter: the motion of particles and light is completely integrable and the fundamental physical equations allow separation of variables. Let us start our discussion with a brief overview of the discovery of these unexpected properties.

The Kerr--NUT--(A)dS metric in four spacetime dimensions possesses a number of remarkable properties related to hidden symmetries. In particular, those discovered by Carter ([@CR57]), Carter ([@CR58]), Carter ([@CR59]) include the complete integrability of geodesic equations and the separability of the Hamilton--Jacobi and Klein--Gordon equations. A natural question is whether and if so how far these results can be extended to higher dimensions.

A first successful attempt on such a generalization, employing non-trivial hidden symmetries, was made by Frolov and Stojković ([@CR151], [@CR150]). In these papers the authors generalized Carter's approach to five-dimensional Myers--Perry metrics with two rotation parameters, and demonstrated that the corresponding Hamilton--Jacobi equation in the Myers--Perry coordinates allows a complete separation of variables. This enabled to obtain an explicit expression for the second-rank irreducible Killing tensor present in these spacetimes.[18](#Fn18){ref-type="fn"}

These results were later generalized by Kunduri and Lucietti ([@CR263]) to the case of a five-dimensional Kerr--(A)dS metric. Fields and quasinormal modes in five-dimensional black holes are studied in Frolov and Stojković ([@CR151]), Cho et al. ([@CR76]), Cho et al. ([@CR74]). Page and collaborators (Vasudevan et al. [@CR378], [@CR379]; Vasudevan and Stevens [@CR377]) discovered that particle equations are completely integrable and the Hamilton--Jacobi and Klein--Gordon equation are separable in the higher-dimensional Kerr--(A)dS spacetime, provided it has a special property: its spin is restricted to two sets of equal rotation parameters. A similar result was obtained slightly later for the higher-dimensional Kerr--NUT--(A)dS spacetimes subject to the same restriction on rotation parameters (Davis [@CR99]; Chen et al. [@CR70]). With this restriction the Kerr--NUT--(A)dS metric becomes of cohomogeneity-two and possesses an enhanced symmetry which ensures the corresponding integrability and separability properties.

Attempts to apply Carter's method for general rotating black holes in six and higher dimensions have met two obstacles. First, the explicit symmetries of the Kerr--NUT--(A)dS metrics are, roughly speaking, sufficient to provide only half of the required integrals of motion. This means, that already in six dimensions one needs not one, but two independent Killing tensors, and the number of required independent Killing tensors grows with the increasing of number of spacetime dimensions. Second, more serious problem is that the separation of variables in the Hamilton--Jacobi equation may exist only in a very special coordinate system. However, how to choose the convenient coordinates was of course unknown. In particular, the widely used Myers--Perry coordinates have an unpleasant property of having a constraint ([E.9](#Equ772){ref-type=""}), which makes them inconvenient for separation of variables in more than five dimensions.

The discovery of the principal tensor for the most general higher-dimensional Kerr--NUT--(A)dS (Frolov and Kubizňák [@CR146]; Kubizňák and Frolov [@CR257]) spacetimes made it possible to solve both these problems. Namely, the associated Killing tower contains a sufficient number of hidden symmetries complementing the isometries to make the geodesic motion integrable. Moreover, the eigenvalues of the principal tensor together with the additional Killing coordinates, give the geometrically preferred canonical coordinates in the Kerr--NUT--(A)dS spacetime. It turns out that exactly in these coordinates the Hamilton--Jacobi as well as the Klein--Gordon equations separate. The following sections are devoted to a detailed discussion of these results.

Complete integrability of geodesic motion {#Sec106}
-----------------------------------------

The geodesic motion describing the dynamics of particles and the propagation of light in the Kerr--NUT--(A)dS spacetimes is completely integrable. In this section we prove this result, discuss how to obtain particles' trajectories, and how to introduce the action--angle variables for the corresponding dynamical system.

### Complete set of integrals of motion {#Sec107}

We have learned in Sect. [2.1](#Sec11){ref-type="sec"} that the motion of a free relativistic particle can be described as a dynamical system with the quadratic in momenta Hamiltonian ([2.10](#Equ12){ref-type=""}). Turning to the Kerr--NUT--(A)dS spacetime, the towers of Killing tensors ([5.9](#Equ376){ref-type=""}) and Killing vectors ([5.16](#Equ383){ref-type=""}) guarantee the existence of the following $\documentclass[12pt]{minimal}
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For a particle with mass *m* the value of the constant $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$K_0$$\end{document}$ is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$-m^2$$\end{document}$. As we already explained, in the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma $$\end{document}$-parametrization, which we use, the above relations remain valid in the limit $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$m\rightarrow 0$$\end{document}$, that is for massless particles. As mentioned in the remark after equation ([5.23](#Equ390){ref-type=""}) in Sect. [5.2](#Sec94){ref-type="sec"}, for a propagation of massless particles one can use a different set of observables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{\tilde{K}_{j}, L_{j}\}$$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{K}_{j}$$\end{document}$ are generated from the conformal Killing tensors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{Q}}_{(j)}$$\end{document}$,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \tilde{K}_{j} = Q_{(j)}^{ab}\,p_a\,p_b,\quad j=0,\dots {{n}}-1. \end{aligned}$$\end{document}$$The new observables are conserved and in involution, provided that the momenta satisfy the zero-mass condition $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{p}}^2=0$$\end{document}$. Indeed, thanks to this constraint, the right-hand sides of commutation relations ([5.24](#Equ391){ref-type=""}) vanish, which implies the Poisson-bracket commutation of the observables in the new set.

#### Remark {#FPar33}

It is interesting to note that the relations among the quadratic conserved quantities $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$K_{j}$$\end{document}$ are highly symmetric. One could actually study a space with the (inverse) metric given by the Killing tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}_{(i)}$$\end{document}$, and all the tensors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}_{(j)}$$\end{document}$ would remain Killing tensors with respect to this new metric, e.g., Rietdijk and van Holten ([@CR340]). This fact is precisely expressed by the first condition ([6.3](#Equ471){ref-type=""}), giving $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[{\varvec{k}}_{(i)}, {\varvec{k}}_{(j)}]_{\scriptscriptstyle \mathrm {NS}}=0$$\end{document}$ for the Nijenhuis--Schouten brackets among these tensors. Similarly, all the vectors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{l}}_{(j)}$$\end{document}$ remain to be Killing vectors with respect to the new metric. The geodesic motion in any of the spaces with the metric given by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}_{(i)}$$\end{document}$ is thus also complete integrable. However, in this context one should emphasize that only the space with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{g}}={\varvec{k}}_{(0)}$$\end{document}$ is the Kerr--NUT--(A)dS spacetime. Spaces with the metric given by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}_{(i)}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$i>0$$\end{document}$, neither possess the principal tensor and the associated towers of Killing--Yano tensors, nor are solutions of the vacuum Einstein equations. Moreover, although the geodesic motion is integrable in these spaces, this is no longer true for the corresponding fields; the symmetry among Killing tensors does not elevate to the symmetry of the corresponding symmetry operators for the test fields in these spaces, see Sect. [6.3](#Sec112){ref-type="sec"}. $\documentclass[12pt]{minimal}
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### Particle trajectories {#Sec108}

Substituting the coordinate expressions ([5.56](#Equ423){ref-type=""}) and ([5.57](#Equ424){ref-type=""}) into ([6.1](#Equ469){ref-type=""}) gives the following expressions for the integrals of motion in terms of momenta components $\documentclass[12pt]{minimal}
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It is remarkable that the expression ([6.7](#Equ475){ref-type=""}) for $\documentclass[12pt]{minimal}
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The trajectory of a particle can be found by solving the velocity equation,$$\documentclass[12pt]{minimal}
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However, Eqs. ([6.13](#Equ481){ref-type=""}) for $\documentclass[12pt]{minimal}
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The procedure ([6.15](#Equ483){ref-type=""})--([6.19](#Equ487){ref-type=""}) may seem as an ad hoc manipulation. However, as we shall see below it is closely related to the Liouville construction for complete integrable systems.

We demonstrated that as a result of the complete integrability of geodesic equations in the higher-dimensional Kerr--NUT--(A)dS spacetimes, finding solutions of these equations reduces to the calculation of special integrals. This integral representation of the solution is useful for the study of general properties of particle and light motion in these metrics. However, it should be emphasized that only in some special cases these integrals can be expressed in terms of known elementary and special functions. Let us remind that in four dimensions a similar problem can be solved in terms of elliptic integrals, the properties of which are well known. The integrals describing particle and light motion in higher dimensions contain square roots of the polynomials of the order higher than four, and this power grows with the increasing number of spacetime dimensions. Another complication is that the higher-dimensional problem depends on a larger number of parameters. At present, the problem of classification of higher-dimensional geodesics in Kerr--NUT--(A)dS metrics is far from its complete solution. Here we give some references on the publications connected with this subject. The particle motion in five-dimensional Kerr--(A)dS metrics was considered in Frolov and Stojković ([@CR150]), Kagramanova and Reimers ([@CR213]), Diemer et al. ([@CR109]), Delsate et al. ([@CR103]). The papers Gooding and Frolov ([@CR175]), Papnoi et al. ([@CR324]) discuss the shadow effect for five-dimensional rotating black holes. Different aspects of geodesic motion in the higher-dimensional black hole spacetimes were discussed in Hackmann et al. ([@CR185]), Enolski et al. ([@CR128]).

### Conjugate coordinates on the level set {#Sec109}

Having proved that the geodesic motion is completely integrable, let us now discuss the corresponding level sets (here) and the construction of the action--angle variables (below). For simplicity, in this exposition (till end of Sect. [6.1](#Sec106){ref-type="sec"}) we restrict ourselves to the case of even dimensions, $\documentclass[12pt]{minimal}
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Following the Liouville constructions, described in Sect. [B.2](#Sec161){ref-type="sec"}, let us obtain a generating function $\documentclass[12pt]{minimal}
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The generating function *W* defines new coordinates $\documentclass[12pt]{minimal}
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### Action--angle variables {#Sec110}

Let us remind that for a completely integrable system with *D* degrees of freedom there exists *D* independent integrals of motion in involution $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\mathcal {L}_{P}$$\end{document}$, where these integrals have fixed values. According to general theory (Arnol'd [@CR19]; Goldstein et al. [@CR174]) if this level set is compact, it has a structure of multi-dimensional torus with an affine structure, and one can introduce the so called action--angle variables.

#### Remark {#FPar34}

The affine structure of the level set $\documentclass[12pt]{minimal}
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When the toroidal structure of the level set is identified, the angle variables are those linear coordinates adjusted to the torus which have period $\documentclass[12pt]{minimal}
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These relations should be understood as relations between conserved quantities $\documentclass[12pt]{minimal}
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To summarize, the action variables $\documentclass[12pt]{minimal}
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Separation of variables in the Hamilton--Jacobi equation {#Sec111}
--------------------------------------------------------

As discussed in Sect. [B.3](#Sec166){ref-type="sec"}, the particle motion can also be described in terms of the Hamilton--Jacobi equation. For an autonomous completely integrable system one can write down not only the Hamilton--Jacobi equation ([B.40](#Equ701){ref-type=""})$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} H(x,{{\varvec{d}}}S) = \text {const.}, \end{aligned}$$\end{document}$$but also the Hamilton--Jacobi equations ([B.42](#Equ703){ref-type=""}) for all conserved quantities.

The relativistic particle is an autonomous system (physical observables do not depend explicitly on time parameter $\documentclass[12pt]{minimal}
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Indeed, the linear dependence on the Killing coordinates $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\psi _j$$\end{document}$ directly solves equations ([6.35](#Equ503){ref-type=""}). Separability in the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${x_\mu }$$\end{document}$ coordinate guarantees that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{\partial S}{\partial x_\mu }=S_\mu '$$\end{document}$. Upon multiplying the equations ([6.34](#Equ502){ref-type=""}) by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(-x_\mu ^2)^{{{n}}-1-j}$$\end{document}$, and summing together, using relations ([D.14](#Equ752){ref-type=""}), gives the following equation for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$S_\mu $$\end{document}$:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} (S_\mu ')^2 = \frac{{\tilde{K}}_\mu }{X_\mu } - \frac{{\tilde{L}}_\mu ^2}{X_\mu ^2} = \frac{{\mathcal {X}}_\mu }{X_\mu ^2}, \end{aligned}$$\end{document}$$where the functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\tilde{K}}_\mu }$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\tilde{L}}_\mu }$$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathcal {X}}_\mu }$$\end{document}$ are defined by ([6.9](#Equ477){ref-type=""})--([6.11](#Equ479){ref-type=""}). Each of these functions, as well as the metric function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X_\mu $$\end{document}$, depend just on one variable $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x_\mu $$\end{document}$. The equation ([6.37](#Equ505){ref-type=""}) is thus an ordinary differential equation in a single variable, which justifies the consistency of the ansatz ([6.36](#Equ504){ref-type=""}). Finding the Hamilton--Jacobi function *S* is thus equivalent to integrating the ordinary differential equations ([6.37](#Equ505){ref-type=""}), giving$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} S_\mu = \int _{x_\mu ^-}^{x_\mu } \frac{\sqrt{{\mathcal {X}}_\mu }}{X_\mu }\,d x_\mu , \end{aligned}$$\end{document}$$where, similar to ([6.16](#Equ484){ref-type=""}), we start the integration at the (smaller) turning point $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${x_\mu ^-}$$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\mathcal {X}}_\mu =0}$$\end{document}$.

### Remark {#FPar35}

In Sect. [2.3](#Sec20){ref-type="sec"} we have mentioned that the separability of the Hamilton--Jacobi equation can be characterized by the corresponding separability structure (Benenti and Francaviglia [@CR27], [@CR28]; Demianski and Francaviglia [@CR104]; Kalnins and Miller [@CR214]). The off-shell Kerr--NUT--(A)dS geometry possesses $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$({{n}}+\varepsilon )$$\end{document}$-separability structure. Indeed, we can identify the ingredients of the first theorem of Sect. [2.3](#Sec20){ref-type="sec"} as follows: in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$D=2{{n}}+\varepsilon $$\end{document}$ dimensions, the Kerr--NUT--(A)dS geometry has $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{n}}+\varepsilon $$\end{document}$ Killing vectors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{l}}_{(j)}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$j=0,\dots ,{{n}}-1+\varepsilon $$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{n}}$$\end{document}$ Killing tensors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}_{(j)}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$j=0,\dots ,{{n}}-1$$\end{document}$. (i) All these objects commute in the sense of Nijenhuis--Schouten bracket, ([5.22](#Equ389){ref-type=""}), and (ii) the Killing tensors have common eigenvectors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\partial }}}_{x_\mu }$$\end{document}$ which obviously Lie-bracket commute with the Killing vectors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{l}}_{(j)}={{\varvec{\partial }}}_{\psi _j}$$\end{document}$ and which are orthogonal to the Killing vectors. All the requirements of the theorem are thus satisfied and the result follows. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$

Separation of variables in the wave equation {#Sec112}
--------------------------------------------

The symmetry of the Kerr--NUT--(A)dS metric not only allows one to solve the particle motion, but also provides separability of various test field equations. In this section we demonstrate that the massive scalar field equation$$\documentclass[12pt]{minimal}
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### Remark {#FPar36}

The box-operator in ([6.40](#Equ508){ref-type=""}) is, in a sense, a first quantized version of the Hamiltonian ([6.2](#Equ470){ref-type=""}). Similarly, one could define a second-order operator $\documentclass[12pt]{minimal}
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In the Kerr--NUT--(A)dS spacetime the tower of Killing tensors ([5.9](#Equ376){ref-type=""}) and Killing vectors ([5.16](#Equ383){ref-type=""}) defines a tower of the following associated second-order and first-order operators:$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{k}}_1}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{k}}_2}$$\end{document}$ commute in the highest-order in derivatives provided the Nijenhuis--Schouten bracket of the two tensors vanishes, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${[{\varvec{k}}_1,{\varvec{k}}_2]_{\scriptscriptstyle \mathrm {NS}}=0}$$\end{document}$. However, to guarantee the commutativity to all orders, some additional '*anomalous conditions*' must be satisfied, see Carter ([@CR60]), Kolář and Krtouš ([@CR239]).

Since in the Kerr--NUT--(A)dS spacetimes all the operators ([6.41](#Equ509){ref-type=""}) and ([6.42](#Equ510){ref-type=""}) are generated by a single object, the principal tensor, it is not so surprising that the anomalous conditions hold and all these operators mutually commute (Sergyeyev and Krtouš [@CR356]; Kolář and Krtouš [@CR239]):$$\documentclass[12pt]{minimal}
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### Remark {#FPar37}

The separability of the wave equation is again in an agreement with the theory of separability structures mentioned in Sect. [2.3](#Sec20){ref-type="sec"}. In the previous section we have already shown that the Kerr--NUT--(A)dS geometry possesses $\documentclass[12pt]{minimal}
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Let us finally note that the Hamilton--Jacobi equations discussed in the previous section can be actually understood as a semiclassical approximation to the wave-like equations ([6.47](#Equ515){ref-type=""}). In such an approximation one looks for a solution in the form$$\documentclass[12pt]{minimal}
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### Remark {#FPar38}

When discussing the complete integrability of geodesic motion in the previous section, we mentioned that the geodesic motion in spaces with the metric given by any of the Killing tensors $\documentclass[12pt]{minimal}
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Dirac equation {#Sec113}
--------------

The solution of the massive Dirac equation in the Kerr--NUT--(A)dS spacetimes can be found in a special (pre-factor) separated form and the problem is transformed to a set of ordinary differential equations. Similar to the massive scalar equation, this solution is obtained as a common eigenfunction of a set of mutually commuting operators, one of which is the Dirac operator.

### Overview of results {#Sec114}

The study of Dirac fields in a curved spacetime has a long history. In 1973 Teukolsky rephrased the Dirac massless equation in Kerr spacetime in terms of a scalar 'fundamental equation' which could be solved by a separation of variables. However, such an approach does not work for the massive Dirac equation and it is difficult to generalize it to higher dimensions. There is yet another method which goes along the lines we used for the scalar wave equation: one can postulate the multiplicative ansatz for the solution of the Dirac equation and obtain independent (but coupled) differential equations for each component in this ansatz.

This approach dates back to the seminal paper of Chandrasekhar who in 1976 separated and decoupled the Dirac equation in the Kerr background (Chandrasekhar [@CR66]), see Sect. [3.5](#Sec55){ref-type="sec"}. A few years later, Carter and McLenaghan ([@CR63]) demonstrated that behind such a separability stands a first-order operator commuting with the Dirac operator which is constructed from the Killing--Yano 2-form of Penrose ([@CR328]). This discovery stimulated subsequent developments in the study of symmetry operators of the Dirac equation in curved spacetime.

In particular, the most general *first-order operator* commuting with the Dirac operator in four dimension was constructed by McLenaghan and Spindel ([@CR291]). This work was later extended by Kamran and McLenaghan ([@CR217]) to *R-commuting* symmetry operators. Such operators map solutions of the massless Dirac equation to other solutions and correspond to symmetries which are conformal generalizations of Killing vectors and Killing--Yano tensors.

With recent developments in higher-dimensional gravity, the symmetry operators of the Dirac operator started to be studied in spacetimes of an arbitrary dimension and signature. The first-order symmetry operators of the Dirac operator in a general curved spacetime has been identified by Benn and Charlton ([@CR30]) and Benn and Kress ([@CR31]). The restriction to the operators commuting with the Dirac operator has been studied in Cariglia et al. ([@CR49]).

The higher-dimensional Dirac equation has been also studied in specific spacetimes. In the remarkable paper Oota and Yasui ([@CR311]) separated the Dirac equation in the general off-shell Kerr--NUT--(A)dS spacetime, generalizing the results (Chandrasekhar [@CR66]; Carter and McLenaghan [@CR63]) in four dimensions. The result of Oota and Yasui ([@CR311]) has been reformulated in the language of a tensorial separability and related to the existence of the commuting set of operators in Wu ([@CR386], [@CR389]), Cariglia et al. ([@CR50]), and generalized to the presence of a weak electromagnetic field in Cariglia et al. ([@CR52]). Even more generally, separability of the torsion modified Dirac equation was demonstrated in the presence of *U*(1) and torsion fluxes of the Kerr--Sen geometry and its higher-dimensional generalizations (Houri et al. [@CR200]) as well as in the most general spherical black hole spacetime of minimal gauged supergravity (Wu [@CR387], [@CR388]), see also Kubizňák et al. ([@CR261]), Houri et al. ([@CR199]). The Dirac symmetry operators in the presence of arbitrary fluxes were studied in Acik et al. ([@CR3]), Kubizňák et al. ([@CR262]).

Before we review the results for Kerr--NUT--(A)dS spacetimes, let us make one more remark. Although the first-order symmetry operators are sufficient to justify separability of the massless Dirac equation in the whole Plebanski--Demianski class of metrics in four dimensions or separability of the massive Dirac equation in Kerr--NUT--(A)dS spacetimes in all dimensions, they are not enough to completely characterize all Dirac separable systems and one has to consider higher-order symmetry operators, e.g., McLenaghan et al. ([@CR292]). In particular, there are known examples (Fels and Kamran [@CR134]) where the Dirac equation separates but the separability is related to an operator of the second-order. It means that the theory of separability of the Dirac equation must reach outside the realms of the so called *factorizable systems* (Miller [@CR293]), as such systems are fully characterized by first-order symmetry operators.

In the following we review the separability results for the Dirac equation in the Kerr--NUT--(A)dS spacetime (Oota and Yasui [@CR311]; Cariglia et al. [@CR49], [@CR50]). A short overview of Dirac spinors in a curved spacetime of an arbitrary dimension can be found in Sect. [F.1](#Sec193){ref-type="sec"}. In the same appendix, in Sect. [F.2](#Sec198){ref-type="sec"}, one can also find a characterization of the first order operators that commute with the Dirac operator. Using these general results, we show below that the general off-shell Kerr--NUT--(A)dS spacetime admits a set of mutually commuting first-order operators including the Dirac operator, whose common eigenfunctions can be found in a tensorial *R*-separable form.

### Representation of Dirac spinors in Kerr--NUT--(A)dS spacetimes {#Sec115}

We want to study the Dirac operator and its symmetries in the Kerr--NUT--(A)dS spacetime. For that we have to specify the representation of the gamma matrices. As discussed in Sect. [F.1](#Sec193){ref-type="sec"}, the choice of representation is equivalent to the choice of a frame $\documentclass[12pt]{minimal}
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A generic 2-dimensional spinor can thus be written as $\documentclass[12pt]{minimal}
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Before we specify the components of the gamma matrices in this frame, let us introduce some auxiliary notations. Let $\documentclass[12pt]{minimal}
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Equipped with this notation, we are now ready to write down the abstract gamma matrices with respect to the frame $\documentclass[12pt]{minimal}
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In components, the action of these matrices on a spinor $\documentclass[12pt]{minimal}
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### Dirac symmetry operators in Kerr--NUT--(A)dS spacetimes {#Sec116}

The Kerr--NUT--(A)dS spacetime is equipped with the full tower of Killing--Yano symmetry objects. As discussed in Sect. [F.2](#Sec198){ref-type="sec"}, such objects allow one to define first-order operators that commute with the Dirac operator. In fact, as we now demonstrate, it is possible to choose such a subset of Killing--Yano symmetries that yields a full set of *D* first-order operators, one of which is the Dirac operator $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal {L}_j = \mathcal {K}_{{\varvec{l}}_{(j)}} = l_{(j)}^a\nabla _{a} \,+\, \frac{1}{4}\bigl (\nabla ^{[a}l_{(j)}^{b]}\bigr )\gamma _{ab} , \qquad j= 0,1,\dots ,{{n}}+\varepsilon . \end{aligned}$$\end{document}$$ These operators can be complemented with $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal {D}=\mathcal {M}_0}$$\end{document}$. (See Appendix [F](#Sec192){ref-type="sec"} for a more compact notation for these operators.)

It turns out that the strong symmetry structure of the off-shell Kerr--NUT--(A)dS spacetime is sufficient to guarantee that these operators mutually commute (Cariglia et al. [@CR50]):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}{}[\mathcal {L}_i,\,\mathcal {L}_j]=0,\qquad [\mathcal {M}_k,\,\mathcal {M}_l]=0,\qquad [\mathcal {L}_j,\mathcal {M}_k]=0. \end{aligned}$$\end{document}$$They thus have common spinorial eigenfunctions and one can hope that these can be found in a separable form.

To demonstrate that, we first write down the operators in an explicit coordinate form. The operators $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal {M}_k}$$\end{document}$ is much more complicated, and in particular one needs to know the explicit form of the spin connection. This is listed in Appendix [D.2](#Sec182){ref-type="sec"}. To illustrate the structure of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {M}_k}$$\end{document}$, we just write it down in an even dimension, see Cariglia et al. ([@CR50]) for the results in odd dimensions and their derivation. The even-dimensional $\documentclass[12pt]{minimal}
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### Tensorial *R*-separability of common eigenfunctions {#Sec117}

Now we can formulate the desired result: the commuting symmetry operators $\documentclass[12pt]{minimal}
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In terms of components, this reduces to the ansatz made in Oota and Yasui ([@CR311]):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \psi ^{\epsilon _1\dots \epsilon _{{n}}} = \phi _{\epsilon _1\dots \epsilon _{{n}}} \exp \bigl ({\textstyle i\sum _j L_j\psi _{j}}\bigr ) \prod _\nu \chi _\nu ^{\epsilon _\nu }. \end{aligned}$$\end{document}$$Here, $\documentclass[12pt]{minimal}
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                \begin{document}$${\chi _\nu ^-}$$\end{document}$, which can be easily decoupled by substituting one into another. In other words, the problem of solving the massive Dirac equation in general Kerr--NUT--(a)dS spacetimes can be recast as a problem of solving a number of decoupled ordinary differential equations for components of the corresponding multi-dimensional spinor.

Tensor perturbations {#Sec118}
--------------------

The demonstrated separability of the Hamilton--Jacobi, Klein--Gordon, and Dirac equations in the general higher-dimensional Kerr--NUT--(A)dS spacetime created hopes that higher spin equations might also possess this property. In particular, there were hopes that the electromagnetic and gravitational perturbations can be solved by either a direct separation of the corresponding field equations, or by their reduction to a master equation, which, in its turn, is separable. In spite of many attempts, only partial results were obtained. In this section we briefly discuss the tensor perturbations and return to the electromagnetic fields in the next section.

The study of gravitational perturbations of black holes is key for understanding their stability, and is especially important in higher dimensions where many black holes are expected to be unstable and may (as indicated in recent numerical studies) branch to other black hole families, e.g., Choptuik et al. ([@CR80]), Lehner and Pretorius ([@CR271]), Dias et al. ([@CR105]), Dias et al. ([@CR106]), Dias et al. ([@CR107]), Dias et al. ([@CR108]), Figueras et al. ([@CR135]), or even result in a formation of naked singularities (Figueras et al. [@CR136]). The separability and decoupling of gravitational perturbations would also significantly simplify the study of quasi-normal modes of these black holes or the study of Hawking radiation.

The gravitational perturbations have been analytically studied for higher-dimensional black holes with no rotation, e.g., Gibbons and Hartnoll ([@CR166]), Kodama and Ishibashi ([@CR235]), Ishibashi and Kodama ([@CR209]), or for black holes subject to restrictions on their rotation parameters, e.g., Kunduri et al. ([@CR265]), Kodama ([@CR234]), Murata and Soda ([@CR301]), Murata and Soda ([@CR302]), Kodama et al. ([@CR236]), Kodama et al. ([@CR237]), Oota and Yasui ([@CR312]), Murata ([@CR299]), Murata ([@CR300]). Such black holes possess enhanced symmetries and are of a smaller co-homogeneity than the general Kerr--NUT--(A)dS spacetime. This allows one to decompose the corresponding perturbations into 'tensor, vector and scalar' parts that can be treated separately, yielding the corresponding master equations, e.g., Kunduri et al. ([@CR265]).

By the time this review is written it is unknown whether there exists a method which would allow one to separate and decouple gravitational perturbations of the general Kerr---NUT--(A)dS spacetimes. For example, as shown in papers by Durkee and Reall ([@CR114]), Durkee and Reall ([@CR115]) this goal cannot be achieved by following the 'Teukolsky path', employing the higher-dimensional generalization of Newman--Penrose or Geroch's formalisms (Pravdová and Pravda [@CR335]; Durkee et al. [@CR116]) building on Coley et al. ([@CR89]), Pravda et al. ([@CR333]), Ortaggio et al. ([@CR315]).

To conclude this section, let us briefly comment on a partial success by Oota and Yasui ([@CR312]), who demonstrated the separability of certain type of tensor perturbations in *generalized Kerr--NUT--(A)dS spacetimes*. In our discussion of the Kerr--NUT--(A)dS spacetimes we assumed that the principal tensor is non-degenerate, that is, it has *n* functionally independent eigenvalues, that were used as canonical coordinates. One obtains a more general class of metrics once this assumption is violated. The corresponding metrics, called the *generalized Kerr--NUT--(A)dS solutions*, were obtained in Houri et al. ([@CR198], [@CR197]), and we will discuss them in more detail in Chap. [7](#Sec125){ref-type="sec"}. Here we just describe some of their properties that are required for the formulation of the results of Oota and Yasui ([@CR312]). The generalized metric has *N* essential coordinates which are non-constant eigenvalues of the principal tensor, \|*m*\| parameters which are non-zero constant eigenvalues, and the degeneracy of a subspace responsible for the vanishing eigenvalue is $\documentclass[12pt]{minimal}
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                \begin{document}$$m_0$$\end{document}$. The total number of spacetime dimensions is thus $\documentclass[12pt]{minimal}
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                \begin{document}$$D=2N+2|m|+m_0$$\end{document}$. This space has a bundle structure. Its fiber is a 2*n*-dimensional Kerr--NUT--(A)dS metric. All other dimensions form the base space. The tensor perturbations, analyzed in Oota and Yasui ([@CR312]), are those, that do not perturb the fiber metric and keep the bundle structure. These tensor perturbations admit the separation of variables and the corresponding field equations reduce to a set of ordinary second-order differential equations.

Maxwell equations {#Sec119}
-----------------

The study of electromagnetic fields in general Kerr--NUT--(A)dS spacetimes is a complicated task. In particular, the procedure leading to the Teukolsky equation in four dimension (Teukolsky [@CR370], [@CR371]) does not work in higher dimensions (Durkee and Reall [@CR114], [@CR115]). However, recently there was an important breakthrough in the study of possible separability of higher-dimensional Maxwell equations in the Kerr--NUT--(A)dS spacetimes. Namely, Lunin ([@CR279]) succeeded to separate variables for some specially chosen polarization states of the electromagnetic field in the Myers--Perry metrics with a cosmological constant. In a general *D*-dimensional case, the number of polarizations of such a field is $\documentclass[12pt]{minimal}
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                \begin{document}$$D-2$$\end{document}$. Lunin proposed a special ansatz for the field describing two special polarizations and demonstrated that it admits separation of variables. He also demonstrated how such a solution relates to the solution obtained in the Teukolsky formalism in four dimension. However, if one can obtain other components by a similar ansatz is still under investigation.

In the rest of this section we discuss yet other interesting test electromagnetic fields, namely fields aligned with the principal tensor. They include, for example, the field of weakly charged and magnetized black holes. It turns out, that they constitute the most general test electromagnetic field that preserves the integrability properties of the Kerr--NUT--(A)dS geometry.

### Wald's trick: electromagnetic fields from isometries {#Sec120}

The study of electromagnetic fields in the vicinity of (rotating) black holes in four dimensions has interesting astrophysical applications and has been investigated by many authors, see e.g., Wald ([@CR381]), King et al. ([@CR230]), Bičák and Dvořák ([@CR37]), Bičák and Dvořák ([@CR36]), Bičák and Dvořák ([@CR38]), Bičák and Janiš ([@CR39]), Aliev and Galtsov ([@CR13]), Penna ([@CR326]). There is also a number of exact solutions of the Einstein--Maxwell system, ranging from the Kerr--Newman solution for the charged black hole (Newman and Janis [@CR305]; Newman et al. [@CR308]) to magnetized black holes of Ernst (Ernst [@CR129], [@CR130]). However, it is often possible to restrict the description to a test field approximation assuming that the electromagnetic field obeys the Maxwell equations but does not backreact on the geometry.

A particularly elegant way for describing the behavior of certain test electromagnetic fields near a rotating black hole is due to Wald ([@CR381]). The Wald approach is based on the well known fact (Papapetrou [@CR323]) that any Killing vector field $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ obeys the following two equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}\xi ^a=0,\quad \Box \xi ^a+R^a{}_b\xi ^b=0. \end{aligned}$$\end{document}$$The first equation is an immediate consequence of the Killing equation ([2.20](#Equ22){ref-type=""}), whereas the latter follows from its integrability condition, cf. ([C.16](#Equ725){ref-type=""}) for $\documentclass[12pt]{minimal}
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                \begin{document}$$p=1$$\end{document}$. These two equations are to be compared with the wave equation supplemented by the Lorenz gauge condition:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _a A^a=0,\quad \Box A^a-R^a{}_b A^b=0, \end{aligned}$$\end{document}$$for the electromagnetic vector potential $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{A}}$$\end{document}$. This means that in a vacuum spacetime any Killing vector can serve as a vector potential for a test Maxwell field,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{A}}=e\, {\varvec{\xi }},\quad {\varvec{F}}=e\, {{\varvec{d}}}{\varvec{\xi }}, \end{aligned}$$\end{document}$$where the constant *e* governs the field strength. Therefore a special set of test electromagnetic fields in the background of vacuum spacetimes can be genarated simply by using the isometries of these spacetimes. In such a way one can generate a weakly charged Kerr black hole, or immerse this black hole in a 'uniform magnetic field' (Wald [@CR381]).

Of course, the same trick also works in higher dimensions. This fact was used in Aliev and Frolov ([@CR12]) for a study of the gyromagnetic ratio of a weakly charged five-dimensional rotating black hole in an external magnetic field. This was later generalized to the Myers--Perry spacetimes (Aliev [@CR9]).

In the presence of a cosmological constant $\documentclass[12pt]{minimal}
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                \begin{document}$$\varLambda $$\end{document}$ the Ricci tensor$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} R_{ab}=\frac{2}{D-2}\varLambda g_{ab} \end{aligned}$$\end{document}$$does not vanish and the Killing vector $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ can no longer be used as a vector potential for the test electromagnetic field. The situation improves when the spacetime possesses a closed conformal Killing--Yano 2-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ (Frolov et al. [@CR159]). Namely, let $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ be a primary Killing vector,[20](#Fn20){ref-type="fn"} then the following 'improved' electromagnetic field:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{F}}=e\Bigl ({{\varvec{d}}}{\varvec{\xi }}+\frac{4\varLambda }{(D-1)(D-2)}{\varvec{h}}\Bigr ) \end{aligned}$$\end{document}$$satisfies the source-free Maxwell equations $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\nabla }}}\cdot {\varvec{F}}=0$$\end{document}$.

As we mentioned earlier, in the Kerr--NUT--(A)dS spacetime in the canonical coordinates, the components of the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$h_{ab}$$\end{document}$ do not depend on the metric parameters. Thus, the operation ([6.80](#Equ548){ref-type=""}) can be interpreted as a subtraction from $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{d}}}{\varvec{\xi }}$$\end{document}$ a similar quantity, calculated for the corresponding (anti-)de Sitter background metric. This prescription was used by Aliev ([@CR11], [@CR10]) for obtaining a weakly charged version of the Kerr--(A)dS black holes in all dimensions. The weakly charged and magnetized black rings were studied in Ortaggio and Pravda ([@CR314]); Ortaggio ([@CR313]).

### Aligned electromagnetic fields {#Sec121}

A wide class of test electromagnetic fields in the Kerr--NUT--(A)dS spacetimes has been constructed in Krtouš ([@CR246]). These fields are *aligned* with the geometry of the Kerr--NUT--(A)dS background: they are constant along the explicit symmetries of the spacetime and their Maxwell tensor commutes with the principal tensor. Concentrating again on even dimensions (see Krtouš [@CR246]; Cariglia et al. [@CR52] for the detailed discussion) such a field can thus be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{F}} = \sum _\mu f_\mu \; {{\varvec{e}}^{\mu }}\wedge {\hat{{\varvec{e}}}^{\mu }}, \end{aligned}$$\end{document}$$where the components $\documentclass[12pt]{minimal}
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                \begin{document}$${f_\mu =f_\mu (x_1,\dots ,x_{{n}})}$$\end{document}$ are independent of Killing directions $\documentclass[12pt]{minimal}
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                \begin{document}$${\psi _j}$$\end{document}$. Since the Maxwell tensor must be closed, $\documentclass[12pt]{minimal}
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                \begin{document}$${{{\varvec{d}}}{\varvec{F}}=0}$$\end{document}$, it is locally generated by the vector potential $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{A}}}$$\end{document}$. The most general field with the structure ([6.81](#Equ549){ref-type=""}) then corresponds to the vector potential given by[21](#Fn21){ref-type="fn"} $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{A}} = \sum _\mu \frac{g_\mu x_\mu }{U_\mu }\; \sqrt{\frac{U_\mu }{X_\mu }}{\hat{{\varvec{e}}}^{\mu }}, \end{aligned}$$\end{document}$$where each function $\documentclass[12pt]{minimal}
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                \begin{document}$${g_\mu =g_\mu (x_\mu )}$$\end{document}$ depends only on one variable $\documentclass[12pt]{minimal}
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                \begin{document}$${x_\mu }$$\end{document}$. In terms of these function, the components $\documentclass[12pt]{minimal}
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                \begin{document}$${f_\mu }$$\end{document}$ are$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} f_\mu = \frac{g_\mu }{U_\mu }+ \frac{x_\mu \,g_\mu '}{U_\mu } +2\,x_\mu \,\sum _{\begin{array}{c} \nu \\ \nu \ne \mu \end{array}}\frac{1}{U_\nu }\,\frac{x_\nu \,g_\nu - x_\mu \,g_\mu }{x_\nu ^2-x_\mu ^2}. \end{aligned}$$\end{document}$$This electromagnetic field represents the off-shell complement of the off-shell Kerr--NUT--(A)dS geometry. Its structure is sufficient to generalize most of the symmetry properties of the geometry to the situation with a background test electromagnetic field. However, the field ([6.81](#Equ549){ref-type=""}) with components $\documentclass[12pt]{minimal}
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                \begin{document}$${f_\mu }$$\end{document}$ given by ([6.83](#Equ551){ref-type=""}) does not necessary satisfy the source free Maxwell equations. The corresponding current $\documentclass[12pt]{minimal}
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                \begin{document}$$J^a = \nabla _{\!b}F^{ab}$$\end{document}$ is[22](#Fn22){ref-type="fn"} $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{J}} = -2\sum _{\mu } \frac{\partial }{\partial x_\mu ^2}\Biggl [\sum _{\nu }\frac{x_\nu ^2\,g_{\nu }'}{U_\nu }\Biggr ]\;\sqrt{\frac{X_\mu }{U_\mu }}\,{\hat{{\varvec{e}}}_{\mu }}. \end{aligned}$$\end{document}$$Imposing the vacuum Maxwell equations, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{J}}=0}$$\end{document}$, we find the on-shell field for which the functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} g_\mu = e_\mu + \frac{1}{x_\mu }\, \sum _{k=0}^{{{n}}-1}\, \tilde{c}_k\, x_\mu ^{2k}, \end{aligned}$$\end{document}$$with $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{c}_k}$$\end{document}$ being constants. Moreover, it turns out that the second term is a pure gauge and can be ignored. The on-shell aligned test electromagnetic field can thus be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{A}} = \sum _\mu \frac{e_\mu x_\mu }{U_\mu }\; \sum _k A^{(k)}_\mu {{\varvec{d}}}\psi _k. \end{aligned}$$\end{document}$$It is parameterized by $\documentclass[12pt]{minimal}
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                \begin{document}$${\mu =1,\dots ,{{n}}}$$\end{document}$, which correspond to an electric charge and magnetic charges associated with rotations along different directions. If we set all charges except one, say $\documentclass[12pt]{minimal}
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                \begin{document}$${e_\nu }$$\end{document}$, to zero, the Maxwell tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{F}}}$$\end{document}$ corresponds to the harmonic form $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{G}}^{(\nu )}_{(2)}}$$\end{document}$ found in Chen and Lu ([@CR68]), see also Chow ([@CR81]).

Another special choice is obtained upon setting $\documentclass[12pt]{minimal}
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                \begin{document}$${g_\mu =e\,X_\mu /x_\mu }$$\end{document}$, with a constant *e* characterizing the strength of the field. In this case the vector potential ([6.82](#Equ550){ref-type=""}) reduces to the primary Killing vector ([5.2](#Equ369){ref-type=""}),$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{A}} = e\, {\varvec{\xi }}. \end{aligned}$$\end{document}$$The corresponding current reads $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{J}}=2(2{{n}}-1)e\lambda \,{\varvec{\xi }}}$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$ is the cosmological constant parameter ([4.19](#Equ301){ref-type=""}). Thus, for the vanishing cosmological constant we recover the source-free electromagnetic field given by the Wald construction ([6.78](#Equ546){ref-type=""}).

One can also recover the 'improved' electromagnetic field ([6.80](#Equ548){ref-type=""}) which is source-free for the on-shell Kerr--NUT--(A)dS background with a non-vanishing cosmological constant, i.e., when $\documentclass[12pt]{minimal}
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                \begin{document}$$X_\mu $$\end{document}$ is given by ([4.19](#Equ301){ref-type=""}). The second term in ([6.80](#Equ548){ref-type=""}) can be induced by adding the correction $\documentclass[12pt]{minimal}
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                \begin{document}$$x_\mu g_\mu =e X_\mu $$\end{document}$. This cancels exactly the term with the highest power of $\documentclass[12pt]{minimal}
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                \begin{document}$$X_\mu $$\end{document}$ give only a gauge trivial contribution to the potential and do not contribute to the Maxwell tensor. The 'improved' field ([6.80](#Equ548){ref-type=""}) is thus solely given by the linear terms in functions $\documentclass[12pt]{minimal}
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### Motion of charged particles {#Sec122}

Let us now investigate the motion of charged particles in the 'weakly charged' Kerr--NUT--(A)dS spacetimes penetrated by the aligned electromagnetic field ([6.82](#Equ550){ref-type=""}). A special case of the field ([6.87](#Equ555){ref-type=""}) has been investigated in Frolov and Krtouš ([@CR145]) and Cariglia et al. ([@CR52]).

The following results have been shown in Kolář and Krtouš ([@CR240]). The off-shell aligned electromagnetic field ([6.82](#Equ550){ref-type=""}) is the most general electromagnetic field in the Kerr--NUT--(A)dS background for which the motion of charged particles is integrable and the corresponding Hamilton--Jacobi equations for all conserved quantities are separable. The charged generalization of the conserved quantities ([6.1](#Equ469){ref-type=""}) for the particle with a charge *q* are$$\documentclass[12pt]{minimal}
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### Weakly charged operators {#Sec123}

Similarly, one can also study test scalar and Dirac fields in the weakly charged Kerr--NUT--(A)dS spacetimes.

Let us start by considering a charged scalar field, characterized by the charge *q*. Then the requirement of commutativity of the following charged scalar operators:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{gathered} \mathcal {K}_{j} = - [\nabla _{a}-iqA_a]\, k_{(j)}^{ab} \,[\nabla _{\!b}-iqA_b],\\ \mathcal {L}_{j} = - i\, l_{(j)}^{a} \nabla _{a}, \end{gathered} \end{aligned}$$\end{document}$$constructed from the Killing tensors and Killing vectors of the Kerr--NUT--(A)dS spacetimes imposes severe conditions on the electromagnetic field (Kolář and Krtouš [@CR240]). These conditions are satisfied for the off-shell aligned electromagnetic field ([6.82](#Equ550){ref-type=""}). The corresponding charged operators thus have common eigenfunctions which can be written in a separated form ([6.48](#Equ516){ref-type=""}). The differential equation for the functions $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (X_\mu R_\mu ')' + \Bigl ({{\tilde{K}}_\mu }-\frac{1}{X_\mu }({({\tilde{L}}_\mu -q g_\mu x_\mu )^2})\Bigr ) R_\mu ' = 0. \end{aligned}$$\end{document}$$Similarly, the symmetry operators of the Dirac operator can be generalized to the charged case (Cariglia et al. [@CR52]) and the common eigenfunctions can be found in a tensorial separable form ([6.67](#Equ535){ref-type=""}). The equations ([6.71](#Equ539){ref-type=""}) for the two-component spinor functions $\documentclass[12pt]{minimal}
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### On a backreaction of the aligned fields {#Sec124}

As demonstrated above, the aligned electromagnetic field ([6.82](#Equ550){ref-type=""}) extends naturally most of the properties of Kerr--NUT--(A)dS spacetimes based on their high symmetry to the charged case, albeit this electromagnetic field is only a test field and does not modify the geometry itself. A natural question arises: is it possible to backreact this electromagnetic field to obtain the full solution of the Einstein--Maxwell system?

To answer this question, it is interesting to note that the expressions ([6.81](#Equ549){ref-type=""}) for the Maxwell tensor, ([6.82](#Equ550){ref-type=""}) for the vector potential, and ([6.84](#Equ552){ref-type=""}) for the current do not contain a reference to the metric functions $\documentclass[12pt]{minimal}
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                \begin{document}$${X_\mu }$$\end{document}$ exactly compensate normalization factors included in the frame elements. It gives a hope that the metric functions could be chosen such that the geometry represents the gravitational back reaction of the aligned electromagnetic field. Even the stress-energy tensor of the electromagnetic field is diagonal in the Darboux frame (Krtouš [@CR246]), and corresponds thus to the structure of the Ricci tensor ([4.11](#Equ293){ref-type=""}). Unfortunately, except for the case of four dimensions, the diagonal elements of the Einstein equations do not match and, therefore, the Einstein equations with the electromagnetic field as a source cannot be satisfied (Krtouš [@CR246]) (see also Aliev and Frolov [@CR12] for similar attempts).

Only in four dimensions the metric functions can be chosen so that the Einstein equations are fulfilled. The geometry then describes the charged Kerr--NUT--(A)dS spacetime (Carter [@CR59]; Plebański [@CR330]). In higher dimensions, though, this is no longer possible within the realms of pure Einstein--Maxwell theory, see, however, Chong et al. ([@CR77]), and additional fields have to be introduced, e.g., Chow ([@CR81]). In other words, the exact higher-dimensional analogue of the Kerr--Newman solution (without additional fields) remains elusive.

Further developments {#Sec125}
====================

In this chapter, we review several scattered results in the literature that are related to the existence of the principal tensor and its generalizations. Namely, we discuss the construction of parallel--transported frames along timelike and null geodesics, motion of classical spinning particles, and stationary configurations of strings and branes in the Kerr--NUT--(A)dS spacetimes. We then move beyond the Kerr--NUT--(A)dS spacetimes. Namely, we discuss what happens when some of the eigenvalues of the principal tensor become degenerate, which leads us to the generalized Kerr--NUT--AdS spacetimes. Some of these new spacetimes can be obtained by taking certain singular limits of the Kerr--NUT--(A)dS metric. The limiting procedure may preserve or even enhance the symmetries of the original metric. Hidden symmetries of warped spaces and the corresponding 'lifting theorems' are discussed next. We conclude this chapter by studying the generalizations of Killing--Yano objects to spacetimes with torsion and their applications to various supergravity backgrounds where the torsion can be naturally identified with the 3-form flux present in the theory.

Parallel transport {#Sec126}
------------------

In the previous chapters we have learned that the geodesic motion in general Kerr--NUT--(A)dS spacetimes is completely integrable. In this section we show that the existence of the principle tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ even allows one to construct a whole *parallel-transported frame* along these geodesics.

Such a frame provides a useful tool for studying the behavior of extended objects in this geometry. For example, in the four-dimensional case it was employed for the study of tidal forces acting on a moving body, for example a star, in the background of a massive black hole, e.g., Luminet and Marck ([@CR277]), Laguna et al. ([@CR267]), Diener et al. ([@CR110]), Ishii et al. ([@CR211]). In quantum physics the parallel transport of frames is an important technical element of the point splitting method which is used for calculating the renormalized values of local observables (such as vacuum expectation values of currents, stress-energy tensor etc.) in a curved spacetime. Solving the parallel transport equations is also useful when particles and fields with spin are considered, e.g., Christensen ([@CR84]).

### Parallel-transported frame along timelike geodesics {#Sec127}
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#### Remark {#FPar39}

This idea was later formalized in Cariglia et al. ([@CR53]), where it was shown that the 2-form $\documentclass[12pt]{minimal}
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One can do even more. Namely, it is possible to use the 2-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{F}}$$\end{document}$ to explicitly construct a frame which is parallel-transported along the timelike geodesic. To construct such a frame we use a method similar to the one developed by Marck for the four-dimensional Kerr metric (Marck [@CR287]). For more details concerning the solution of the parallel transport equations in the higher-dimensional Kerr--NUT--(A)dS spacetime see Connell et al. ([@CR92]).
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                \begin{document}$$V_{\mu }$$\end{document}$ is independently parallel-transported along the geodesic. These subspaces are enumerated by index $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mu $$\end{document}$ which takes values $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mu =0,1,\ldots ,p$$\end{document}$; we assume that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_0$$\end{document}$ corresponds to zero eigenvalue: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lambda _0=0$$\end{document}$. We call $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_{\mu }$$\end{document}$ *a Darboux subspace* of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{F}}$$\end{document}$ (or eigenspace of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{F}}^2$$\end{document}$). The tangent vector space *T* can thus be presented as a direct sum of independently parallel-transported Darboux subspaces $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_\mu $$\end{document}$:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} T=V_0\oplus V_1\oplus \cdots \oplus V_p. \end{aligned}$$\end{document}$$It can be shown that for a generic geodesic $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma $$\end{document}$, the Darboux subspaces $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_\mu $$\end{document}$ for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mu \ne 0$$\end{document}$ are two-dimensional (Connell et al. [@CR92]). This fact is directly linked to the non-degeneracy of the principal tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$. The 2-form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{F}}$$\end{document}$ is simply a projection of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$ along a given geodesic. Since eigenspaces of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$ are non-degenerate and 2-dimensional, so will be the eigenspaces of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{F}}$$\end{document}$, unless the direction determined by the geodesic is 'special', see Connell et al. ([@CR92]) for more details. Moreover, one can show that in odd dimensions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_0$$\end{document}$ is one-dimensional, spanned by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{u}}$$\end{document}$, whereas $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_0$$\end{document}$ is two-dimensional in even dimensions, spanned by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{u}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{z}}$$\end{document}$, where$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{z}}={\varvec{u}}\cdot (*{\varvec{h}}^{\wedge (n-1)})=*({\varvec{F}}^{\wedge (n-1)}\wedge {\varvec{u}}). \end{aligned}$$\end{document}$$The vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{z}}$$\end{document}$ is orthogonal to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{u}}$$\end{document}$ and, after it is normalized, completes the orthonormal parallel-transported frame in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_0$$\end{document}$. It is easy to check that the number of Darboux subspaces *p* in the odd-dimensional spacetime is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$p=n$$\end{document}$, while in even dimensions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$p=n-1$$\end{document}$.

To construct a parallel-transported frame in a given two-dimensional Darboux subspace $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_{\mu >0}$$\end{document}$ we proceed as follows. We choose a (not-necessarily parallel-transported) orthonormal basis spanning $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_\mu $$\end{document}$: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\varvec{n}}_\mu , \bar{{\varvec{n}}}_\mu \}$$\end{document}$, and obtain a parallel-transported frame in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_\mu $$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\varvec{v}}_\mu , \bar{{\varvec{v}}}_\mu \}$$\end{document}$, by a $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tau $$\end{document}$-dependent rotation of this orthonormal basis,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{v}}_\mu =\cos \beta _\mu {\varvec{n}}_\mu -\sin \beta _\mu \bar{{\varvec{n}}}_\mu ,\quad {\varvec{\bar{v}}}_\mu =\sin \beta _\mu {\varvec{n}}_\mu +\cos \beta _\mu \bar{{\varvec{n}}}_\mu , \end{aligned}$$\end{document}$$where the rotation angle $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\beta _\mu $$\end{document}$ obeys$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \dot{\beta }_\mu =-{\varvec{n}}_\mu \cdot \dot{\bar{{\varvec{n}}}}_\mu =\dot{{\varvec{n}}}_\mu \cdot \bar{{\varvec{n}}}_\mu . \end{aligned}$$\end{document}$$The dot, as earlier, denote a derivative with respect to the proper time $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tau $$\end{document}$. If at the initial point $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tau =0$$\end{document}$ bases $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\varvec{v}},\bar{{\varvec{v}}}\}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\varvec{n}},\bar{{\varvec{n}}}\}$$\end{document}$ coincide, we have the following condition for the above equations: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\beta _\mu |_{\tau =0}=0.$$\end{document}$ Fig. 5Parallel transport. The figure schematically displays the construction of a parallel-transported frame along generic timelike geodesics in (left) odd dimensional and (right) even-dimensional Kerr--NUT--(A)dS spacetimes. The colored 2-planes correspond to orthogonal independently parallel-transported Darboux 2-planes $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V_\mu $$\end{document}$

The whole construction of the parallel-transported frame in Kerr--NUT--(A)dS spacetimes is schematically illustrated in Fig. [5](#Fig5){ref-type="fig"}. The procedure is algorithmic and the actual calculation can be technically simplified by using the so called velocity adapted basis. We refer the interested reader to Connell et al. ([@CR92]) for more details.

### Parallel transport along null geodesics {#Sec128}

The described construction of parallel-transported frame does not straightforwardly apply to null geodesics. In this section we show how to modify this construction and to obtain a parallel-transported frame along null geodesics in Kerr--NUT--(A)dS spacetimes, generalizing the results obtained by Marck ([@CR286]) for the four-dimensional Kerr metric. The section is based on Kubizňák et al. ([@CR260]) to where we refer the reader for more details.

The parallel-transported frame along null geodesics has applications in many physical situations. For example, it can be used for studying the polarized radiation of photons and gravitons in the geometric optics approximation, see, e.g., Stark and Connors ([@CR359]), Connors and Stark ([@CR93]), Connors et al. ([@CR94]) and references therein. It provides a technical tool for the derivation of the equations for optical scalars (Pirani [@CR329]; Frolov [@CR141]) and plays the role in the proof of the 'peeling-off property' of the gravitational radiation (Sachs [@CR344], [@CR345]; Newman and Penrose [@CR306]; Penrose [@CR327]; Krtouš and Podolský [@CR247]).
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To generate additional parallel-transported vectors one proceeds as follows. We denote$$\documentclass[12pt]{minimal}
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Similar to the timelike case we may now consider the Darboux subspaces of $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\tilde{F}}}$$\end{document}$. They are again independently parallel-transported. We denote by $\documentclass[12pt]{minimal}
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                \begin{document}$$V_0$$\end{document}$ the Darboux subspace corresponding to the zero eigenvalue. Its dimension depends on the dimension *D* of the spacetime. Namely,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned}&\text {for}\, D \,\text {odd}:&V_0\ \text {is 3-dimensional and spanned by}\ \{{\varvec{l}}, {\varvec{m}},{\varvec{n}}\},\\&\text {for}\, D\, \text {even}:&V_0\ \text {is 4-dimensional and spanned by}\ \{{\varvec{l}}, {\varvec{m}},{\varvec{n}}, {\varvec{z}}\}, \end{aligned} \end{aligned}$$\end{document}$$where as earlier $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{z}}={\varvec{l}}\cdot ({\varvec{*h}}^{\wedge (n-1)})$$\end{document}$. These base vectors are parallel propagated by construction.

The other Darboux subspaces (with non-zero eigenvalues) are generically 2-dimensional. To construct the parallel-transported vectors that span them one can proceed as in the timelike case. Explicit expressions for the parallel transported frame along a null geodesic in the Kerr--NUT--(A)dS spacetimes can be found in Kubizňák et al. ([@CR260]).

Let us finally mention that the above construction does not work for the special null geodesics that are the eigenvectors of the principal tensor. It turns out that such directions describe the *principal null directions*, or WANDs (Weyl aligned null directions). Such directions play an important role in many physical situations, e.g., Coley et al. ([@CR89]), Milson et al. ([@CR295]), Coley ([@CR88]), Ortaggio et al. ([@CR317]). In Kerr--NUT--(A)dS spacetimes, these directions can be explicitly written down and the parallel-transported frame can be obtained by a set of local Lorentz transformations of the principal Darboux basis (Kubizňák et al. [@CR260]).

#### Remark {#FPar40}

It was shown in Mason and Taghavi-Chabert ([@CR289]) that the eigenvectors of a non-degenerate (not necessarily closed) conformal Killing--Yano 2-form are principal null directions and the corresponding spacetime is of the special algebraic type D. As we discussed in Sect. [4.5](#Sec91){ref-type="sec"}, these special directions may also play a role in the Kerr--Schild construction of solutions of the Einstein equations. $\documentclass[12pt]{minimal}
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Classical spinning particle {#Sec129}
---------------------------

So far we have discussed the geodesic motion of point-like test particles as well as the propagation of test fields (possibly with spin) in the curved Kerr--NUT--(A)dS background. An interesting problem is to consider the motion of *particles with spin*. There exist several proposals for describing spinning particles in general relativity, ranging from the traditional approach due to Papapetrou ([@CR322]), Corinaldesi and Papapetrou ([@CR95]), accompanied by a variety of supplementary conditions, e.g., Semerák and Šrámek ([@CR351]); Semerák ([@CR350]), to some more recent proposals e.g., Rempel and Freidel ([@CR338]).

In this section we concentrate on the spinning particle described by the worldline *supersymmetric* extension of the ordinary relativistic point-particle (Berezin and Marinov [@CR34]; Casalbuoni [@CR64]; Barrducci et al. [@CR25]; Brink et al. [@CR41], [@CR42]; Rietdijk and Holten [@CR339]; Gibbons et al. [@CR169]; Tanimoto [@CR368]; Ahmedov and Aliev [@CR6]; Ngome et al. [@CR309]), where the spin degrees of freedom are described by Grassmann (anticommuting) variables. Such a model is physically very interesting as it provides a bridge between the semi-classical Dirac's theory of spin $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{1}{2}$$\end{document}$ fermions and the classical Papapetrou's theory. Our aim is to show that the existence of the principal tensor provides enough symmetry to upgrade the integrals of geodesic motion to new bosonic integrals of spinning particle motion that are functionally independent and in involution. This opens a question of integrability of spinning particle motion in the Kerr--NUT--(A)dS spacetimes.

### Theory of classical spinning particles {#Sec130}

Let us start by briefly describing our model of a classical spinning particle. To describe a motion of the particle in *D* dimensions, we specify its worldline by giving the coordinates dependence on the proper time $\documentclass[12pt]{minimal}
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                \begin{document}$$a=1,\dots , D$$\end{document}$). The particle's spin is given by the Lorentz vector of Grassmann-odd coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$A = 1, \dots , D$$\end{document}$). We denote by *A* the vielbein index labeling an orthonormal vielbein $\documentclass[12pt]{minimal}
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                \begin{document}$$e_{\!A}^a$$\end{document}$. These components are used to change coordinate indices to vielbain ones and vice-versa, $\documentclass[12pt]{minimal}
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                \begin{document}$$v^a=v^A e_{\!A}^a$$\end{document}$.

The motion of the spinning particle is governed by the following equations of motion:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{{\nabla }^2x^a}{d\tau ^2}&=\ddot{x}^a + \varGamma ^a_{bc}\, \dot{x}^b \dot{x}^c = \frac{i}{2} R^a{}_{bAB}\theta ^{A}\theta ^B\dot{x}^b, \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{{\nabla } \theta ^A}{d\tau }&= \dot{\theta }^A + \omega _b{}^A{}_{\!B}\, \dot{x}^b \theta ^B = 0. \end{aligned}$$\end{document}$$Here $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega _b{}^{A}{}_{\!B}$$\end{document}$ are the Levi-Civita and spin connections, respectively, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$R_{abcd}$$\end{document}$ is the Riemann tensor. The first equation is an analogue of the classical general-relativistic Papapetrou's equation. It generalizes the geodesic equation for a point-like object to an extended object with spin. The latter equation expresses the simple requirement that, in the absence of interactions other than gravity, the spin vector is constant along the worldline of the particle.

The theory admits a Hamiltonian formulation, with the Hamiltonian *H* given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H=\frac{1}{2}\varPi _a\varPi _b\, g^{ab},\ \ \varPi _a=p_a - \frac{i}{2}\,\omega _{a AB}\,\theta ^A\theta ^B, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$p_a$$\end{document}$ is the momentum canonically conjugate to $\documentclass[12pt]{minimal}
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                \begin{document}$$x^a$$\end{document}$. Velocity is related to the momentum as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{x}^a=\frac{\partial H}{\partial p_a} = g^{ab}\varPi _b = p^a - \frac{i}{2}\,\omega ^a{}_{\!AB}\,\theta ^A\theta ^B. \end{aligned}$$\end{document}$$The theory possesses a generic *supercharge* *Q*,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{H,Q\}=0, \quad \{Q,Q\}=-2iH. \end{aligned}$$\end{document}$$Here the super-Poisson brackets are defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{F,G\}= \frac{\partial F}{\partial x^a}\frac{\partial G}{\partial p_a} -\frac{\partial F}{\partial p_a}\frac{\partial G}{\partial x^a}+ i(-1)^{a_F}\frac{\partial F}{\partial \theta ^A}\frac{\partial G}{\partial \theta _A}, \end{aligned}$$\end{document}$$and $\documentclass[12pt]{minimal}
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                \begin{document}$$a_F$$\end{document}$ is the Grassmann parity of *F*. Equations of motion are accompanied by two physical (gauge fixing) constraints$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} 2H=-1,\quad Q=0, \end{aligned}$$\end{document}$$which state that $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau $$\end{document}$ is the proper time and the particle's spin is spacelike.

An important role for the spinning particle in curved spacetime is played by *non-generic superinvariants* which are quantities that super-Poisson commute with the generic supercharge. More specifically, a superinvariant *S* is defined by the equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{Q, S\}=0. \end{aligned}$$\end{document}$$The existence of solutions of this equation imposes nontrivial conditions on the properties of the geometry. The geometry has to possess special symmetries such as Killing vectors or Killing--Yano tensors, for example. It follows from the Jacobi identity that any superinvariant is automatically a constant of motion, $\documentclass[12pt]{minimal}
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                \begin{document}$$\{H, S\}=0$$\end{document}$. At the same time quantity $\documentclass[12pt]{minimal}
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                \begin{document}$$\{S,S\}$$\end{document}$ is a 'new' superinvariant and a constant of motion (which may, or may not be equal to *H*). Hence, superinvariants correspond to an enhanced *worldline supersymmetry*.

*Linear in momentum* superinvariants were studied in Gibbons et al. ([@CR169]); Tanimoto ([@CR368]), they are in one-to-one correspondence with Killing--Yano tensors and take the following form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\mathcal {Q}}=\theta ^{A_1}\!\dots \theta ^{A_{p{-}1}} f^a{}_{A_1\dots A_{p{-}1}}\varPi _{a} -\frac{i}{(p+1)^2}\theta ^{A_1}\!\dots \theta ^{A_{p{+}1}} (df)_{A_1\dots A_{p{+}1}}, \end{aligned}$$\end{document}$$for a Killing--Yano *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{f}}$$\end{document}$. The Kerr--NUT--(A)dS spacetimes admit *n* such superinvariants, associated with the tower of Killing--Yano tensors ([5.7](#Equ374){ref-type=""}). However, such superinvariants are (i) not 'invertible' for velocities (Kubizňák and Cariglia [@CR256]) and (ii) not in involution. In fact one can show that in even dimensions, where such superinvariants are fermionic, their Poisson brackets are not closed and generate an extended superalgebra (Ahmedov and Aliev [@CR6]).

### Bosonic integrals of motion {#Sec131}

It turns out that for the Kerr--NUT--(A)dS spacetimes one can construct *D* functionally independent and mutually commuting bosonic integrals of motion (Kubizňák and Cariglia [@CR256]). Namely, in addition to $\documentclass[12pt]{minimal}
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                \begin{document}$$(n+\varepsilon )$$\end{document}$ bosonic linear in momenta superinvariants ([7.24](#Equ585){ref-type=""}) corresponding to the isometries $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{l}}_{(j)}$$\end{document}$, ([5.16](#Equ383){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\mathcal {Q}_{(j)}}=l_{(j)}^a\varPi _a-\frac{i}{4}\theta ^A\theta ^B \bigl (dl_{(j)}\bigr )_{AB}, \end{aligned}$$\end{document}$$one can also construct the following *n* *quadratic in momenta* bosonic superinvariants $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {K}_{(j)}$$\end{document}$, whose leading term contains no $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta $$\end{document}$'s and is completely determined by the Killing tensors $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{k}}_{(j)}$$\end{document}$, ([5.9](#Equ376){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal {K}_{(j)}=k_{(j)}^{ab} \varPi _a\varPi _b+\mathcal {L}_{(j)}^a\varPi _a+\mathcal {M}_{(j)}, \end{aligned}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{f}}^{(j)}$$\end{document}$ is the Killing--Yano *p*-form ([5.7](#Equ374){ref-type=""}) with $\documentclass[12pt]{minimal}
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                \begin{document}$$p=D-2j$$\end{document}$. In the absence of spin, such quantities reduce to the quadratic integrals of geodesic motion, responsible for its complete integrability.

In other words, the following quantities:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H, \mathcal {K}_{(1)},\dots ,\mathcal {K}_{(n-1)}, \mathcal {Q}_{(0)},\dots ,\mathcal {Q}_{(n-1+\varepsilon )}, \end{aligned}$$\end{document}$$form a complete set of bosonic integrals of motion for the spinning particle in Kerr--NUT--(A)dS spacetimes (Kubizňák and Cariglia [@CR256]), which are functionally independent and in involution,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{\mathcal {Q}_{(i)}, \mathcal {Q}_{(j)}\}=0,\ \{\mathcal {Q}_{(i)}, \mathcal {K}_{(j)}\}=0,\ \{\mathcal {K}_{(i)}, \mathcal {K}_{(j)}\}=0, \end{aligned}$$\end{document}$$making the 'bosonic part' of the spinning particle motion integrable.

### Concluding remarks {#Sec132}

Let us stress that the above results regard the bosonic sector and have not dealt with the fermionic part of the motion, whose integrability would require a separate analysis. For this reason, the question of complete integrability of the whole (bosonic and fermionic) system of equations of motion of the spinning particle remains open. However, there are reasons to expect that this system might be fully integrable. Perhaps the most suggestive one is the observation that the Dirac equation, that corresponds to the quantized system and can be formally recovered by replacing $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPi $$\end{document}$'s with the spinorial derivative, admits a separation of variables in these spacetimes, see Sect. [6.4](#Sec113){ref-type="sec"}. To achieve such separation it is enough to use a set of *D* mutually-commuting operators, as many as the Poisson commuting functions that have been found for the motion of spinning particle.

Let us finally discuss some important differences between the supersymmetric description presented in this section and the Papapetrou's theory. Formally, the Papapetrou's equations can be obtained by replacing $\documentclass[12pt]{minimal}
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                \begin{document}$$- i \theta ^A\theta ^B$$\end{document}$ with the spin tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$S^{ab}$$\end{document}$. (It can be shown that the object $\documentclass[12pt]{minimal}
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                \begin{document}$$-i \theta ^A\theta ^B$$\end{document}$ satisfies the correct Lie algebra of the Lorentz group under Poisson brackets.) After this identification Eqs. ([7.15](#Equ576){ref-type=""}) and ([7.16](#Equ577){ref-type=""}) become Papapetrou's equations with the particular choice of supplementary condition:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{{\nabla }^2x^a}{d\tau ^2}= - \frac{1}{2} R^a{}_{bcd}S^{cd}\dot{x}^b,\quad \frac{{\nabla }S^{ab}}{d\tau }=0. \end{aligned}$$\end{document}$$Under such a transition, linear superinvariants ([7.25](#Equ586){ref-type=""}) translate into the full integrals of motion for Papapetrou's equations ([7.30](#Equ591){ref-type=""}). However, the quadratic superinvariants ([7.26](#Equ587){ref-type=""}) become only approximate integrals---valid to a linear order in the spin tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$S^{ab}$$\end{document}$. An interesting open question is whether such broken integrals of motion originate the chaotic behavior of the spinning particle motion described by Papapetrou's theory in black hole spacetimes, e.g., Suzuki and Ki ([@CR363]), Semerák ([@CR349]), Semerák and Suková ([@CR352]), Semerák and Suková ([@CR353]), Suková and Semerák ([@CR361]), Witzany et al. ([@CR385]).

Stationary strings and branes {#Sec133}
-----------------------------

### Dirac--Nambu--Goto action for extended objects {#Sec134}

There are interesting cases when the principal tensor allows one to integrate equations for some extended test objects, such as strings and branes. Such objects play a fundamental role in string theory. At the same time cosmic strings and domain walls are topological defects, which can be naturally created during phase transitions in the early Universe, e.g., Vilenkin and Shellard ([@CR380]), Polchinski ([@CR332]), Davis and Kibble ([@CR98]), and their interaction with astrophysical black holes may result in interesting observational effects, e.g., Gregory et al. ([@CR176]). Another motivation for studying these objects is connected with the brane-world models. For example, the interaction of a bulk black hole with a brane representing our world (Emparan et al. [@CR125]; Frolov et al. [@CR155], [@CR157], [@CR156]; Majumdar and Mukherjee [@CR281]) can be used as a toy model for the study of (Euclidean) topology change transitions (Frolov [@CR142]), see also Kobayashi et al. ([@CR233]), Albash et al. ([@CR8]), Hoyos-Badajoz et al. ([@CR204]) for the holographic interpretation of this phenomenon. This model demonstrates interesting scaling and self-similarity properties during the phase transition that are similar to what happens in the Choptuik critical collapse (Choptuik [@CR79]).

In this section we study strings and branes in the higher-dimensional Kerr--NUT--(A)dS spacetimes. A worldsheet of a *p*-brane is a $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \gamma _{AB}=\frac{\partial x^a}{\partial {\zeta ^A}}\frac{\partial x^a}{\partial {\zeta ^B}}\,g_{ab}. \end{aligned}$$\end{document}$$In the 'test field approximation', that is when one neglects the effects connected with the thickness and tension, the evolution of the *p*-brane is described by the Dirac--Nambu--Goto action$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mu $$\end{document}$ is the brane tension. The equations obtained by variation of this action with respect to $\documentclass[12pt]{minimal}
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                \begin{document}$$x^a(\zeta )$$\end{document}$, which describe the brane motion, are non-linear and in general it is very difficult to solve them (Stepanchuk and Tseytlin [@CR360]). However, there exists a remarkable exception, that of the *stationary strings* and $\documentclass[12pt]{minimal}
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                \begin{document}$$\xi $$\end{document}$-*branes*. In what follows we concentrate on the equations for these objects in the the Kerr--NUT--(A)dS spacetimes. See Kozaki et al. ([@CR242], [@CR243]) for a detailed discussion of the motion of these objects restricted to the Minkowski space.

### Killing reduction of action for a stationary string {#Sec135}

Following Kubizňák and Frolov ([@CR258]), we will first discuss stationary strings. Consider a stationary spacetime and denote by $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ its Killing vector. A *stationary string* is a string whose worldsheet $\documentclass[12pt]{minimal}
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A general formalism for studying a stationary spacetime, based on its foliation by Killing trajectories, was developed by Geroch ([@CR165]). In this approach, one considers a congruence *S* of all Killing orbits as a quotient space and introduces the structure of the differential Riemannian manifold on it. A tensor$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} q_{ab}=g_{ab}-\xi _{a}\xi _b/\xi ^2. \end{aligned}$$\end{document}$$plays the role of the metric on *S*.
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                \begin{document}$$y^i$$\end{document}$ are coordinates that are constant along the Killing trajectories (coordinates in *S*). In these coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{q}}= q_{ij} {\varvec{d}}y^i {\varvec{d}}y^j. \end{aligned}$$\end{document}$$Thus one has$$\documentclass[12pt]{minimal}
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In this formalism, a stationary string is uniquely determined by a curve in *S*. Choosing coordinates on the string worldsheet $\documentclass[12pt]{minimal}
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### Solving stationary string equations in Kerr--NUT--(A)dS spacetimes {#Sec136}

Stationary strings in the four-dimensional Kerr spacetime were studied in Frolov et al. ([@CR153]); Carter and Frolov ([@CR62]). It was demonstrated that the effective metric $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{{\varvec{q}}}}$$\end{document}$ inherits symmetry properties of the Kerr metric and the stationary string equations are completely integrable. The same was found true in Frolov and Stevens ([@CR149]) for the five-dimensional Myers--Perry spacetime. It was shown in Kubizňák and Frolov ([@CR258]) that these results can be extended to all higher dimensions. Namely, the equations for a stationary string in the Kerr--NUT--(A)dS spacetime, that is a string aligned along the primary Killing vector $\documentclass[12pt]{minimal}
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The integrability follows from the existence of a sufficient number of explicit and hidden symmetries of the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\partial }}}_{\psi _0}$$\end{document}$ is omitted. One can check that these objects are Killing tensors for the induced ($\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\tilde{q}}}$$\end{document}$. Hence, the stationary string configurations in the Kerr--NUT--(A)dS spacetimes are completely integrable.

Let us conclude with the following remarks: (i) Although stationary string configurations in Kerr--NUT--(A)dS spacetimes are completely integrable, this is not true for strings aligned along other (rotational) Killing directions; the primary Killing vector is very special in this respect; (ii) A stationary string near a five-dimensional charged Kerr-(A)dS black hole was discussed in Ahmedov and Aliev ([@CR4]; iii) The presented formalism of Killing reduction of the Dirac--Nambu--Goto action has been generalized to the case of spinning strings in Ahmedov and Aliev ([@CR5]; iv) More recently, the notion of a stationary string has been generalized to the so called self-similar strings in Igata et al. ([@CR208]).
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The notion of a stationary string readily generalizes to that of $\documentclass[12pt]{minimal}
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Similarly to Geroch formalism for one Killing vector, one can define a quotient space *S*, determined by the action of the isometry group generated by the Killing vectors $\documentclass[12pt]{minimal}
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Thus after the dimensional reduction the problem of finding a configuration of a $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\xi $$\end{document}$-brane reduces to a problem of solving a geodesic equation in the reduced $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(D-p)$$\end{document}$-dimensional space with the effective metric$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \tilde{{\varvec{q}}}=F\, q_{ij} {{\varvec{d}}}y^i{{\varvec{d}}}y^j. \end{aligned}$$\end{document}$$In general, the integrability of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\xi $$\end{document}$-branes is not obvious; see Kubizňák and Frolov ([@CR258]) for a discussion of special integrable cases.

Generalized Kerr--NUT--(A)dS spacetimes {#Sec138}
---------------------------------------

So far our discussion was mostly concentrated on Kerr--NUT--(A)dS spacetimes. Such spacetimes represent a unique geometry admitting the principal tensor which is a closed conformal Killing--Yano 2-form whose characteristic feature is that it is *non-degenerate*. However, it is very constructive to relax the last requirement and consider more general geometries that admit a possibly degenerate closed conformal Killing--Yano 2-form. Such geometries are now well understood and are referred to as the *generalized Kerr--NUT--(A)dS spacetimes* (Houri et al. [@CR197], [@CR198]; Oota and Yasui [@CR312]; Yasui and Houri [@CR394]). These metrics describe a wide family of geometries, ranging from the Kähler metrics, Sasaki--Einstein geometries, generalized Taub-NUT metrics, or rotating black holes with some equal and/or some vanishing rotation parameters.

### General form of the metric {#Sec139}

The generalized Kerr--NUT--(A)dS spacetime possesses a bundle structure. The fiber is the 2*N*-dimensional Kerr--NUT--(A)dS metric. The base *B* takes a form of the product space $\documentclass[12pt]{minimal}
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### Concrete examples {#Sec140}

The on-shell generalized Kerr--NUT--(A)dS metrics ([7.50](#Equ611){ref-type=""}) describe a *large family* of vacuum (with cosmological constant) geometries of mathematical and physical interest. To obtain concrete examples one may simply specify the base metrics and the parameters of the solution.

To illustrate, a subfamily of solutions with vanishing NUT charges, describing the *Kerr-(A)dS black holes* (Gibbons et al. [@CR171], [@CR172]) with partially equal and some vanishing angular momenta, has been identified in Oota and Yasui ([@CR312]). Namely, in odd dimensions the general-rotating Kerr-(A)dS spacetime (Gibbons et al. [@CR171], [@CR172]) has an isometry $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {R}\times U(n)$$\end{document}$, see Oota and Yasui ([@CR312]), Yasui and Houri ([@CR394]) for more details.

Another example is that of '*NUTty spacetimes*' describing twisted and/or deformed black holes has been studied more recently in Krtouš et al. ([@CR251]). Such black holes correspond to the even-dimensional 'warped structure' where all the Kähler metrics $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{g}}^0$$\end{document}$ becomes again the Kerr--NUT--(A)dS spacetime. As discussed in Krtouš et al. ([@CR251]), these solutions have a full Killing tower of symmetries.

### Special Riemannian manifolds {#Sec141}

There is yet another, very effective, method for obtaining concrete examples of generalized Kerr--NUT--(A)dS metrics: the method of taking special limits of the original (possibly off-shell) Kerr--NUT--(A)dS spacetimes ([4.1](#Equ283){ref-type=""}). Especially interesting are the 'singular limits' where some of the originally functionally independent eigenvalues of the principal tensor become equal, constant, or vanish, or some of the original parameters of the Kerr--NUT--(A)dS metrics take special values/coincide. In what follows we shall give several examples of such limits that lead to interesting geometries.

As shown by Geroch ([@CR164]), limiting procedures of this kind are generally non-unique. This is related to a well known ambiguity in constructing the limiting spaces when some of the parameters limit to zero: there is always a possibility to make a coordinate transformation depending on the chosen parameters, before taking the limit. As we shall see on concrete examples below, to escape the pathology and to achieve a well defined limit, one should properly rescale both the metric parameters and the coordinates.

An important class of metrics that can be obtained by a certain scaling (supersymmetric) limit (Martelli and Sparks [@CR288]; Chen et al. [@CR69]; Hamamoto et al. [@CR186]; Kubizňák [@CR255]) of the Kerr--NUT--(A)dS metrics ([4.1](#Equ283){ref-type=""}) and belongs to the generalized spacetimes discussed in this section is that of *special Riemannian manifolds*. In even dimensions, the corresponding limit is achieved by setting$$\documentclass[12pt]{minimal}
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                \begin{document}$$\epsilon \rightarrow 0$$\end{document}$, which effectively amounts to setting all the functionally independent eigenvalues of the principal tensor equal to one. When accompanied by an appropriate singular rescaling of Killing coordinates, see Kubizňák ([@CR255]), the principal tensor becomes completely degenerate and yields the Kähler 2-form.

In this way one can obtain the (most general explicitly known) Kähler metric $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{g}}_{{\scriptscriptstyle \mathrm {K}}}$$\end{document}$, together with the associated Kähler potential $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\mathbf {Ric}}_{{\scriptscriptstyle \mathrm {K}}}=(2n+2){\varvec{g}}_{{\scriptscriptstyle \mathrm {K}}}. \end{aligned}$$\end{document}$$The metric is identical to the Einstein--Kähler metric admitting the non-degenerate Hamiltonian 2-form constructed in Apostolov et al. ([@CR16]), or to the metric constructed by the requirements of separability in Kolář and Krtouš ([@CR240]). The Kähler manifold ([7.58](#Equ619){ref-type=""}) is Ricci flat provided instead of ([7.60](#Equ621){ref-type=""}) we set $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X_\mu =-4\prod _{i=1}^{n}(\alpha _i-x_\mu )-2b_\mu $$\end{document}$; see Chen et al. ([@CR69]) where such a metric is derived by taking the BPS limit of the even-dimensional Kerr--NUT--(A)dS spacetime.

Having obtained the Einstein--Kähler manifold ([7.58](#Equ619){ref-type=""}), ([7.60](#Equ621){ref-type=""}), one can apply the procedure (Gibbons et al. [@CR170]) to construct the most general known Einstein--Sasaki space (Chen et al. [@CR69]), constructed as a *U*(1) bundle over the Einstein--Kähler base:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\mathbf {Ric}}_{{\scriptscriptstyle \mathrm {ES}}}=2n {\varvec{g}}_{{\scriptscriptstyle \mathrm {ES}}}. \end{aligned}$$\end{document}$$By restricting the parameters in ([7.60](#Equ621){ref-type=""}), one can obtain a complete and non-singular manifold, see e.g., Yasui and Houri ([@CR394]) for an example.

### Partially rotating deformed black holes {#Sec142}

Another class of generalized Kerr--NUT--(A)dS metrics is obtained when one tries to 'switch off' some of the rotation parameters of the canonical metric ([4.1](#Equ283){ref-type=""}). In the Lorentzian signature this yields partially rotating black holes that are deformed by the presence of NUT charges. Similar to the special Riemannian manifolds above, these metrics possess enough explicit and hidden symmetries, inherited from the original Kerr--NUT--(A)dS spacetime, to guarantee the complete integrability of geodesic equations. In the following we sketch the idea of the corresponding limit, generalizing the procedure performed in Oota and Yasui ([@CR312]) for the case of vanishing NUT parameters. The details of the construction can be found in Krtouš et al. ([@CR251]).

For simplicity let us concentrate on the even-dimensional case, $\documentclass[12pt]{minimal}
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                \begin{document}$$D=2n$$\end{document}$. We start with the Kerr--NUT--(A)dS spacetime, ([4.1](#Equ283){ref-type=""}), where *n* coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\phi _k$$\end{document}$, are Killing parameters. For the black hole case one of the coordinates, $\documentclass[12pt]{minimal}
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                \begin{document}$$x_1,\ldots ,x_{n-1}$$\end{document}$ are 'angle coordinates'. Besides the cosmological constant, the metric contains $\documentclass[12pt]{minimal}
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                \begin{document}$$n-1$$\end{document}$ NUT parameters. As we described in Sect. [4.4](#Sec87){ref-type="sec"}, we assume the following ordering of coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {}^- x_1< x_1<a_1<x_2<a_2< \cdots<x_{n-1}<a_{n-1}, \end{aligned}$$\end{document}$$cf. also Fig. [3](#Fig3){ref-type="fig"}. Lower bound $\documentclass[12pt]{minimal}
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                \begin{document}$$a_1\rightarrow 0$$\end{document}$ its value also tends to 0.

It is obvious from this ordering that in the limit when the first *p* rotation parameters $\documentclass[12pt]{minimal}
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                \begin{document}$$\{ a_1,\ldots , a_p\}$$\end{document}$ tend to zero, the first *p* angle coordinates, grasped between them, must tend to zero as well. In other words, to preserve the regularity of the metric one needs to, besides rescaling the rotation parameters, also properly rescale the first *p* angle coordinates. As shown in Krtouš et al. ([@CR251]) this can be consistently done.

As a result, the principal tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$2(n-p)$$\end{document}$. The number of the rank-2 Killing tensors, generated from $\documentclass[12pt]{minimal}
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                \begin{document}$$n-p$$\end{document}$. At the same time, the limiting procedure generates new additional hidden symmetries, which provide one with additional *p* quadratic in momenta integrals of geodesic motion. The number of the first order in momenta integrals of motion, associated with Killing vectors, remains the same: *n*. Thus the total number of the integrals of motion, 2*n*, is sufficient to guarantee complete integrability of geodesics in the limiting spacetime.

The resulting metric has one less parameter and is a special case of the generalized Kerr--NUT--(A)dS metric with $\documentclass[12pt]{minimal}
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                \begin{document}$$m_0=2 p$$\end{document}$. It has a warped structure: both components in the warped product are lower-dimensional Kerr--NUT--(A)dS metrics. We refer to Krtouš et al. ([@CR251]) for more details and explicit formulas. A symmetry structure of warp product metrics has been studied in Krtouš et al. ([@CR252]) and we will return to it in the next section.

### NUTty spacetimes and near horizon geometries {#Sec143}

Final interesting limiting cases of the Kerr--NUT--(A)dS metric that we are going to discuss in this section are those of NUTty spacetimes and near horizon geometries. They can be obtained as follows. Consider a coordinate $\documentclass[12pt]{minimal}
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                \begin{document}$$x_{\mu }$$\end{document}$. It belongs to an interval given by the roots of the metric function, see Sects. [4.3](#Sec84){ref-type="sec"} and [4.4](#Sec87){ref-type="sec"}. Now, we want to study a 'double-root' limit of this metric function. In such a limit, the end points of the interval tend one to the other and the value of the coordinate $\documentclass[12pt]{minimal}
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                \begin{document}$$x_{\mu }$$\end{document}$, which is grasped between them, becomes in general a non-vanishing constant. This implies the degeneracy of the principal tensor. Such double-root limits generalize two interesting cases known from four dimensions: the Taub--NUT limit and the near-horizon limit of the extremal Kerr black hole. As earlier, the corresponding limiting procedure has to be accompanied by a proper rescaling of coordinates.

It was shown in Kolář and Krtouš ([@CR241]), that when the double-root limit is taken for all angular coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$x_{\mu }$$\end{document}$, it leads to the 'multiply-NUTty spacetime', obtained by Mann and Stelea ([@CR284], [@CR283]).

If the double-root limit is taken for the metric function governing the position of the horizons, it leads to the near-horizon limit of the extremal black hole metrics, which is similar to the extreme Kerr throat geometry in four dimensions (Bardeen and Horowitz [@CR24]). This higher-dimensional limiting spacetime geometry has enhanced symmetry, while some of the hidden symmetries of the original spacetime encoded by Killing tensors become reducible.

#### Remark {#FPar41}

In the near horizon limit of an extremal Myers--Perry black hole in an arbitrary dimension the isometry group of the metric is enhanced to include the conformal factor *SO*(2, 1). In particular, when all *n* parameters of the rotation are equal this group is $\documentclass[12pt]{minimal}
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                \begin{document}$$SO(2,1)\times U(n)$$\end{document}$ (Galajinsky [@CR162]). For the near horizon extremal Myers--Perry metric one of the rank 2 Killing tensors decomposes into a quadratic combination of the Killing vectors corresponding to the conformal group, while the remaining ones are functionally independent (Chernyavsky [@CR72]). Similar result is valid for the Kerr--NUT--(A)dS metric. Namely, for the near horizon extremal Kerr--NUT--(A)dS geometry only one rank-2 Killing tensor decomposes into a quadratic combination of the Killing vectors, which are generators of conformal group, while the others are functionally independent (Xu and Yue [@CR390]). $\documentclass[12pt]{minimal}
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Additional details and the discussion of various limiting geometries corresponding to double root limits can be found in Kolář and Krtouš ([@CR241]).

Lifting theorems: hidden symmetries on a warped space {#Sec144}
-----------------------------------------------------

As we have seen in the previous chapters, the existence of hidden symmetries imposes strong restrictions on the background geometry.

Consequently, not every geometry admits such symmetries. Even if the symmetries are present, finding their explicit form, by solving the corresponding differential equations, is a formidable task. For this reason, it is of extreme value to seek alternative ways for finding such symmetries. In this section we proceed in this direction. Namely, we study hidden symmetries on a *warped space*, formulating various criteria under which the Killing--Yano and Killing tensors on the base space can be *lifted* to symmetries of the full warped geometry. This decomposes a task of finding such symmetries to a simpler problem (that of finding hidden symmetries for a smaller seed metric) and opens a way towards extending the applicability of hidden symmetries to more complicated spacetimes.

To illustrate this on a simple example, let us consider the *rotating black string* in five dimensions whose metric can be written in the form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{f}}={\varvec{\bar{f}}}$$\end{document}$ of the black string in five dimensions.

More generally, following Krtouš et al. ([@CR252]), let us consider a warped space *M*, realized as a direct product $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{w}$$\end{document}$ is the warp factor. The corresponding Levi-Civita tensor splits as $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{M}$$\end{document}$. Then one can prove the following *lifting theorems* for various hidden symmetries (Benn [@CR29]; Kubizňák [@CR254]; Krtouš et al. [@CR252]).

### Theorem {#FPar42}
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### Theorem {#FPar43}
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### Theorem {#FPar44}
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                \begin{document}$$\begin{aligned} {\varvec{f}}=\tilde{w}^{\bar{D}}{\varvec{\tilde{f}}}\wedge {\varvec{\bar{\varepsilon }}} \end{aligned}$$\end{document}$$is a Killing--Yano $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\begin{aligned} {\varvec{h}}={\varvec{\tilde{h}}} \end{aligned}$$\end{document}$$is a closed conformal Killing--Yano *q*-form of the metric ([7.67](#Equ628){ref-type=""}).

### Theorem {#FPar45}
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There exist a number of examples, e.g., Krtouš et al. ([@CR252]), where these theorems can be applied and exploited for finding hidden symmetries of complicated metrics. For example, a very non-trivial application happens for the NUTty spacetimes (Krtouš et al. [@CR251], [@CR252]) which inherit the full tower of hidden symmetries lifted from their two off-shell Kerr--NUT--(A)dS bases $\documentclass[12pt]{minimal}
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Let us finally mention that the lifting theorems presented in this section are not the only possibility for lifting hidden symmetries to higher-dimensional geometries. For example, a completely different approach, the so called *Eisenhart lift*, (Eisenhart [@CR119]) was recently used to construct spacetimes with higher-rank Killing tensors (Gibbons et al. [@CR173]) and subsequently applied to more complicated situations, e.g., Cariglia ([@CR45]), Galajinsky ([@CR161]), Cariglia ([@CR45]), Cariglia and Gibbons ([@CR48]), Cariglia et al. ([@CR54]), Cariglia et al. ([@CR55]), Cariglia ([@CR46]), Cariglia and Galajinsky ([@CR47]), Galajinsky and Masterov ([@CR163]).

Generalized Killing--Yano tensors {#Sec145}
---------------------------------

### Motivation {#Sec146}

Till now we have discussed mainly vacuum solutions of the higher-dimensional Einstein equations with or without the cosmological constant. However, we already mentioned that, for example, in the four-dimensional case there exist the charged versions of the Kerr--NUT--(A)dS metric which are solutions of the Einstein--Maxwell equations and which also admit the Killing--Yano tensor (see e.g., Keeler and Larsen [@CR227]). A natural question is how far can one generalize the presented in this review theory of hidden symmetries to non-vacuum solutions of the Einstein equations. For example, there are known solutions, describing black holes with non-trivial gauge fields, such as those of various supergravity theories which arise in low energy limits of string theory compactifications. It is also well known that some of these solutions, that can be thought of as generalizations of Kerr--NUT--(A)dS metrics, possess Killing tensors (see, e.g., Emparan and Reall [@CR124] and references therein) and allow separability of the Hamilton--Jacobi and Klein--Gordon equations (Chow [@CR81], [@CR83]). In fact this is how some of these solutions were 'constructed'.

In this section we demonstrate that the properties of such non-vacuum black holes can be explained by the existence of a deeper structure associated with the *generalized Killing--Yano tensors*.

### Systematic derivation {#Sec147}

The generalized Killing--Yano tensors can be systematically derived by studying symmetry operators of the Dirac operator with fluxes (Houri et al. [@CR199]; Kubizňák et al. [@CR262]). The idea of the construction is as follows. In the backgrounds of superstring or supergravity theories, the metric is often supplemented by other fields or fluxes which couple to the spinor field and modify the Dirac equation, which now reads$$\documentclass[12pt]{minimal}
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The generalized Killing--Yano tensors are then in one-to-one correspondence with the first-order symmetry operators of this modified Dirac operator $\documentclass[12pt]{minimal}
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In general, the generalized Killing--Yano system couples various homogeneous parts of inhomogeneous form $\documentclass[12pt]{minimal}
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### Killing--Yano tensors in a spacetime with torsion {#Sec148}
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                \begin{document}$${\varvec{\nabla }}$$\end{document}$ is the Levi-Civita (torsion-free) connection. Connection $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\nabla }}}^T$$\end{document}$ satisfies the metricity condition, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\nabla }}}^T {\varvec{g}}=0$$\end{document}$, and has the same geodesics as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\nabla }}}$$\end{document}$.

The connection ([7.75](#Equ636){ref-type=""}) induces a connection acting on forms. Namely, let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\varPsi }}$$\end{document}$ be a *p*-form, then$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {{\varvec{\nabla }}}^T_{{\varvec{X}}} {\varvec{\varPsi }}={{\varvec{\nabla }}}_{{\varvec{X}}} {\varvec{\varPsi }} -\frac{1}{2} \bigl ({\varvec{X}}\cdot {\varvec{T}}\bigr )\underset{1}{\wedge } {\varvec{\varPsi }}, \end{aligned}$$\end{document}$$using the contracted wedge product introduced in ([F.8](#Equ803){ref-type=""}). One can then define the following two operations:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{d}}^T {\varvec{\varPsi }}&\equiv {{\varvec{\nabla }}}^T \wedge {\varvec{\varPsi }}={\varvec{d\varPsi }}-{\varvec{T}}\underset{1}{\wedge }{\varvec{\varPsi }}, \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {{\varvec{\delta }}}^T {\varvec{\varPsi }}&\equiv -{{\varvec{\nabla }}}^T\cdot {\varvec{\varPsi }}={{\varvec{\delta }}}{\varvec{\varPsi }}-\frac{1}{2}\,{\varvec{T}}\underset{2}{\wedge } {\varvec{\varPsi }}. \end{aligned}$$\end{document}$$A *generalized conformal Killing--Yano* (GCKY) tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}$$\end{document}$ is a *p*-form satisfying for any vector field $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{X}}$$\end{document}$ (Kubizňák et al. [@CR261])$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \nabla ^T_X {\varvec{k}}-\frac{1}{p+1}{\varvec{X}}\cdot {\varvec{d}}^T {\varvec{k}}+\frac{1}{D-p+1} {\varvec{X}} \wedge {\varvec{\delta }}^T {\varvec{k}}=0. \end{aligned}$$\end{document}$$In analogy with the Killing--Yano tensors defined with respect to the Levi-Civita connection, a GCKY tensor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{f}}$$\end{document}$ obeying $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$${\varvec{d}}^T {\varvec{h}}=0$$\end{document}$ is a *generalized closed conformal Killing--Yano* (GCCKY) tensor.

#### Remark {#FPar46}

Interestingly, the GKY tensors were first discussed from a mathematical point of view in Yano and Bochner ([@CR392]) many years ago, and rediscovered more recently in Rietdijk and van Holten ([@CR340]), Kubizňák et al. ([@CR261]) in the framework of black hole physics. The GCKY generalization ([7.79](#Equ640){ref-type=""}) has been first discussed in Kubizňák et al. ([@CR261]). $\documentclass[12pt]{minimal}
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The following properties, generalizing the properties of conformal Killing--Yano tensors, have been shown in Kubizňák et al. ([@CR261]); Houri et al. ([@CR200]) for the GCKY tensors:A GCKY 1-form is identical to a conformal Killing 1-form.The Hodge star $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{*}}$$\end{document}$ maps GCKY *p*-forms to GCKY $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(D-p)$$\end{document}$-forms. In particular, the Hodge star of a GCCKY *p*-form is a GKY $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(D-p)$$\end{document}$-form and vice versa.GCCKY tensors form a (graded) algebra with respect to a wedge product, i.e., when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}_1$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}_2$$\end{document}$ is a GCCKY *p*-form and *q*-form, respectively, then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}_3={\varvec{h}}_1 \wedge {\varvec{h}}_2$$\end{document}$ is a GCCKY $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(p+q)$$\end{document}$-form.Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}$$\end{document}$ be a GCKY *p*-form for a metric $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{g}}$$\end{document}$ and a torsion 3-form $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{T}}$$\end{document}$. Then, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\tilde{k}}}=\varOmega ^{p+1} {\varvec{k}}$$\end{document}$ is a GCKY *p*-form for the metric $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\tilde{g}}}=\varOmega ^2 {\varvec{g}}$$\end{document}$ and the torsion $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\tilde{T}}}=\varOmega ^2 {\varvec{T}}$$\end{document}$.Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\xi }}$$\end{document}$ be a conformal Killing vector, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pounds _{{\varvec{\xi }}} {\varvec{g}}=2f{\varvec{g}}$$\end{document}$, for some function *f*, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}$$\end{document}$ a GCKY *p*-form with torsion $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{T}}$$\end{document}$, obeying $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pounds _{{\varvec{\xi }}} {\varvec{T}}=2f{\varvec{T}}$$\end{document}$. Then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\tilde{k}}}=\pounds _{{\varvec{\xi }}} {\varvec{k}} -(p+1)f{\varvec{k}}$$\end{document}$ is a GCKY *p*-form with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{T}}$$\end{document}$.Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{h}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{k}}$$\end{document}$ be two generalized (conformal) Killing--Yano tensors of rank *p*. Then $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} K_{ab}=h_{(a |c_1\ldots c_{p-1}|}k_{b)}{}^{c_1\ldots c_{p-1}} \end{aligned}$$\end{document}$$ is a (conformal) Killing tensor of rank 2.The generalized Killing--Yano tensors naturally appear in black hole spacetimes in supergravity theories, where the torsion may be identified with a 3-form field strength. For example, a non-degenerate GCCKY 2-form exists (Kubizňák et al. [@CR261]) in the black hole spacetime of Chong et al. ([@CR77]), which is a doubly spinning black hole solution of 5-dimensional minimal supergarvity, described by the Lagrangian density$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\delta }}^T{\varvec{T}}=0, {\varvec{d}}^T{\varvec{T}}=0$$\end{document}$. The GCCKY tensor guarantees separability of the Hamilton--Jacobi and Klein--Gordon equations (Davis et al. [@CR100]), as well as the 'torsion modified' Dirac equation (Wu [@CR387], [@CR388]) in this spacetime.

Another example (Houri et al. [@CR200]) is provided by the Kerr--Sen black hole (Sen [@CR355]) and its higher-dimensional generalizations (Cvetic and Youm [@CR96]; Chow [@CR81]), which are solutions to the following action:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{H}}={\varvec{dB}}-{\varvec{A}}\wedge {\varvec{dA}}$$\end{document}$. The general multiply-spinning black hole solution admits a non-degenerate GCCKY 2-form which, upon identifying the torsion with the 3-form field strength$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{T}}={\varvec{H}}, \end{aligned}$$\end{document}$$is responsible for complete integrability of geodesic motion and separability of the scalar and Dirac equations.

The metrics admitting a non-degenerate GCCKY 2-form have been locally classified in Houri et al. ([@CR201]). In general such metrics admit a tower of Killing tensors but no additional explicit symmetries. A subfamily of these metrics provided a new class of Calabi--Yau with torsion metrics (Houri et al. [@CR201]), see also Houri et al. ([@CR202]) for the generalized Sasaki--Einstein metrics, and Hinoue et al. ([@CR191]) for a generalization of the Wahlquist metric. Further developments on the GKY tensors can be found in Chow ([@CR82], [@CR83]). We also refer to the wonderful review on applications of Killing--Yano tensors to string theory by Chervonyi and Lunin ([@CR73]).

Final remarks {#Sec149}
-------------

This Living Review was mainly devoted to two subjects: hidden symmetries and higher-dimensional black holes. Black holes in higher dimensions find applications in many physical situations. They naturally appear in low energy approximations of string theory, play an important role in brane-world scenarios, as well as provide a window to the nature of gravitational theory in four and higher-dimensions. As we explained in this review, all higher-dimensional Kerr--NUT--(A)dS black holes possess a set of explicit and hidden symmetries, which is sufficient to guarantee complete integrability of geodesic equations and separation of variables in physical field equations. The origin and seed of all these symmetries is a single very special object, called the principal tensor. This is a non-degenerate closed conformal Killing--Yano 2-form. The existence of this object makes properties of higher-dimensional black holes very similar to the properties of the four-dimensional Kerr metric.

During ten years that have passed since the discovery of the principal tensor, there have been published many papers devoted to hidden symmetries of higher-dimensional black holes. In the present review, we collected the obtained results and provided the references to the main publications on this subject. It should be mentioned that during the work on the review we also obtained a number of new, yet unpublished, results that fill some loopholes in the literature. For example, we discussed in detail the solution of geodesic equations in terms of the action--angle variables, provided a direct proof of the commutation relations of the objects in the Killing tower without using the explicit form of the metric, studied a possibility of understanding the principal tensor as a symplectic form on the spacetime, or systematically discussed the meaning of coordinates and special cases of the Kerr--NUT--(A)dS metrics.

Let us mention several open problems that are immediately connected to the results presented in this review. For example, we showed that the geodesic equations in rotating black hole spacetimes are completely integrable in all dimensions. This provides a highly non-trivial infinite set of completely integrable dynamical systems. This might be of interest to researchers who study (finite-dimensional) dynamical systems. In particular, we demonstrated how the action-angle variables approach can be developed for studying the particle and light motion. This opens an interesting possibility of applying the fundamental theorem of Kolmogorov--Arnold--Moses (Arnol'd [@CR19]) to develop a perturbation theory for slightly distorted geodesics in such spacetimes. Another interesting mathematical problem, waiting for its solution, is the study of properties of the solutions of the ordinary differential equations which arise in the separation of variables of the Klein--Gordon and other field equations in the background of higher-dimensional black holes. In particular, it is important to describe properties of higher-dimensional *spin-weighted spheroidal harmonics* (Berti et al. [@CR35]; Kanti and Pappas [@CR218]; Cho et al. [@CR75]; Brito et al. [@CR43]; Kanti and Pappas [@CR219]; Kanti and Winstanley [@CR220]). These functions are defined as solutions of the Sturm--Liouville eigenvalue problem for the second-order ordinary differential equation with polynomial coefficients, see Sect. [6.3](#Sec112){ref-type="sec"}.

There is a number of interesting possible extensions of the presented in this review subjects, which are still waiting for their study. These problems include, for example, the classification and complete study of metrics obtained from the Kerr--NUT--(A)dS metrics by different limiting procedures and, more generally, a thorough study of the generalized Kerr--NUT--(A)dS solutions. It would also be interesting to extend the applicability of hidden symmetries to non-empty and supersymmetric generalizations of the higher-dimensional Einstein equations. More generally, the subject of hidden symmetries has many interesting applications that go well beyond the realms of black hole physics. It casts a new light on (integrable) dynamical systems, advances mathematical techniques, provides new tools for constructing solutions of Einstein's equations, is related to special Riemannian manifolds, symmetry operators, and the Dirac theory. We refer to a beautiful review on hidden symmetries in classical and quantum physics (Cariglia [@CR46]).

We would like to conclude this review by the following remark. The principal tensor, which exists in higher-dimensional black holes, provides us with powerful tools that allow us to study these spacetimes. Why at all the Nature 'decided' to give us such a gift?

A Notation and conventions {#Sec150}
==========================

A.1 Tensor notation {#Sec151}
-------------------

We denote tensors, vectors and forms in bold, e.g., metric $\documentclass[12pt]{minimal}
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We use the spacetime metric for implicit raising and lowering indices, $\documentclass[12pt]{minimal}
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A.2 Exterior calculus {#Sec152}
---------------------

In the following we overview various operations with differential forms mainly to fix sign and normalization conventions.
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B Phase space formalism and complete integrability {#Sec153}
==================================================

In this appendix, we briefly describe some general properties of Hamiltonian systems, introduce integrals of motion, and discuss the notion of complete integrability and its relation to separability of the Hamilton--Jacobi equation. We refer the reader to standard books on Hamiltonian dynamics and symplectic geometry, for example Arnol'd ([@CR19]); Goldstein et al. ([@CR174]), for further exposure.

B.1 Symplectic geometry {#Sec154}
-----------------------

In Hamiltonian mechanics, a dynamical system is described in terms of the phase space whose geometric representation can be given in terms of the symplectic geometry, which we now briefly review.

### B.1.1 Symplectic structure {#Sec155}
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Note also that the very existence of a non-degenerate 2-form implies that $\documentclass[12pt]{minimal}
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### B.1.2 Hamiltonian vector flow {#Sec156}
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                \begin{document}$$\varGamma $$\end{document}$ is called an *observable*. We focus on *autonomous systems* whose observables do not explicitly depend on time. Given an observable *F*, the symplectic structure defines the corresponding *Hamiltonian vector field* $\documentclass[12pt]{minimal}
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The Hamiltonian vector fields preserve the symplectic structure, $\documentclass[12pt]{minimal}
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### B.1.3. Poisson brackets {#Sec157}

Given two observables *F* and *G*, the symplectic structure defines another observable, called the *Poisson bracket* $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\varOmega }}$$\end{document}$ implies that for any three functions *F*, *G*, and *H* on the symplectic manifold, we get the *Jacobi identity*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$[{\varvec{X}}, {\varvec{Y}}]$$\end{document}$ stands for the *Lie bracket* (commutator) of two vector fields $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{Y}}$$\end{document}$. We note that the relation ([B.8](#Equ669){ref-type=""}) can be used to prove the Jacobi identity for Poisson brackets ([B.7](#Equ668){ref-type=""}) by rewriting it into the Jacobi identity for the corresponding Lie brackets.

### B.1.4 Canonical coordinates {#Sec158}

Until now we have not made any particular choice of coordinates. However, it turns out that the symplectic structure allows one to identify a special class of coordinates, in which most of the equations simplify significantly and take a form familiar from the basic courses on theoretical mechanics. The existence of such coordinates follows from the following:

#### Darboux theorem {#FPar47}
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                \begin{document}$${\varvec{\varOmega }}$$\end{document}$ be a symplectic structure. Then in a vicinity of a phase space point it is possible to choose coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(q^1,\ldots ,q^N,p_1,\ldots ,p_N)$$\end{document}$, called the *canonical coordinates*, in which $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\varOmega }}^{-1}}$$\end{document}$ take the following canonical forms:$$\documentclass[12pt]{minimal}
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The components of the symplectic structure and of its inverse thus are$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{q^i,p_j\}=\delta ^i_j. \end{aligned}$$\end{document}$$A choice of the canonical coordinates is not unique. There exist transformations to different canonical coordinates that preserve the canonical form of the symplectic structure $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\varOmega }}$$\end{document}$. Such transformations are called *canonical transformations*. In general, more than one canonical coordinate chart is required to cover a complete symplectic manifold. A transition between such two charts covering a vicinity of some point is given by a canonical transformation. The complete set of canonical charts covering the symplectic manifold is called a *symplectic atlas*. The Darboux theorem guarantees the existence of this atlas.

### B.1.5 Time evolution {#Sec159}

The *dynamics* is specified by the *Hamiltonian* *H*, a given scalar function on the phase space. Since we concentrate on *autonomous systems*, we assume that *H* is time independent. The time evolution in the phase space is then determined by the Hamiltonian flow corresponding to the Hamiltonian *H*. In other words, the *dynamical (phase-space) trajectories* are integral curves of the Hamiltonian vector field $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{X}}_H=\sum _{i=1}^N\left( \dot{q}^i{{\varvec{\partial }}}_{q^i} + \dot{p}_i{{\varvec{\partial }}}_{p_i}\right) . \end{aligned}$$\end{document}$$Comparing with ([B.12](#Equ673){ref-type=""}), we arrive at the *Hamilton canonical equations*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{q}^i=\frac{\partial H}{\partial p_i},\quad \dot{p}_i=-\frac{\partial H}{\partial q^i}. \end{aligned}$$\end{document}$$Here, for any observable *F*, $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{F}$$\end{document}$ represents its time derivative, i.e., a derivative along the dynamical trajectories:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{F} = \frac{dF}{d\tau } = {\varvec{X}}_{H}\cdot {{\varvec{d}}}F=\{F,H\}. \end{aligned}$$\end{document}$$

### B.1.6 Integrals of motion {#Sec160}

An observable *F*, which remains constant along the dynamical trajectories, is called a *conserved quantity* or an *integral/constant of motion*. Clearly, it commutes with the Hamiltonian *H*,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{F,H\}=0. \end{aligned}$$\end{document}$$It follows from the Jacobi identity ([B.7](#Equ668){ref-type=""}) that given two integrals of motion *F* and *G*, their Poisson bracket, $\documentclass[12pt]{minimal}
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                \begin{document}$$K=\{F,G\}$$\end{document}$, is also a (not necessarily non-trivial) constant of motion. Two observables *F* and *G* are said to *Poisson commute* provided their Poisson bracket vanishes, $\documentclass[12pt]{minimal}
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                \begin{document}$$\{F,G\}=0$$\end{document}$. Observables that mutually Poisson commute are called *in involution*.

We have already seen that an observable induces a transformation of the phase space, see ([B.4](#Equ665){ref-type=""}). If observable *F* is a conserved quantity, this transformation commutes with the time evolution, $\documentclass[12pt]{minimal}
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                \begin{document}$$ [{\varvec{X}}_{F},{\varvec{X}}_{H}]=0$$\end{document}$, as follows from the identity ([B.8](#Equ669){ref-type=""}). Any trajectory in the phase space satisfying the equation of motion can thus be shifted using the transformation generated by *F* into another trajectory satisfying the equation of motion. This means that the conserved quantities generate symmetries of the time evolution of a dynamical system. This relation is one-to-one: any symmetry of the time evolution is generated by an integral of motion. We can formulate the following:

#### Theorem {#FPar48}
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#### Remark {#FPar49}

This theorem can be viewed as a phase space version of the famous *Noether's theorem* about the correspondence of continuous symmetries and conserved quantities. The Noether's theorem is usually formulated on a configuration space and refers to the symmetries of the action. In the present version, we have rather stated the correspondence between conserved quantities of a dynamical system and symmetries of the time evolution on the phase space. $\documentclass[12pt]{minimal}
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B.2 Complete integrability {#Sec161}
--------------------------

Dynamical systems may admit more than one symmetry. An important situation occurs when these symmetries commute among each other. A system with the maximal possible number of independent mutually commuting symmetries is called completely integrable. The evolution of such systems is highly 'ordered' in the phase space: the trajectories remain in well-defined submanifolds and can be found by a well-defined procedure. Global integrability and chaotic motion are thus in some sense two opposite properties of dynamical systems. In this comparison, the global complete integrability is rare and exceptional, while the chaotic nature is generic. Although exceptionally rare, integrable systems are solvable by analytic methods and play thus a very important role in the study of dynamical systems.

### B.2.1 Liouville's integrability {#Sec162}

In our application we are interested mainly in a regular ordered evolution contingent on the complete integrability of the system. We focus on the local aspects of integrability and will not discuss its global issues. Namely, we concentrate on the local notion of complete Liouville integrability.

In its original sense, integrability means that a system of differential equations can be solved by '*quadratures*', that is, its solution can be found in a finite number of well-defined steps involving algebraic operations and integrations of given functions. Thanks to this 'prescription', integrable systems are often solvable by analytic methods and thus play a very important role in the study of dynamical systems.

Nowadays, integrability of finite-dimensional dynamical systems is usually characterized by the existence of conserved quantities:

#### Complete Liouville integrability {#FPar50}

The dynamical system with *N* degrees of freedom is *completely (Liouville) integrable* if it admits *N* functionally independent integrals of motion $\documentclass[12pt]{minimal}
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Since the total number of independent integrals of motion in involution cannot be larger than *N*, the Poisson-commutation of *H* with all $\documentclass[12pt]{minimal}
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The relation between the existence of conserved quantities and the original notion of integrability was established by Liouville ([@CR273]) who proved the following theorem:

#### Liouville's theorem {#FPar51}

A solution of equations of motion of a completely integrable system can be obtained by *quadratures*, that is, by a finite number of algebraic operations and integrations.

### B.2.2 Level sets {#Sec163}
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### B.2.3 Liouville's procedure {#Sec164}

Let us now return back to the Liouville's integrability theorem. The main idea behind it is that one can use the *N* independent integrals of motion $\documentclass[12pt]{minimal}
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The key problem of the Liouville procedure is thus finding new coordinates $\documentclass[12pt]{minimal}
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Summarizing, the Liouville's construction consists of: (i) inverting the relations ([B.26](#Equ687){ref-type=""}) for the conserved quantities to obtain ([B.27](#Equ688){ref-type=""}) (algebraic operations) (ii) integrating the generating function ([B.29](#Equ690){ref-type=""}) (a quadrature) (iii) defining the new canonical variables $\documentclass[12pt]{minimal}
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### B.2.4 Action-angle variables {#Sec165}

It can be demonstrated that for a given foliation of the phase space into its level sets, the coordinates $\documentclass[12pt]{minimal}
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When the level set is compact and connected, the affine structure implies that it is isomorfic to an *N*-dimensional torus (Arnol'd [@CR19]). In such a case, coordinates $\documentclass[12pt]{minimal}
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B.3 Hamilton--Jacobi equation {#Sec166}
-----------------------------

### B.3.1 Time-dependent case {#Sec167}

An alternative method for solving the dynamical system is via the *Hamilton--Jacobi equation*. This is a partial differential equation for the *Hamilton's principal function* $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{\partial {\bar{S}}}{\partial \tau }({q};\tau ) + H\bigl ({q},{p};\tau \bigr )\Big |_{{p}=\frac{\partial {\bar{S}}}{\partial {q}}({q};\tau )} = 0, \end{aligned}$$\end{document}$$where, for a moment, we allowed the Hamiltonian $\documentclass[12pt]{minimal}
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                \begin{document}$${\varGamma }$$\end{document}$ which satisfy the Hamilton canonical equations ([B.16](#Equ677){ref-type=""}). Such trajectories are given by identifying the momenta with the derivatives of Hamilton's principal function$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_j(\tau ) = \frac{\partial {\bar{S}}}{\partial {q^j}}\bigl ({q}(\tau );\tau \bigr ). \end{aligned}$$\end{document}$$Plugging these to equations ([B.16](#Equ677){ref-type=""}) for the velocities:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{q}^i(\tau ) = \frac{\partial H}{\partial p_i}\bigl ( {q}(\tau ),{p};\tau \bigr ) \Big |_{{p}=\frac{\partial {\bar{S}}}{\partial {{q}}}\bigl ({q}(\tau );\tau \bigr )}, \end{aligned}$$\end{document}$$one gets *N* coupled first-order differential equations for positions $\documentclass[12pt]{minimal}
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                \begin{document}$${{p}(\tau )}$$\end{document}$ defined by ([B.34](#Equ695){ref-type=""}) give the trajectories which satisfy all the Hamilton canonical equations ([B.16](#Equ677){ref-type=""}).

### B.3.2 Autonomous systems {#Sec168}

As in the previous discussion, let us now restrict our attention to the autonomous systems for which the Hamiltonian does not depend explicitly on time. In such a case, the time dependence of the Hamilton's principal function can be solved by the following ansatz:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bar{S}({q};\tau ) = S({q}) - E\tau , \end{aligned}$$\end{document}$$where the function *S* is called the *Hamilton's characteristic function* (Goldstein et al. [@CR174]) and the constant *E* is an *energy*. Substituting this ansatz into the Hamilton--Jacobi equation ([B.33](#Equ694){ref-type=""}), it turns out that *E* coincides with the value of the Hamiltonian, and clearly remains conserved along the trajectory. We thus obtained the following *time-independent Hamilton--Jacobi equation*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H({q},p)\big |_{p=\frac{\partial {S}}{\partial {q}}({q})} = E. \end{aligned}$$\end{document}$$Similarly to the time-dependent case, the function $\documentclass[12pt]{minimal}
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                \begin{document}$$S({q})$$\end{document}$ generates a family of trajectories by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \dot{q}^i(\tau ) = \frac{\partial H}{\partial p_i}\bigl ( {q}(\tau ),{p}\bigr ) \Big |_{{p}=\frac{\partial {S}}{\partial {{q}}}\bigl ({q}(\tau )\bigr )}. \end{aligned}$$\end{document}$$As discussed below, different solutions *S* of ([B.37](#Equ698){ref-type=""}) generate different families of trajectories.

### B.3.3 Connections to Liouville's integrability {#Sec169}
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                \begin{document}$${S({q},{\varPhi })}$$\end{document}$ of the time-independent Hamilton--Jacobi equation ([B.37](#Equ698){ref-type=""}) that depends on *N* independent constants $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varPhi }}$$\end{document}$ is called a *complete integral*. In this definition, the notion of independence of the constants means that when these constants are varied, they generate dynamical trajectories which fill up the whole phase space.

For completely integrable systems one can show that the generating function $\documentclass[12pt]{minimal}
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                \begin{document}$${W({q},{P})}$$\end{document}$ defined in ([B.29](#Equ690){ref-type=""}) solves the Hamilton--Jacobi equation in variables $\documentclass[12pt]{minimal}
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                \begin{document}$${\varPhi }$$\end{document}$. That is, we have the following complete integral:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} S({q},{\varPhi })=W({q},{\varPhi })\; \end{aligned}$$\end{document}$$which satisfies the time-independent Hamilton--Jacobi equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} H\Bigl ({q},\frac{\partial {S}}{\partial {q}}({q},{\varPhi })\Bigr ) = E, \end{aligned}$$\end{document}$$where *E* is the value of the Hamiltonian given by the values of conserved quantities $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} E=H({\varPhi }). \end{aligned}$$\end{document}$$The same complete integral $\documentclass[12pt]{minimal}
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                \begin{document}$${S({q},{\varPhi })}$$\end{document}$ also satisfies the analogous Hamilton--Jacobi equations corresponding to other conserved quantities $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} P_i\Bigl ({q},\frac{\partial {S}}{\partial {q}}({q},{\varPhi })\Bigr ) = \varPhi _i. \end{aligned}$$\end{document}$$In other words, the complete integral $\documentclass[12pt]{minimal}
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                \begin{document}$$S({q},{\varPhi })$$\end{document}$ is a common solution of all the Hamilton--Jacobi equations ([B.40](#Equ701){ref-type=""}) and ([B.42](#Equ703){ref-type=""}).

We have thus demonstrated that *complete integrable systems always have the complete integral* of the time-independent Hamilton--Jacobi equation. In fact, the opposite statement is also true: *the existence of the complete integral of the Hamilton--Jacobi equation is a sufficient condition for the system to be completely integrable.*

To prove the latter statement let us assume that the complete integral $\documentclass[12pt]{minimal}
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                \begin{document}$${S({q},{\varPhi })}$$\end{document}$ exists. If so, it can be used as a generating function $\documentclass[12pt]{minimal}
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                \begin{document}$$({q},{p})\rightarrow ({Q},{P})$$\end{document}$, i.e., for the transformation given implicitly by ([B.28](#Equ689){ref-type=""}). One has to solve the left set of equations with respect to new momenta $\documentclass[12pt]{minimal}
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                \begin{document}$${{P}}$$\end{document}$. Clearly, these are conserved quantities since they corresponds to the constants that appear in the complete integral. Therefore, observables $\documentclass[12pt]{minimal}
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                \begin{document}$${{P}}$$\end{document}$ commute with the Hamiltonian and, since they have been generated by the canonical transformation as new momenta, they are in involution. The system is hence completely integrable.

Finally, let us note that for every choice of constants $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varPhi }}$$\end{document}$ the Hamilton's characteristic function $\documentclass[12pt]{minimal}
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                \begin{document}$${S({q},{\varPhi })}$$\end{document}$ generates a different family of trajectories in the space of coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${{q}}$$\end{document}$ solving ([B.38](#Equ699){ref-type=""}). When lifted to the phase space through ([B.34](#Equ695){ref-type=""}), the trajectories in such a family belong to the level set $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varPhi }}$$\end{document}$, the trajectories fill up the whole phase space.

### B.3.4 Additive separability of the Hamilton--Jacobi equation {#Sec170}

There exists a powerful method that turns out to be very useful for finding integrable systems. It is the *method of separation of variables* in the Hamilton--Jacobi equation, see e.g., Carter ([@CR57], [@CR58]) for an application of this method in the context of black hole physics.

Specifically, let us consider the time-independent Hamilton--Jacobi equation ([B.37](#Equ698){ref-type=""}) and seek, in a given coordinate system, its solution in the form of the following *additive separation ansatz*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} S({q}) = \sum _{i=1}^N S_i(q^i), \end{aligned}$$\end{document}$$where each function $\documentclass[12pt]{minimal}
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                \begin{document}$$S_i$$\end{document}$ depends only on the corresponding coordinate $\documentclass[12pt]{minimal}
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                \begin{document}$$q^i$$\end{document}$. The ansatz is consistent if its substitution into the Hamilton--Jacobi equation leads to *N* independent ordinary differential equations for functions $\documentclass[12pt]{minimal}
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                \begin{document}$${S_i}$$\end{document}$. If these functions are labeled by *N* independent constants (which also determine *E*), we have found a complete integral and the system is completely integrable.

Let us stress, however, that whether or not the separation ansatz works depends on the choice of coordinates and for a given dynamical system there is no general prescription for how to seek the convenient coordinates. For this reason, the route from separability of the Hamilton--Jacobi equation to complete integrability, although often fruitful, is more or less a route of trial and error.

Let us assume that the complete integral $\documentclass[12pt]{minimal}
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                \begin{document}$${S({q},{\varPhi })}$$\end{document}$ can be written in the separated form ([B.43](#Equ704){ref-type=""}). Taking into account that components of the momentum are given by derivatives of Hamilton's characteristic function with respect to *q*'s ([B.34](#Equ695){ref-type=""}), the additive separation ansatz requires that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_i=S_i'(q^i,{\varPhi }). \end{aligned}$$\end{document}$$In other words, the *i*-th component of the momentum has to depend only on one coordinate $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${q^i}$$\end{document}$ and not on the remaining coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varPhi }}$$\end{document}$ can be understood as values of the integrals of motions $\documentclass[12pt]{minimal}
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                \begin{document}$${{P}}$$\end{document}$, we actually require that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_i = p_i(q^i,{P}), \end{aligned}$$\end{document}$$that is, each relation ([B.27](#Equ688){ref-type=""}) for momentum $\documentclass[12pt]{minimal}
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                \begin{document}$${p_i}$$\end{document}$ depends only on *one variable* $\documentclass[12pt]{minimal}
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                \begin{document}$${q^i}$$\end{document}$. This is a sufficient and necessary condition for the additive separation of variables in the Hamilton--Jacobi equation ([B.40](#Equ701){ref-type=""}) using the ansatz ([B.43](#Equ704){ref-type=""}).

Solving ([B.44](#Equ705){ref-type=""}) with respect to $\documentclass[12pt]{minimal}
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                \begin{document}$${P}$$\end{document}$, the Hamilton's characteristic function *S* in the form ([B.43](#Equ704){ref-type=""}) also satisfies all the Hamilton--Jacobi equations ([B.42](#Equ703){ref-type=""}).

As we demonstrate in Sect. [2.3](#Sec20){ref-type="sec"}, very explicit conditions for separability of the Hamilton--Jacobi equation can be formulated for geodesic motion in a curved spacetime. This is described by a theory of *separability structures*, and will be exploited in Chap. [6](#Sec105){ref-type="sec"} for the study of geodesics in higher-dimensional black hole spacetimes, generalizing the classic works of Carter ([@CR57], [@CR58]) on geodesic motion around four-dimensional black holes.

B.4 Covariant formalism on a cotangent bundle {#Sec171}
---------------------------------------------

Dynamical systems are most commonly formulated in terms of the motion on a configuration space *M*. As described in Sect. [2.1](#Sec11){ref-type="sec"}, the phase space $\documentclass[12pt]{minimal}
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                \begin{document}$$\varGamma $$\end{document}$ is the cotangent bundle over the configuration space. It has natural symplectic structure ([2.1](#Equ3){ref-type=""}) and each coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$x^a$$\end{document}$ on the configuration space generate canonical coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(x^a,p_a)$$\end{document}$ on the phase space. We can thus apply all the formalism discussed in the previous sections, simply replacing $\documentclass[12pt]{minimal}
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                \begin{document}$$(q^i,p_i)\rightarrow (x^a,p_a)$$\end{document}$.

The Poisson brackets and other quantities on the cotangent space can be written in a more covariant way by using the covariant derivative induced from the configuration space. Given a torsion-free covariant derivative $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\nabla }}}$$\end{document}$ on *M*, one can define the following tensorial quantities: (i) *covariant partial derivative* $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{{\varvec{\nabla }}}F}{\partial x}$$\end{document}$ with respect to position *x* and (ii) *momentum partial derivative* $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial F}{\partial {\varvec{p}}}$$\end{document}$ with respect to momentum of the observable $\documentclass[12pt]{minimal}
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                \begin{document}$$F(x,{\varvec{p}})$$\end{document}$. It corresponds to splitting a phase-space tangent vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{X}} = {\varvec{u}}\cdot \frac{{{\varvec{\nabla }}}}{\partial x} + {\varvec{f}}\cdot \frac{\partial }{\partial {\varvec{p}}}, \end{aligned}$$\end{document}$$ see appendix of Cariglia et al. ([@CR52]) for more details. The covariant partial derivative essentially 'covariantly ignores' the momentum variable. In particular, the partial derivatives of a monomial observable ([2.2](#Equ4){ref-type=""}) read$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{\nabla _{a} F}{\partial x} = (\nabla _{a} f^{c_1\dots c_r} )\, p_{c_1}\dots p_{c_r},\quad \frac{\partial F}{\partial p_a} = r f^{a c_2\dots c_r} p_{c_2}\dots p_{c_r}. \end{aligned}$$\end{document}$$With such a machinery, the Poisson bracket can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \{F,G\} = \frac{\nabla _{a} F}{\partial x} \frac{\partial G}{\partial p_a} - \frac{\partial F}{\partial p_a} \frac{\nabla _{a} G}{\partial x}. \end{aligned}$$\end{document}$$Employing this, one can easily derive the expression ([2.4](#Equ6){ref-type=""}) for the Nijenhuis--Schouten bracket. In particular, on readily gets the expression ([2.26](#Equ28){ref-type=""}):$$\documentclass[12pt]{minimal}
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                \begin{document}$${\frac{\partial H}{\partial p_a}=g^{ab}p_b}$$\end{document}$.

C Integrability conditions for conformal Killing--Yano forms {#Sec172}
============================================================

C.1 Laplace operator and conformal Killing--Yano forms {#Sec173}
------------------------------------------------------

A particular consequence of the integrability conditions for the conformal Killing--Yano forms is that the action of the Laplace operator on such objects takes a special form. Since this can be shown in a rather elegant way, we start with the discussion of the Laplace operators.

### C.1.1 Laplace operators and Weitzenböck identity {#Sec174}

Let us first list some well-known definitions and identities. For antisymmetric forms one can introduce two Laplace-like operators. The *de Rham--Laplace operator* $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varDelta {\varvec{\omega }} = - {{\varvec{\nabla }}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{\omega }}) - {{\varvec{\nabla }}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{\omega }}), \end{aligned}$$\end{document}$$while the *Bochner--Laplace operator* is just a contraction with the second covariant derivative:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla ^2{\varvec{\omega }} = {{\varvec{\nabla }}}\cdot {{\varvec{\nabla }}}{\varvec{\omega }}. \end{aligned}$$\end{document}$$The two operators differ by terms that are linear in curvature. The so called *Weitzenböck identity* reads$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varDelta {\varvec{\omega }}=-\nabla ^2{\varvec{\omega }}+ W{\varvec{\omega }}, \end{aligned}$$\end{document}$$where the *Weitzenböck operator* *W* acts on a *p*-form as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (W \omega )_{a_1a_2\dots a_p} = p\, R_{c[a_1}\,\omega ^{c}{}_{a_2\dots a_p]} - \frac{p(p-1)}{2}R_{cd[a_1a_2}\,\omega ^{cd}{}_{\dots a_p]}. \end{aligned}$$\end{document}$$

### C.1.2 Action of Laplace operators on conformal Killing--Yano forms {#Sec175}

Let us start with a general conformal Killing--Yano form $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\omega }}$$\end{document}$ obeying the conformal Killing--Yano condition ([2.61](#Equ63){ref-type=""}). Tearing off the vector $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{X}}}$$\end{document}$, it can be written in a form, which respects the duality between the dot and wedge operations,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {{\varvec{\nabla }}}{\varvec{\omega }} = \frac{1}{p+1}\,{\varvec{g}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{\omega }}) + \frac{1}{D-p+1}\,{\varvec{g}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{\omega }}). \end{aligned}$$\end{document}$$Here we have slightly abused the notation in the second term by understanding that only the second index of the metric participates in the wedge operation (since $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\nabla }}}\cdot $$\end{document}$ to ([C.5](#Equ714){ref-type=""}), we obtain the Bochner--Laplace operator,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla ^2{\varvec{\omega }} = \frac{1}{p+1}\,{{\varvec{\nabla }}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{\omega }}) + \frac{1}{D-p+1}\,{{\varvec{\nabla }}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{\omega }}). \end{aligned}$$\end{document}$$Comparing ([C.6](#Equ715){ref-type=""}) with the definition of the de Rham--Laplace operator ([C.1](#Equ710){ref-type=""}),$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} -\varDelta {\varvec{\omega }} = {{\varvec{\nabla }}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{\omega }}) + {{\varvec{\nabla }}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{\omega }}) \end{aligned}$$\end{document}$$and employing the Weitzenböck identity ([C.3](#Equ712){ref-type=""}) we obtain the relation for the Weitzenböck operator$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} -W{\varvec{\omega }} = \frac{p}{p+1}\,{{\varvec{\nabla }}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{\omega }}) + \frac{D-p}{D-p+1}\,{{\varvec{\nabla }}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{\omega }}). \end{aligned}$$\end{document}$$The above relations simplify for Killing--Yano and closed conformal Killing--Yano forms since in these cases only one of the terms on the right-hand side survives. Indeed, for a Killing--Yano *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\nabla }}}\cdot {\varvec{f}}=0$$\end{document}$. When we use this in ([C.6](#Equ715){ref-type=""}), ([C.7](#Equ716){ref-type=""}), and ([C.8](#Equ717){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varDelta {\varvec{f}}=-(p+1)\nabla ^2{\varvec{f}}=-{{\varvec{\nabla }}}\cdot ({{\varvec{\nabla }}}\wedge {\varvec{f}})=\frac{p+1}{p}\,W{\varvec{f}}. \end{aligned}$$\end{document}$$Similarly, for a closed conformal Killing--Yano *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varvec{\nabla }}}\wedge {\varvec{h}}=0$$\end{document}$, and$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varDelta {\varvec{h}}=-(D-p+1)\nabla ^2{\varvec{h}}=-{{\varvec{\nabla }}}\wedge ({{\varvec{\nabla }}}\cdot {\varvec{h}})=\frac{D-p+1}{D-p}\,W{\varvec{h}}. \end{aligned}$$\end{document}$$In both cases we see that the action of Laplace operators is given by the algebraic Weitzenböck operator which involves only the curvature. The same restrictions can be obtained directly from the integrability conditions as we will see below, cf. ([C.16](#Equ725){ref-type=""}) and ([C.25](#Equ734){ref-type=""}).

C.2 Integrability conditions {#Sec176}
----------------------------

As we already mentioned, the conformal Killing--Yano equation ([2.61](#Equ63){ref-type=""}) is over-determined (Dunajski [@CR113]). The existence of the conformal Killing--Yano forms imposes severe restrictions on the geometry. These are called in general the *integrability conditions*. They have been studied from the very beginnings of the study of Killing--Yano objects (Yano [@CR391]; Yano and Bochner [@CR392]; Tachibana and Kashiwada [@CR365]) till recent works (Houri and Yasui [@CR194]; Batista [@CR26]). (See also Houri et al. [@CR203] for a recent progress on integrability conditions for the Killing tensors.) We give here the review of the integrability conditions for Killing--Yano equation and closed conformal Killing--Yano equation.

The basic common restriction is that the second covariant derivative of such a form can be expressed in terms of the curvature and the form itself. It allows one to derive an algebraic condition for solutions of the given equation expressed in terms of the curvature. From these conditions one can derive particular consequences which play a role of necessary integrability conditions. Examples of these are the expressions for the Laplace operator and the Weitzenböck operator encountered above.

### C.2.1 Preliminaries {#Sec177}

The *Ricci identity* for an antisymmetric *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}\nabla _{\!b}\,\omega _{c_1c_2\dots c_p} - \nabla _{\!b}\nabla _{a}\,\omega _{c_1c_2\dots c_p} = - p\,R_{ab}{}^{e}{}_{[c_1} \omega _{|e|c_2\dots c_p]}. \end{aligned}$$\end{document}$$For the purpose of the proofs below, let us write explicitly the consequences of the Leibniz rule ([A.4](#Equ649){ref-type=""}) for a *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (p+1)\,\sigma _{[a}\omega _{c_1c_2\dots c_p]}= & {} \sigma _a \omega _{c_1c_2\dots c_p} - p\, \sigma _{[c_1}\omega _{|a|c_2\dots c_p]}, \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (p+2)\,\sigma _{[ac_0}\omega _{c_1c_2\dots c_p]}= & {} 2\,\sigma _{a[c_0} \omega _{c_1c_2\dots c_p]} + p\, \sigma _{[c_0c_1}\omega _{|a|c_2\dots c_p]}. \end{aligned}$$\end{document}$$

### C.2.2 Killing--Yano forms {#Sec178}

The Killing--Yano condition$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}f_{a_1\dots a_p} = \nabla _{\![a}f_{a_1\dots a_p]} \end{aligned}$$\end{document}$$is rather restrictive. It implies that the second derivatives of Killing--Yano forms are algebraically related to the form itself. Namely, any Killing--Yano *p*-form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}\nabla _{\!b} f_{c_1c_2\dots c_p} = -(p+1) R_{a[b}{}^{e}{}_{c_1}\,f_{|e|c_2\dots c_p]} = \frac{p+1}{2} R_{ea[bc_1}\,f^{e}{}_{c_2\dots c_p]} . \end{aligned}$$\end{document}$$Contracting in indices *a* and *b*, one obtains the Bochner--Laplace operator acting on the Killing--Yano form $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} -\nabla ^2f_{c_1c_2\dots c_p} = R_{e[c_1}\, f^{e}{}_{c_2\dots c_p]} - \frac{p{-}1}{2} R_{de[c_1c_2}\,f^{de}{}_{\dots c_p]}. \end{aligned}$$\end{document}$$On the right-hand side we can recognize the action of the Weitzenböck operator. We thus showed $\documentclass[12pt]{minimal}
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                \begin{document}$${-\nabla ^2{\varvec{f}} = \frac{1}{p}W{\varvec{f}}}$$\end{document}$, cf. ([C.9](#Equ718){ref-type=""}). We will return to this fact at the end of this section.

Let us prove now the relations ([C.15](#Equ724){ref-type=""}). The second equality follows from the cyclic property of the Riemann tensor (the first Bianchi identity). The proof of the first equality starts with a trivial property of the exterior derivative $\documentclass[12pt]{minimal}
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                \begin{document}$${{{\varvec{d}}}{{\varvec{d}}}{\varvec{f}}}=0$$\end{document}$. Rewriting it using the covariant derivative and the identity ([C.12](#Equ721){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (p+2)\nabla _{\![a}\nabla _{\!b} f_{c_1c_2\dots c_p]} = \nabla _{a}\nabla _{\!b}f_{c_1\dots c_p} - (p+1) \nabla _{\![b}\nabla _{\!|a|}f_{c_1\dots c_p]}=0, \end{aligned}$$\end{document}$$where we used that $\documentclass[12pt]{minimal}
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                \begin{document}$${\nabla _{a}f_{c_1\dots c_p}}$$\end{document}$ is antisymmetric in all indices, cf. ([C.14](#Equ723){ref-type=""}). Employing the Ricci identities ([C.11](#Equ720){ref-type=""}) to the second term we find$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} - p \nabla _{a}\nabla _{\!b}f_{c_1c_2\dots c_p} - (p+1) p\, R_{a[b}{}^{e}{}_{c_1}f_{|e|c_2\dots c_p]}=0, \end{aligned}$$\end{document}$$which proves ([C.15](#Equ724){ref-type=""}).

The existence of a Killing--Yano form is a non-trivial property of the geometry. It requires a consistency of the curvature with the Killing--Yano form, which can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} R^{e[a}{}_{[c_1}{}^{b]}\,f_{|e|c_2c_3\dots c_p]} + R^{e}{}_{[c_1}{}^{[a}{}_{c_2}\, f_{|e|}{}^{b]}{}_{c_3\dots c_p]} = 0. \end{aligned}$$\end{document}$$Using the cyclic property of the Riemann tensor in both terms it can also be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} R^{abe}{}_{[c_1}\,f_{|e|c_2c_3\dots c_p]} + R^{e[a}{}_{[c_1c_2}\, f_{|e|}{}^{b]}{}_{c_3\dots c_p]} = 0. \end{aligned}$$\end{document}$$The integrability condition ([C.19](#Equ728){ref-type=""}) can be obtained by applying the expansion ([C.13](#Equ722){ref-type=""}) to the right-hand side of ([C.15](#Equ724){ref-type=""}), taking antisymmetrization of both sides in indices *a* and *b*, and using the Ricci identity ([C.11](#Equ720){ref-type=""}) to the left-hand side. The cyclic property of the Riemann tensor is needed to reshuffle appropriately the indices.

Taking the contraction of these identities in indices *b* and $\documentclass[12pt]{minimal}
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                \begin{document}$${c_1}$$\end{document}$ one can get another necessary condition between the curvature and the Killing--Yano form,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} R_{e}{}^{a}\, f^{e}{}_{c_2c_3\dots c_p} - R_{e[c_2}\, f^{ae}{}_{c_3\dots c_p]} = \frac{p-2}{2} \Bigl ( R_{de}{}^{a}{}_{[c_2}\,f^{de}{}_{c_3\dots c_p]} -R_{de[c_2c_3}\,f^{ade}{}_{\dots c_p]} \Bigr ). \end{aligned}$$\end{document}$$With the help of ([C.13](#Equ722){ref-type=""}) this can be also re-arranged to the form$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${W{\varvec{f}}}$$\end{document}$ of the Weitzenböck operator ([C.4](#Equ713){ref-type=""}) on the Killing--Yano form.

### C.2.3 Closed conformal Killing--Yano forms {#Sec179}

Let us now turn to the closed conformal Killing--Yano forms. Similar to the Killing--Yano equation, the associated condition$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \nabla _{a}h_{a_1\dots a_p} = p g_{a[a_1}\,\xi _{a_2\dots a_p]},\qquad \xi _{a_2\dots a_p} = \frac{1}{D-p+1}\nabla _{\!c} h^{c}{}_{a_2\dots a_p}, \end{aligned}$$\end{document}$$is also restrictive. The second covariant derivative of the closed conformal Killing--Yano form can be expressed using the curvature and the form itself:$$\documentclass[12pt]{minimal}
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D Kerr--NUT--(A)dS metric related quantities {#Sec180}
============================================

D.1 Properties of metric functions {#Sec181}
----------------------------------
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D.2 Spin connection {#Sec182}
-------------------

In this section we present the spin connection for the Kerr--NUT--(A)dS spacetimes written in the frame ([4.7](#Equ289){ref-type=""}). In even dimension the only non-zero connection coefficients with respect to the frame $\documentclass[12pt]{minimal}
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E Myers--Perry metric {#Sec183}
=====================

In Sect. [4.4](#Sec87){ref-type="sec"} we have recovered the higher-dimensional rotating black hole metric of (Myers and Perry [@CR304]) as a subcase of the Kerr--NUT--(A)dS metric of (Chen et al. [@CR69]). In this appendix we give a short overview of the Myers--Perry metric in its original coordinates and its related Kerr--Schild form.

E.1 Tangherlini solution {#Sec184}
------------------------

The simplest higher-dimensional solution of the Einstein equations describing a static spherically symmetric black hole in a *D*-dimensional asymptotically flat spacetime is the Tangherlini metric (Tangherlini [@CR367])$$\documentclass[12pt]{minimal}
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E.2 Myers--Perry solution {#Sec185}
-------------------------

### E.2.1 Angular momentum in higher dimensions {#Sec186}

If a stationary higher-dimensional black hole rotates, its metric becomes more complicated. A higher-dimensional generalization of the Kerr metric was obtained by Myers and Perry ([@CR304]). To get a feeling for the properties of the Myers--Perry solution, let us first consider a *flat spacetime* in$$\documentclass[12pt]{minimal}
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The global angular momentum of matter is characterized by an antisymmetric matrix $\documentclass[12pt]{minimal}
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### E.2.2 Myers--Perry form of the metric {#Sec187}

The Myers--Perry spacetime describes a stationary vacuum isolated rotating black hole in a *D*-dimensional asymptotically flat spacetime (Myers and Perry [@CR304]). Since the metric is stationary and asymptotically flat, one can expect it to be described by $\documentclass[12pt]{minimal}
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### E.2.3 Basic properties {#Sec188}

As expected, the metric contains $\documentclass[12pt]{minimal}
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We also get the following expressions for the surface gravity $\documentclass[12pt]{minimal}
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It turns out that 5D rotating black holes are quite similar to the Kerr metric, see, e.g., Bernardi de Freitas et al. ([@CR139]). However, in dimensions $\documentclass[12pt]{minimal}
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                \begin{document}$$D\ge 6$$\end{document}$ and fixed black hole mass there exist solutions with arbitrary large angular momentum. Such black holes are called *ultra-spinning*. However such ultra-spinning black holes are dynamically unstable (Emparan and Myers [@CR121]; Dias et al. [@CR106], [@CR107]; Figueras et al. [@CR136]). Further discussion of the properties of the Myers--Perry metric can be found in reviews by Emparan and Reall ([@CR124]) and Myers ([@CR303]). Metrics obtained by an analytical continuation of the Myers--Perry and their properties are discussed in Dowker et al. ([@CR112]).

It was shown in Frolov and Kubizňák ([@CR146]) that the Myers--Perry metric admits a principal tensor. It can be generated from a 1-form potential $\documentclass[12pt]{minimal}
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When the mass parameter in the Myers--Perry metric vanishes, $\documentclass[12pt]{minimal}
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The spacetime ([E.19](#Equ782){ref-type=""}) is invariant under the action of a cyclic group of *m*-dimensional torus. The Killing vector $\documentclass[12pt]{minimal}
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E.3 Kerr--Schild form {#Sec190}
---------------------

Similar to the Kerr metric, the Myers--Perry metric can be written in the Kerr--Schild form (Myers and Perry [@CR304]) that is intrinsically related to the special algebraic type of the Weyl tensor (Ortaggio et al. [@CR316]) and the existence of hidden symmetries. It will also allow us to easily understand the flat space limit of the principal tensor $\documentclass[12pt]{minimal}
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E.4 Special spinning black holes {#Sec191}
--------------------------------

The group of isometries of a general multiply-spinning Myers--Perry solution is $\documentclass[12pt]{minimal}
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An interesting special case happens for the odd-dimensional Myers--Perry metric with all equal angular momenta, $\documentclass[12pt]{minimal}
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Another interesting case is a black hole with a single rotation parameter. These black holes are sometimes called *simply rotating*. The symmetry of the solution is $\documentclass[12pt]{minimal}
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F Spinors in curved space {#Sec192}
=========================

In this appendix we give a short overview of the Dirac theory in a curved space. After discussing the general properties of Dirac spinors, we describe the most general linear symmetry operators that commute with the Dirac operator. We conclude by introducing the special Killing--Yano forms and discuss their relationship to twistor and Killing spinors. For a more thorough exposure to the subject, we refer the interested reader to the books by Benn and Tucker ([@CR32]), Cartan ([@CR56]), Cnops ([@CR87]), Lawson and Michelsohn ([@CR269]) or the discussion in papers Benn and Charlton ([@CR30]), Benn and Kress ([@CR31]), Cariglia et al. ([@CR49]), Cariglia et al. ([@CR50]), Trautman ([@CR375]), Semmelmann ([@CR354]), Houri et al. ([@CR201]).

F.1 Dirac spinors {#Sec193}
-----------------

### F.1.1 Clifford objects {#Sec194}

The Dirac spinors can be understood as a vector bundle $\documentclass[12pt]{minimal}
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The Clifford algebra is realized as operators on the Dirac bundle. It is generated by the abstract gamma matrices, i.e., by tensors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\gamma }}$$\end{document}$ with components $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma ^a{}^A{}_B$$\end{document}$ which satisfy$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \gamma ^a\,\gamma ^b + \gamma ^b\,\gamma ^a = 2\, g^{ab} I. \end{aligned}$$\end{document}$$Here, *I* is the identity matrix and the implicit matrix multiplication is assumed. A general element of the Clifford algebra is a linear combination of products of gamma matrices with all spacetime indices contracted. Using the property ([F.1](#Equ796){ref-type=""}), one can always eliminate symmetric products of gamma matrices and a general element of the Clifford algebra can be represented as$$\documentclass[12pt]{minimal}
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### F.1.2 Invariant products on the spinor space {#Sec195}
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#### Remark {#FPar52}

These products are related to the intertwiners between different representations of the Clifford algebra on the spinor spaces. Following the notation of Trautman ([@CR375]) (where one can understand Trautman's representation $\documentclass[12pt]{minimal}
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The products and conjugations ([F.11](#Equ806){ref-type=""}) and ([F.12](#Equ807){ref-type=""}) are then defined as follows:$$\documentclass[12pt]{minimal}
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The products and the conjugations are fixed by the spinor representation up to a freedom of one complex number at each spacetime point, see discussion in Trautman ([@CR375]). We assume that this freedom is fixed and the products are chosen as a part of the definition of the spinor bundle. $\documentclass[12pt]{minimal}
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### F.1.2 Covariant derivative {#Sec196}

The metric covariant derivative on the tangent space can be extended to spinors. It satisfies$$\documentclass[12pt]{minimal}
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### F.1.4 Dirac operator {#Sec197}

The Dirac operator operator on spinors is defined by , that is,$$\documentclass[12pt]{minimal}
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F2 Symmetry operators of the Dirac operator {#Sec198}
-------------------------------------------

For solving the Dirac equation and for a discussion of its properties it is useful to know the symmetry operators of the Dirac operator, and in particular those that commute with $\documentclass[12pt]{minimal}
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### F.2.1 First-order operators that commute with the Dirac operator {#Sec199}

Using the exterior algebra representation, the most general first-order operator $\documentclass[12pt]{minimal}
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#### Remark {#FPar53}

To illuminate the condense notation for the operators, we write explicitly the action of the operators $\documentclass[12pt]{minimal}
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Writing these operators directly on the Dirac bundle, one gets$$\documentclass[12pt]{minimal}
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### F.2.2 Killing--Yano bracket {#Sec200}

The conditions when the above operators also commute among each other have been studied in Cariglia et al. ([@CR49]). Having two operators $\documentclass[12pt]{minimal}
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To illustrate the action of Killing--Yano brackets, let us consider two odd Killing--Yano forms $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\kappa }}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\varvec{\lambda }}}$$\end{document}$. The Killing--Yano bracket is defined by the requirement that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}{}[\mathcal {K}_{{\varvec{\kappa }}},\,\mathcal {K}_{{\varvec{\lambda }}}] = \mathcal {K}_{[{\varvec{\kappa }},{\varvec{\lambda }}]_{\scriptscriptstyle \mathrm {KY}}}, \end{aligned}$$\end{document}$$which is true provided the following necessary algebraic conditions are satisfied:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{k=1,\dots } \frac{(-1)^k}{(2k-1)!} {\varvec{\kappa }}\underset{2k}{\wedge }{\varvec{\lambda }}=0, \end{aligned}$$\end{document}$$in which case the bracket can be explicitly written as (Cariglia et al. [@CR49])$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}{}[{\varvec{\kappa }},{\varvec{\lambda }}]_{\scriptscriptstyle \mathrm {KY}}= \frac{1}{\pi }{{\varvec{\nabla }}}\cdot \sum _{k=0,\dots } \frac{(-1)^k}{(2k+1)!} (\pi {\varvec{\kappa }})\underset{2k}{\wedge }(\pi {\varvec{\lambda }}). \end{aligned}$$\end{document}$$In particular, for homogeneous forms of rank *p* and *q*, respectively, the consistency conditions splits into a set of conditions$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\varvec{\kappa }}\underset{2k}{\wedge }{\varvec{\lambda }}=0\qquad \text {for } {k=1,2,\dots }, \end{aligned}$$\end{document}$$and the Killing--Yano bracket simplifies to$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}{}[{\varvec{\kappa }},{\varvec{\lambda }}]_{\scriptscriptstyle \mathrm {KY}}= \frac{p\,q}{p+q-1} {{\varvec{\nabla }}}\cdot ({\varvec{\kappa }}\wedge {\varvec{\lambda }}). \end{aligned}$$\end{document}$$As discussed in the main text, the algebraic conditions ([F.41](#Equ836){ref-type=""}) (and the analogous conditions for the closed conformal--Killing--Yano tensors) are automatically satisfied for the Killing--Yano tower of hidden symmetries generated from the principal tensor of the Kerr--NUT--(A)dS geometry.

F.3 Killing--Yano tensors and Killing spinors {#Sec201}
---------------------------------------------

In this section we review the connections between Killing--Yano tensors and various Killing spinors, based on works of Semmelmann ([@CR354]), Cariglia ([@CR44]), and Houri et al. ([@CR201]).

### F.3.1 Conformal Killing spinors {#Sec202}
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                \begin{document}$${\varvec{\omega }}$$\end{document}$ is the conformal Killing--Yano form.
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### F.3.2 Relation between conformal Killing spinors and conformal Killing--Yano tensors {#Sec203}

There is a natural connection between the twistor spinors and the conformal Killing--Yano tensors:

#### Theorem {#FPar54}
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To prove the theorem, we compute the covariant derivative $\documentclass[12pt]{minimal}
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### F.3.3 Killing spinors {#Sec204}
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If a spinor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\psi }}$$\end{document}$ is both the twistor spinor and the Killing spinor, it follows that it satisfies the massive Dirac equation$$\documentclass[12pt]{minimal}
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### F.3.4 Special conformal Killing--Yano tensors {#Sec205}

Let as define a *special Killing--Yano tensor* $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{X}}$$\end{document}$ and some constant *c*. Obviously, the special Killing--Yano tensors are subclass of Killing--Yano tensors. They have been introduced by Tachibana and Yu ([@CR366]) and exploited by Semmelmann ([@CR354]).

Substituting Killing--Yano equation into the second condition of ([F.54](#Equ849){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\omega }}$$\end{document}$ is an eigenform of the de Rham--Laplace operator defined in ([C.1](#Equ710){ref-type=""}), $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\omega }}$$\end{document}$ is an odd-rank special Killing--Yano tensor, so is$$\documentclass[12pt]{minimal}
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Similarly, one can define a *special closed conformal Killing--Yano tensor* $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{X}}$$\end{document}$ and some constant *c*.
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                \begin{document}$$\begin{aligned} \varDelta \omega =- c p\, {\varvec{\omega }}. \end{aligned}$$\end{document}$$

### F.3.5 Relation between Killing spinors and special Killing--Yano tensors {#Sec206}

Similar to twistor spinors, the Killing spinors also generate conformal Killing--Yano forms:

#### Theorem {#FPar55}
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                \begin{document}$$\begin{aligned} {{\varvec{\nabla }}}{\varvec{\psi }}_1 = \frac{\mu _1}{D}\, {\varvec{\gamma }}\, {\varvec{\psi }}_1,\qquad {{\varvec{\nabla }}}{\varvec{\psi }}_2 = \frac{\mu _2}{D}\, {\varvec{\gamma }}\, {\varvec{\psi }}_2. \end{aligned}$$\end{document}$$Then the following *p*-forms:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$p=0,\dots ,D$$\end{document}$, are conformal Killing--Yano forms.

The same reasoning as in ([F.49](#Equ844){ref-type=""}) and ([F.50](#Equ845){ref-type=""}), just using ([F.60](#Equ855){ref-type=""}) instead ([F.47](#Equ842){ref-type=""}), yields$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned} \nabla _{a}\omega ^{(p)}_{a_1\dots a_p}&= \frac{1}{D}\bigl ( \varepsilon _{{\scriptscriptstyle \mathrm {A}}}\mu _1+(-1)^p\mu _2\bigr )\, \langle \psi _1, \gamma _{aa_1\dots a_p}\psi _2\rangle \\&\quad +\frac{p}{D}\bigl (\varepsilon _{{\scriptscriptstyle \mathrm {A}}}\mu _1-(-1)^p\mu _2\bigr )\, g_{a[a_1}\, \langle \psi _1, \gamma _{a_2\dots a_p]}\psi _2\rangle \\&= \frac{\mu ^{(p)}_+}{D}\,\omega ^{(p{+}1)}_{aa_1\dots a_p} +\frac{\mu ^{(p)}_-}{D}\,p\,g_{a[a_1}\, \omega ^{(p{-}1)}_{a_2\dots a_p]}, \end{aligned} \end{aligned}$$\end{document}$$i.e.,$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\omega }}$$\end{document}$ is thus a conformal Killing--Yano form, which concludes the proof of the theorem.

From ([2.60](#Equ62){ref-type=""}) we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{gathered} {{\varvec{\nabla }}}\wedge {\varvec{\omega }}^{(p)} = (p+1)\frac{\mu ^{(p)}_+}{D}\,{\varvec{\omega }}^{(p{+}1)},\\ {{\varvec{\nabla }}}\cdot {\varvec{\omega }}^{(p)} = (D-p+1)\frac{\mu ^{(p)}_-}{D}\,{\varvec{\omega }}^{(p{-}1)}. \end{gathered} \end{aligned}$$\end{document}$$Taking the covariant derivative of these expressions while applying ([F.63](#Equ858){ref-type=""}) and $\documentclass[12pt]{minimal}
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#### Theorem {#FPar56}

Under assumptions of the previous theorem we recognize two special cases:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}&\mu ^{(p)}_-=0\;\Rightarrow&{\varvec{\omega }}^{(p)}\, \text {is a special Killing--Yano tensor with}\nonumber \\&\qquad \quad c=\frac{p+1}{D}\left( \mu ^{(p)}_+\right) ^2, \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}&\mu ^{(p)}_+=0\;\Rightarrow&{\varvec{\omega }}^{(p)}\, \text {is a special closed conformal Killing--Yano tensor with}\nonumber \\&\qquad \quad c=\frac{D{-}p{+}1}{D}\left( \mu ^{(p)}_-\right) ^2. \end{aligned}$$\end{document}$$
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                \begin{document}$$\mu $$\end{document}$ must be either real or imaginary, depending on the dimension, signature, and order *p*, cf. ([F.64](#Equ859){ref-type=""}).

Let us finally note that all the results of this section can be straightforwardly generalized to the case of a covariant derivative with torsion. The torsion generalized twistor/Killing spinors, which find applications in various supergravity theories, are then related to the torsion generalized conformal Killing--Yano tensors discussed in Sect. [7.6](#Sec145){ref-type="sec"}. We refer the interested reader to Appendix A in Houri et al. ([@CR201]) for more details.

The sum over configuration space indices $\documentclass[12pt]{minimal}
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                \begin{document}$$a=1,\dots ,D$$\end{document}$ is assumed.

In the Lorentzian signature we additionally assume certain generality of eigenvectors and eigenvalues, see the discussion below.

We will use this notation just in this section since we want to be more explicit here. Elsewhere we raise indices implicitly, without the sharp symbol.

The eigenvectors can be chosen orthonormal with respect to the hermitian scalar product on the complexification of the tangent space, $\documentclass[12pt]{minimal}
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                \begin{document}$${\langle {\varvec{a}},{\varvec{b}}\rangle ={\varvec{g}}(\bar{{\varvec{a}}},{\varvec{b}})}$$\end{document}$. Such orthonormality relations translate into null-orthonormality conditions ([2.114](#Equ116){ref-type=""}) written in terms of the metric.

Note that in the Lorentzian signature, the corresponding first eigenvalue is negative. This results in a slightly modified Darboux form of the principal tensor and the metric, see equations ([3.34](#Equ176){ref-type=""}) and ([3.35](#Equ177){ref-type=""}) below. Let us also notice that although the coordinate *r* is spacelike or timelike in a generic point, it becomes null at the horizon in the Kerr--NUT--(A)dS spacetime. In a more general case, one of the eigenvalues of the tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$ might become null not only on a surface but in some domain (Dietz and Rudiger [@CR111]; Taxiarchis [@CR369]). In what follows we do not consider this case.

In fact, for massless particles one could instead of the Killing tensor $\documentclass[12pt]{minimal}
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                \begin{document}$$Q^{a b}l_a l_b=K$$\end{document}$ in ([3.40](#Equ182){ref-type=""}) and similarly in ([3.45](#Equ187){ref-type=""}). As can be expected, in the massless limit $\documentclass[12pt]{minimal}
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                \begin{document}$$m\rightarrow 0$$\end{document}$, the resultant equations ([3.46](#Equ188){ref-type=""})--([3.48](#Equ190){ref-type=""}) remain the same.

As we shall see, a similar trick does not work in higher dimensions. However, proceeding differently, the velocity equations can still be decoupled and in principle solved by integration, see Sect. [6.1](#Sec106){ref-type="sec"}.

This 2-form is no longer closed. In consequence the structure of hidden symmetries is weaker than that of the Kerr--NUT--(A)dS spacetime. For example, only null but not timelike geodesics are integrable in the Plebański--Demiański background.
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Note that in this form of the metric, one cannot straightforwardly set $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$, related to the 'radius of the deformed sphere', to zero. The 'vacuum limit' $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda \rightarrow 0$$\end{document}$ is discussed in the Lorentzian signature in Sect. [4.4](#Sec87){ref-type="sec"}. Lorentzian version of ([4.21](#Equ303){ref-type=""}) is given by ([4.45](#Equ327){ref-type=""}) below.

As opposed to the Myers--Perry coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$(t,r, x_{\bar{\mu }}, \phi _{\bar{\mu }})$$\end{document}$ are already all independent, c.f. constraint ([E.9](#Equ772){ref-type=""}). For this reason the metric ([4.43](#Equ325){ref-type=""}) is 'closer' to the Boyer--Lindquist form of the Kerr geometry in four dimensions than the Myers--Perry form ([E.7](#Equ770){ref-type=""}).

Note that the fact that the vacuum limit, $\documentclass[12pt]{minimal}
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Using the integrability relation ([C.27](#Equ736){ref-type=""}), it is easy to show that$$\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\xi }}$$\end{document}$ obeys the Killing equation. The same conclusion remains also true for any off-shell Kerr--NUT--(A)dS metric. One way to demonstrate this is to use the explicit form of the off-shell metric. However, it is also possible to prove this result without referring to the metric, using only the properties of the principal tensor. This proof is involved and we present it later, at the end of this chapter.
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When speaking about eigenvectors of a rank-2 tensor $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{h}}$$\end{document}$, we always assume a proper adjustment of its indices (by using the metric) to form a linear operator $\documentclass[12pt]{minimal}
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As we mentioned in Sect. [2.8](#Sec34){ref-type="sec"}, we do not consider the exceptional null form of the principal tensor which is possible for the Lorentzian signature. Such a case would lead, in general, to its own special geometry.

Let us mention that relations ([5.20](#Equ387){ref-type=""}) follow from the relation ([5.64](#Equ431){ref-type=""}), together with the definition ([5.29](#Equ396){ref-type=""}) and expansions ([5.32](#Equ399){ref-type=""}) and ([5.31](#Equ398){ref-type=""}). They can thus be deduced directly from the properties of the principal tensor, without referring to canonical coordinates. Also, here and below we use the relation $\documentclass[12pt]{minimal}
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Let us note here that Carter's method had been used to study higher-dimensional black hole spacetimes prior to the works (Frolov and Stojković [@CR151], [@CR150]). For example, in Gibbons and Herdeiro ([@CR168]), Herdeiro ([@CR190]) the authors demonstrated the separability of the Hamilton--Jacobi and Klein--Gordon equations for the five-dimensional so called BMPV black hole (Breckenridge et al. [@CR40]). In this case, however, the corresponding Killing tensor is reducible and the explicit symmetries of the spacetime are enough to guarantee the obtained results.

The factor 1 / 2 in these expressions is chosen for convenience, in order the final formulae can be directly translated to the action--angle expressions below. In the following we also assume the existence of turning points for the trajectories. This is automatically satisfied for $\documentclass[12pt]{minimal}
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                \begin{document}$$x_\mu $$\end{document}$ describing the angle variables, and restricts the discussion to the bounded trajectories regarding the radial coordinate.

A similar construction does not work for the secondary Killing vectors. One could try to use the Killing vector co-potentials ([5.19](#Equ386){ref-type=""}) instead of the principal tensor as a correction term. However, they are not closed, $\documentclass[12pt]{minimal}
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Various expressions below contain rescaled 1-forms $\documentclass[12pt]{minimal}
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                \begin{document}$${{\hat{{\varvec{e}}}^{\mu }}}$$\end{document}$ themselves and they could be used as a natural frame. However, such a frame is not normalized and we do not introduce it here explicitly, although, in some expressions we keep these terms together.

Notice that in Krtouš ([@CR246]), the relations (2.20) and (2.21) for the source in even dimensions have a wrong sign.

In this section we assume a Lorentzian signature of the metric. Moreover, to simplify the formulas in this section we simply put the mass *m* of a particle equal one. With this choice, $\documentclass[12pt]{minimal}
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                \begin{document}$$p_a=g_{ab}u^b$$\end{document}$. We denote by dot the covariant derivative $\documentclass[12pt]{minimal}
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Let us remind that, if not indicated otherwise, the sums (and products) run over 'standard' ranges of indices:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \sum _\mu \equiv \sum _{\mu =1}^{{n}},\qquad \sum _k \equiv \sum _{k=0}^{{{n}}-1}. \end{aligned}$$\end{document}$$
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                \begin{document}$$x_i$$\end{document}$ introduced here are not directly related to coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$x_\nu $$\end{document}$'s see ([4.58](#Equ340){ref-type=""}) in Chap. [4](#Sec74){ref-type="sec"}.

In the original paper Myers and Perry ([@CR304]) the authors derive the Myers--Perry form ([E.7](#Equ770){ref-type=""}) of the metric from the Kerr--Schild ansatz ([E.29](#Equ792){ref-type=""}). We are now going backwards.

The cohomogeneity of a *D*-dimensional spacetime is *p* if there exist a group of symmetry acting on the spacetime with orbits having dimensionality $\documentclass[12pt]{minimal}
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We follow a common practice of omitting spinor indices even when writing components. A spinor $\documentclass[12pt]{minimal}
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                \begin{document}$$\slash {\varvec{\omega }}\in \mathbf {D}^1_1\,M$$\end{document}$ is a tensorial object, and $\documentclass[12pt]{minimal}
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                \begin{document}$$\slash \omega $$\end{document}$ is a shorthand for its components. The gamma matrices $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\gamma }}\in \mathbf {T}^1_0\otimes \mathbf {D}^1_1\,M$$\end{document}$. We also assume the implicit matrix multiplication denoted by juxtaposition of spinor matrices.

This choice is usually done by choosing an orthonormal frame $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}_a$$\end{document}$ in tangent space (but in the context of Lorentzian geometry a choice of a null frame is also common) and by specifying a particular form of the components of the gamma matrices $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma ^a{}^A{}_B$$\end{document}$. Different realizations of the gamma matrices which can be found in the literature can thus be understood as a different choice of the frame $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{e}}_a$$\end{document}$. See ([6.52](#Equ520){ref-type=""}) for a particular choice of the frame $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\vartheta }}_A$$\end{document}$ in the Kerr--NUT--(A)dS spacetime.
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