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This note is about a methodology utilizing inexact computation in conjunction with
exact computation where the exact input is known and exact output is desired. The
inexact computation is used to help avert the growth of intermediate expressions. This
growth frequently makes using exact computation infeasible. We mention several existing
applications and also mention where the methodology is not useful. We propose new
directions where one can make efiective use of the stabilization methodology.
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1. Introduction
Symbolic-numeric algebra for polynomials is an important area for using approximate
computation to reduce the memory load required for exact computation and still obtain
relevant results. In Shirayanagi and Sweedler (1995) the authors of the present paper
developed a methodology using approximate computation which leads to automatic al-
gorithm stabilization. Our stabilization method presumes that inputs are given exactly.
Thus an exact output exists and we want to obtain it. Our approach uses approximate
computation in aid of exact computation in order to reduce computational expense while
still yielding the exact output.
Let us call the output obtained by invoking an algorithm with the exact input and
utilizing exact computation the exact output. In general if you invoke an algorithm re-
peatedly on a sequence of inputs converging to the exact input and utilize increasingly
accurate approximate computation in the repeated invocations of the algorithm, the se-
quence of outputs so obtained will not approach the exact output. An algorithm display-
ing such instability for some exact input is called an unstable algorithm. Our approach
converts an unstable algorithm into a new algorithm where if the new algorithm is run
utilizing increasingly accurate approximate computation, the output will converge to the
exact output of the original algorithm. The stabilization method has three points.
(1) The syntactic structure of the algorithm is unchanged.
(2) The coe–cients are converted to interval-coe–cients in the data set.
(3) Rewriting is performed prior to predicate evaluation.
Interval-coe–cients are coe–cients which have the form of intervals from interval analysis,
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see, for example, Alefeld and Herzberger (1983). Steps (1) and (2) coincide with existing
interval methods and in general (1) and (2) alone are not su–cient for stabilization.
The key is (3). This is a method which rewrites an interval to a new interval at the
discontinuous point(s) of a predicate. The discontinuous points of a predicate, such as 0
in a conditional instruction \If X = 0 then . . . ", are points where the execution path of
the algorithm may branch upon evaluation of the predicate. A common cause of algorithm
instability is that approximate computation causes a predicate to be evaluated incorrectly
and the algorithm runs on a wrong execution path. Rewriting moderates the efiect of
predicate discontinuity. It rewrites an interval coe–cient into (an interval signifying) the
discontinuity point itself if the discontinuity point lies within the interval. Otherwise
rewriting leaves an interval coe–cient unchanged. This may have the same result as if
exact computation with exact input had been done up until that point. In this case
the modifled algorithm passes through the branch-point in the same way as the original
algorithm evaluated with exact computation on the exact input. For further details and
more general theory see Shirayanagi and Sweedler (1995).
The stabilization methodology has been applied to Buchberger’s algorithm to compute
Gro˜bner bases, Sturm’s algorithm to count real roots, Graham’s algorithm to construct
convex hulls, Greville’s algorithm to compute Moore{Penrose pseudoinverses, and so on.
Here let us focus on the case of Buchberger’s algorithm. From the experimental results
(Shirayanagi, 1996), one of our observation is: our approach may be unsuccessful if input
polynomials contain a polynomial of too high degree or with too many terms. In this case
simply using °oating-point computation without the zero rewriting of our methodology
also runs into the problem of too many reductions or too many polynomials that must
be retained to form S-polynomials. Conversely, our methodology will be useful when
the growth of coe–cients is the main reason why the computation of a Gro˜bner basis
by the usual Buchberger algorithm is slow, or fails. In particular this happens when
the coe–cients are irrational numbers. The utility of the methodology includes not only
e–ciency but also stability or convergence. The convergence in our method is better than
coe–cientwise convergence. Namely, coe–cients which are converging to zero reach zero
in a flnite number of steps. Hence, the converging polynomials become the correct \shape"
after a flnite number of steps. By shape of a polynomial we mean which monomials are
present with non-zero coe–cient. At present, bounds are lacking for the point when the
correct shape is reached.
When executed with input which is suitably close to the exact input, the new algorithm
obtained from an original algorithm by our methodology will have the same execution
path as the original algorithm executed with exact computation. At present, bounds are
lacking for the point where the execution path becomes the same. For some algorithms, it
may be very important to perform stochastic analysis on a large number of experiments
regarding precisions, considering the worst case, the average case, and the best case.
The aim of this article is to propose new directions in which one can make efiective use
of the stabilization methodology in the future. The next two sections concern the new
directions.
2. Approximate Solutions
We propose to use the stabilization methodology to obtain approximate solutions. To
describe what we mean by approximate solutions, let us take the example of Moore{
Penrose pseudoinverses.
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Given an m £ n matrix A with entries in the reals, an n £m matrix G is said to be
the Moore{Penrose pseudoinverse of A, if G satisfles the following four conditions:
(i) AXA¡A = 0
(ii) XAX ¡X = 0
(iii) (AX)T ¡AX = 0
(iv) (XA)T ¡XA = 0
where BT denotes the transpose of B. G is uniquely determined by A and often written
as A+.
If the matrix variable X is expressed as an n£m matrix with entries fxi;jgi;j , which
are variables, the preceding matrix equations translate into a number of equations which
the coe–cients of G must satisfy. All of the equations are of the form: a function of
((the coe–cients of) G ) = 0. Drop ofi the \= 0" for each equation leaving a family F
of polynomial functions.
Thus for the Moore{Penrose pseudoinverse the question of whether G is a Moore{
Penrose pseudoinverse to A is equivalent to whether the functions in F vanish when
evaluated on (the coe–cients of) G. The functions in F are parametrized by A in the
sense that expressions based upon the coe–cients of A are used to form the coe–cients of
the functions in F . Let us use FA to stand for the speciflc family of functions F arising
from the matrix A.
Suppose that for input I we have a family of functions FI parametrized by I. We say
that O is a zero of FI, or FI vanishes on O, if E(O) = 0 for each function E 2 FI.
Beyond Moore{Penrose pseudoinverses, for many algebraic problems which depend upon
an initial condition I, the issue of whether O solves the problem can be reduced to
whether a family of functions parametrized by I vanishes on O. In such cases whether
an algorithm A with input I provides a solution to the original problem is equivalent to
whether the algorithm, with input I, gives an output which is a zero of the associated
family of functions FI. In fact we may shift perspective and think of the algorithm as
(primarily) providing zeros of the parametrized families of functions fFIgI ; that is, given
an input I the algorithm A computes a zero of FI. This shift in perspective enables us to
speak of approximate solutions to the extent that we may consider an approximate zero
of the functions in FI to be an approximate solution to the original problem. O0 being
an approximate zero to the functions in FI is expressed by a distance or a valuation or
a norm, a tolerance † and the requirement that
kE(O0)k < † for each function E 2 FI:
When this holds let us say that O0 is an \† approximate solution" of FI. Moreover, it
is desirable to have a theoretical estimate about the distance between O0 and an actual
zero of FI. As will be seen this is the case in the Moore{Penrose example.
The rest of this section is about how the stabilization methodology may be applied
to an algorithm to obtain approximate solutions. Throughout the rest of the section we
assume that
† FI is a parametrized family of continuous functions for inputs I of A;
† if A is executed with input I, the output is a zero of FI.
Let StabA denote the algorithm which has been obtained from A by the stabilization
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methodology. The flrst step in obtaining an approximate solution is to prepare an ap-
proximation sequence f[In; ¶n]gn for I. Then set n to an initial value, say n = 1. Invoke
StabA on [In; ¶n]. Say the output (after stripping ofi the error term from every interval)
is On. If one verifles that
kE(On)k < † for each function E 2 FI
then return On as the result. Otherwise increase n and repeat.
From our theory (Shirayanagi and Sweedler, 1995), it follows that fOngn forms an
approximation sequence for O, that is, On ! O. Since the functions in FI are assumed
to be continuous, it follows that for E 2 FI: E(On)! E(O) = 0. Thus for large enough
n, kE(On)k < † for each function E 2 FI.
In the Moore{Penrose example, let us write an † approximate solution of FI as A+† .
If the norm k ¢ k satisfles the triangle inequality then we have
kA+† ¡A+k < (2kA+k kAk+ 2kAk+ 1)†+ (6kA+k+ 2)†2:
(In particular, we have A+† ! A+ as † ! 0.) From the above estimate, if one wants a
matrix Y where kY ¡A+k < – for some –, one can see how large † should be for Y to be
A+† , and then can carry out the above mentioned method with tolerance †.
For a randomly generated 20£ 18 matrix A over the rationals, it was enough to set n
(°oating-point decimal digits) to about 100 to obtain an A+† with † = 10
¡100. This took
a few seconds but obtaining A+ by exact computation took 2 hours.
3. Obtaining Exact Output
This section is about using the stabilization methodology to obtain an exact solution.
The obvious di–culty is that StabA produces approximation sequences which converge to
the exact output of A but do not reach the exact output of A in a flnite number of steps.
On the other hand, two types of flniteness occur. The flrst is supportwise convergence,
whereby coe–cients which will converge to zero do so in a flnite number of steps. The
second type of flniteness concerns the execution path. As StabA is executed on successive
elements [In; ¶n] of an approximation sequence f[In; ¶n]gn for I there comes an N where
for n ‚ N the execution path through StabA is the same as the execution path of A
executed with input I (Shirayanagi and Sweedler, 1995). This execution path is what we
have called the exact execution path. As will be seen this leads to an efiective technique
of obtaining exact output.
Supportwise convergence might be harnessed in order to obtain an exact solution. One
would have to use the \shape" of elements in the approximation sequence outputs of
StabA to obtain an exact solution.
The fact that the execution path through StabA stabilizes at the exact execution path
may be utilized by keeping track of or logging the execution path. Roughly speaking, set
n to an initial value and invoke StabA on [In; ¶n] while logging the exact coe–cients and
what arithmetic has been done. Evaluate the flnal log or symbols to obtain an output
with exact coe–cients, i.e. a candidate for the true output. If one verifles whether it is
the correct answer, return it. Otherwise increase n and repeat. More details can be found
in Shirayanagi and Sweedler (1996). The win of the log method is that one only has to
perform evaluation with exact coe–cients for computations leading to the flnal output.
One can dispense with evaluation of intermediate data which does not enter into the flnal
output. When the intermediate computation utilizes much memory and the flnal result
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is of moderate size, this approach is useful. The computation of Gro˜bner bases is such
an example, see Shirayanagi and Sweedler (1996).
Suppose that given a flnite set F ‰ R[x1; : : : ; xn] where R is a subfleld of the real
numbers, we want to compute a purely lexicographic Gro˜bner basis of hF i. In this case,
veriflcation whether a candidate G0 is really the desired Gro˜bner basis is based on two
matters: one tests whether G0 satisfles the property (deflnition) of Gro˜bner bases, and
the other tests the equality of hF i = hG0i. We ran experiments. In one computation of a
Gro˜bner basis in the case where the coe–cients were not rational, the approach computed
the exact Gro˜bner basis (in about 100 s) whereas a direct exact computation method
crashed after the intermediate expressions became too large (with over 216 syntactic
elements).
A second experiment involved polynomial division in R[x1; : : : ; xn]. Given a polynomial
f and a list F = (f1; : : : ; fs) of polynomials, we want to divide f modulo F with respect to
a flxed term order, and compute the list of quotients Q = (q1; : : : ; qs) and the remainder r
where f = q1 ¢f1 + ¢ ¢ ¢+qs ¢fs+r. As such an algorithm we refer the reader to the division
algorithm in R[x1; : : : ; xn] as found in Cox et al. (1992). Polynomial division occurs many
times in computational algebra. In this case, verifying whether candidates Q0 and r0 are
the correct answer is simply based on testing the equality f = q01 ¢f1 + ¢ ¢ ¢+ q0s ¢fs+ r0. In
most cases where the coe–cients are complicated, e.g. irrational numbers, it was observed
that a direct exact computation method took two to three magnitudes of computer
resources and time as was required using the stabilization methodology.
4. Conclusion
Not only does approximate computation with rewriting and interval arithmetic lead to
a sequence of outputs which converge to the exact output, after a flnite number of steps
the \shape" of the exact output and the exact execution path of A are determined. This
is directly efiective for applications which can utilize approximate data which converge to
the exact data. For some algorithms where the exact output satisfles a family of equations,
the level of approximation may be measured by how well the equations are satisfled. This
may be used as feedback to require a higher level of approximation. The stabilization
methodology may also be used to help obtain exact output by utilizing knowledge of the
exact execution path.
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