Periodic thermodynamics of isolated systems by Lazarides, Achilleas et al.
Periodic thermodynamics of isolated quantum systems
Achilleas Lazarides1, Arnab Das1,2 and Roderich Moessner1
1 Max-Planck-Institut fu¨r Physik komplexer Systeme, 01187 Dresden, Germany and
2 Theoretical Physics Department, Indian Association for the Cultivation of Science, Kolkata 700032, India
(Dated: October 1, 2018)
The nature of the behaviour of an isolated many-body quantum system periodically driven in time has been
an open question since the beginning of quantum mechanics [1–6]. After an initial transient, such a system
is known to synchronize with the driving; in contrast to the non-driven case, no fundamental principle has
been proposed for constructing the resulting non-equilibrium state. Here, we analytically show that, for a class
of integrable systems, the relevant ensemble is constructed by maximizing an appropriately defined entropy
subject to constraints [7] which we explicitly identify. This result constitutes a generalisation of the concepts of
equilibrium statistical mechanics to a class of far-from-equilibrium-systems, up to now mainly accessible using
ad-hoc methods.
There has recently been significant progress in our un-
derstanding of statistical mechanics based on the twin con-
cepts of equilibration, the approach of a large, closed sys-
tem’s state to some steady state [1, 3, 4, 8–10, 12, 13], as
well as of thermalization, when this steady state depends
only upon a small number of quantities. Starting from ideas
due to Jaynes [7], Srednicki and Deutsch [8, 9] and Popescu
et al [16], both integrable and non-integrable closed, non-
driven many-body systems have thus been shown to thermal-
ize [4, 10, 12].
On the other hand, the study of periodically driven systems
has also had a long history. Following early foundational work
by Shirley [1] and Sambe [2], substantial theoretical and ex-
perimental progress has been made recently [3–6, 17–21].
Here, we combine ideas from the two areas to extend the
concept of thermalization to the out-of-equilibrium case of
periodically driven systems. By devising a mapping of the
system to a set of effectively non-driven systems we show
that a periodically driven system asymptotically approaches
a time-periodic steady state at long times (see, e.g., [22] and
our Suppl. Mat.). Specializing to a large class of integrable
systems, we analytically show that Jaynes’ entropy maximi-
sation principle [7] gives a statistical mechanical description
of the long-time, synchronized dynamics for infinite systems,
and study the approach to this equilibrium state as a function
of both the system size and time. Finally, we explain how our
proposed setup is achievable with current experimental tech-
niques.
Synchronization– The starting point for our analysis is the
synchronization of the system with the driving, which may be
seen as follows.
Consider a time-periodic Hamiltonian Hˆ(t) = Hˆ(t+T ) and
denote the time evolution operator over a period starting from
time 0 ≤ ε < T by Uˆ (ε,ε+T ) . Taking h¯ = 1, we define an
effective Hamiltonian Hˆeff via
exp
[−iHˆeffT ]= Uˆ (0,T ) , (1)
Hˆeff is a time-independent effective Hamiltonian which takes
an initial state at t = 0 to the same final state at t = T as the
real time-dependent Hamiltonian Hˆ(t).
We concentrate on “stroboscopic” observations, that is,
observations at discrete points of time separated by a pe-
riod, tn = ε + nT for a given ε . The expectation value of
an arbitrary time-independent operator Oˆ at time t, O(t) =
〈ψ(t)|Oˆ |ψ(t)〉, is
O(tn) = 〈ψ(0)|eiHˆeffnT Oˆ(ε)e−iHˆeffnT |ψ(0)〉 (2)
where Oˆ(ε) = Uˆ†(0,ε)OˆUˆ(0,ε).We have thus recast the time
evolution into evolution under a time-independent Hamilto-
nian, at the price of introducing a set of new operators Oˆ(ε).
By analogy to a static quench [1, 3] (see Supplementary
Material for a discussion of the necessary conditions), one can
show that each series {O(tn); n = 0,1,2 . . .} converges to
a fixed value. This immediately implies that the long-time
behaviour of the system is periodic in time, i. e., synchronised.
Construction of the periodic ensemble– We now come to
the main part of our work where we show that Jaynes’ idea
of entropy maximization [3, 7, 12] remains valid away from
equilibrium for this class of models. In order to demon-
strate that this is correct, we restrict ourselves to a class of
tractable integrable Hamiltonians. For infinite systems, we
show analytically that this ensemble correctly reproduces all
correlation functions. For finite systems, we study the ap-
proach to the thermodynamic limit in a spatially inhomoge-
neous system of hard-core bosons (HCBs).
The Hamiltonians we consider are of the form
Hˆ(t) =∑
i
[
aˆ†iMi, j(t)aˆ j+ aˆ
†
iNi, j(t)aˆ
†
j +h.c.
]
, (3)
with the aˆi fermionic or bosonic operators,
[
ai,a
†
j
]
±
= δi, j,
and M ,N are complex matrices. In cases of interest, the
nonlinear, nonlocal transformation that brings the physical
Hamiltonian to this form maps local observables to highly
nonlocal, nonlinear functions of the aˆ operators.
For Hamiltonians bilinear in the operators aˆ, Hˆeff are bilin-
ear and may therefore be brought to the form
Hˆeff =
L
∑
p=1
ωpa˜†pa˜p (4)
by a unitary transformation (L is the system size). The
operators Iˆp(t) := Uˆ(0, t)a˜†pa˜pUˆ
†(0, t) (of which there are
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2FIG. 1: Characterisation of the synchronised steady state. Left: Stroboscopic momentum distribution, nˆ(k) = L−1∑i, j bˆ
†
i bˆ j exp(−2piik(i−
j)L−1), demonstrating the wide range of behaviour that occurs for varying parameters. The points correspond to snapshots of the dynamical
evolution at late times (t = 490T ) for L = 200, while the continuous lines correspond to the PGE prediction. From top to bottom at the
extreme left end of the plot, the amplitude of the superlattice potential, frequency and filling factor, (∆,δJ,ω,ν) are (0.6,0.5,1.6,3/4) (black,
dot-dashed), (4,0.5,1.5,1/3) (yellow, dashed), (4,0.75,2,1/3) (cyan, full), (0.6,0.5,2,1/4) (magenta, dotted) and ε = 0. The next two panels
correspond to the parameters for the cyan full line. Centre: Expectation value of the momentum distribution nˆ(k) of the bosons during a
single period in the synchronized state as a function of the time in the period, ε . The three lines on the time-momentum plane indicate the
times ε/T = 0,0.15,0.25 for which density distributions are shown in the rightmost panel. The momentum distribution undergoes qualitative
changes: at some points of the period it has a single maximum at k = 0 while at others it acquires double maxima at the edges of the Brillouin
zone. Right: Each trace shows the expectation value of the density of the bosons, nˆbi = bˆ
†
i bˆi, at the time indicated in the middle panel by
the line of the same colour, for a lattice size L = 100 and offset for better visibility. The black line indicates the time average of the applied
potential; the density peaks at the edges despite the potential being highest there, indicating a strongly non-equilibrium situation.
L) correspond to conserved quantities, 〈ψ(t)|Iˆp(t) |ψ(t)〉 =
〈ψ(0)|Iˆp(0) |ψ(0)〉 for all t, and are temporally periodic.
We now describe how to obtain the statistical ensemble de-
scribing the long-time behaviour of this system after a number
of periods have elapsed. Given the set
{
Iˆp(t)
}
we construct
the most general distribution maximizing Shannon’s entropy
in the space of periodic operators, subject to the constraints
given by the conservation laws. The resulting “periodic Gibbs
ensemble” (PGE) density operator is
ρˆPGE(t) =Z −1 exp
(
−∑
p
λpIˆp(t)
)
(5)
with the λp fixed by requiring that 〈ψ(0)|Iˆp(0) |ψ(0)〉 =
tr
(
ρˆPGE(0)Iˆp(0)
)
and Z = (tr ρˆPGE(t))−1 a (time-
independent) normalization factor.
Operator ρˆPGE(t) has the following two properties: First, it
correctly gives the conserved quantities: tr
(
a˜†pa˜qρˆPGE(t)
)
=
δp,q 〈ψ(t)|Iˆp(t) |ψ(t)〉. Secondly, since the Iˆp are periodic
in time, it is itself manifestly periodic with time: ρˆPGE(t) =
ρˆPGE(t+T ).
Finally we can analytically show that the PGE density ma-
trix exactly reproduces all correlation functions in the thermo-
dynamic limit; this somewhat lengthy but ultimately elemen-
tary calculation is described in the Supplementary Material.
This constitutes our central conceptual result.
Application to Finite Systems: Numerical Results – Let
us now supplement the above exact and general results us-
ing numerical simulations for specific, finite systems. While
the proof for the correctness of the PGE is strictly applicable
only in the thermodynamic limit, we shall see that the devi-
ation of finite systems from the PGE result rapidly decreases
with system size.
A number of different physical systems may be mapped to
Eq. (3) (see Supplementary Material). Here we present nu-
merical results for the experimentally relevant case of HCBs
subject to a simple potential, the Hamiltonian for which reads
Hˆb(t) =−12∑i
Ji(t)bˆ
†
i bˆi+1+h.c.+∑
i
Vi(t)bˆ
†
i bˆi (6)
with the bˆi HCBs. The HCBs are described by opera-
tors bˆ obeying bosonic commutation relations,
[
bˆi, bˆ
†
j
]
=
δi, j, with the addional hard-core condition bˆ2i = 0. A
Jordan-Wigner transformation, bˆi = aˆi∏ j<i(−1)nˆ j with nˆ j =
bˆ†j bˆ j = aˆ
†
j aˆ j, maps Hˆb(t) to Eq. (3) with Mi, j(t) =
− 12Ji(t)
(
δi+1, j+δi−1, j
)
+ δi, jVi(t), Ni, j = 0 and fermionic
commutation relations for the aˆ.
Here we focus on a time-dependent superlattice po-
tential superposed on a quadratic potential, Vi(t) =
1
2 ((i−L/2)/`ho)2 + ∆(−1)i cos(ωt) and a time-dependent
hopping amplitude Ji(t) = J + δJ cos(ωt) with ω = 2pi/T .
The protocol we use is to prepare the system in the
3ground state in the presence of a harmonic potential V (0)i =
1
2 ((i−L/2)/`ho)2, fixing `ho = N. This allows us to take the
thermodynamic limit, since for large total number of parti-
cles the dimensionless parameter [28] ρ˜ =Nb/`ho plays a role
analogous to the density in the uniform limit. Results with dif-
ferent system sizes but constant ρ˜ are therefore comparable.
At time t = 0, the driving is switched on so that the total
Hamiltonian is Hˆb(t) =− 12J∑i bˆ†i bˆi+1+hc+∑iVi(t)bˆ†i bˆi with
Vi(t) =V
(0)
i +∆(−1)i cos(2pit/T ).
Concentrating on the experimentally accessible
momentum distribution of the bosons, nˆ(b)(k) =
L−1∑i, j bˆ
†
i bˆ j exp(−2pik(i − j)L−1) we use the numerical
method used in, inter alia, [29]; it consists of solving the
fermionic time-dependent problem and, at the end, inverting
the Jordan-Wigner transformation.[30]
We begin by demonstrating a number of possible periodic
states, corresponding to different parameters of the model.
The leftmost panel of Figure 1 shows snapshots of the PGE
momentum distribution tr
(
ρˆPGE nˆ(b)(k)
)
at the beginning of
each period (ε = 0) for different parameter values. We em-
phasise that, away from the high-frequency regime, the cor-
responding time-averaged Hamiltonian [5, 23] is not an ap-
propriate description. As a striking example, the black line
shows a momentum distribution with peaks at the edges of the
Brillouin zone. Concentrating now on the parameters corre-
sponding to the cyan line, the central panel shows the time
evolution of the momentum distribution over an entire period.
Note, the system evolves through states in which the momen-
tum is peaked at different locations of the Brillouin zone. Fi-
nally, the rightmost panel shows three snapshots of the den-
sity distribution of the same system at times indicated by the
coloured lines in the central panel. The high spatial frequency
oscillations and the peaking of the density at the edges is also
very different from what would be obtained had the system
been well-described by a time-averaged Hamiltonian, since
the time-averaged potential (shown in black) is smooth and its
potential highest at the edges.
We next discuss the approach to the long-time periodic state
as a function of time and system sizes. After showing that the
stroboscopic values of observables approach, then oscillate
around, a constant value for each ε , we proceed to demon-
strate that both this average value and the relative magnitude
of the oscillations away from it decay to zero with increasing
system size, in agreement with our analytical results for infi-
nite systems. The approach is rapid: within a few periods, the
system is practically thermalized.
The main plot of Fig. 2 shows the stroboscopic approach
to the PGE state of the full bosonic momentum distribution,
nˆ(b)(k,mT ), for the parameters corresponding to the black line
in Fig. 1. The entire momentum distribution approaches, then
oscillates around, a period-independent result. The inset fo-
cusses on the component nˆ(b)(k = pi/2), showing the stro-
boscopic time evolution of its difference from the value pre-
dicted by the PGE as a function of period, showing the oscil-
lations about the equilibrium value shown by the heavy blue
FIG. 2: Main plot: Stroboscopic approach to equilibrium with time
for the full momentum distribution of the bosons, nˆ(b), correspond-
ing to the heavy black line in Fig. 1 and for a system size L = 200
sites. Note the brief initial transient period, followed by small oscil-
lations around a well-defined limit. Inset: Same as the main plot, but
for a single component of the momentum distribution. In this plot,
dpi/2(m) =
(
nˆ(b)(k = pi/2,mT )− nˆ(b)PGE(k = pi/2)
)
/nˆ(b)PGE(k = pi/2)
measures the deviation of the actual value from the prediction of the
PGE. The heavy blue lines show the average of the deviations af-
ter discarding the first 50 periods, which approximates the long-time
average. These plots demonstrate that the expectation value of the
operator approaches, then oscillates about, a value that is very close
(within a few percent) to the PGE prediction. Both the deviation of
the average from the PGE prediction and the relative magnitude of
the fluctuations about the mean value are shown to scale to zero with
system size in Fig. 3.
lines.
We now quantitatively study the approach to the PGE limit
as system size is increased. In Fig. 3 we plot the aver-
age of the distance of the dynamical momentum distribu-
tion from its PGE value over a number of periods, d =
(LN)−1∑n+Nm=n∑k
∣∣∣nˆ(b)(k,mT )− nˆPGE(k)∣∣∣, as a function of the
inverse system size 1/L. These plots are for large n = 40L
and N = 20L in order to to allow plenty of time for equilibra-
tion. From Fig. 3, we conclude that the average of the mo-
mentum distribution approaches the PGE result, while fluctu-
ations away from it average become smaller with increasing
system size: as L→ ∞, the momentum distribution rapidly
approaches the PGE periodic steady-state.
In conclusion, we have shown that the real dynamics
rapidly approaches the thermodynamic-limit and long-time
results for relatively small systems and short times.
Experiments–We now turn to the question of the experi-
mental implementation of the specific system we have stud-
ied. To realize our proposal, three ingredients are required: A
superlattice potential, periodic modulation and HCBs.
Experiments using a superlattice potential are already avail-
able [24], while periodic modulation of the lattice depth [17,
17, 25] is a standard technique. In particular, periodically
driving a superlattice potential is described in Ref. [20]. Fi-
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FIG. 3: (Color online) Approach to equilibrium with system
size. The Hamiltonian and colour coding is the same as in
Fig. 1. Here, d measures distance from the PGE prediction, d =
(LN)−1∑n+Nm=n∑k |nˆ(k,mT )− nˆPGE(k)|. We take n = 40L and N =
20L, large enough so that the results are insensitive to further in-
crease. The dashed green line is a plot of d ∝ L−1 to guide the eye.
These results strongly suggest that the distance of the long-time be-
haviour of the system from our prediction at the thermodynamic limit
falls off as a power law.
nally, the HCB regime may be achieved via confinement-
induced resonance, which involves manipulating the radial
harmonic potential strength [26, 27].
The example we have studied above is therefore accessible
with current experimental techniques.
Conclusions and outlook–For a large class of integrable
periodically-driven systems, we have shown that a periodic
steady-state is attained at long times. To describe this state,
we have constructed a periodic version of the generalized
Gibbs ensemble (GGE) [12], commonly introduced in con-
nection with quenches in integrable models. We have pro-
vided an analytical demonstration that it exactly reproduces
the periodic steady-state in the thermodynamic limit. We also
provide numerical evidence of rapid convergence (i) to the
thermodynamic-limit prediction with increasing system size
and (ii) to the steady-state with time.
It would be natural to extend our results to a generic non-
integrable situation. Our PGE is analogous to the GGE for
non-driven systems [12]; the analogy would suggest that, for
a closed, non-integrable, periodically-driven system, a sub-
system for which the rest of the system plays the role of a
bath might be described by the periodic density matrix op-
erator exp
(
Hˆeff (ε) = Uˆ (0,ε) HˆeffUˆ† (0,ε)
)
, analogous to the
Gibbs ensemble for non-driven systems [16]. Unfortunately,
there are several issues with this; chief amongst them are
that Hˆeff (ε) is not a local operator in general and, more se-
riously, that Hˆeff (ε) is not uniquely defined (its eigenvalues
are only defined modulo 2pi/T–we do not use the eigenvalues
and therefore circumvent this problem in our work). We are
currently investigating possible resolutions of these concep-
tual issues.
Our work here should be compared to the usual situation for
out-of-equilibrium systems, where each case has to be studied
individually using ad-hoc techniques tailored to the specific
problem at hand. In contrast, for this type of periodically-
driven systems the general framework of maximum entropy
statistical mechanics applies as-is. It not only gives the cor-
rect ensemble but also allows detailed computation of physical
observables. We hope that this work will motivate the search
for further such “thermodynamic” principles governing driven
systems in all generality.
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6SYNCHRONIZATION
We first show how a periodically driven system synchro-
nizes with the driving. This is analogous to the way a non-
driven system equilibrates [1, 2], with most observables ap-
proaching a time-independent steady-state in which contribu-
tions from off-diagonal (in the energy basis) matrix elements
are negligible. This is usually called the “diagonal ensemble”
(DE).
Consider the expectation value of the operator Oˆ at time
tn = ε+nT , O(tn) = tr
(
ˆρ(tn)Oˆ
)
. Introducing the rotated op-
erator defined in the main text,
O(tn) = tr
(
e−iHˆeffnT ρˆ(0)eiHˆeffnT Oˆ(ε)
)
can be viewed as the expectation value of the rotated opera-
tor Oˆ(ε) evolving under a time-independent Hamiltonian Hˆeff
at time nT starting from the initial state ρˆ(0). For such a
static quench, and under a set of general assumptions for the
initial state [1–3], one expects each series {O(nT + ε); n =
0,1,2 . . .} to converge to a fixed value [16]. Denote the eigen-
values and eigenstates of Hˆeff by εα and |α〉, respectively, with
α = 1 . . .DH and DH the dimension of the Hilbert space of
the system. Expanding ρˆ(0) = ∑α,β ρα,β |α〉〈β |, the limit of
the long-time average over many periods is given by
lim
N→∞
N−1
N
∑
n=1
O(nT + ε) =
DH
∑
α=1
ρα,α 〈α|Oˆ(ε) |α〉 , (7)
analogously to the DE result for a static system.
It has been shown by Reimann [1] that there are two nec-
essary conditions for the equality (7) to be accurate. Firstly,
defining the inverse participation ratio in the eigenstate basis
by
φq =∑
α
|cα |2q (8)
it is necessary that φ2  1, that is, a sufficiently large frac-
tion of the eigenstates of Hˆeff must be occupied. Secondly,
the range of possible eigenstate expectation values of the
operator in question, ˆA = Oˆ(ε), must be finite, ie, ∆A =
maxψ 〈ψ| ˆA |ψ〉 −min〈ψ| ˆA |ψ〉 must be finite. If these
two conditions hold, then a modification of the arguments of
Ref. [1, 2] shows that the mean square deviation of the actual
time evolution from the prediction of the diagonal ensemble,
σ2A =
(
O(nT + ε)− tr(OˆρˆPGE(ε)))2 (9)
where f (n) = limN→∞N−1∑Nn=1 f (n) is bounded by
σ2A ≤ ∆A φ2. (10)
All observables we consider (such as the single-particle
momentum distribution) clearly have a finite ∆A , so that we
conclude that synchronization occurs for any initial state suffi-
ciently nonlocal in the basis formed by the eigenstates of Hˆeff.
PROOF THAT THE PGE CAPTURES THE
SYNCHRONIZED STATE
We now turn to the special case of integrable systems that
can be mapped to the form of Eq. (3) of the main text (possibly
via a Jordan-Wigner transformation). For simplicity, we also
specialise to pure initial states, such that ρˆ(0) = |ψ(0)〉〈ψ(0)|
and ρα,β = c∗αcβ with c∗α = 〈ψ(0) |α〉. Our goal is to show
that the expectation value of any operator Oˆ at any time ε in
the long-time limit is equal to tr
(
OˆρˆPGE(ε)
)
.
In this section, the operators aˆ refer to the operators diag-
onalising Hˆeff (they are defined in Eq. 4 of the main text),
while the states denoted by Greek letters such as |α〉 refer to
the many-body eigenstates of Hˆeff, as in the previous section.
Let us begin by considering bilinear operations Oˆ . Writ-
ing ˆA = Oˆ(ε), defining the long-time limit (see Eq. (7))
AL = ∑
DH
α=1 |cα |2 〈α| ˆA |α〉 and expanding ˆA in the a˜p, ˆA =
∑p,q
(
Ap,qa˜†pa˜q+Bp,qa˜pa˜q+Cp,qa˜
†
pa˜
†
q
)
, we have
AL = ∑
α,p,q
Ap,q |cα |2 〈α| a˜†pa˜q |α〉 . (11)
We now use the identities 〈α| a˜†pa˜q |α〉= 〈α| a˜†pa˜q |α〉δp,q and
〈α| a˜†pa˜q |β 〉δp,q = 〈α| a˜†pa˜q |α〉δp,qδα,β , the second of which
follows from
[
Hˆeff, Nˆ
]
= 0 with Nˆ the particle number opera-
tor, finally arriving at
AL =∑
p
Ap,pI p(0) (12)
with I p(0) = 〈ψ(0)|Iˆp(0) |ψ(0)〉 = 〈ψ(0)| a˜†pa˜p |ψ(0)〉.
Therefore,
AL =
L
∑
p=1
App 〈ψ(0)|Iˆp(0) |ψ(0)〉 . (13)
Explicit calculation then shows that tr
(
OˆρˆPGE(ε)
)
=
tr
( ˆA ρˆPGE(0)) = AL. Thus, the long-time limit for the ex-
pectation of any bilinear operator ˆA is exactly reproduced by
the PGE density matrix for any time ε ∈ [0,T ).
Using Wick’s theorem we can extend this result to higher-
order (than bilinear) operators, at least in the absence of acci-
dental symmetries [4, 5] and in the thermodynamic limit (both
conditions are necessary in order for fluctuations to vanish and
Wick’s theorem to be applicable).
Consider an arbitrary higher-order operator Oˆ , involving
terms with more than two fermionic operators (it is always
possible to express any Oˆ as a sum of products of fermionic
operators).
We now take an initial state that is an eigenstate of
some bilinear Hamiltonian without translational invari-
ance [17]. As the time evolution occurs under another
quadratic Hamiltonian, the expectation value of each
product of fermionic operators factorises at each in-
stant in time according to Wick’s theorem [6, Sec.
14]. For example, for an M-particle operator, ˆA =
7a˜†p1 · · · a˜†pM a˜p1 · · · a˜pM , defining 〈· · · 〉(t) = tr(· · · ρˆ(t)) we have〈
Oˆ
〉
(t) = ∑P(−1)P
〈
a˜†pP1
a˜pP1
〉
(t) · · ·
〈
a˜†pPM a˜pPM
〉
(t)
where P denotes a permutation. If the long-time limit
limt→∞
〈
a˜†pa˜q
〉
(t) exists, then, by the earlier argument for
bilinear operators, it is given by the PGE result and therefore
limN→∞N−1∑Nn=0 〈O〉(nT + ε) = tr〈OρˆPGE(ε)〉 even for the
higher-order correlators. If, on the other hand, the limit does
not exist then the proof fails and higher-order operators are
not guaranteed to be reproduced by the PGE. For infinite
systems,
〈
a˜†pa˜q
〉
(t) generally approaches a limit for t→ ∞
In conclusion, the main assumption necessary for this re-
sult is that the expectation values of bilinear operators tend
to a well-defined limit at long times; this is generally true for
systems in the thermodynamic limit [1, 2]. However, even
in the thermodynamic limit it is known to fail for disordered
systems [7, 8].
EXAMPLE HAMILTONIANS
In the main text we concentrate on a system of hard-core
bosons. Here, we explicitly list a number of other important
physical Hamiltonians that may be mapped to the form
Hˆ(t) =∑
i
[
aˆ†iMi, j(t)aˆ j+ aˆ
†
iNi, j(t)aˆ
†
j +h.c.
]
, (14)
with aˆ either bosonic or fermionic.
Luttinger Liquids: Another important class of Hamilto-
nians with broad applications is given by Eq. (3) with the aˆ
satisfying bosonic commutation relations. In particular, Lut-
tinger liquids (LLs) [9, 10] are in the class of one-dimensional
systems described by such a Hamiltonian. As a concrete ex-
ample, the Hamiltonian for a spatially homogeneous time-
dependent LL may be written in the form [5, 11, 12]
Hˆ = ∑
q6=0
(
ω(q, t)bˆ†qbˆq+
1
2
g(q, t)
[
bˆqbˆ−q+ bˆ†qbˆ
†
−q
])
(15)
with bˆq bosonic operators and ω(q, t) and g(q, t) periodically
time-dependent coefficients [18].
XY Chain: Another very well-studied model Hamil-
tonian is the spin-1/2 quantum XY chain, for which
HˆXY (t) = ∑i
[
Jx(t)σˆ xi σˆ xi+1+ Jy(t)σˆ
y
i σˆ
y
i+1+B(t)σˆ
z
i
]
with the
σˆ spin-1/2 operators. Using again a standard Jordan-
Wigner transformation [13], this is mapped to Eq. (3)
with Mi, j(t) = (Jx(t)+ Jy(t))(δi,i+1+δi,i−1) + B(t)δi, j and
Ni, j(t) = (Jx(t)− Jy(t))(δi,i+1+δi,i−1).
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